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Summary

This PhD dissertation in political economy consists of three independent chapters

studying social movements, social media, and political narratives.

Chapter 1 quantifies the impact of the #MeToo movement on sex criminality in
the United States. Exploiting the existence of delayed reports to the police, I pro-
pose an econometric model to disentangle crime reporting from crime prevalence in
crime databases. Solving this long-standing measurement problem allows me to study
trends in sex criminality around the #MeToo movement. I find that sexual violence
awareness and sex crime reporting had been increasing — and sex crime incidence had
been decreasing — for several years before #MeToo in October 2017. Nonetheless, the
movement’s sudden mediatization on social media largely reinforced these broader

trends.

Chapter 2 argues that social media have ambiguous effects on protest movements.
While they facilitate the coordination of protests and lead to persistent online activism,
they may also foment radicalization among protesters. To support these claims, the
chapter analyzes the Gilets Jaunes protests in France in 2018-2019. It shows that local
street protests triggered the creation of large communities of protesters on Facebook.
However, these communities progressively became more antagonistic, negative, and
ideologically segregated. Moderate discussants left, those who remained radicalized,
and Facebook’s recommender algorithm likely contributed its fair share by consistently

showcasing radical content.

Chapter 3 develops a new algorithmic approach to measure economic and politi-
cal narratives from large text corpora. It uses recent neural networks to annotate se-
mantic roles from raw documents, allowing for the construction of agent-verb-patient
triplets. It then combines phrase embeddings with a clustering algorithm to recover
low-dimensional, interpretable narratives (e.g., “taxes kill jobs”). An application to
thousands of speeches from the U.S. Congressional Record illustrates the method’s po-
tential. An open-source Python package relatio is also provided to support further

applications.

1ii
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Résumé

Cette thése de doctorat en économie politique est composée de trois chapitres
indépendants. Les themes principaux abordés sont les mouvements sociaux, leur
développement récent sur les réseaux sociaux, ainsi que I'étude quantitative par in-
telligence artificielle du discours politique.

Le chapitre 1 évalue les effets du mouvement #MeToo sur la criminalité sexuelle
aux Etats-Unis. En exploitant I'existence de plaintes reportées avec un délai a la po-
lice, je propose une approche simple pour dissocier la probabilité qu'une victime porte
plainte du nombre de crimes sexuels commis dans une série chronologique de crimes
sexuels signalés a la police. Résoudre ce probleme de mesure de longue date me per-
met d’étudier I’évolution de la criminalité sexuelle autour du mouvement #MeToo. Je
constate que la sensibilisation aux violences sexuelles et la probabilité de porter plainte
augmentaient déja, tandis que les crimes sexuels étaient en baisse depuis plusieurs
années avant la médiatisation soudaine de #MeToo sur les réseaux sociaux. Cepen-

dant, le mouvement a renforcé ces tendances plus larges.

Le chapitre 2 suggeére que les réseaux sociaux ont des effets ambigus sur les mou-
vements sociaux. Bien qu’ils facilitent la coordination entre les manifestants et per-
mettent de nouvelles formes d’activisme en ligne, ils peuvent également dessiner des
trajectoires de radicalisation politique. Pour étayer ces affirmations, le chapitre analyse
le mouvement des Gilets Jaunes en France en 2018-2019. Il montre que les manifesta-
tions locales ont mené a la création de grandes communautés d’activistes sur Face-
book. Ces communautés sont progressivement devenues plus antagonistes, négatives
et idéologiquement polarisées. Les plus modérés des interlocuteurs sont partis, tan-
dis que ceux qui sont restés se sont radicalisés. L'algorithme de recommandation de
Facebook a probablement contribué a ces trajectoires de radicalisation en présentant

systématiquement du contenu radical a ces utilisateurs.

Le chapitre 3 développe une nouvelle approche algorithmique pour mesurer les
poncifs économiques et politiques dans de grands corpus de textes. Il utilise des

réseaux neuronaux récents pour annoter les roles sémantiques dans les documents
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originaux, permettant la construction de triplets < agent-verbe-patient >. Il combine
ensuite les plongements lexicaux avec un algorithme de regroupement pour produire
des poncifs interprétables de faible dimension (par exemple, < 1'imp6t tue I'emploi >).
La méthode est appliquée a des milliers de discours parlementaires aux Etats-Unis.
Le logiciel libre d’acces relatio, écrit en Python, est également fourni pour faciliter

d’autres applications.

Mots clés: réseaux sociaux, mouvements sociaux, normes sociales, préférences poli-

tiques, traitement du langage naturel, mesure de la criminalité, modeles de durée
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2 Chapter 1 - MeToo

Abstract

This paper studies the Me Too movement’s effects on sex criminality. As many
victims do not report to the police, a long-standing empirical challenge with reported
crime statistics is that they reflect variations in victim reporting and crime incidence.
To separate both margins, I develop a duration model that studies the delay between
the incident’s occurrence and its report to the police. The model accounts for unob-
served heterogeneity, never-reporters, and double-truncation in the data. I apply it to
the police records of large US cities. Contrary to the widespread view that #MeToo
was a watershed moment, I find that sex crime reporting had already been increasing
for years before its sudden mediatization in October 2017. Nonetheless, the movement
had a positive, persistent impact on victim reporting, particularly for juveniles, racial
minorities, and victims of misdemeanors and old crime incidents. The increase in re-
porting translates into drastically higher probabilities of arrest for sex offenders. Using
reported non-sexual crimes as a control group, difference-in-differences estimates sug-

gest the movement also had a sizable deterrent effect.

Keywords: crime reporting, crime deterrence, sex crimes, #metoo, survival analysis,

double-truncation?
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1. Introduction

In October 2017, the Me Too movement led millions of women worldwide to protest
against sexual violence. Enthusiastic commentators portrayed the movement as a
game-changer in the history of women'’s rights.! Others, more skeptical, raised con-
cerns about false allegations, backlash effects, and socioeconomic and racial divides.?
As for most interventions against crime, a major impediment to evaluating the move-
ment’s impact on crime reporting and incidence is that many victims do not come
forward. Between 1995 and 2010, U.S. national surveys estimated over 6 million rape
and sexual assault victims, of which 60 to 70% did not report the incident to the police
(Planty et al. 2013). In turn, a long-standing empirical challenge has been to interpret
variations in reported crimes as changes in the number of offenses committed or in

victims’ propensity to report (Quételet 1831; Levitt 1998).

This paper proposes a general methodology to disentangle victim reporting and
crime incidence from police data. I use this novel approach to provide empirical ev-
idence of the Me Too movement’s impact on sex criminality. I find three key results.
First, the victim reporting rate had already been increasing for years before #MeToo.
Second, the movement had a positive and persistent effect on victim reporting — partic-
ularly for the most vulnerable groups of the population. Third, it had a large deterrent
effect on sex offenders.

My analysis relies on the police records of New York City, Los Angeles, Cincinnati,
and Seattle between 2010 and 2019. I document that more than half of sex crime charges
are filed with a delay relative to the incident date. Reports can occur days, months, and
sometimes years after the crime. In addition, I show that there was a large increase in
reported sex crimes over the decade but that delayed reports primarily drive it. This
pattern is consistent with the progressive depletion of a large stock of unreported sex

crimes and suggests victims became more likely to report over time.

Building on this intuition, I develop a reduced-form, flexible duration model to an-
alyze delayed reports over time. Victims enter the study on the incident date and exit
upon filing a complaint to the police. As some victims never report, I extend the canon-
ical mixed proportional hazards (MPH) model to explicitly account for never-reporters.
This modification does not require additional statistical assumptions. However, it re-
quires researcher knowledge about the share of never-reporters at the beginning of the

study period. The duration model allows me to reconstruct all subsequent variations

For example, see AP News (2017); Psychology Today (2017); Berkeley Law (2019).
2For examples, see Forbes (2020); Harvard Business Review (2019); New York Post (2020); New York
Times (2017a); AP News (2021); New York Times (2017b).
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in this share over time. In turn, I can decompose a time-series of reported crimes into

two margins of crime reporting and incidence.

I estimate the model by maximizing the likelihood function integrated over the
random effects. However, the model’s estimation is complicated by double-truncation
in the data. Double-truncation is a non-trivial sample selection scheme that arises be-
cause I only observe plaintiffs who report a crime to the police during the study period.
Plaintiffs with shorter reporting delays are less likely to enter the study, and thus, left
truncation leads to a sample biased towards larger reporting delays. Conversely, plain-
tiffs with longer reporting delays are less likely to report before the end of the study,
and thus, right-truncation leads to a study sample biased towards smaller reporting
delays. Without a suitable correction, I show that a naive, out-of-the-box implementa-
tion of the MPH model returns severely biased estimates. I thus correct the likelihood
to account for double-truncation. The correction weights each observation by the in-
verse of their sampling probability. The identification assumption is that reporting
delays are independent of the date of the incident once conditioning on the history of
interventions affecting victim reporting (e.g., #MeToo). In Monte Carlo simulations,
the proposed estimator largely outperforms the naive estimator, with no bias in esti-

mates.

I then take the model to the data. First, I focus on plaintiffs. I show that abstracting
from the subset of victims who did not report to the police provides a lower bound on
#MeToo's effects on the hazard of reporting. I find that the hazard of filing a complaint
increased by 15 to 20% following the intense mediatization of #MeToo in October 2017.
The effect increases over time, suggesting that the movement had a durable impact
on reporting norms. Plaintiffs are approximately twice as likely to report past crimes
after #MeToo (relative to recent crimes). Thus, encouraging sex crime victims from
past decades to reconsider filing a complaint to the police partly allowed older gen-
erations to “catch up” with the reporting rate of younger cohorts. Finally, juveniles
and racial minorities appear particularly responsive to the intervention. This mitigates
concerns of the unequal treatment of age and race in the movement’s media cover-
age (Onwuachi-Willig 2018). These results are robust to various specifications for the
baseline hazard, unobserved heterogeneity, incident-level characteristics, and placebo
dates.

I further investigate the implications of these findings for the entire victim popu-
lation. In line with national estimates, I assume that 70% of the victims would not
have reported incidents for 2010.> When accounting for never-reporters, I uncover
a large, linear, and positive pre-trend between 2010 and 2017. This contradicts the

3 Absent any future interventions that may affect victim reporting propensity (such as #MeToo).
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widespread view that #MeToo was a watershed moment. It is not to say, however, that
the movement had no impact. The timing of #MeToo appears as a structural break in
the time-series and reinforces pre-existing trends. I estimate that the share of victims
who eventually report a sex crime to the police more than doubled over the decade,
reaching 75%. #MeToo accounts for approximately 25% of the increase in sex crime
reporting over the period. Alternative values for the share of never-reporters in 2010
do not revert these trends but affect their magnitude. I show that my main results
are robust to a broad range of reasonable parameter values, ranging from 60 to 80%
of never-reporters.* Moreover, when focusing on the segment of complaints that lead
to arrests, I find qualitatively similar trends, suggesting unfounded allegations do not

drive the results.

Next, I reconstruct the time series of sex crime incidence based on estimated report-
ing rates. Empirical estimates indicate that sex crime incidence decreases by approx-
imately 35% between 2010 and 2019. The decomposition of reported sex crimes thus
reveals a substantial increase in sex crime reporting and a substantial decrease in sex
crime incidence over time. The two margins partly cancel each other out and are thus
less apparent in the time series of reported crimes. Using this newly constructed time-
series, I assess the Me Too movement’s impact on sex crime incidence. To account for
potential confounders, I use reported non-sexual crimes as a plausible control group
in a difference-in-differences setup. In the post-treatment period, I find a large and
statistically significant deterrent effect of 23% per quarter. I find no effect for placebo
dates as well as for non-sexual crimes. My results are also robust to alternative coun-
terfactual models, including an interactive fixed effects model (Xu 2017) and the matrix
completion method (Athey et al. 2021). In my baseline specification, the Me Too move-
ment accounts for approximately 12% of the decrease in sex crime incidence over the
period.

I consider several channels that may affect victim and offender behaviors. Regard-
ing victims, a plausible explanation is a social norm narrative in which the social cost
of reporting a sex crime has decreased. Consistent with this interpretation, I show that
the number of tweets surrounding sexual assault has increased over the decade (and
so did Google queries). This pattern suggests an increase in sexual violence aware-
ness. Regarding criminal behavior, my results are consistent with a Beckerian model
of crime. The reporting rate has increased the probability of arrest for sex offenders,
from roughly 15% in 2010 to 37% in 2019. In the data, a one percentage point increase
in the probability of arrest is associated with a 0.9 percentage points decrease in sex

crimes.

4This interval encompasses all estimates of the reporting rate of victims of sexual violence by the
National Crime Victimization Survey since 2011.
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This paper is organized as follows. Section 2 reviews the literature. Section 2
presents the data sources and a brief history of the Me Too movement. Section 4 dis-
cusses empirical patterns surrounding #MeToo in light of a simple conceptual frame-
work. Section 5 outlines a general method to infer variations in crime incidence and
reporting from police records with delayed reports. Section 6 presents estimates of the
Me Too movement'’s effects on victims and offenders. Section 7 discusses plausible

mechanisms. Finally, Section 5 concludes.

2. Related Literature

My results inform several distinct strands of literature. First, I contribute to the
nascent literature that studies the origins and consequences of the Me Too movement.
Public allegations of sexual misconduct have substantially impacted company val-
uations on financial markets and labor market outcomes (Borelli-Kjaer, Schack and
Nielsson 2021; Luo and Zhang 2022; Sophie Calder-Wang and Sweeney 2021; Batut,
Coly and Schneider-Strawczynski 2021; Cici et al. 2021; Bernabe 2021; Gertsberg 2022).
Closely related to this paper, Levy and Mattsson (2021) estimate that the Me Too move-
ment has led to a 10% increase in sex crime reports in a large sample of OECD countries
(including the United States).” I study the Me Too movement’s impact on sex crimi-
nality with a novel methodology. My empirical strategy presents several advantages,
including the ability to jointly study variations in crime reporting and incidence at
tine-grained scales (e.g., cities). I provide novel insights into the movement’s origins
and impact in four ways. First, I show that past studies likely underestimated the im-
pact of the Me Too Movement on sex crime reporting. Second — and related to this
tirst point — my results indicate that the movement’s deterrent effect is large and sta-
tistically significant. Third, I find that the movement had a differential impact along
socio-demographic lines and was particularly effective at fostering reporting among
racial minorities, juveniles, and past victims of sex crimes. Fourth, I uncover substan-
tial trends in crime reporting and incidence before the Me Too movement. This last
result cautions against interpreting social movements as “as-good-as-random” events.
If the timing of #MeToo was largely unforeseen, it nonetheless appears in an opportune

context of shifting social norms related to sexual violence.

More generally, I contribute to the literature on the under-reporting of gender-based
violence (Cheng and Hsiaw 2020). Previous studies have found that the election of
female politicians and the number of female officers in the police workforce have in-

creased the reporting of gender-based violence in India (Iyer et al. 2012; Miller and Se-

Rotenberg and Cotter (2018) also find similar descriptive evidence for Canada.
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gal 2019). Displays of public outrage for highly mediatized affairs, such as allegations
of pedophilia in the Catholic Church and particularly gruesome rape cases in India,
have also increased the number of victims coming forward (Bottan and Perez-Truglia
2015; Mathur et al. 2019; Sahay 2021; McDougal et al. 2021). The Me Too movement
is arguably the largest and most persistent public awareness campaign on sexual vi-
olence. I provide empirical evidence that it successfully encouraged victims to file a
complaint to the police. Its impact is not limited to victims, however, as the movement

is associated with a large decrease in sex crime incidence.

This last finding has implications for the broader literature on crime deterrence.
Dating back to Becker (1968), crime deterrence has been extensively studied by schol-
ars (for reviews, see Nagin 2013; Chalfin and McCrary 2017; Doleac 2019). Through the
careful study of fines, arrests, and prosecutions, the crime literature analyzes incen-
tives within the criminal justice system but rarely investigates how private attitudes
affect enforcement. A smaller literature in political economy, however, has noted that
prevailing social norms often co-exist with the criminal justice system and can both
facilitate and hinder law enforcement efforts (Hay and Shleifer 1998; Berkowitz, Pistor
and Richard 2003; Benabou and Tirole 2011; Young 2015). In particular, the monitoring
and punishment of unlawful behaviors depends to a large extent on the willingness
of victims to report incidents to law enforcement agencies (Akerlof and Yellen 1994;
Dyck, Morse and Zingales 2010; Acemoglu and Jackson 2017). By increasing the prob-
ability of arrest and prosecution, my results highlight that changes in reporting norms
can successfully enforce socially desirable behaviors when the legal system fails to do

SO on its own.

This paper also connects to the large amount of literature on the reliability of re-
ported crime statistics. Since the XIX™ century, scholars refer to the share of crimes
that is neither reported to nor recorded by law enforcement agencies as the dark fig-
ure of crime (Coleman and Moynihan 1996).° To this day, unobserved crimes pose a
serious empirical challenge for analyzing and interpreting police records.” It is partic-
ularly problematic when studying the effectiveness of interventions to fight crime. If
such interventions affect both crime reporting and incidence, then estimates of treat-
ment effects based on reported crime statistics will be biased (Levitt 1998). Though the
dark figure of crime represents a well-documented problem, few approaches attempt
to disentangle reporting behaviors from crime rates. As a result, researchers heavily

rely on victimization surveys to better monitor victim and offender behaviors. Police

®The expression dark figure of crime is attributed to the Belgian mathematician Adolphe Quételet.
Though he raised the issue in the first half of the 19" century, it became popular in the 1960s.

For example, around 40% of violent victimizations and 33% of property victimizations were re-
ported to the police in 2019 (Morgan and Thompson 2021).
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databases remain, however, the only source of geographically disaggregated data on
crime that allows researchers to exploit geographic and time variation in treatment
assignment to identify treatment effects. Developing new methods tailored for these
records is thus critical to improving our understanding of crime reporting and deter-
rence. Several contributions in economics have relied on proxy variables to disentangle
both margins (e.g., Aizer 2010; Stephens-Davidowitz 2013; Bellégo and Drouard 2019).
Most frameworks implicitly or explicitly assume crimes are reported in short periods
to the police or never at all. This is not the case for sex crimes, domestic violence, and
harassment complaints, among others. The existence of delayed reports and the em-
pirical issues they raise remain understudied (for notable exceptions, see Lee and Suen
2019; Klemmer, Neill and Jarvis 2021). I contribute in three ways to this literature. First,
I clarify the econometric implications of delayed reports. Second, I propose a solution
to monitor variations in victim reporting and crime incidence for crimes reported over
long periods. Finally, I provide real-world evidence that underreporting is a serious
empirical threat for practitioners and is a first-order concern for the credible impact

evaluation of interventions.

On a more technical note, I contribute to the analysis of doubly-truncated data in
survival analysis (see Dorre and Emura 2019, for an overview). Beyond police data,
double-truncation is a sampling scheme that arises in biostatistics (LAGAKOS, BAR-
RA]J and Gruttola 1988; Moreira and de Una-Alvarez 2010; Emura and Murotani 2015),
engineering (Ye and Tang 2016), astronomy (Efron and Petrosian 1999), and economics
(Dorre 2020). Previous research has derived semi-parametric Cox regression models
for doubly-truncated data (Vakulenko-Lagun, Mandel and Betensky 2019; Rennert and
Xie 2018; Mandel et al. 2018). These approaches assume unconditional independence
between the duration and the truncation times. This is often too restrictive an assump-
tion in the presence of time-varying covariates. For instance, in the case of the Me Too
movement, it rules out the possibility that the movement would have affected victims’
reporting of sex crimes to the police. Furthermore, these models assume homogeneous
populations. In practice, unobserved heterogeneity is common, and modeling it is im-
portant for valid causal inference (Abbring and Van den Berg 2003). I thus develop
parametric yet very flexible duration models for doubly-truncated data that solve these
two methodological shortcomings. First, I relax the unconditional independence as-
sumption to a more realistic conditional independence assumption. Controlling for the
Me Too movement’s viral outbreak on social media thus makes it possible to assess its

impact on victim reporting. Second, I extend the model to unobserved heterogeneity.
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3. Data and Context

3.1 Data Sources

City-level Police Data My main data source is detailed incident-level police records
for New York City, Los Angeles, Seattle, and Cincinnati, between 2010 and 2019.% These
cities represent a combined population of approximately 13 million Americans. The
records are official administrative data. The data collection is meant to be rigorous
and systematic, and is sent later to the FBI for consolidation. Importantly, the records
distinguish the incident date from the date of its report to the authorities.” This will be
crucial for my empirical strategy (see Section 5). For Los Angeles and New York City,
I also download offender-level arrest datasets over the same period. This allows me to

compute arrest rates per crime category.

I process the data in the following way. I manually classify offenses as sexual or non-
sexual. I exclude sexual offenses related to pornography, indecency, loitering, sexting, and
prostitution. When possible, I further distinguish sex offenses between misdemeanors
and felonies.!® For non-sexual offenses, I focus on four broad categories: burglary, rob-
bery, assault, and murder. 1 exclude all other non-sexual offenses from the analysis. For
a complete list of offenses considered and excluded, see Appendix A. I also observe
the socio-demographic characteristics of plaintiffs and alleged offenders, such as their
self-declared race, age, and sex. The sex variable has three groups: male, female, and
unknown. For the self-declared race, I form four categories: black, hispanic, white, and
other/unknown. For the age of plaintiffs and offenders, I create a dummy variable juve-
nile that takes values zero for adults (above 18 years old) and one for children (below
18 years old). The age recorded is the plaintiff’s (offender’s) age upon filing the com-
plaint. Finally, I exclude from the sample all complaints with incoherent dates for the

incident or its report to the police.!

81 stop the data collection in December 2019, because lockdowns and other restrictions to fight the
COVID pandemic may have affected sex criminality from 2020 onwards.
9The Uniform Crime Reporting (UCR) yearly data provides yearly aggregate reports per agency,
but no incident-level observations. The National Incident-Based Reporting System (NIBRS) provides
incident-level observations, but solely records the incident date and omits the report date to the police.
I rely on city-level datasets (Police Data Initiative 2021). I choose cities that provide (i) incident-level
data for the period 2010-2019, (ii) include sex crime reports, and (iii) distinguish the data of the incident
and the date of its report to the police. I further exclude Austin and Tucson from the sample, because
the distribution of reporting delays in these cities is extremely skewed around the first day and raises
data quality concerns. The main results are qualitatively similar when including these two cities in the
estimations.
19New York City makes a clear distinction between the two categories. Other cities do not.
1n some cases, the incident’s date is later than the date of its report, or one of the two dates is
missing. These represent 1.5% of the raw data.
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The FBI Consolidated Databases The FBI's Uniform Crime Reporting (UCR) pro-
gram provides the general public with a broad range of statistics from local law en-
forcement agencies. To compare my results to national reported crime statistics, I col-
lect official consolidated crime databases between 1976 and 2019. Reported crimes are
harmonized into the Uniform Crime Reporting Summary Reporting System (SRS) (Ka-
plan 2021). The SRS is a crime report database aggregated by month, agency, and crime
category.!? It is the most comprehensive database on offenses known and clearances

by arrest in the United States.!

The UCR also provides supplementary reports on
homicides (Kaplan 2019). This allows me to compute sexual and non-sexual homicide

rates.

The National Crime Victimization Survey To compare my results to national sur-
vey estimates, I collect the National Crime Victimization Survey (NCVS) responses
between 2010 and 2019. The Bureau of Justice Statistics (BJS) each year surveys a
nationally representative sample of about 240,000 persons in approximately 150,000
households. Respondents are explicitly asked about their experiences of criminal vic-
timization and whether they reported the incidents to the police. Thus, one can com-

pute direct estimates of crime reporting and incidence.

Google Queries on Sex Criminality Idownload from Google the web search interest
for the topics “sexual assault” and “Me Too movement” in the United States between
2010 and 2019. The query counts are normalized so that the largest number of queries
over the period equals one hundred. I interpret this dataset as a proxy for sexual vio-

lence awareness.

Tweets on Sex Criminality I download all tweets related to sexual assault on the 1st
of each month between 2013 and 2019. I also add tweets from the 15" of October 2017

(i.e., the day when #MeToo went viral on social media). I identify tweets on sexual

121n 2013, the FBI changed its national definition of rape to include a broader range of sexual offenses.
On the FBI's website, one may read: “The old definition was “The carnal knowledge of a female forcibly and
against her will.” Many agencies interpreted this definition as excluding a long list of sex offenses that are criminal
in most jurisdictions, such as offenses involving oral or anal penetration, penetration with objects, and rape of
males. The new Summary definition of Rape is: ‘Penetration, no matter how slight, of the vagina or anus with
any body part or object, or oral penetration by a sex organ of another person, without the consent of the victim.””
This change in definition is unlikely to affect my city-level estimates because I rely on the more detailed
city-level classification of offenses to define sexual and non-sexual crimes. In Column 8 of Table 8.2, I
show that restricting the sample to 2014 — 2019 does not substantially change my main result.

13The National Incident-Based Reporting System (NIBRS) is a more recent data collection effort im-
plemented to improve the overall quality of crime data collected by law enforcement. For each incident,
it records the date of its occurrence (but not the date of its report to the police). I do not rely on this
database because it has limited geographical coverage relative to the SRS. According to the FBI, in 2017,
it covered 33% of the US population.
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A

assault based on a large set of explicit keywords, such as: “rape”, “sexual assault” and
“#metoo”. The traffic on Twitter has increased drastically over the years, going from
hundreds of daily tweets at its creation in 2006 to 500 million daily tweets in 2021. To
make meaningful comparisons over time, I collect the total number of tweets posted
on each day of data collection. The complete list of keywords and further details may
be found in Appendix A. Once again, I interpret this dataset as a proxy for growing

sexual violence awareness.

3.2 Descriptive Statistics

Summary statistics on the city-level dataset are provided in Table A.3. Between 2010
and 2019, there were over 2 million crime incidents reported. Among those, approxi-
mately 110,000 were sexual crimes. Sexual criminality remains largely gender-specific,
with 87% of reports filed by women in the sample (95% when excluding incidents
without this information). In terms of declared race, black plaintiffs and Hispanics
form the bulk of sex crime reports. Furthermore, children and teenagers are particu-
larly exposed to sexual criminality, with around 43% of plaintiffs declaring being below
18 when filing the complaint. Alleged offenders, on the other hand, are mainly adult

males belonging to a racial minority.

A striking feature in the data is the incidence of delayed reporting: approximately
30% of the total number of offenses are not reported on the day of the incident (I refer
to these complaints as delayed reports as opposed to direct ones). But this figure hides
substantial heterogeneity across offenses. 42% of sex crimes are direct reports as op-
posed to 79% for non-sexual assaults and 83% for robberies. The difference is also more
sizable for mean reporting delays. The average time to report a sex crime is 197 days,
as opposed to less than six days for non-sexual assaults, robberies, and burglaries.!*
The standard deviation in reporting delays is almost sixteen times larger for sex crimes
relative to non-sexual assaults, robberies, or burglaries. Figure A.1 presents the sample
distribution of delayed sex crime reports. Approximately 40% of plaintiffs report on

the day of the incident, 80% within the first month, and 90% within the first year.

Delayed reporting also varies along socio-demographic lines. Longer reporting de-
lays are typically expected for subgroups of the population with higher costs to filing
a complaint. Figure A.2 displays boxplots of reporting delays per age group and de-
clared plaintiffs’ race. Juveniles report over larger periods than adults. Hispanic and

black plaintiffs also display longer reporting delays than other racial categories.

4Murders have rather long reporting delays when the police record them with a delay. Those corre-
spond to cold cases.
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3.3 The Me Too Movement

The Me Too movement is a social movement against all forms of sexual misconduct
where people share and publicize allegations of sex crimes. Its explicit goal is to raise
awareness of the pervasiveness of sexual violence in society. Social activist Tarana
Burke launched the movement on MySpace in 2006. For over ten years, the campaign
focused on female minorities (mainly black women) and benefited from limited media
coverage. On the 15! of October 2017, it was popularized by actress Alyssa Milano in
reaction to the Harvey Weinstein affairs. She tweeted: “If you've been sexually harassed
or assaulted write ‘me too” as a reply to this tweet.” In the following days, the hashtag
#MeToo spread virally on social media and was posted millions of times on Twitter,
Facebook, and other platforms worldwide.

Following its mass mediatization, mentions of the hashtag #MeToo have dwarfed
past references to the Me Too movement (see Figures A.7). However, this large dis-
continuity in the time series should not oust the social and historical context in which
the movement emerged. Several pieces of anecdotal evidence suggest that attitudes
toward sex crimes had been changing for over a decade. The movement appeared 11
years before it became popular. The traditional media also brought many affairs to
the spotlight during the 2000s: examples include sex crime allegations in the Catholic
Church, the Bill Cosby sexual assault cases, and allegations concerning Harvey We-
instein before 2017. On social media, several hashtags denouncing violence against
women preceded #metoo but were less viral (e.g., #YesAllWomen, #IAmNotAfraid-
ToSpeak, #myHarveyWeinstein and #BeBrave). Given these early signs of changing
attitudes towards women, one would expect positive time trends in crime reporting
before October 2017. I find empirical support for this hypothesis in Section 6.

Debated on television and in the newspapers, the Me Too movement also raised cri-
tiques as it gained momentum. Some pointed to the risk of false allegations.!> Others
claimed the movement failed to recognize the heightened vulnerability that women of
color frequently face.'® Finally, proponents warned against the potential backlash.!” I
address these concerns in my empirical assessment of the movement’s impact on vic-
tims and offenders. Overall, in the scope of this study, false allegations are unlikely
to be the drivers behind the large increase in sex crime reports, the reporting rate in-
creased more for black, Hispanic, and juvenile victims, and there was no backlash effect

in sex crime incidence (see Section 6).

15For example, see Forbes (2020) and New York Post (2020).
16For example, see New York Times (20172) and AP News (2021).
7For example, see Harvard Business Review (2019).



Chapter 1 - MeToo 13

4. Conceptual Framework

"I do not fear to say that all we possess of statistics of crime and misdemeanors
would have no utility at all if we did not tacitly assume that there is a nearly invariable
relationship between offenses known and adjudicated and the total unknown sum of

offenses committed.”

— Quételet (1831)

This section reviews the empirical issues researchers encounter when studying po-
lice data. I focus more specifically on the large share of crimes that are not reported or
reported with a delay and their consequences for causal inference.

4.1 The Canonical Problem

Consider an analyst disposing of reports recorded by the police between 71 and
Ty, respectively the first and last calendar data collection dates. She aims to study
the impact of an intervention (e.g., the Me Too movement, an increase in the number
of police officers, a harsher institutional penalty) on the number of crimes C;. The
intervention takes place in period t* € [11, T2]. For each period ¢, she observes R;, the
number of crimes recorded by the police. As a share of victims does not report the
incident to the police, reported crimes R; generally do not equate to the total number
of crimes C;. Let r; denote the victim reporting rate. Assuming no delayed reporting,
we have

Ry =1 x Cp. (1.1)

It becomes apparent that reported crimes R; are a function of two latent variables
and that a simple linear regression framework will be subject to an omitted variable
bias. Let D; be a dummy variable that takes the value one in periods after the inter-

vention (i.e., t > t*) and zero otherwise. We have

lOg(Ct) =a+ th + & — lOg(T‘t), (12)

where 4 is an intercept term, b is the coefficient associated with D;, and ¢ is an error

term.

If the share of unreported crimes r; is correlated to the treatment Dy, then estimates

of b will be biased. In many applications, researchers explicitly or implicitly assume
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that the reporting rate r; is orthogonal to D; to conduct inference. Though this is a
convenient assumption, it is also unlikely to hold in practice. On the contrary, inter-
ventions aimed at fighting crime often increase the probability of arrest or the severity
of sentencing. Theory suggests that these factors matter for victims and offenders, thus

one would expect such interventions to lower crime rates and increase reporting rates.

4.2 Adding Delayed Reports

In the absence of delayed reports, reported crimes R; may be understood as in
Equation 1.1. In practice, however, delayed reports are common in police data, par-

ticularly for sex crimes (as documented in Subsection 3.2).

Delayed reports require a careful understanding of the reporting guidelines of law
enforcement agencies. There are now two dates to consider: the incident date and the
date of its report to the police. Aggregating reported crimes on the date of their report
or the incident date will generally lead to different counts (and ultimately estimates).
When both dates are available, it is straightforward to show that crime trends are typ-

ically sensitive to the choice of the date (see Appendix A for examples based on police
data).!8

One can extend Equation 1.1 to account for delayed reports. Let Ry, denote the
number of crimes committed in period ¢ that were reported between 7 and 1, 1 the
calendar date of the earliest incident in the data, Y the time to report to the police, F its
associated cumulative distribution function, and ); the history of interventions. Ry ¢ 1,
is now

E [Rt,Tl,TZ] =pt x Gy, (1.3)

where py = F(1 — t | xt) — F(max(t —t,0) | x¢) is simply the probability of reporting
a crime that occurred at date t within the study period. The omitted variable bias in the
classical regression analysis remains (Equation 1.2). Furthermore, p; depends on the
study period considered (i.e., on 7y and 7). Thus, it is also mechanically correlated to
Dy. For instance, the closer ¢ is to the end of the study period T, the smaller the prob-
ability of reporting a crime that occurred in period t before the end of data collection.
This implies a spurious decreasing time trend in observed reported crimes R; ¢, r,. As
a result, in the classical regression framework (Equation 1.2), estimates of the marginal

effect of D; will generally be biased (see Appendix A for an example based on police

18Tn most cases, both dates are not available. For instance, in the United States, the Uniform Crime
Reporting (UCR) data focuses on the report date, whereas the National Incident-Based Reporting System
(NIBRS) relies on the incident date.
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data).!®

4.3 Reported Crimes Around #MeToo

Given never-reporters and delayed reporting, understanding the effects of the Me
Too movement’s sudden mass mediatization is not straightforward. City-level and na-
tional reported crime statistics indicate that sex crime reports have increased between
2010 and 2019. In Figure A.5, I plot national reported crime trends for sexual and non-
sexual crimes over time. The trends are largely similar to those found in my sample of
cities (see Panel A of Figure 8.1). Reported sex crimes at the national and city level in-
crease by approximately 40%. Interestingly, the surge starts before #MeToo. Following
Equation 1.1, this can be rationalized either as an increase in sex crime reporting or an

increase in sex crime incidence, if not variations in both latent variables.

Often, researchers turn to victimization surveys for direct estimates of sex crime
incidence and reporting. Thus, in Figure A.4, I present estimates from the NCVS be-
tween 2010 and 2019. Survey evidence indicates that increased sex crime incidence
mainly drives the rise in sex crime reports (+300% over the decade). The increase is

particularly large after #MeToo, suggesting a backlash effect.

At the same time, this narrative appears inconsistent with several pieces of evidence
in police records. First, reported non-sexual crimes at the national level decreased by
approximately 20% (and they remain stable in the city-level dataset). If we assume
that sex crime incidence is positively correlated with non-sexual crimes, then this sug-
gests a decrease in sex crime incidence. Second — and perhaps even more convincingly
— homicides related to sex crimes decrease by approximately 70% between 2010 and
2019, whereas homicides unrelated to sex crimes remained stable. Sex crime homi-
cides are very few (less than a hundred cases per year), but arguably do not suffer from
under-reporting. Once again, if we assume that sex crime incidence is positively corre-
lated to sex crime homicides, this suggests a decrease in sex crime incidence. Third, in
Panel B of Figure 8.1, I distinguish delayed and direct reports for sex crimes. Delayed
reports increased twice as much as direct reports over the period. This stylized fact is
consistent with the depletion of a large stock of unreported sex crimes being progres-
sively reported to the police. Thus, it also suggests an increase in reporting behaviors

rather than an increase in sex crime incidence.

YInterestingly, they will be biased even if the intervention D; has no effect on crime incidence C; or
crime reporting p;.
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5. Empirical Framework

Given the prevalence of delayed reporting in police records, the timing of sex crime
reporting is an attractive dependent variable to separate sex crime incidence and re-
porting. Following Equation 1.3, the method proposed in this paper aims at estimating
the probability distribution of times to report Y (which is potentially affected by a se-
ries of interventions) to recover an estimate of p;. To this end, I develop reduced-form
duration models to estimate the reporting hazard a sex crime to the police. In this
section, I discuss the models, their estimation, and validate my estimators via Monte

Carlo simulations.

5.1 The Structure of Crime Reports

To begin, I focus on the data structure of police records. Some of its peculiarities
are relevant for survival analysis. Figure 8.2 presents a graphical summary of police
data as duration data. The study window goes from 71 to > (solid vertical lines),
with an intervention D; in between represented by a dashed vertical line. Some plain-
tiffs report before the intervention’s implementation and form the control group (non-
treated observations). Still, others are affected by the intervention and form the treated
group (treated observations). Some plaintiffs report before the start of the study and
are unobserved (left-truncated data points). Some plaintiffs have not yet reported a
crime to the police by the end of the study but will in the future and are unobserved
(right-truncated data points). Finally, some victims may decide never to report and
are unobserved. We will call them never-reporters. This graphical depiction raises two
empirical challenges to correctly estimate the probability distribution of times to report
Y.

First, the data is doubly-truncated (on the left and the right). Though left-truncation
is common in economic applications of survival analysis, right-truncation is a rela-
tively understudied truncation scheme that requires special attention. To account for
double-truncation, I provide an analytical correction of the log-likelihood, which I ex-

plain in greater detail in Subsection 5.5.

Second, the model needs to account for the share of never-reporters. This implies
that the cumulative distribution function of times to report Y will be improper and
have a positive mass as y tends to infinity. In bio-statistics, such models are referred
to as “cure models” (see Amico and Van Keilegom 2018, for a review). I propose a
promotion time model to account for this stylized fact, which I explain in greater detail

below (see Subsection 5.3).
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5.2 Plaintiff Reporting Hazard

Let (Y, X) denote a random vector where Y € R is the time to report of a victim
and X € R¥ contains observed covariates. The standard Mixed Proportional Hazards

(MPH) model assumes the conditional reporting hazard at time y has the form?’

P (v | 73, i) = ho(y) exp (B'xixy) Vi, (1.4)

where hig : RT — R™ is the baseline hazard function, (8') € R%*! is the vector of re-
gression coefficients and ; € R is an individual-specific, time-invariant, unobserved
random effect (i.e., often referred to as unobserved heterogeneity or frailty). When
vi = 1 for all observations, the model boils down to the canonical Cox model (Cox
1972). The core assumptions of this model are (i) proportional hazards and (ii) the
multiplicative decomposition between the baseline hazard, the effect of observed co-
variates, and the effect of individual-specific unobserved heterogeneity (Van den Berg
2001). Note that covariates x;;, may be time-varying. In such cases, their values de-
pend on the calendar incident date t and the duration y (e.g., if t +y > Oct.2017, then
MeToo;;, = 1, otherwise MeToo;, = 0).

In an ideal empirical setting, a researcher would observe all victims, and it would
be straightforward to estimate the hazard of reporting a crime to the police. Unfor-
tunately, as many crimes go unreported, fitting the model in Equation 1.4 to police
records only provides estimates of the reporting hazard a crime to the police among
plaintiffs (see Panel A of Figure 8.3). It thus focuses on the duration of reporting delays.
There are compelling reasons for focusing on this dependent variable as many stud-
ies have highlighted the benefits of early formal disclosure (Klemmer, Neill and Jarvis
2021).21

Despite the importance of studying the duration of delays, the duration alone falls
short of informing us of the reporting rate in the general population of victims (see
Panel B of Figure 8.3). At the same time, one would assume that the reporting rate
correlates with reporting delays. If plaintiffs report faster to the police, then perhaps

20T write random variables in uppercase and their realizations in lowercase.

21Tavarez (2021) summarizes: “Delayed reporting of sexual violence can adversely impact medical treatment,
case outcomes, and the overall mental state of survivors. [...] Survivors reporting and seeking support within the
first 24 hours have better treatment outcomes and their medical examinations can provide the best possible forensic
evidence to assist prosecution [...] forensic evidence for potential drugging, collected through the survivor’s hair,
can only be collected approximately within one month of the rape [...] Therefore, victims who formally disclose
sooner (approximately within 72 hours) have been found to experience a broader extent of available options and
better case outcomes, such as evidence collection, emergency medical care, and apprehension of the perpetrator.”
In addition, longer reporting delays are often associated with repeated, longer periods of abuse. Formal
reporting may ensure the safety of victims and prevent future offenses.
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victims also report more. In what follows, I present a modification of the MPH model

that builds on this intuition.

5.3 Victim Reporting Hazard

We can explicitly account for never-reporters if we enforce the baseline hazard func-

tion as a density function and add an intercept to the regression model of Equation 1.4:

1 (y i, xiey) = foly) exp (a+ B'xiny ) i (1.5)

where fj is a proper density function?? and (&, 8') € R*! is the vector of regression
coefficients. In this model, « accounts for the share of never-reporters at baseline,
synthesizes covariate effects on the response, and fy models the duration influence.
The model incorporates the main stylized facts mentioned previously: (i) a share of

t.23

victims report with a delay, and (ii) a share of victims will never report.”® In the sim-

plest case of no time-varying covariates, the baseline proportion of victims who will

never report a crime to the police is?*

lim S (y] 7)) = exp (= iexp(a+px)).

Yy—0o0

Like the MPH model, the model’s core assumption is proportional hazards. In fact,
when the baseline hazard is left unspecified, the two models produce numerically sim-
ilar estimates for 8.2 The MPH model would, however, require observing the never-
reporters as right-censored observations to study the victim reporting propensity. By
construction, never-reporters are unobserved in police records. The promotion time
model allows me to specify the share of never-reporters at baseline (e.g., in the pre-
intervention period) through the plugin parameter a. Figure 8.3 presents a graphical

intuition on the differences between the two models when applied to police records.

In Subsection 5.7, I investigate via simulations the sign of the bias when misspeci-

tying «. I find that setting a lower value than the true share of never-reporters biases

22 systematically distinguish the baseline distribution’s cumulative, hazard, density and survival
functions (i.e., Fy, ho, fo, So) from the functions related to the distribution of times to report Y of victims
(i.e., F@), h(v),f(v), S<U)), and the distribution of times to report Y of plaintiffs (i.e., £, h(P),f(P), S<7’)).

23The model has a theoretical interpretation as a standard Poisson counting process. See Appendix
C.

24Gee Appendix C for the extension to time-varying covariates.

BIn the MPH regression, the baseline survival function is Sl(f ) (v | 7ioxi) = exp(—

viexp(B'x;)Ho(y)). The baseline cumulative hazard Hy is unspecified so that it can account for « and F
in Equation 1.5, hence the numerically close estimates.
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estimates of covariates on crime reporting toward zero.?® In the application to the Me
Too movement (see Section 6), I set the plugin parameter based on empirical evidence
from the National Crime Victimization Survey, which suggests that roughly 70% of
sexual crimes are never reported to the police. I also plot crime and reporting trends
for a broad range of parameter values as robustness checks (see Appendix D). In prac-
tice, the model rescales the observable part of the distribution of times to report Y. The
choice of & thus changes the magnitude of the effects uncovered but not the underlying
trends.

Based on Equation 1.5, it is straightforward to recover an estimate of sex crime
incidence. Recall C; the total number of crimes committed in period ¢, R; 1, -, the total
number of reported incidents for date t by the end of the study period, and F(*) the
cumulative distribution function of times to report in the victim population. Then we
have?”

Cr= — Rim o . (1.6)
FO) (1 —t | xt) — F@ (max(t — t,0) | x¢)

The resulting estimate C; accounts both for double-truncation in the data and never-
reporters, the two main empirical challenges presented in Section 5.1. It also accounts
for variations in the hazard rate related to observable (potentially time-varying) co-

variates (e.g., a policy intervention).

5.4 Modeling Uncertainty

Randomness is modeled through unobserved heterogeneity and the baseline haz-
ard. A common critique of duration models is that their results often depend on too
restrictive parametric assumptions. To minimize parametric assumptions, I specify

flexible functional forms for the baseline hazard and unobserved heterogeneity.

Baseline Hazard A priori, the baseline hazard of delayed reports hy in Equations
1.4 and 1.5 is unknown. To infer it from the data, I model the hazard as a piece-
wise constant function (Yin and Ibrahim 2005). Formally, given a set of time points
Y1, s Yma1 € (R+)m+1 such thaty; =0 < y2 < ... < Ym < Ym+1, and marginal hazard

26The intuition for this is that ignoring never-reporters compresses differences between the cumula-
tive distribution functions of delayed reports (see Figure 8.3).

?’In some cases, multiple charges may be filed for one offender. My estimates of sex crime inci-
dence measure the number of sex crimes committed in a period and remain agnostic on the number of
offenders involved.
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rates Mo, ..., hom € (R+)m, the hazard hy may be written

L ) 1if y<
ho(y) = Y holi(y)  with  L(f) = { = i (1.7)
1=0

0 otherwise.

This allows for a flexible yet fully parametric baseline reporting hazard. With a
unique time point k; = 0, the model reduces to an exponential cure rate model. With a
large number of time points (and a large number of observations), the model resembles
semi-parametric models (for which the baseline hazard is left unspecified).28 Further-
more, the large amount of observations in the data allows me to specify a large number

of breaks m, making the baseline hazard flexible in theory and practice.

Unobserved Heterogeneity Inmy baseline results, I assume unobserved heterogene-
ity is gamma-distributed with mean one. In a large class of frailty models, the frailty
distribution among survivors converges to a gamma distribution under mild regular-
ity assumptions (Abbring and Van Den Berg 2007). This makes it an attractive para-
metric distribution to account for time-invariant, unobserved determinants of crime

reporting.

I also consider an alternative, computationally more intensive approach. I model
the population under study as consisting of K sub-populations with different frailties
{7k tkequ,..,xy and respective shares within the population {sy }rc(1,. k}- I impose that
all parameters are strictly positive and that the sum of the shares is one. I set one frailty
effect to one (7 = 1), so that other frailty effects are relative to this subpopulation.
This formulation is a general specification of unobserved heterogeneity, which can ac-
count for various distributions. It is well-known that such a parametrization correctly
accounts for the bias induced by unobserved heterogeneity, but does not accurately
estimate the distribution of unobservables (Heckman and Singer 1984b).

5.5 Estimation

Likelihood Contrary to common applications in the economics literature, police

records present an additional empirical challenge as they raise the issue of double-

281t may also prove helpful to study the effects of statutes of limitations. A statute of limitations is a
time limit for a person to file a charge. If the time limit expires, the individual who wishes to bring forth
a claim is barred from doing so. In other terms, the alleged offender may not be prosecuted anymore.
A statute of limitations may have two effects on delayed reports. First, it sets a hard threshold for the
time to report, beyond which the reporting hazard is null. This is not a problem for the duration model.
Second, it could increase the reporting hazard as the time limit draws nearer. Researchers can formally
test this by specifying breaks in the baseline hazard / close to the time limit.
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truncation: crime incidents are observed if they are reported within the study period.
Some reports may occur after the end of the study (i.e., right-truncation), and oth-
ers may occur before its start (i.e., left-truncation). Right truncation implies an over-
sampling of shorter durations. Conversely, left truncation means an oversampling of
longer durations. Without an appropriate correction, a naive estimation will lead to

biased estimates (Dorre and Emura 2019).

Formally, let T denote the incident date, Y the time to report to the police, U =
max(0, 1 — T) the left-truncation time, and V = 1, — T the right truncation time. Recall
that 7y and 1, are respectively the start and end of the study period. Note also that
V = U+d whered = 1, — 171.% Finally, let f and ¢ denote the density functions
of Y and U. Under double-truncation, I observe n incidents indexed by i from the
probability distribution (T,Y) given U < Y < V. The density of each data point
(ui,yi,v;) is

PU=u;, Y=y |ULY<U+4).

In general, when subjects have unequal probabilities of selection, then the observed
sample will not be representative of the underlying target population. The associated
likelihood is

L(@) _ ﬁ uf(yi)g(ui) .
= / ( ; +df(y)rfly)g(u)du

This likelihood is complex, but under the assumption of independence between Y

and U, one can decompose it into two, somewhat more tractable conditional likeli-

hoods: i

) ([ rmay)g)
] uj+d : XH lu—i—d ’
= / fly)dy = / ( / f(y)dy) g ()du

i

I use the first conditional likelihood to make an inference on f. This first term is
relatively intuitive. It is an inverse-probability weighting approach in which observa-
tions are weighted by the inverse of their sampling probability. Furthermore, a major
advantage of focusing on the first conditional likelihood is that I do not specify the dis-

tribution of the truncation time U. The likelihood to maximize eventually simplifies

2In the case of police records, V is thus entirely determined by U and d. This is referred to as fixed-
length double-truncation, but the results presented below also hold for more general double-truncation
schemes.
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to

T f(yi)
HOY =11 /o) —Fauy:

1=

Conditioning on observed covariates is straightforward. The covariates can be
time-varying (e.g., policy interventions) and thus relax the independence assumption
between U and Y to a more realistic, conditional independence assumption.®" If speci-
tied, random effects are integrated out. I estimate the models by full maximum likeli-

hood. For further details, see Appendix C.

Identifiability The identifiability of proportional hazards models with unobserved
heterogeneity has been widely studied (for detailed discussions and proofs, see El-
bers and Ridder 1982; Heckman and Singer 19844; Abbring and Van den Berg 2003).
In general, the baseline hazard and the distribution of unobserved heterogeneity are
identified if the mean of the unobserved heterogeneity is finite and there is at least one

regressor (Elbers and Ridder 1982). I thus impose this constraint on the random effects.

A perhaps less well-known issue is the identifiability of proportional hazards mod-
els under double-truncation. Let us first consider the case without left-truncation.
Then, if the right-truncation time is greater than the maximum victim time to re-
port, f is (non-parametrically) identifiable. This assumption is referred to as positivity
(Vakulenko-Lagun, Mandel and Betensky 2019). On the other hand, if the maximum
truncation time is less than the maximum time to report, then f is only identifiable
up to a constant of proportionality (Seaman, Presanis and Jackson 2021). In this case,
the selection mechanism does not allow us to observe values of Y greater than the
maximum truncation time. Thus, we do not know what proportion of individuals ex-
perience a time to report greater than the maximum truncation time. The inclusion of

left truncation often allows us to observe the entire distribution of delays. For instance,

30Recently, inverse-probability weighting approaches have been proposed for fitting the Cox model
to doubly-truncated data (Mandel et al. 2018; Rennert and Xie 2018), of which right-truncated data is a
special case (Vakulenko-Lagun, Mandel and Betensky 2019). They rely on the non-parametric maximum
likelihood estimators of the selection probabilities proposed by Efron and Petrosian (1999) and Shen
(2010). The main assumption is that Y, U and V are unconditionally quasi-independent. This would
imply that the incident date does not affect the plaintiffs’ time to report in the context of crime reports.
This runs precisely counter to my research prior: the time to report likely varies with the incident date,
as plaintiffs are more or less likely to report a crime to the police over time (e.g., before/after the MeToo
movement). I formally test this quasi-independence assumption for each city in my dataset (Martin
and Betensky 2005). I reject the null hypothesis for all cities that survival and truncation times are
quasi-independent at all standard significance levels. Thus, these methods are not a good fit in this
empirical context. My approach relies on a less demanding and more realistic conditional independence
assumption. However, it comes at the expense of specifying a parametric baseline hazard. To limit the
impact of this parametrization, I specify flexible, piece-wise constant baseline hazards (see Subsection
5.2).
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I observe reports filed 30 years after the incident in my data. It appears reasonable to
assume this is the maximum time to report and that the entire distribution of times to
report of plaintiffs can be estimated from the data. However, even in the presence of
left-truncation, the entire distribution of times to report of victims cannot be estimated
from the data. By construction, right-truncation does not allow us to observe the share
of never-reporters. This is why the latter, represented by the parameter «, enters the

model as a plugin parameter in Equation 1.5.

5.6 Assumptions

The core assumption of the models in Equations 1.4 and 1.5 is proportional hazards.
I assume that the effect of covariates does not depend on the time to report Y. More

formally, for all delays y, I assume that
Ply) =B.

In practice, the assumption of proportional hazards can be tested and relaxed on
the observable part of the data by allowing for time-dependent covariate effects. The
model on plaintiffs (Equation 1.4) can be made fully flexible by interacting all covariate
effects with a transform of time to report (e.g., bins of durations or their log). The same
can be done for the model on victims (Equation 1.5). We cannot, however, observe
the share of never-reporters from police records alone. This implies that one cannot
formally test if and how the speed at which plaintiffs report is related to the share of

never—repor’cers.31

Though unlikely in reality, it is always possible to construct models in which the
two are unrelated. Consider for instance a model that separates the population of
victims into two categories: a share p of victims report to the police (potentially with
a delay) and a share 1 — p never do. If we allow covariates to affect both the share of
victims who report p and the shape of the survival function for this category S, then
we have

Sy | xi) =1— plx) + p(x)S(y | x:).

In such a model, delayed reporting is unrelated to the share of never-reporters. For

example, an extreme case is when covariates do not affect the share of victims who

3170 further test the model’s adequacy, criminal victimization surveys could distinguish the incident
date from the date of its police report. The share of never-reporters would then be identifiable from
the data, and one could formally test for proportional hazards. The data to do this is currently unavail-
able as the National Crime Victimization Survey asks respondents about their experiences of criminal
victimization in the past six months before the interview.
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eventually come forward: P(x;) = p. Then the distribution of observed times to report
is uninformative of the share of never-reporters, and police data with delayed reports

is of no help to researchers.

5.7 Monte Carlo Evidence

To assess the performance of my estimator, I run a series of Monte Carlo simula-
tions. I benchmark my models and estimators against an out-of-the-box implementa-
tion of the MPH model with gamma-distributed frailty. The implementation is from
the R package FrailtyEM (Balan and Putter 2019). The package handles right-censoring
and left-truncation. However, it is not designed (and does not claim) to handle double-
truncation. If right-truncation presents a serious empirical issue in our context, this

implementation should return biased estimates.

I first simulate datasets from Equation 1.4. The hazard h( is modeled as a piece-
wise constant exponential function with mean A; = 0.2 for the first period and mean
Ay = 0.01 for all other periods. Three covariates do not vary over time. Their ef-
fects on the hazard are respectively —0.5,0.3, and 0 (on the log-scale). To capture the
double-truncation scheme, observations are exponentially truncated on the right at
rate A = 0.005 and on the left at rate 0.05. For 1000 data points, this leaves me with
approximately 400 observations per simulation. I simulate 1000 datasets. Results are
presented in Panel A of Figure 8.4. Estimates of the MPH model without the analyt-
ical correction are severely biased (except for the null effect, which seems correctly
estimated). On the other hand, the proposed correction performs well and results in
unbiased estimates. This first set of evidence indicates the analytical correction of the

likelihood appropriately accounts for double-truncation.

This is reassuring, but police records stem from a complex and messier data-
generating process. I thus turn to more demanding and realistic simulations that in-
clude the presence of time-varying covariates (e.g., interventions), unobserved hetero-
geneity, and never-reporters (see Equation 1.5). I simulate time series of crime reports
over 200 periods. At each period t, ten offenses are committed. The hazard hy as-
sociated with Fy is modeled as a piece-wise constant exponential function with mean
A1 = 0.2 for the first period and mean A, = 0.01 for all other periods. This captures
the fact that a large share of crimes is reported on the day of the incident. 50% of the
victims never report the crime to the police between periods 0 and 75. In period 75, an
intervention D; permanently decreases the reporting hazard by —0.5 and increases the
number of offenses committed to 12. In period 100, an intervention D, permanently
increases the reporting hazard by 0.3 and decreases the number of offenses committed
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to 8. In period 125, an intervention does not affect victims and offenders. Unobserved
heterogeneity is assumed gamma-distributed with variance 0.3. To capture the double-
truncation scheme, I only keep observations for reported incidents between periods 50
and 200, which corresponds to roughly 800 reports out of 4,000 crimes per simulation.
I simulate 1,000 datasets. Results are summarized in Panel B of Figure 8.4. Once again,
the out-of-the-box MPH regression estimator is severely biased. In a dynamic setting,
it does not capture null effects correctly anymore. On the other hand, the proposed
estimator for a correctly specified promotion time model presents no bias in estimates

(as measured by a t-test).

Given that the share of never-reporters in the first data period is a researcher’s
input, I also investigate the sensitivity of estimates to model misspecification in an-
other set of simulations. I estimate additional models: a corrected MPH model that
assumes all victims eventually report and several corrected promotion time models
that assume various shares of never-reporters in the first data period. Results suggest
undershooting the share of never-reporters at baseline leads to estimates of covariate
effects biased towards zero (see Table C.1). The bias is relatively small in the Monte
Carlo Simulations. However, one should not conclude that the plugin parameter «
has no impact on downstream empirical results. A model that assumes 0% of never-
reporters largely underestimates the impact of interventions on the share of never-
reporters. Conversely, a model that assumes 80% of never-reporters overestimates the
impact of interventions. For example, for an intervention effect of 0.3, assuming a
share of never-reporters of 50% (80%) implies 0.5%P(03) ~ 39% (0.8°P(03) ~ 74%) of

never-reporters post-intervention.

6. Empirical Results

This section studies sex crime incidence and reporting between 2010 and 2019, with
a focus on the Me Too movement’s impact. I first examine the impact of #MeToo on
the plaintiff reporting hazard (see Equation 1.4). I then investigate what these varia-
tions imply for the reporting rate of victims (see Equation 1.5). This also allows me to
compute estimates of sex crime incidence over the period (see Equation 1.6). Finally, I

isolate the effect of #MeToo on sex crime incidence.

6.1 Plaintiffs

I first estimate trends in the plaintiff reporting hazard over the period (see Equation

1.4). By abstracting from never-reporters, I focus on the observable part of the distribu-
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tion of times to report Y. From the Monte Carlo simulations, we know that we cannot
interpret the resulting hazard ratios as increases in the victim reporting hazard. These
estimates are downward-biased if a share of victims never reports to the police. Thus,

they may be understood as a lower bound for victims’ propensity to report.

Main Results The dependent variable is the number of days elapsed between a sex
crime being committed and its report to the police. The breaks in the piece-wise con-
stant baseline hazard are set after 1, 30, 90, 180, and 365 days. I assume unobserved

heterogeneity is gamma-distributed. My baseline specification is

Oct.15,2019

WP (y) = ho(y) exp <5c + Y Bty > k)) 7 (1.8)
k=0Oct.15,2010

J¢ is a city fixed effect that accounts for variations in reporting delays across cities.
7i is a gamma-distributed unobserved heterogeneity term. For each year, the dummy
variables take the value one from the 15/ of October onwards. The main coefficients of
interest are the yearly betas. I interpret B as the additional (higher or lower) propen-
sity to report a sex crime to the police in year k among plaintiffs. Figure 8.5 presents the
evolution of the hazard ratio over the decade.®? Overall, the plaintiff reporting hazard
appears flat until October 2017 (i.e., when the Me Too movement went viral on social
media). It then increases by approximately 23% in the following two years (significant

at all standard significance levels).%

This finding confirms that #MeToo coincides with
a large change in victim reporting behaviors. Overall, the Me Too movement appears
to gain momentum, with no apparent decrease by the end of the study period. A closer
inspection at the quarterly level confirms this observation (see Figure D.2), suggesting
that #MeToo is not simply a one-point-in-time event that briefly increased the saliency
of sexual violence in society. On the contrary, the movement coincides with a durable

change in reporting norms.

32Figure D.1 presents the estimated baseline survival functions per city. For comparison, Figure C.1
also presents the evolution of the hazard ratio for a model that does not account for double-truncation.
This naive model has unstable coefficient estimates that are very sensitive to the choice of the end of
the study period. In all cases, it estimates that the reporting hazard increased from approximately 70%
to 150%. This is, of course, mainly spurious but highlights the risks of failing to account for double-
truncation.

3This indicates #MeToo is associated with a much larger increase in the reporting hazard than in
previous periods. However, given that all these estimates are downward-biased, this should not be
interpreted as strong evidence for the absence of pre-trends in the pre-treatment period. As we will
see in the next section, once accounting for the share of never-reporters, there are sizable, linear, and
positive pre-trends to the movement’s mediatization.
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Heterogeneity I then turn to heterogeneity analysis. To investigate #MeToo’s effects
on incident-level characteristics, I focus on approximately 30,000 observations from the
New York Police Department. This represents roughly one fourth of the total number
of observations. One could worry about selection effects. However, the magnitude
and sign of the unconditional #MeToo effect are extremely similar for this subsample
than for the overall sample (see Table 8.2). My specification on this restricted sample

is:

hff;) (y) = ho(y) exp <5C + ¢ X; + ¢MeTooy, + QX; x MeTooy, + FOId;y,, X MeTooity) Vi
(1.9)

X; is a vector of time-invariant incident characteristics. It includes the victim and
suspect’s race and sex, a dummy variable for juveniles, and whether the crime is a
felony or a misdemeanor. The Me Too movement went viral on social media on the
15" of October 2017. Thus, MeToo;;,, is a dummy variable equal to one after this date.
Finally, Old;;, is a dummy variable that takes value one if the incident occurred more
than 365 days ago (and 0 otherwise). Figure 8.6 presents estimates of ®, (), and Y.
The baseline #MeToo effect ® is for white women plaintiffs, filing a complaint against
a white suspect for a sexual felony less than a year old. #MeToo has no statistically sig-
nificant effect on this population, but it has a large and statistically significant effect on
old crime incidents (i.e., more than a year old). The intervention appears particularly
effective at encouraging victims of past crime incidents to report to the police. How-
ever, this is not to say that the movement had no effect on recent crime incidents for all
crime types and socio-demographic groups. Misdemeanors are more likely to be re-
ported than felonies at the 10% significance level. Juvenile, Hispanic, and black victims
are also more responsive to the intervention. I find no statistically significant effect for
male victims, black, Hispanic, and male suspects. Juvenile suspects are far less likely
to be reported after #MeToo. This mirrors the increase in juvenile plaintiff reporting,
who are more likely to file complaints against adult suspects. Overall, #MeToo had a
larger, positive effect on the most vulnerable groups of the victim population, as well

as on victims of misdemeanors and past crimes.

Robustness I conduct a series of robustness exercises (see Table 8.2). First, I assess
the sensitivity of estimates to alternative specifications for unobserved heterogeneity.
Columns 1, 2, and 3 present estimates of the #MeToo effect on the plaintiff report-
ing hazard respectively without unobserved heterogeneity, with a gamma-distributed
random effect, and with a discrete random effect (a la Heckman and Singer 1984a).

Overall, all specifications indicate a positive impact on the reporting hazard and point
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estimates are very close to one another, suggesting the specification of unobserved
heterogeneity is unlikely to heavily affect point estimates. Second, I show that my es-
timates are robust to the inclusion of linear and quadratic time-trends that account for
pre-trends (see Columns 4 and 5). Third, I assess the sensitivity of estimates to different
breaks in the baseline hazard. Columns 6 to 9 estimate the #MeToo effect on reporting
for a broad range of breaks in the baseline hazard. Adding flexibility to the baseline
hazard mildly decreases the size of the effect at first, but then point estimates remain
remarkably similar past three breaks (and gains in the likelihood become negligible).>*
Fourth, the FBI changed its definition of rape in 2013. City-level police records rely on a
different categorization of offenses, which should not affect my results. To remove any
doubts, the #MeToo effect remains when I restrict the sample to crimes reported after
2013 (see Column 10). Fifth, I assess the sensitivity of estimates to control variables (see
Columns 11 and 12). I find that controlling for all crime incident characteristics barely
changes the estimated #MeToo effect. I also run my analysis on non-sexual crimes. The
latter are not a particularly relevant control group, because they are generally reported
with short delays to the police (see Table A.3). Nonetheless, I interpret resulting point
estimates as placebo tests that may capture more general changes in police recording
practices. The size of the effects is negligible and suggests that my results are unlikely
driven by such dynamics (see Columns 13 to 15). Finally, to relax the proportional haz-
ards assumption, I allow for a differential effect of the yearly dummies on recent crime
incidents (of less than 365 days) and older crime incidents (of more than 365 days). Fig-
ure D.5 presents the results. I find empirical support for time-dependent effects (as the
heterogeneity analysis already indicated). However, in Figure D.6, I show that focus-
ing only on recent crime incidents does not revert the estimated trends in the plaintiff
reporting hazard. If anything, it indicates a larger positive pre-trend since 2010.

6.2 Victims

Next, I investigate what these trends imply for sex crime reporting in the general
population of victims (see Equation 1.5). I estimate the victim reporting hazard be-
tween 2010 and 2019. Consistent with estimates of the NCVS, I set a so that the share
of never-reporters in 2010 is approximately equal to 70%. I pool all cities and specify

the hazard as follows:

Oct.15,2019

1 (y) = foly) exp (zx +o+ Y Bl(t+y> k)> (1.10)

k=0ct.15,2010

34n practice, many victims report on the first day, so the break on day 1 is the break that matters to
estimate reasonable baseline survival functions.
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As in Equation 1.8, the main coefficients of interest are the yearly betas. I interpret
Bi as the additional (higher or lower) propensity to report a sex crime to the police in
year k among victims.?®> Note that Equation 1.10 also provides us with the total share
of victims who will eventually report a sex crime to the police for a given year k (and

in the absence of future events that may shift victim reporting behaviors).

Main Results Figure 8.7 decomposes reported sex crimes to the police into estimates
of sex crime incidence and reporting (based on Equations 1.6 and 1.10). Accounting
for never-reporters uncovers relatively large pre-trends before the Me Too movement.
Estimates suggest the share of victims who eventually report increased from 30% in
2010 to 55% before October 2017. The Me Too movement coincides with a reinforce-
ment of these broader trends as the share of reports reaches 75% in 2019. Thus, my
estimates suggest that the reporting rate more than doubled during the decade. This
also implies a large decrease in sex crime incidence over the same period. These sub-
stantial pre-trends partly cancel each other out in the time series of reported crimes
and translate into an increase in reported sex crimes (aggregated at the incident date)

of approximately 50%.

These results highlight the importance of separating crime incidence and report-
ing for empirical research on crime. As many have suggested since Quételet (1831),
reported crime statistics are likely but the tip of the iceberg. Figure 8.7 also questions
the context in which successful social movements emerge. Though the precise date on
which #MeToo went viral was unforeseen, the movement also appears to take place in

the context of a deeper societal change in sex crime reporting and incidence.

Robustness I conduct a series of robustness exercises (see Appendix D). First, I
present estimated trends under different values for the share of never-reporters in
2010. The model rescales the observable part of the distribution of times to report
Y. The choice of & thus changes the magnitude of the effects uncovered, but not the
underlying trends (see Figure D.4). I show that a broad range of reasonable parameter
values for « — ranging from 60 to 80% of never-reporters at baseline — leaves the main
decomposition result qualitatively unchanged (see Figure D.3).3¢ Second, given the
presence of time-dependent effects, I assess my estimates’ sensitivity to this specific

35The main difference is that I do not specify a random effect term for unobserved heterogeneity. This
is because the promotion time model often fails to identify the presence of unobserved heterogeneity.
Yet, it still recovers the simulated treatment effects with seemingly no bias in estimates in the Monte
Carlo simulations. Furthermore, we know that a gamma-distributed unobserved heterogeneity barely
changes the point estimate for the Me Too movement’s impact on the plaintiff reporting hazard. Thus, I
do not expect it to largely affect results.

% Note that this interval is very large, as it encompasses all estimates of the victim reporting rate by
the National Crime Victimization Survey since 2011.



30 Chapter 1 - MeToo

violation of proportional hazards. In Figure D.7, I show that focusing on recent crime
incidents does not qualitatively change the estimated trends in sex crime incidence and

reporting.

A remaining concern is that my main results assume truthful and founded crime
reports. In practice, false allegations of a crime are a rampant concern for the criminal
justice system — in particular when it comes to sex offenses. It is notoriously difficult to
assess the incidence of false accusations.>” Recent estimates suggest that baseless rape
allegations represented approximately 5% of total rape charges in the United States
between 2006 and 2010 (De Zutter, Horselenberg and van Koppen 2017). Though a
precise estimate of such allegations is out of reach of researchers, one can still ponder
their implications for interpreting my estimates. If the rate of false allegations is posi-
tively correlated to #MeToo, then the model will overestimate the movement’s effects
on the victim reporting rate. As a result, it will also inflate the size of its extrapo-
lated deterrent effect. This is a plausible scenario, particularly if the expected benefits
of filing a charge increase for plaintiffs after #MeToo.*® To assess the impact of un-
founded allegations on my estimates, I restrict my sample to sex crimes that resulted
in an adult arrest (note that this information is only available for Los Angeles). These
reports are more likely to have presented compelling evidence. Estimates from this
seriously restricted sample can be understood as highly conservative estimates of sex
crime incidence and reporting. Yet they are qualitatively similar to my main results for
Los Angeles (see Figure D.8). This suggests unfounded allegations are not driving my

results.

6.3 Offenders

The careful decomposition of reported sex crimes indicates that sex crime incidence
has decreased over the period. I attempt to isolate the contribution of #MeToo to this
trend. As #MeToo potentially affected all cities in the United States and worldwide,
credible control groups for causal inference are limited. However, the crime literature
suggests crime categories are subject to cyclical fluctuations, part of which has been ex-
plained by weather conditions, economic downturns, labor market conditions, alcohol
consumption, and sports events (Markowitz 2005; Jacob, Lefgren and Moretti 2007).

For these reasons, reported non-sexual crimes are a plausible control group. I thus

37Previous studies have found estimates ranging from 1.5% to 90% of total rape charges filed to the
police are false (Rumney 2006). Despite this apparent uncertainty in estimates, a closer look finds that
many studies are outdated, lack statistical power, have worked with heterogeneous definitions, and
sometimes have questionable methodologies. Maclean (1979) deemed reports false if, for instance, the
victim did not appear “dishevelled”, while Stewart (1981) works with a sample of 18 charges.

3Through larger financial compensations or higher probabilities of sentencing, for instance.
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construct several counterfactuals for quarterly sex crime incidence based on quarterly
non-sexual crime reports. For simplicity, my baseline empirical strategy is a difference-

in-differences. The specification for crime i, in quarter ¢, in city c is:

log(Crimes);;. = PMeToo;; + 6; + dc + Ot + €t (1.11)

di, 61, and I, are respectively crime, time, and city fixed effects. MeToo;; is a
dummy variable that takes value one for sex crimes after October 2017 and thus B
is the marginal effect of #MeToo on sex crimes. To construct valid confidence intervals,
I sample with replacement observations from the dataset and estimate the duration
model, sex crime incidence, and the counterfactuals at each iteration. Sex crime in-
cidence is an extrapolation based on the duration model’s output and the bootstrap

procedure accounts for this additional source of randomness.

The difference-in-differences estimates may be interpreted causally under the as-
sumption that reported non-sexual crimes and sex crimes would have followed simi-
lar trends absent the Me Too movement’s sudden mediatization. Despite some noise in
the data, the inspection of pre-trends suggests this is a plausible assumption (see Fig-
ure 8.8). In addition, given that #MeToo was specifically related to sex crimes, I assume

that the reporting rate of non-sexual crimes is uncorrelated to the timing of #MeToo.

Main Results Table 8.2 presents the main results. Across specifications, I find a
strong, negative, statistically significant decrease in sex crime incidence after #MeToo
(= -23%, see Column 1). I compare my results to estimates to using reported sex crimes
as a treated unit (instead of my estimates of sex crime incidence). I use incident dates
(see Column 8) or report dates (see Column 9) to aggregate crime reports. When study-
ing incident dates with no correction, one also finds a positive yet statistically insignif-
icant increase in sexual crime reports (+20%). When studying report dates, one finds
a large increase in sexual crime reports (+32%). The latter is statistically significant at
all standard significance levels. Both estimates have been previously interpreted as an

increase in the reporting rate of victims (Levy and Mattsson 2021).

This warrants three remarks. First, in the presence of delayed reports, estimates are
sensitive to the date used for aggregate reported crime statistics (i.e., the incident date
or of its report). In our empirical context, the size of the effect and its statistical sig-
nificance vary drastically. Second, one cannot interpret these estimates as an increase
in reporting behaviors without making additional, strong, and unverifiable assump-
tions. Third, if the Me Too movement simultaneously increases victim reporting and

decreases sex crime incidence, then both estimates will underestimate the movement’s
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impact as a whole. According to my estimates, this is clearly the case.

Robustness I conduct a series of robustness exercises. First, as presented in Table
8.2, my results are robust to alternative counterfactual models that relax the parallel
trends assumption. This includes an interactive fixed effects (IFE) model (Xu 2017)
and the matrix completion method (Athey et al. 2021). I find that the IFE model with
five factors best fits the pre-treatment period (see Figure D.9). In practice, however,
both alternative models barely change point estimates of the movement’s effects on sex
crimes (see Columns 2 and 3). Second, I sequentially drop each non-sexual crime used
for the counterfactual. In all cases, a strong, negative, statistically significant effect on
sex crime incidence remains (see Columns 4 to 7). Third, I replace sex crime incidence
as the treated unit with one of the non-sexual crimes used for the counterfactual. For

all placebo crimes, I find no statistically significant effect of the Me Too movement (see
Columns 10 to 13).

7. Discussion and Mechanisms

7.1 Social Norms

The recurring public debate over the incidence of false allegations is a reminder
that the decision to report a crime to the police is also influenced by social norms and
beliefs. Victims may incur social costs for reporting a sex crime to the police in at least
two ways. First, libeler narratives can undermine the credibility of the charges and
question the motives behind them. In turn, beliefs on the incidence of sex crimes and
libelers in one’s society may weigh in a victim’s decision.?® Second, social conformity
concerns may also influence a victim’s decision. If victims care about what other vic-
tims do, then a repeated coordination game may easily result in persistent, sub-optimal
equilibria.

Unfortunately, there is no systematic empirical evidence of the discourse surround-
ing sex crimes, and the attitudes of the broader public on the matter.®’ As a proxy
for these narratives, I collect and analyze tweets mentioning sex crimes between 2010
and 2019. I present the time-series of tweet counts (in logs) in Figure A.7. The hash-
tag #MeToo was virtually never used before October 2017 and may lead us to believe

the discourse surrounding sex crimes was also very limited (see Panel A). In fact, the

%Given the considerable uncertainty on the matter, these beliefs need not be true or unbiased.

0To the best of my knowledge, the Views of the Electorate Research (VOTER) survey is the only
national survey with explicit questions on sex criminality, but they only ask respondents about sexual
harassment (which I do not study in this paper).
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topic was already discussed on Twitter its share of the total number of tweets has been
increasing since 2010 (see Panel B). Similar observations are made with Google Trends
data (see Figure A.8). This suggestive evidence is consistent with the pre-trends in
crime reporting uncovered in Section 6.

7.2 Odds of Punishment

Figure A.3 compares the evolution of arrest rates for sex crimes to non-sexual
crimes between 2010 and 2019 for New York City and Los Angeles.*! Overall, arrest

rates remain relatively stable over the period, with a slight decrease for sexual offenses.

Combining arrest rates with my estimates of sex crime incidence, I also compute

the unconditional probability of arrest for committing a sex crime:

P;(Arrest = 1) = P;(Arrest = 1 | Report = 1) x ﬁt(p)(+oo | xt)- (1.12)

Figure 8.9 presents the evolution of the probability of arrest for sex offenders over
the period. It increases from 16% to 37% between 2010 and 2019. The decrease in
sex crime incidence is thus consistent with a Beckerian argument. Between 2010 and
2019, a one percentage point increase in the probability of arrest is associated with a
0.9 percentage point decrease in sex crime incidence. These findings suggest that sex
offenders react to the odds of punishment, and thus that increasing the probability of

arrest through increased reporting may effectively prevent future offenses.

8. Conclusion

In the past two centuries, underreporting has been a major empirical challenge in
making sense of reported crime statistics. This paper proposes a methodology to sep-
arate sex crime incidence and reporting. My empirical strategy leverages the largely
understudied presence of delayed reports in police records. The latter raises new em-
pirical issues but also allows researchers to work with tools from survival analysis to

study variations in the reporting hazard over time.

I then study sex crime incidence and reporting surrounding the Me Too movement.
I present three key results on its origins and impact. First, #MeToo largely and persis-

tently increased the propensity to report of victims. The effect is larger for juveniles,

#Seattle and Cincinnati do not provide arrest data for fine-grained categories and only report arrest
data for crimes in the Uniform Crime Reporting program.
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racial minorities, victims of misdemeanors and past crime incidents. Second, it had a
deterrent effect on sexual offenders. Third, the movement appears in a general context
of decreasing sex crime rates and increasing sex crime reporting. These substantial
trends partly cancel each other out and are less apparent in the time series of reported

crimes.

This last finding highlights the importance of disentangling crime incidence and
reporting in police data. Though many competing explanations may rationalize my
estimates, they are unlikely to be driven by false allegations and changes in the record-
ing guidelines of law enforcement agencies. I present suggestive evidence that rapidly
changing social norms increased the reporting rate of victims and, ultimately, the like-

lihood of arrest for sex offenders.

My results suggest that increasing the reporting rate of victims may significantly
deter criminal behavior. They further highlight that social norms can successfully en-
force socially desirable behaviors when the legal system fails to do so on its own. The
broader legal, political, and economic consequences of the Me Too movement remain

unknown and represent an opportunity for future research.
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Figures and Tables

Figure 8.1: Trends in Reported Crimes

A. Sexual / Non-Sexual Crime Reports
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Notes: This figure presents trends in reported crimes. Crime reports are aggregated on the report date.
Crimes reported on the first day are labeled as a direct report. The vertical solid line is set one period
before #MeToo (Oct 2017). Panel A compares sexual crime reports to non-sexual crime reports. Panel
B compares direct sexual crime reports to delayed sexual crime reports. A report is labeled as a direct
report if it is reported on the day of the incident.
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Figure 8.2: The Structure of (Delayed) Crime Reports
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Notes: A graphical depiction of time to report data based on police records. The study window goes
from T to T, (solid vertical lines), with an intervention D; in between represented by a dashed vertical
line (e.g. #MeToo). Elements in gray are unobserved. Elements in black are observed. Some plaintiffs
will have reported before the intervention’s implementation and form the control group (non-treated
observations). Others will be potentially affected by the intervention and form the treated group (treated
observations). Some plaintiffs have reported before the start of the study and are unobserved (left-
truncated data points). Some plaintiffs have not yet reported a crime to the police by the end of the
study period but will in the future and are unobserved (right-truncated data points). Finally, a fraction
of victims decide to never report and are never observed (i.e., never-reporters). Victims who never report
are modeled as never-reporters (but note that this quantity is not identifiable from police records).



Chapter 1 - MeToo 37

Figure 8.3: From Observed Delays to Victim Reporting Rates
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Notes: These simulated distributions provide graphical intuition on the duration models developed in
the paper. A treatment/intervention increases the propensity to report of victims. The plots compare
cumulative distribution functions (CDFs) before (dashed line) and after (solid line) the treatment. Panel
A plots the CDF of reporting delays among plaintiffs. The researcher observes this in police records.
It corresponds to Equation 1.4. Panel B plots the CDF of the entire victim population and corresponds
to Equation 1.5. The CDFs do not sum to 100% because a share of victims will never report to the
police. Those victims are unobserved. However, suppose one knows the victim reporting rate before
the treatment (here 30%). In that case, the observed distribution of reporting delays is sufficient to infer
the victim reporting rate after the treatment (here around 60%). This intuition can be generalized to
multiple treatments/interventions. For instance, fitting a linear spline over time recovers variations of
the reporting rate over time (see the application to #MeToo in Section 6). Note also that ignoring never-
reporters (Panel A) tends to underestimate the differences between CDFs in the victim population (Panel

B), hence the bias towards zero when setting too low a share of never-reporters at baseline (relative to
the “true’ share).
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Figure 8.4: Monte Carlo Simulations

A. Static Simulations
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Notes: Results of 1000 Monte Carlo simulations. Panel A simulates datasets with time-invariant co-
variates and double-truncation (based on Equation 1.4). The blue densities present the distribution of
estimates with a likelihood that appropriately accounts for double-truncation. The red densities present
estimates of the out-of-the-box MPH model as implemented in the R package frailtyEM (Balan and Put-
ter 2019). This implementation does not account for double-truncation in the data. Subpanel 1 is for the
first intervention with effect -0.5. Subpanel 2 is for the second intervention with effect 0.3. Subpanel 3
is for the third intervention with no effect. Each panel’s solid vertical black line is the ‘true” parameter
value. The results indicate the proposed likelihood correctly accounts for double-truncation in the data
by weighting observations by the inverse of their sampling probability. Panel B simulates more realistic
datasets of police complaints with time-varying covariates, unobserved heterogeneity, never-reporters,
and double-truncation (based on Equation 1.5). In both panels, the densities of the proposed estimator
are centered around the true parameter value, whereas the naive estimator is biased.



"SOWILID X3S JOJ UeY} IS[EWS YONW Ik SIZIS J03JJd ‘[[eIdAQ) *(SJUapIout 0p0‘0s jo ajdures
wopUeI € U0 paseq aIe S9jewnlsa) s1s9) oqaoeld se pajardisjur are pue sowno [enxas-uou 10y sprurerd jo prezey ayy Apnis G 01 ¢ suwmnjo)) ‘suoneoyads
SSoIO® A[e)S ATIA ST IZIS 199139 Y} ‘[[eIdAQ “AID) NIOK MIN JOJ SOUSHIDORIED [DAJ[-JUIPIOUT J0J S[OTIU0D ¢ Uwn[o)) ‘AIrD) NI0X MIN JOJ s9jewnsa sjuasard
IT uwnjo) "610Z-F10Z 01 porrad Apnis ay) s1o1sar 01 UwN[o)) “pIezey Sur[dsed a} Ul sedlq JO Joquunu aly} aseardul Arenuanbas g 01 9 suwmjo) -3unzodax
ur spuarj-owy onerpenb pue reaur| 10§ Junodde A[@andadsar ¢ pue F suwmjo)) A}19Ua8019)9Y PIAIISGOUN JULLIBAUI-SWI) JOJ JUNOdDE 0} UOLJLWN)Sa Y} UT J03Jja
WOopUel & ppe ¢ pue g SUWN[0)) ‘9)eWnss aurfaseq a3 syuasaid T uwmjo)) ‘sasaypuared ur are s1o11e prepuelg “3uniodar swid Uo 103JJd 00 3N# Y} JOJ Spunoq
I9MO] are d[qe} SNy} ur pajrodar sajewmysa ay ‘snyJ, sivitodar-roasu woij joensqe pue spnured uo snooj | "oreds 307 ayy uo pajussaid are sajewnsy sojdures
pue suonyeoyads snotrea 105 (1 uonienby 99s) prezey Sunsodar prurerd a3 uo £10z 190 UI UOHEZIILIPIW UIPPNS S, JUSWSAOW 00T, SN Y3 JO 109JJ] 910N

€81801- 8GH89- 82084~ | LE86LL- 6CLITL- 961€L1- TI89LH- SP8ILH-  6S0LIF- 1CSOTH- 98861%- 68861F- 0SCITH  S69/91%- S6861%- pooyryr-807]
$o4d $O44 SOdd | D49 SOAd  SOAd SO SOAd SOAd DA SOId SDAd  pnowddr  §HIg  $OAd unprosy
00005 00009 00008 | cThbce  chbTe  0€LTL  698LIL  698IIT  698LLL  698TLL  698IIL  698ILL  698IIL  698LIL  698ILL suonea1dsqO N
nv 14 nv DAN DAN nv nv nv v nv nv 1% nv nv nv sanI)
610C 610C 610C 610C 610¢C 610C 610C 610C 610C 610¢C 610¢C 610C 610C 610C 610C a
010C 010¢ 010T 010C 010¢C ¥10C 010T 010T 010¢C 010¢ 010C 010T 010T 010T 010T L
euwes) ewwres) ewwes) ewiwes) ewiwes) euwwes) euwwues)  euwwes  ewwers)  93aa0SsI(q euwruren) \m:v:wwo.mwawz paardsqoun

X opeIpen)

X X Jeaur|
spuaI[-ow],

X X X X X X X X X X X X X S1995F PoXL] L11D

X sonsLelovIeYD «umﬂmﬂm

X SOUSLIPORIEYD) WIHIA

X 108030 SUILI)
s[jonuo)

X X X X X X X X X X +g9¢ Aeq

X X X X X X X X X X X +081 AeQ

X X X X X X X X X X X X +06 Ae@

X X X X X X X X X X X X X +0¢g £eq

X X X X X X X X X X X X X X +1 £eq

X X X X X X X X X X X X X X X +0 £eq
VHNNNE w::wmam—

(1100 (110°0) (1000 | (610000 (0C00)  (€100)  (T10°0)  (TT0°0)  (1T0°0)  (210°0)  (£10°0)  (210°0)  (10°0) (11000 (600°0)
S0°0 €0°0 81000 | 96I'0 9610  GEI'0 990 9910  0LI0  ¥2C0 0r'o €ro 1o 691°0 PST0 | LI0T‘SLI2qOPQ :00LIN#
soure[ding sSaLqqOY S)HMESSy SAWILID) X9G prezeq jyure[q
(€] &1 (e (49} (tn (on) (6 ©)) A C) 9 @ (€) @ (1

ssauIsnqoy pue spunog 1omo7 — 3uniodsy] swrD) Uo S}09JFq OOTdN# :1°8 d[qeL.



40 Chapter 1 - MeToo

Figure 8.5: Yearly Hazard Ratios — Plaintiffs
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Notes: Yearly estimates of the plaintiff reporting hazard based on Equation 1.8. I focus on plaintiffs
and abstract from never-reporters. Thus, the estimates reported in this table are lower bounds for the
yearly marginal effects on crime reporting. Breaks in the baseline hazard are set after 1, 30, 90, 180,
and 365 days. The likelihood appropriately corrects for double-truncation. Unobserved heterogeneity
is assumed gamma-distributed. 95% confidence intervals (in grey) are computed with a numerical esti-
mation of the hessian combined with the delta method. The vertical solid black line corresponds to the
Me Too movement’s mediatization.
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Figure 8.6: #MeToo Effects on Crime Reporting — Heterogeneity Analysis

MeToo Baseline/ —e—
Old Crimes (> 1 Year)/ —eo—
Misdemeanors; o
Male Victim/ o
Juvenile Victim; e
Black Victim/ H-o—
Hispanic Victim/ —eo—
Juvenile Suspect| —e—
Black Suspect; —eo—H
Hispanic Suspect; o
Female Suspect e

-0.5 0.0 0.5 1.0

Effect on the Log Scale

Notes: Estimates of the baseline #MeToo effect and additional interaction effects (based on Equation
1.9). The baseline #MeToo effect is for white women plaintiffs, filing a complaint against a white male
suspect, for a sexual felony less than a year old. The vertical solid black line corresponds to a null effect.
Breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. The likelihood appropriately
corrects for double-truncation. Unobserved heterogeneity is assumed gamma-distributed. Estimates
are presented on the log scale. 95% confidence intervals.
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Figure 8.7: Trends in Sex Crime Reporting and Incidence

A. Nominal Values
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Notes: Panel A presents estimates of sex crime incidence relative to the observed, reported sex crimes
to the police over the period. Panel B decomposes reported sex crimes into an extensive margin (crime
reporting) and an intensive margin (crime incidence) based on Equations 1.5 and 1.6. The green line
are yearly estimates of the reporting rate of victims of sex crimes. It rescales Figure 8.5 to account for
never-reporters. For the baseline specification, I assume 30% of victims would have eventually reported
sex crimes committed in 2010 (absent future interventions such as #MeToo). The black line are yearly
reported sex crimes. The red line are yearly estimates of sex crime incidence. To obtain these results,
breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. The likelihood appropriately
corrects for double-truncation. No unobserved heterogeneity. 95% confidence intervals are constructed
with a bootstrap procedure and 200 iterations. The vertical solid black line corresponds to the Me Too
movement’s mediatization.
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Figure 8.8: #MeToo Effect on Sex Crime Incidence — Event Study
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Notes: Quarterly estimates of the Average Treatment for the Treated (ATT). The main results are pre-
sented in Table 8.2. I present here the results from a standard two-way fixed effects event-study. 95%
confidence intervals are constructed with a bootstrap procedure and 200 iterations. The vertical solid
black line corresponds to the Me Too movement’s mediatization. For other counterfactual models that
relax the parallel trends assumption, see Figure D.9.

Figure 8.9: Probability of Arrest for Sex Offenders
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Notes: Yearly estimates of the probability of arrest for sex offenders based on Equation 1.12 for New
York City and Los Angeles. Breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. The
likelihood appropriately corrects for double-truncation. No unobserved heterogeneity. 95% confidence
intervals (in grey) are constructed with a bootstrap procedure and 200 iterations. The vertical solid black
line corresponds to the Me Too movement’s mediatization.
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A. Data Sources

A.1 City-level Police Records

City-level crime data was obtained through the Police Data Initiative. The main
website is https://www.policedatainitiative.org/datasets/. The links to the raw
datasets may be found below. In addition, I provide a list of all offenses classified as

sexual / non-sexual offenses and sex offenses excluded from the analysis.

New York City I download the police records from https://data.
cityofnewyork.us/Public-Safety/NYPD-Complaint-Data-Historic/qgea-1i56i

and the arrest data from https://data.cityofnewyork.us/Public-Safety/
NYPD-Arrests-Data-Historic-/8h9b-rp9u.

Los Angeles I download the police records from https://data.lacity.org/
Public-Safety/Crime-Data-from-2019-to-Present/2nrs-mtv8 and the arrest data
from https://data.lacity.org/Public-Safety/Arrest-Data-from-2010-to-2019/
yru6-6red.

Cincinnati I download the data from https://data.cincinnati-oh.gov/safety/
PDI-Police-Data-Initiative-Crime-Incidents/k59e-2pvf.

Seattle I download the data from https://data.seattle.gov/Public-Safety/
SPD-Crime-Data-2008-Present/tazs-3rd5.


https://www.policedatainitiative.org/datasets/
https://data.cityofnewyork.us/Public-Safety/NYPD-Complaint-Data-Historic/qgea-i56i
https://data.cityofnewyork.us/Public-Safety/NYPD-Complaint-Data-Historic/qgea-i56i
https://data.cityofnewyork.us/Public-Safety/NYPD-Arrests-Data-Historic-/8h9b-rp9u
https://data.cityofnewyork.us/Public-Safety/NYPD-Arrests-Data-Historic-/8h9b-rp9u
https://data.lacity.org/Public-Safety/Crime-Data-from-2019-to-Present/2nrs-mtv8
https://data.lacity.org/Public-Safety/Crime-Data-from-2019-to-Present/2nrs-mtv8
https://data.lacity.org/Public-Safety/Arrest-Data-from-2010-to-2019/yru6-6re4
https://data.lacity.org/Public-Safety/Arrest-Data-from-2010-to-2019/yru6-6re4
https://data.cincinnati-oh.gov/safety/PDI-Police-Data-Initiative-Crime-Incidents/k59e-2pvf
https://data.cincinnati-oh.gov/safety/PDI-Police-Data-Initiative-Crime-Incidents/k59e-2pvf
https://data.seattle.gov/Public-Safety/SPD-Crime-Data-2008-Present/tazs-3rd5
https://data.seattle.gov/Public-Safety/SPD-Crime-Data-2008-Present/tazs-3rd5
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Figure A.1: Distribution of Reporting Delays for Sex Crimes

A. Entire Distribution
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B. A Closer Look at Shorter Delays
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Notes: Distribution of observed reporting delays for sex crimes. Approximately 40% of plaintiffs report
on the day of the incident, 80% within the first month, and 90% within the first year.
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Table A.3: Descriptive Statistics on Police Records

Characteristic Sex Crime Murder Assault Robbery Burglary
N 110,591 7478 1,239,729 295,097 536,312
Report Type

Delayed 58% 12% 21% 17% 54%

Direct 42% 88% 79% 83% 46%
Time to Report (days)

Mean 197.19 105.47 4.40 2.68 6.05

Median 2.00 1.00 1.00 1.00 2.00

SD 857.99 948.55 57.12 52.73 62.07
City

Cincinnati 4.5% 12% 4.4% 9.7% 6.4%

Los Angeles 24% 31% 30% 28% 51%

New York 68% 53% 58% 57% 29%

Seattle 3.8% 3.6% 7.7% 5.2% 14%
Victim Sex

Female 87% 17% 53% 30% 46%

Male 13% 83% 47% 70% 54%
Victim Age

Adult 57% 92% 91% 85% 95%

Juvenile 43% 7.5% 9.0% 15% 4.5%
Victim Race

White 22% 9.9% 16% 23% 42%

Black 40% 67% 48% 40% 37%

Hispanic 38% 23% 36% 37% 20%
Supect Sex

Female 8.0% 7.8% 25% 6.4% 8.7%

Male 92% 92% 75% 94% 91%
Suspect Age

Adult 97% 98% 98% 97% 100%

Juvenile 3.4% 2.3% 2.2% 3.2% 0.3%
Suspect Race

White 14% 7.7% 11% 5.5% 16%

Black 49% 65% 57% 73% 61%

Hispanic 37% 27% 32% 21% 23%

Notes: Descriptive statistics for incident-level police records of New York City, Los Angeles, Seattle, and
Cincinnati, between 2010 and 2019.
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Figure A.2: Reporting Delays per Incident and Victim Characteristics
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Notes: Boxplots of sex crime report delays per incident characteristics. The darker the gray scale, the

longer the delayed reports for each incident characteristic. Reporting delays (in days) are presented on
the log scale.

Figure A.3: Arrest Rates
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Notes: Arrest rates across crime categories between 2010 and 2019 for New York City and Los Angeles.
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A.2 National Crime Victimization Survey (NCVS)

Figure A.4 presents national estimates of sex crime reporting and incidence based
on the National Crime Victimization Survey between 2010 and 2019.

Figure A.4: National Survey Estimates of Sex Crime Reporting and Incidence
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Notes: The vertical solid line is set before #MeToo (the viral social media episode took place in Oct 2017).
Source: National Crime Victimization Survey (2010 —2019)

A.3 FBI Datasets

Figure A.5 plots trends in reported sexual and non-sexual assaults. Figure A.6 plots
trends in homicides related and unrelated to sexual criminality. These trends are sug-
gestive evidence that the reporting rate of victims of sexual criminality has increased
while sex crime incidence has decreased in the U.S. past and more recent history.
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Figure A.5: National Trends in Reported Crimes

A. Long-run (1970-2019)
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Notes: This figure presents national trends in reported crime rates per 100,000 people. Crime reports are
aggregated on the report date. Panels A and B distinguish between non-sexual assaults (dashed line)
and sexual assaults (solid line). The time-series in Panel A starts in 1970. The time-series in Panel B
starts in 2010.
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Figure A.6: National Trends in Homicides

A. Long-run (1970-2019)
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Notes: This figure presents national trends in homicides per 100,000 people. Crime reports are aggre-
gated on the report date. Panels A and B distinguish between non-sexual homicides (dashed line) and

sexual homicides (solid line). The time-series in Panel A starts in 1970. The time-series in Panel B starts
in 2010.
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A.4 Twitter

Keyword Search for Tweets on Sex Crimes I collect all tweets related to sex crimes
for the first day of each month between 2010 and 2019. I also added the 15 of October
2017 since the hashtag #MeToo went viral at that time. The exact query sent to the
Twitter APl is:

"''(sexual assault) OR (sexually assault) OR (sexually assaults)

OR (sezxually assaulted) OR (sezually assaulting) OR (sexual harassment)
OR (sezually harass) OR (sexually harasses) OR (sexually harassed)

OR (sezxually harassing) OR (sezual abuse) OR (sexually abuse)

OR (sezually abuses) OR (sexually abused) OR (sexually abusing)

OR rape OR rapes OR raping UR raped OR #metoo'''

Estimates of Twitter Traffic To obtain estimates of Twitter traffic, I count the number
of English tweets containing the word “a” and/or “the” for the first day of each month
between 2010 and 2019. For consistency, I also add the 15 of October 2017. The exact
query sent to the Twitter APl is:

"(a OR the) lang:en"
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Figure A.7: Tweets Related to Sex Crimes
A. Me Too Tweets
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Notes: This figure presents trends in the number of tweets with #MeToo (Panel A) and referring to sex
crimes more generally (Panel B). The dashed line in Panel B is a linear fit. The structural break in Panel
A indicates that the Me Too movement’s sudden mediatization brought sex crimes to the forefront of
the public debate. However, Panel B nuances this interpretation, as there were clear pre-trends in the
number of tweets related to sex crimes before #MeToo was used as a coordination device to combat
sexual violence. Before October 2017, the hashtag was marginal on Twitter and rarely referred to sex
crimes. The vertical solid line is set one period before #MeToo (Oct 2017).
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A.5 Google Trends

Figure A.8: Google Queries Related to Sex Crimes

A. Queries for Topic “Me Too Movement”
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Notes: This figure presents trends in the number of queries for the topic “Me Too Movement” (Panel
A) and for the topic “Sexual Assault” (Panel B). The dashed line in Panel B is a linear fit. The structural
break in Panel A indicates that the Me Too movement’s sudden mediatization brought sex crimes to the
forefront of the public debate. However, Panel B nuances this interpretation, as there were clear pre-
trends in the number of queries related to sex crimes before #MeToo was used as a coordination device
to combat sexual violence.
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B. Empirical Issues with Police Data

Delayed reports complicate the analysis of reported crimes R;. There are now two
dates to consider: the incident date and the date of its report to the police. Aggregating
reported crimes on the date of their report or the incident date will generally lead
to different counts (and ultimately estimates). When both dates are available, it is
straightforward to show that crime trends are typically sensitive to the choice of the
date. Figure B.1 plots reported sex crimes aggregated at the incident or the report date.
Counts markedly vary across measures, in particular at the beginning and the end of

the study period.

This observation can be formalized as follows. First, consider the incident date as
the main date for analyzing reported crime statistics. Let Y denote the time to report to
the police, F its associated cumulative distribution, and yx; the history of interventions.

Rt/TllTZ IS thel’l

Rtz = (F(Tz —t| xt) — F(max(t —¢t,0) |;(t)> x Cy.

Reported crimes depend on the study period (i.e., on 71 and 7). To illustrate this
phenomenon, Figure B.2 plots reported sex crimes that occurred in August 2010 de-
pending on the end of the study period 7,. The closer the incident date to the end of
the study period, the smaller the number of reported sex crimes for this date. This is an
entirely spurious correlation related to the structure of the data (i.e., right-truncation

bias in this case).

Next, consider the date of the report as the main date for the analysis of reported
crime statistics. Let f denote the victim population density function of times to report
Y. Then R; is

t
Ry =) f(t—j)xC;
j=1
Turning to the linear regression analysis, we have

t
log( f(t—])C]> :w+ﬁ1Dt+€t.
j=1

Contrary to the incident date, reported crimes aggregated at the report date are not
dependent on the study period considered. However, in this last equation, there is a

sum in the log transform, and the standard omitted variable framework from Equation
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1.1 breaks down. It becomes very hard to measure the effect of the intervention D; on
crime incidence.

Figure B.1: Sex Crime Reports for Different Police Reporting Guidelines
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Notes: This figure presents reported sex crime counts for different police reporting guidelines. The
solid line aggregates reports by incident date. The dotted line aggregates reports by the report date. The
dashed line aggregates reports by the report date, but the data is only records incidents that took place
after October 2009. Overall, depending on police recording guidelines, counts may vary substantially.

Figure B.2: Sex Crime Counts for the Same Incident Date But Different Study Periods
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Notes: This figure presents reported sex crime counts for the same incident date but different study
periods. Each data point corresponds to reported sex crime counts for August 2010 for various end
of data collection dates. The closer the incident date to the end of the study period, the more biased
downwards the reported sex crime counts. This is because victims often report with a delay.
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C. Duration Model

C.1 [Illustration of the Right-truncation Bias

Figure C.1: Right-truncation leads to a large upward bias.
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Notes: Yearly estimates of the victim reporting hazard using a naive Cox regression model (i.e., that
does not account for right-truncation). Breaks in the baseline hazard are set after 1, 30, 90, 180, and
365 days. 95% confidence intervals. Without an appropriate correction for right-truncation, estimated
hazard ratios are heavily dependent on the end of the study period 1.

C.2 Theoretical Motivation for the Promotion Time Model

If a crime is committed, victim i chooses whether to report the incident in subse-
quent periods. The psychology literature has highlighted several influential factors in
the decision to report (see Tavarez (2021) for a review). Barriers to reporting include
internal psychological barriers (e.g., trauma, guilt, and fear), social interactions (e.g.,
social stigma, relationship with the perpetrator), and the criminal justice system (e.g.,
negative police interactions, low perceived odds of success in court). In addition, vic-
tims are sometimes unaware of resources available and where to report, and it may
take time to understand that the situation encountered was in fact rape or sexual as-
sault. Juvenile victims, in particular, lack the level of knowledge needed to recognize
and the ability to articulate that a sex crime occurred. All these factors influence both
the probability of eventually reporting and reporting delays. To capture internal delib-

erations of victims in a simple and tractable framework, I assume victim j is exposed
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to K; potential decisive arguments to voice out upon a crime being committed:
Kf ~ Pois (Qt)

These reasons are assumed independent and identically distributed. The time for each
argument to trigger a report to the police is drawn from a distribution Fy.2 It is then
straight-forward to show that the hazard and survival functions of times to report of

victims are respectively

n(v) = 6ifoy) and S (y) = exp (—6:Fo(y))-

See below for a formal proof. Note that the survival function has a positive mass as
y tends to infinity, which represents the share of victims who will never report to law
enforcement agencies:

ng)(—i—oo) =exp (—6).

Formal Proof

((y) =P(Y >y)

=P(N=0)+P(W; >yNn.NWxy>ynNN>1)

- N
=exp(—6)+ ) (1 —F(y))Nexp(—Gt)%
N=1 '

) N
- Z (1—F(y))Nexp (- 0,3)%
N=0 :

Si(y) = exp (— 6:F(y))

! An alternative modeling strategy is to formulate the decision process of victims as an optimal stop-
ping problem. It reads as follows. In addition to the costs and benefits of numerous institutional factors
(e.g., expected probabilities of success, social pressure), victim i knows her personal circumstances may
change over time. At each period following the incident, she chooses to file a complaint or to postpone
the report in the hope of obtaining more favorable circumstances in the future. This is reminiscent of job
search models (Mortensen 1986).

2Similar models have been used to model duration data in fertility studies and cancer studies (Lam-
bert and Bremhorst 2019).
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C.3 Derivation of the Log-Likelihood

Recall that Y is the distribution of times to report, U is the distribution of left-
truncation times, d is the length of the study period (i.e., » — 77), X is a random vector
of observed covariates, and kg, Hy are respectively the baseline hazard and the baseline
cumulative hazard of the duration model. In the case of the MPH model, the baseline
hazard is a piece-wise constant function. In the case of the promotion time model, the
baseline hazard is the density of a distribution of which the hazard is modeled as a
piece-wise constant function. Sample observations are indexed by i and © is the vector
of parameters to estimate. Finally, I refer to random variables with upper-case letters

and to their realizations with lower-case letters.

Time-invariant covariates I start with the case of time-invariant covariates and no
unobserved heterogeneity. I observe a sample of 1 realizations { (x;, ¥i) }ic(1,..n} for in-
terence. Under the assumption that Y and U are independent conditional on observed

covariates X, we have

T P(y; | xi)
L©]x) _Ep(uiﬁyiﬁui+d|xi)’

which gives

o exp (B'xi)ho(y:) exp ( —exp (,B’Xi)HO(%‘)))
LO]x) = E oxp ( exp (ﬁ’xi)Ho(ui))) — exp ( — exp (B'x;) Ho(u; + d))),

after some factorization, we obtain

L(O | 1) = ﬁ exp (,B’xi)ho(yi) exp ( —exp (ﬁ’xi) (Ho(y,-) — HO(”i)))
i=1 1—exp ( —exp (B'x;) (Ho(u; +d) — Ho(ul-))> .

Time-varying covariates Next, I extend the model to time-varying covariates. In this
case, as soon as one of the covariate changes, the covariate vector needs to be up-
dated. Assume that those variations occur at J; — 1 occasions vy, ..., i, , € RJi-1.
Among those, the first ]{ + 1 are observed variations, whereas the remaining are
counterfactual values for the right-truncation time3, such that: vio = U < yp <

v S Yip = ¥i < . <y, = v < oo, yielding the sequence of covariate vectors:

3For example, if the victim had not reported to the police in September 2016, she would have been
eventually affected by the Me Too movement in October 2017, setting the dummy variable’s value to
one.
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Xi = {xa(io), - xig.(yis._,) } € R/i. Forj =1,..,];, Yij — Yij—1 is the time spent by the
th subject in his or her j** covariate configuration xij(¥ij—1)- Then we obtain

exp (ﬁ XZI’)hO(yz]/ exp < Zexp B Xij yl])) (HO(]/ij) - HO(]/ij—l))>
L(©|x) =

I 2
—_

1-— exp ( — Z exp (,leij(yij)) (HO(yz'j) - HO(}/ij—l))>

j=1

Note that these last two equations do not require knowing the history of covariates
between the incident date and the beginning of follow-up (i.e., between 0 and the left-
truncation time). They require, however, knowledge of the covariates until the end of

the study period (i.e., for the follow-up time, but also up to the right-truncation time).

Unobserved Heterogeneity Next, I extend the model to unobserved heterogeneity. 1
assume the frailty is a random effect . Because the frailty term is unobserved at the
individual level, it is necessary to consider the population level and to integrate it out
of the likelihood. The likelihood of time-invariant covariates is

L(®|7,x) HIE’Y[ y1|uz<]/z§uz+dxz)]

Applying Bayes rule, we have

" E, [Py | %)]

i=1E, [P(ui <y <ui+d| xi)] |

L(©]x) =

Replacing expressions with the model parameters gives

IE,

n

L(@|’Y,x)—]_[

yexp (B'xi)ho(y;) exp ( —yexp (B'x;) Ho (]/i))]

i=1

Ey

{exp ( — yexp (/B’xi)Ho(Mi)> —exp ( — yexp (B'x;)Ho(u; + d)) }] :

Similar (cumbersome) expressions may be obtained for time-varying covariates.
Note that unobserved heterogeneity requires the researcher to know the history of co-
variates between the incident date and the beginning of follow-up (i.e., between 0 and

the left-truncated time). For time-varying covariates, this can be challenging and likely
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involves some speculation. For simplicity, I assume there were no interventions that
affected victim reporting before the beginning of the study period. As a robustness
check, I also estimate the models without left-truncated observations and find qualita-

tively similar results.

Parametric Unobserved Heterogeneity In the case of well-known parametric frailty

distributions, the terms can be expressed in terms of the Laplace transform L., and its

first derivative 59):

n — exp (B'x;) o (i) L5 (eXp (ﬁlxi)HO(yi)>

i=1 {£7<exp (5’xi)Ho(ui)> - £7<eXp (B'xi) Ho(wi + d)) }

L(© | v,x) =

In the main results, I assume unobserved heterogeneity is gamma distributed with
variance X (Vaupel, Manton and Stallard 1979; Abbring and Van Den Berg 2007). To
ensure that the model is identifiable, I use a parameter restriction for the gamma dis-

tribution, such that its mean equals one. For gamma distributions, we know that

Lq(s) = (1+2s) "% and £ (s) = —(1 4 2s) &+,

There are theoretical reasons to assume gamma-distributed unobserved hetero-
geneity. In a large class of frailty models, the frailty distribution among survivors
converges to a gamma distribution under mild regularity assumptions (Abbring and
Van Den Berg 2007).

Non-parametric Unobserved Heterogeneity Nonetheless, in practice, parametric
frailties are mainly driven by computational efficiency concerns rather than theoretical
justifications. An alternative to parametric distributions is a non-parametric estima-
tion of unobserved heterogeneity introduced by Heckman and Singer (1984). Assume
that the population under study consists of K sub-populations with different frailties
pose that all parameters are strictly positive and that the sum of their shares is one.
Just like the piece-wise constant function to model baseline hazards, this formulation

is a general specification of unobserved heterogeneity, which can account for many
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distributions. The likelihood is then

n

K
Y sk [')’k exp (B'xi)ho(yi) exp ( — yeexp (B'x;) Ho (yi))]

k=1

L@ 70 =11 .
=1 k_21 Sk [{exp ( — Yrexp (,B’xi)Ho(ui)> —exp < — yrexp (B'xi)Ho(u; + d)) }]

Code Implementation For models with parametric (or without) unobserved hetero-
geneity, I use the BFGS algorithm, which builds a picture of the surface to be optimized
based on the log-likelihood and its gradient (Nocedal and Wright 1999). For mod-
els with non-parametric unobserved heterogeneity, to maximize the odds of finding a
global maximum, I rely on a variant of simulated annealing (Bélisle 1992). For sim-
ulated annealing and BFGS, I use the maxLik package in R (Henningsen and Toomet
2011). As an alternative to simulated annealing, an evolutionary algorithm com-
bined with a derivative-based quasi-Newton method may also be used (Mebane Jr and

Sekhon 2011). The evolutionary algorithm is implemented in the R package rgenoud.
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C.4 Additional Insights from Monte Carlo Simulations

Table C.1: Estimates for Correct and Misspecified Values for «

(1) (2) 3) 4) (5) 6) (7)
Treatment 1 0.443 0455 0459 0466 0474 0477 | 0.112
(0.044) (0.044) (0.045) (0.046) (0.048) (0.051) | (0.026)
Treatment 2 -0.131 -0.132 -0.141 -0.149 -0.156 -0.165 | -0.039
(0.040) (0.041) (0.042) (0.043) (0.045) (0.046) | (0.026)
Treatment 3 -0.008 -0.004 -0.011 -0.010 -0.008 -0.009 | -0.299
(0.045) (0.047) (0.048) (0.050) (0.052) (0.054) | (0.026)
Baseline hazard
Day 1 X X X X X X X
Day 2+ X X X X X X X
Never-reporters at baseline (%) 0% 10% 30% 50% 70% 90% 0%
Model MPH PT PT PT PT PT MPH
Correction for double-truncation | Yes Yes Yes Yes Yes Yes No
Algorithm BFGS BFGS BFGS BFGS BFGS BFGS | BFGS
N Observations 7059 7059 7059 7059 7059 7059 7059
LogLik -26026 -26024 -26025 -26025 -26026 -26027 | -95716

Notes: Estimates and standard errors for a simulated police records dataset (based on Equation 1.5).
The baseline hazard is 0.2 on the first day, then drops to 0.01. 50% of the victims eventually report to
the police at baseline. There is no unobserved heterogeneity. Three interventions/treatments affect the
propensity to report of victims by respectively 0.5, -0.2, and 0 on the log-scale. The plugin parameter «
determines the share of never-reporters at baseline (i.e., for the first data period). Misspecifying its value
has an impact on estimates. Relying on a model that assumes all victims eventually report (see Equation
1.4) leads to coefficients biased towards zero (see column 1). Relying on the promotion time model,
setting too low a share of never-reporters (relative to the ‘true’ value) leads to estimates of treatment
effects biased towards zero (see columns 2 to 6). Column 4 is the correctly specified model. In all cases,
the resulting bias remains small relative to a naive Mixed Proportional Hazards (MPH) model that does
not account for double-truncation in the data (see column 7).
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D. Robustness and Additional Empirical Results
In this appendix, I present additional details and several robustness checks for the
main empirical application.

Figure D.1: Estimated Baseline Survival Functions
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Notes: This figure presents estimates of the baseline survival functions implied by Equation 1.4 for all
four cities in the sample. Breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. Panel A
presents the first ten years. Panel B zooms in on the first 90 days.
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Figure D.2: Hazard Ratios Over Time — Plaintiff Reporting
A. Yearly Hazard Ratios
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Notes: This figure presents estimates for #MeToo’s effect on the plaintiff reporting hazard (see Equation
1.4). Panel A is at the yearly level. Panel B zooms in around #MeToo’s mediatization and is at the
quarterly level. The solid vertical line represents the Me Too movement’s intense mediatization on
social media (Oct. 2017). Breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. The
likelihood appropriately corrects for double-truncation. Unobserved heterogeneity is assumed gamma-
distributed. Numerical estimation of the hessian combined with the delta method is used to compute
standard errors. 95% confidence intervals.
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Figure D.3: Trends in Sex Crime Incidence and Reporting for Different Values of «

A. Nominal Values

40000+

30000+

ex Crimes

& 20000+

L ——
10000 , ———s e — |

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

& Estimated Sex Crimes Bl Reported Sex Crimes

B. Base 100 = Oct. 15, 2009

300+

200+

Base 100 = Oct 2009

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

[# Reporting Rate B Reported Sex Crimes [8] Estimated Sex Crimes

Notes: This figure presents estimates of sex crime incidence and victim reporting for different values
of . The point estimates assume 70% of never-reporters as in the main text. The confidence intervals
are built by varying the share of never-reporters at baseline from 60% to 80%. This is in line with the
National Crime Victimization Survey’s estimates of the victim reporting rate since 2011.
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Figure D.4: Share of Never-reporters for Different Values of a

A. Nominal Values
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Notes: This figure presents the estimated share of never-reporters for different values of the share of
never-reporters in the first period of the study (2010), ranging from 10% to 90%. These trends are to
be compared to the share of never-reporters in the main part of the paper (70%). In all cases, I find
an increase in the propensity of victims to report a crime to the police. However, depending on «, the
magnitude of the increase varies. The smaller the share, the larger the implied trends in the reporting
rate. The interactive fixed effects (IFE) model in column (4) has five factors.
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Figure D.5: Test for Time-Dependent Effects
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Notes: I distinguish yearly hazard ratios for recent sex crime incidents (less than 365 days) and older
sex crime incidents (more than 365 days). This figure presents the additional marginal yearly effect on
older crime incidents. A statistically significant effect suggests the presence of time-dependent effects
and thus a violation of the proportional hazards assumption. Breaks in the baseline hazard are set after
1, 30, 90, 180, and 365 days. The likelihood appropriately corrects for double-truncation. Unobserved
heterogeneity is assumed gamma-distributed. 95% confidence intervals.

Figure D.6: Yearly Plaintiff Hazard Ratios Under Time-Dependent Effects
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Notes: Yearly estimates of the plaintiff reporting hazard based on Equation 1.8. To account for time-
dependent effects, I only keep the effect of year dummies on recent incidents (defined as less than 365
days old). The solid vertical line represents the Me Too movement’s intense mediatization on social me-
dia (Oct. 2017). Breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. The likelihood ap-
propriately corrects for double-truncation. Unobserved heterogeneity is assumed gamma-distributed.
Numerical estimation of the hessian combined with the delta method is used to compute standard er-
rors. 95% confidence intervals.
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Figure D.7: Trends in Sex Crime Incidence and Reporting Under Time-Dependent Ef-
fects
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Notes: This figure decomposes reported sex crimes into an extensive margin (crime reporting) and
an intensive margin (crime incidence) based on Equations 1.5 and 1.6. To account for time-dependent
effects, I only keep the effect of year dummies on recent incidents (defined as less than 365 days old).
The dotted line are yearly estimates of the reporting rate of victims of sex crimes. The solid line are
yearly reported sex crimes. The dashed line are yearly estimates of sex crime incidence. Breaks in
the baseline hazard are set after 1, 30, 90, 180, and 365 days. The likelihood appropriately corrects for
double-truncation. Unobserved heterogeneity is assumed gamma-distributed.
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Figure D.8: Robustness to Unfounded Allegations
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Notes: This figure decomposes reported sex crimes into an extensive margin (crime reporting) and an
intensive margin (crime incidence) based on Equations 1.5 and 1.6. Panel A estimates trends for the
universe of complaints filed at the Los Angeles Police Department. Panel B restricts the sample to sex
crime reports that lead to an adult arrest. In doing so, I focus on a subset of reported incidents that are
unlikely to be unfounded. I find relatively similar trends as in the main text and Panel A, suggesting
false allegations are not driving my results. The dotted line are yearly estimates of the reporting rate of
victims of sex crimes. The solid line are yearly reported sex crimes. The dashed line are yearly estimates
of sex crime incidence. Breaks in the baseline hazard are set after 1, 30, 90, 180, and 365 days. The

likelihood appropriately corrects for double-truncation. Unobserved heterogeneity is assumed gamma-
distributed.
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Figure D.9: #MeToo Effect on Sex Crime Incidence
A. Interactive Fixed Effects (IFE)
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Notes: Quarterly estimates of the Average Treatment for the Treated (ATT). The main results are pre-
sented in Table 8.2. Panel A uses an interactive fixed effects (IFE) model (Xu 2017). Panel B relies on the
Matrix Completion method (Athey et al. 2021). 95% confidence intervals are constructed with a boot-
strap procedure and 200 iterations. The vertical solid black line corresponds to the Me Too movement’s
mediatization. The counterfactual model that maps the best pre-treatment trends in the time series is
the interactive fixed effects (IFE) model with two-way fixed effects and five additional factors.
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Abstract

This paper argues that social media have ambiguous effects on protest dynamics.
On the one hand, they enable the development of online communities of protesters
that keep movements alive. On the other hand, they are fertile ground for political
polarization and radicalization. Using data from the 2018-2019 Yellow Vests uprising
in France, we show that local street protests triggered the creation of large communities
of protesters on Facebook. However, these communities progressively became more
antagonistic, negative, and ideologically segregated. While moderate discussants left
the discussions, those who remained radicalized. Facebook’s recommender algorithm

likely contributed to this pattern by consistently showcasing radical content.

Keywords: protests, social media, Yellow Vests movement, NLP techniques, collective

action!
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1. Introduction

Since the early 2010s, social media have been instrumental in the emergence of
protest movements worldwide (see, for reviews, Della Porta and Diani 2020; Zhu-
ravskaya, Petrova and Enikolopov 2020). As a result, modern protest movements are
now a combination of overlapping online and offline mobilizations. In this paper, we
argue that the implications of this hybridization are ambiguous: on the one hand, social
media may help protest movements persist over time by nurturing active online com-
munities of protesters; on the other hand, the way social media are used by protesters
and structure discussions may be conducive to the radicalization of those communi-

ties.

Our analysis is based on the Yellow Vests movement, widely recognized as the
most significant social unrest episode in recent French history.! Several features of this
movement make it particularly well-suited to the study of the impact of social media
on protests. First, it was sparked by an online petition and used Facebook to coordi-
nate street protests across the country. Second, it outlived the initial day of protests
and stayed active on various online platforms for several months, with hundreds of
thousands of petition signatures and lively discussions on dedicated Facebook pages.
Third, it turned into a full-blown protest against the government and lost support in
the general population. These conflicting patterns suggest that the ease of coordination
via social media may come at the cost of the inability to articulate a consistent message.
While such a trade-off is not specific to the Yellow Vests,> quantitative evidence of it
is still missing. We use geolocated data on street protests, Facebook groups, and pe-
tition signatures on Change.org, combined with the textual analysis of discussions on
Facebook pages, to study the interplay between online and offline mobilizations and

its implications for the movement’s dynamics.

We start by documenting the existence of a positive feedback loop between mo-
bilization on Facebook and street protests. To that end, we use spatial regressions at
the municipality level and focus on the first day of the protests: the 11/17 roadblocks.
Those roadblocks had been organized on dedicated Facebook groups all over the coun-
try, as confirmed by the strong positive correlation between the presence of an early
Facebook group and the occurrence of a roadblock. This correlation aligns with pre-

vious research on other settings and is consistent with the history of the movement’s

1For references, see Algan et al. (2019); Bendali and Rubert (2020); Boyer et al. (2020); Cointet et al.
(2021); Sebbah et al. (2018).

2For example, drawing from a qualitative analysis of the network structure of the Black Lives Matter
movement, Mundt, Ross and Burnett (2018) note that “social media use can potentially hinder positive
movement impact by making it easier for groups to adopt or appropriate symbols even if they do not
share the collective identity or primary focus of the movement.”
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early days. However, the reverse direction of the link is novel and more unexpected:
those early roadblocks then spurred the creation of a new wave of Facebook groups. To
establish causality, we employ an instrumental variable strategy based on the spatial
dispersion of roundabouts in French cities. Roundabouts are attractive protest loca-
tions because they enable demonstrators to block several roads simultaneously and
are easy to set camp on. At the same time, they are widely recognized as architectural
fads. Our first main contribution is to show that the presence of a local roadblock led
to the creation of 1.2 additional local Facebook groups. We interpret this finding as
evidence that protesters sought to continue interacting with each other online after the
initial offline contact, resulting in the consolidation of the Yellow Vests” online infras-

tructure.

Despite the development of active Yellow Vests online communities, the number of
protesters in the street quickly subsided. To understand the unraveling of the move-
ment, we turn to the analysis of a corpus of 2.8 million sentences posted on public Face-
book pages. Using various Natural Language Processing (NLP) techniques, we show
that messages related to organizational concerns and practical demands decreased
over time, while those with more antagonistic content, such as insults or mentions
of violence, increased. Similarly, the share of messages with a negative sentiment or a
higher probability of being written by affiliates of extreme parties also increased. We
conduct two quantitative exercises suggesting that the discussions radicalized partly
because they were taking place on social media — these correspond to our second main

contribution.

First, we show that discussants were disproportionately exposed to radical con-
tent. Since our dataset includes information on the ordering of comments displayed
to users, we evaluate whether our radicalization measures correlate with the recom-
mendations of Facebook’s algorithm. We find that Facebook significantly modified the
original comment ordering and that comments associated with our radicalization mea-
sures were more likely to appear prominently below Facebook posts. Second, we show
that online discussions drove moderate discussants out and, conversely, increasingly
attracted radical discussants. Using a de-identified panel of individual discussants
and their posts, we can decompose the radicalization process we measure between an
extensive margin (changes in the composition of the population of discussants) and
an intensive margin (an individual-level increased tendency to post radical messages).
Empirically, we find that both margins played an almost equally important role, al-
though the effect of the extensive margin was slightly delayed compared to that of the
intensive margin. This result is consistent with the notion that participation in these
online communities is volatile and subject to the rise of echo chambers that limit the

diversity of participants in favor of the most radically opinionated.
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Overall, we view the findings presented in this paper as a cautionary tale on the
ambiguous relationship between social media and protest movements. Many studies,
relying on various methodologies, have emphasized the importance of digital tech-
nologies in large-scale protest movements (see, among others, Loader 2008; Earl and
Kimport 2011; Bennett and Segerberg 2012; Castells 2015; Manacorda and Tesei 2020).
Social media, in particular, have been shown to facilitate coordination, signaling, and
mobilization among pro’cesters.4 As Qin, Stromberg and Wu (2017), we confirm that the
close monitoring of social media may help predict where protests are more likely to oc-
cur. Moreover, in line with the intuition of Bastos, Mercea and Charpentier (2015), we
show that street protests may revitalize online mobilization, thereby creating a feed-
back loop that helps protest movements stay active longer than initially planned. As
such, social media may be instrumental to the return of local politics documented all
over the world (Della Porta and Diani 2020; Le Gales 2021).

However, social media are far from being neutral communication technologies,
and they have long been accused of nurturing ideological segregation (Pariser 2011;
Ross Arguedas et al. 2022). Even though the real impact of social media on polariza-
tion is still an open debate (see, among others, Bail et al. 2018; Fletcher, Cornia and
Nielsen 2020), this paper argues that such mechanisms may be particularly relevant in
the case of protest movements, which tend to radicalize over time, partly in response
to state repression (Della Porta 2018). We show that Yellow Vests online communi-
ties were subject to both echo chambers and algorithmic filter bubbles that likely con-
tributed to the radicalization of online discussions, in parallel to high levels of violence
in the streets. The ambiguity of social media, as both facilitators of protest movements
and instruments of their radicalization, may contribute to explaining why mobiliza-
tion today can be “very successful in terms of number but tends to be more volatile
and intermittent than in the past” (Della Porta 2013).

Our analysis of the Yellow Vests” discussions also exemplifies that social media al-
low for real-time surveys of the coalitions behind social movements. Access to detailed
information about the political preferences of the protesters, their opinion vis-a-vis
policy-makers and their media strategies provides researchers with a unique opportu-
nity to revisit longstanding debates on the nature of protest movements (Lipsky 1968;
Meyer 2004). In particular, while a large strand of the literature on protest movements

3In the US, the Tea Party movement in 2009 is arguably the last large-scale protest movement that
relied on the support of traditional media, such as local TV or radio talk shows (Madestam et al. 2013).

4Noteworthy examples include Rane and Salem (2012); Acemoglu, Hassan and Tahoun (2018);
Clarke and Kocak (2020); Gaffney (2010); Borge-Holthoefer et al. (2011); Gonzélez-Bailén et al. (2011);
Bursztyn et al. (2021); Enikolopov, Makarin and Petrova (2020); Jost et al. (2018); Fergusson and Molina
(2019).
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has been devoted to measuring their impact on various outcomes,” it is now becoming
possible to follow protest dynamics over time and space with an unprecedented level
of detail. However, these new monitoring possibilities are not without risks, partic-
ularly if online conversations allow authoritarian regimes to identify dissenters (Earl,
Maher and Pan 2022).

2. Context, Data, and Methods

2.1 Brief History

The Yellow Vests movement resulted from chance and the social media ecosystem.
In May 2018, a motorist, Priscilla Ludosky, created a petition against gasoline taxes on
the Change.org platform. Even though the petition had only garnered a few hundred
signatures during its first months, it was mentioned in a local newspaper on October
12,2018. The wife of a truck driver who had been planning a roadblock of the Paris ring

road for November 17th

read the article and linked the petition on Facebook. Nine days
and thousands of local signatures later, a national newspaper published a new article
on the petition and the roadblock project, and signatures skyrocketed nationwide. On
October 24, the yellow road security jacket, which every car owner is compelled by
law to have in her trunk, was proposed as a rallying sign for angry motorists. The
organizers of roadblocks heavily relied on Facebook to spread information, and several
dedicated websites were created to list relevant local Facebook groups. On November

17t hundreds of thousands of protesters blocked hundreds of roads across France.

The movement resorted to more conventional weekly demonstrations in France’s
main cities as most roadblocks were quickly evacuated. A climax of violence was
reached on December 1% in Paris. The following Saturday, police tanks were mobi-
lized, and 2,000 people were arrested. On December 10th, as a token of peace, President
Macron presented a 10-billion-euro plan that significantly bent the government’s bud-
getary policy. In particular, he pledged a 100 per month increase in the minimum wage
and excluded charges and taxes on overtime hours in 2019 and any 2018 end-of-year
bonuses paid to employees. He further asked for a compilation of lists of grievances
(Cahiers de doléances, as took place during the French Revolution in 1789) across the
country, which was followed by hundreds of town hall meetings meant to allow every-

one to voice their concerns through a “Great National Debate” (Grand Débat National).

5 Examples include Giugni (1998); Gillion (2012); Little, Tucker and LaGatta (2015); Frye and Borisova
(2019); Ketchley and El-Rayyes (2021); Reny and Newman (2021); Siegel (2009); Meirowitz and Tucker
(2013); Wallace, Zepeda-Milldn and Jones-Correa (2014); Branton et al. (2015); Mazumder (2018); Larson
et al. (2019).
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After this response, some roadblocks became permanent campsites, and weekly
demonstrations continued for months. However, the number of demonstrators soon
became negligible (except in Paris, where some large-scale demonstrations gathering
protesters from other parts of France still took place until March 2019). At the same
time, the protesters lost public support in the French population and ultimately failed
to present a united front for the upcoming elections (the 2019 European Parliament
election on May 26%). The movement was still active online in 2022 and organized
sporadic protests where Yellow Vests were worn as a badge of honor. As such, this
simple piece of garment has become a persistent and divisive icon in the French polit-

ical landscape.

2.2 Measuring the Intensity of Mobilization

We gathered data on the mobilization using multiple sources (see Appendix A for
details). To understand the movement’s roots, we retrieved anonymized data on peti-
tion signatories from Change.org. The data includes signatories” ZIP codes, allowing
us to geolocate them. By October 16, 2019, the petition had garnered 1,247,816 signa-
tures, including 1,043,337 with a valid French ZIP code. We interpret petition signa-

tures as signaling discontent towards the government and a willingness to protest.

To proxy offline mobilization, we collected a map of planned roadblocks on the
evening of November 16, The map was downloaded directly from a website created
by the protesters to coordinate demonstrations and roadblocks. This map documented
788 announced roadblocks in metropolitan France (see Panel A in Figure 2.1), which
all pointed to precise road infrastructures (e.g., freeway access ramps, parking lots,
but primarily roundabouts) and included specific descriptions of the planned events.®
Many places were chosen for their potential to block traffic and economic activity. To
analyze how France was affected by the roadblocks, we use the country’s partition
in “Life Zones” (hereafter, LZ). They are administrative units defined as the smallest
geographical units in which residents can access basic infrastructure and services and
conduct a large part of their daily lives. We observe that 551 out of the 1,632 LZs in
France experienced a roadblock. They correspond to more than half of the country’s
population and, as shown in Panel B in Figure 2.1, to a sizable fraction of the French

territory.

Finally, to document online mobilization, we searched for all public Facebook

groups related to the movement. Using the methodology of Gaby and Caren (2012),

6Note that these are declarations of intent to demonstrate. However, as the map was created to
coordinate the roadblocks, there was little incentive to falsely declare an intent to demonstrate. Note
also that the map was updated in real-time.
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Figure 2.1: Blocking Half of France at First Try
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Notes: Panel A displays the geolocation of the 11/17 roadblocks. Panel B displays the life zones with
at least one roadblock on 11/17. These life zones gather 49 million people, 77% of the French mainland
population.

we compiled a list of the Facebook groups that were still active one month after 11/17
by performing search requests using a large set of keywords linked to the movement.
We recorded each group’s name, creation date, number of members, and publications.
We identified 3,033 groups with a total of over four million members. Over two-thirds
of the groups were associated with a geographical area, and more than 40% of the total
members belonged to these localized groups. Moreover, only 20% of the posts em-
anated from national groups, suggesting that localized groups were the most active

ones.

Using a similar method, we also identified 617 Facebook pages and used Netvizz
(Rieder 2013) to retrieve their content in March 2019: posts, comments, and interactions
(such as likes and shares). This corpus features 120,227 posts, 2.1 million comments, 2.8
million sentences, and 21 million interactions. Netvizz did not provide user identifiers
associated with each message. To build a panel of Facebook users, we scraped Face-
book a second time in January 2022 and collected additional basic user information.
This allows us to study the radicalization of Facebook content for a sample of 120,463

users in Section 4.7

"To protect users’ privacy, all users were de-identified. Approximately 30% of pages had been
deleted by January 2022. On the remaining pages, we retrieved 46% of the original posts and 18%
of the original comments for this second data retrieval (see Appendix Table A.2). To control for selection
bias, we extensively compared both datasets. They are similar in terms of their distribution of political
language and in terms of the topics discussed. They also display qualitatively similar trends in our three
main outcome variables in Section 4.3, though the second dataset generally displays larger increases in
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In Figure 2.2, we depict the daily time series of the number of petition signatories,
the number of Facebook group creations, and the number of comments on Facebook
pages. The movement culminated in the streets during the first episode of roadblocks.
While the petition was mostly signed before 11/17, there were two distinct episodes
of group creation: a small one in the weeks before the roadblocks and a large one
shortly afterward. This pattern suggests that Facebook groups were used to organize
the roadblocks but also served as virtual meeting places that allowed the movement to
continue after an initial mobilization in the streets. The evolution of the intensity of the
discussions on dedicated Facebook pages corroborates this hypothesis. Discussions
gained importance in January 2019 and, contrary to the weekly number of protesters,

remained strongly active during the following months.

2.3 Textual Analysis of Facebook Discussions

To analyze discussions on Facebook pages, we rely on NLP methods (see, for an
overview, Grimmer and Stewart 2013; Gentzkow, Kelly and Taddy 2019): a topic
model, a sentiment analysis, and a political classification of the messages. The tech-

nical details of our implementation are provided in Appendix C.

To identify the topics discussed online by the Yellow Vests, we rely on a topic model
tailored to analyze short text snippets (Demszky et al. 2019). In our main specification,
we allow for 15 different topics, but qualitatively similar results are found with alter-
native numbers of clusters. We display the topics obtained in Figure 2.3. We can group
topics into different categories, such as protest organization (A and B), socialization (C
and G), and online mobilization (D). Other topics reflect the reasons behind the protests
and the political goals the Yellow Vests were trying to achieve (E and F). Finally, five
topics refer to antagonistic messages (H, I, ], K, and L) and reflect the protesters” anger

toward government officials and their policies.

To measure emotional content in messages, we use a dictionary-based approach
that assigns to each sentence a sentiment score ranging from -1 (very negative) to 1
(very positive). Figure 2.3 splits the 15 topics between those with an average sentiment
of messages above zero and those below zero. The five topics we classify as antago-
nistic are all associated with negative sentiment. Finally, to understand the political
stance of messages, we build a measure of partisanship using a supervised learning

model based on tweets from parliamentarians.

radical attitudes.
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Figure 2.2: Evolution of Online and Offline Mobilizations
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Notes: In Panel A, we show the number of demonstrators reported weekly by the Ministry of the Interior.
In Panel B, we plot the daily number of petition signatures. In Panel C, we plot the daily number of new
Facebook groups created. Finally, in Panel D, we plot the daily number of messages posted on Facebook
pages. The vertical dashed line in all panels corresponds to 11/17.

3. The Online-Offline Feedback Loop

This section shows that online and offline mobilizations reinforce each other. We
estimate spatial regressions where we distinguish between mobilization before and af-
ter the 11/17 protests. We first document that the 11/17 protests were organized in
localities with higher early online mobilization. This is expected — as most blockades
were organized online — and consistent with previous findings showing the facilitating
role of social media in organizing protests. However, the reverse direction of the loop

(from street protests to further online mobilization) is novel and warrants deeper inves-
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Figure 2.3: Results of the Topic Model
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topic. Wordclouds are boxed inside a rectangle when the average sentiment of messages in the topic is
negative. Squared brackets indicate the topic frequency (computed as the share of total messages in the
corpus).
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tigation. While the time series depicted in Figure 2.2 does suggest that new Facebook
groups were created in the immediate aftermath of the 11/17 protests, this pattern
may simply result from the fact that protesters were simultaneously looking for both
online and offline ways of expressing their discontent. Therefore, we use an instru-
mental variables strategy to establish a causal relationship between offline and online

mobilizations.

3.1 Empirical Framework

We construct a dataset at the municipality level (indexing observations by m).8
There are more than 35,000 municipalities in France, and their boundaries date back to
the French Revolution.” They are the lowest government level, allowing us to gather
data on various characteristics. We complement those variables with a novel measure
of Facebook penetration (see Appendix A.3 for details). Early online mobilization is

re-11/17
M},

defined by the vector , which includes the signature rate in the municipality

before 11/17 and the number of local Facebook groups before 11/17.

B}n1/17

The 11/17 protests are measured by , @ dummy variable equal to 1 if there

was a roadblock in municipality m on 11/17. Finally, later mobilization is measured by
MEOSt'H/ 17, which includes the signature rate in the municipality after 11/17, the num-
ber of groups created after 11/17, as well as the number of members and publications

observed in those later groups, expressed in per-capita terms.

-11/17
pre 7 and

We document the relationship between M BLY/Y by measuring simple

correlations based on the OLS estimation of Equation 2.1:
B = MUY B Xy + Gz + 1)

where X, is a large set of economic, geographic, demographic, and political controls
(see the full list in Table B.1) and d; 7(,,) is a LZ fixed effect to account for fixed unob-
served heterogeneity at a higher spatial level.

Conversely, to gauge the impact of BV on M%OSt'n/ ", we use 2SLS estimation.
For a set of municipal characteristics Z, that can serve as instruments of the roadblock

probability, we can estimate the following first stage, predicting the probability of a

8Some variables were only available at higher geographical levels. When relevant, we apportioned
them according to municipal population.

9Excluding French overseas territories and Corsica from our sample leaves us with 34,434 munici-
palities.
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roadblock in a municipality:
B = w + MY B Xy 677" Zu e 22)

and the following second stage, regressing a measure of online mobilization after
11/17, ME>™, on the predicted roadblock probability from Equation 2.2:

—

ME™ = 0y + M By + Xpuya + 652 4 4BV tey, (2.3)

The coefficient 1 then provides us with the local average treatment effect of an

11/17 roadblock on subsequent online mobilization.

Easy-to-block locations: Roundabouts. To instrument the roadblocks, we leverage
the presence of roundabouts in each municipality. The rationale for the relevance of
this instrument is that calls for demonstrations urged protesters to block roundabouts.
By design, they allow to block several roads at a time and possess a central median strip
on which it is convenient to set camp.!? The identifying assumption is that conditional
on observable characteristics, the distribution of roundabouts only predicts future on-
line mobilization through its impact on roadblocks. The history of roundabouts makes
it likely that the conditional distribution of local roundabout density reflects local id-
iosyncrasies. Roundabouts are partly a French architectural fad, arguably invented
in 1906 by the French urban planner Eugéne Hénard. France has over sixty-thousand
roundabouts (roughly four times more than the United Kingdom). One-third of French
municipalities have at least one. While plausible road safety reasons support their use,
they can almost always be replaced with traffic lights.

In support of our exclusion restriction, Appendix Table B.2 explores the determi-
nants of the spatial distribution of roundabouts in France. As one can expect, the
distribution of roundabouts in France is closely related to the population distribu-
tion: it explains more than 40% of the variance in roundabout density. LZ fixed-effects
only have little explanatory power, indicating low levels of spatial auto-correlation in
roundabout density. Importantly, other controls only explain a residual fraction of the
variation in roundabout density after controlling for the population density. Finally, a
map of the prediction error of roundabout density after an OLS regression, including

our controls, shows a seemingly random distribution (see Appendix Figure B.1).

19There always was a conflict in urban planning between favoring policing (such as during Hauss-
mann’s renovation of Paris in the XIXth century (Lefebvre 1968)) and favoring social contact. Car-based
urban planning is generally viewed as on the policing side (Davis 1992). In that regard, the occupation
of roundabouts by the Yellow Vests represents an ironic turn of events.
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Assuming the exogeneity of this first instrument, we can leverage a second instru-
ment, which will allow us to test overidentifying restrictions. Indeed, since organiz-
ing a roadblock requires significant manpower, protesters had to coordinate to choose
roadblock locations. This spatial coordination problem suggests another instrument,
which is the mirror image of the first: the density of roundabouts in the other munic-
ipalities of the LZ. Because of competition between easy-to-block locations, we expect

municipalities surrounded by more roundabouts to be less likely blocked.

3.2 Protests Were Organized Online and Targeted Roundabouts

Table 3.1 presents OLS estimates of Equations 2.1 and 2.2. On top of estimates for
B, we show estimates for the coefficients on the Facebook penetration rate. Column (1)
displays our results without controlling for early mobilization measures. In line with
a vast body of evidence on the role of social media in social movements, we find a sig-
nificant and positive correlation between Facebook penetration and the occurrence of
a roadblock. Column (2) shows that the petition signature rate is positively correlated
with the occurrence of a roadblock, which suggests that signature rates may be inter-
preted as a signal for mobilization potential. More importantly, Column (3) shows that,
as expected, early mobilization on Facebook is strongly correlated with the occurrence
of a roadblock. In addition, when we include the number of Yellow Vests Facebook
groups associated with a municipality in the regression, the coefficient associated with
the Facebook penetration rate drops by 34%.

Column (4), where we control for both the petition signature rate and the number of
groups, shows that the coefficients on the signatures and groups are stable compared
to Columns (2) and (3), which suggests that both types of online mobilization are not
substitutes for one another. As shown in Column (5), a model that would only control
for the existence of those measures would have a predictive power equal to over 60% of
that of the model with the full set of municipal covariates but without any Yellow-Vest

specific controls.

Finally, Column (6) confirms that roundabouts played an essential role in orga-
nizing the protests: increasing the density of roundabouts in a municipality by one
standard deviation increases the probability of a roadblock by 1.1 p.p. In addition,
an increase of one standard deviation in the density of roundabouts in surrounding
municipalities decreases the roadblock probability of a municipality by 8.3 p.p. Both

variables are statistically significant at the 99.9% level.
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Table 3.1: Predictors of a Roadblock in a Municipality

1) (2) (3) (4) (5) (6)

Facebook penetration 0.462*** 0.476*** 0.304*** 0.317*** 0.301***
(0.057)  (0.057)  (0.060)  (0.061) (0.059)
Signatures (pre-17/11) 0.007*** 0.006***  0.007***  0.006***
(0.001) (0.001)  (0.001)  (0.001)
Nb. groups (pre-17/11) 0.036"** 0.035*** 0.056***  0.034***
(0.003)  (0.003)  (0.001)  (0.003)
Roundabouts (municipality) 0.011***
(0.003)
Roundabouts (LZ) -0.083***
(0.017)
Controls v v v v v
Life zone FE v v v v v
Observations 34,449 34,449 34,449 34,449 34475 34,434
R-squared 0.24 0.24 0.27 0.27 0.15 0.28

Notes: This table shows OLS estimates for a linear probability model predicting whether a municipality
experienced a roadblock or not, as formalized in Equation 2.1. “Signatures (pre-11/17)” is the mu-
nicipality’s signature rate of the Change.org petition before 11/17; “Nb. Groups (pre-11/17)” is the
apportioned number of Facebook groups (from all geographical levels) created before 11/17. These two
variables are standardized. We measure Facebook penetration in a municipality as the number of Face-
book users who declare to live or come from that municipality, divided by the municipal population.
This variable is standardized and divided by 100. The last column represents the first-stage estimates of
Equation 2.3, associated with the second-stage results of Table 3.2. The two instruments we use are the
number of roundabouts per squared kilometer in the municipality and the corresponding average for
all other municipalities in the LZ. Both variables are standardized. Standard errors are clustered at the
LZ level. *: p < 0.1, **: p < 0.05, ***: p < 0.01.

3.3 Roadblocks Spurred Further Online Mobilization

Table 3.2 presents results for the second stage. The Kleibergen-Paap F-statistic
equals 25, suggesting that our instruments are reasonably strong. In addition, the high
p-values associated with the Hansen J-statistics indicate that we fail to reject the hy-
pothesis that the overidentifying restrictions are valid. Column (1) shows that even
though the bulk of petition signatures occurred before 11/17, having a roadblock in-
creases the post-11/17 signature rate by 1.2 standard deviations. This result suggests
that protests helped spread information about the Yellow Vests” demands at the end
of 2018 when public support for the movement was still high. The previous signatory

rate is also correlated with subsequent signatory dynamics.

We also find a strong positive impact of roadblocks on subsequent Facebook activ-
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Table 3.2: Effects of a Roadblock on Post-11/17 Online Mobilization

1 (2) (3) (4)
Signatures Groups Members Posts
Blockade 1.158*** 2925  0.214**  0.138**

(0.253)  (0.692)  (0.090)  (0.065)

Signatures (pre-17/11)  0.599*** -0.001 0.001 -0.002
(0.022) (0.006)  (0.008)  (0.007)

Groups (pre-17/11) -0.036*** 0.036 -0.001 -0.001
(0.010) (0.036)  (0.007)  (0.006)
Facebook penetration -0.440 3.243***  5912**  4.883*
(0.357) (0.482)  (2.675)  (2.753)
Controls v v v v
Life zone FE v v v v
Observations 34,434 34,434 34,434 34,434
Kleibergen-Paap F-stat 24.8 24.8 24.8 24.8
p-value Hansen 0.664 0.538 0.343 0.310

Notes: This table shows 25LS estimates of the impact of a municipal roadblock on four measures of
online mobilization after 11/17: the signature rate of the Change.org petition after 11/17 (column 1),
the number of groups created post-11/17 (column 2), the number of members per inhabitant (column
3) and posts per inhabitant (column 4) in these newly created groups. Estimates of the first stage are
displayed in column (6) in Table 3.1. All outcome variables are standardized. We cluster standard errors
at the LZ level. *: p < 0.1, **: p < 0.05, **: p < 0.01.

ity: a roadblock in a municipality increases the number of new local Facebook groups
by 2.9 standard deviations (corresponding to 1.2 additional groups), which translates
into an increase in the number of new members per inhabitant by 0.21 standard devi-
ations, and in the number of posts per inhabitant by 0.14 standard deviations. These
three measures of later mobilization on Facebook appear uncorrelated with early on-
line mobilization but are positively correlated with the Facebook penetration rate.

Our results are robust to several specification changes (see Appendix Table B.3). In
particular, the estimates are stable if we do not include controls (Panel A) or use only
one roundabout instrument instead of two (Panels B and C). These three tests are re-
assuring regarding the validity of the exclusion restriction. Effects are also reasonably
similar if we define location fixed effects and the instrument at the commuting zone
(N = 297) rather than at the LZ (N = 1606) level (Panel D) or if we exclude the Paris

region, which stands out along many dimensions (Panel E).

Overall, our results suggest that the 11/17 roadblocks contributed to the expansion
of online activity. Roadblocks triggered a new wave of popularity for the Change.org

petition and led to a consolidation of the online infrastructure of the Yellow Vests
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movement on Facebook. While street protests subsided, protesters who had met in

the streets relied on Facebook to continue their discussions.

4. The Rise of Online Radicalism

In this section, we document the evolution of online discussions among protesters
through the textual analysis of the Yellow Vests Facebook pages. Our data allows us
to follow the content of Facebook pages between the end of October 2018 and the be-
ginning of April 2019. We first document the evolution of online discussions. We
then use the distinction between posts and comments to study the role of Facebook’s
recommender algorithm in structuring online discussions. Finally, as we observe the
messages of individual members over time, we study how the composition of the pop-
ulation of discussants changed and whether some individuals radicalized over the pe-

riod.

4.1 Online Discussions Became More Radical Over Time

Figure 4.1 shows that the share of messages associated with political or economic
concerns declined while messages of violence, conspiracy theories, and insults became
more widespread. Overall, the share of messages associated with antagonistic content
(topics H to L) increased by 15 p.p. between November 2018 and March 2019. Other
classifications of Facebook messages reflect similar trends over the period: the share
of messages classified as negative (resp. associated with a far-right or far-left party)

increased by 8 p.p. (resp. 6 p.p.).

Altogether, the content of online discussions became more antagonistic, negative,
and polarized. We define these three concurrent dynamics as a “rise of online radical-
ism”. Several non-exclusive reasons may explain this pattern. In particular, one may
think of external reasons: on the positive side, the movement succeeded in having the
government revert its policy so that economic concerns were less in need to be dis-
cussed. On the negative side, some protests were quite violent and met with police
repression. In this context, it is no wonder that topics related to violence or insults rose

to prominence.

In what follows, we describe two pieces of quantitative evidence suggesting that
part of this increase in online radicalism may be due to specific online processes. First,
we show that discussants were disproportionately exposed to radical content by Face-
book. Second, we show that new, more radical discussants progressively replaced the
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Figure 4.1: Topic Shares in Facebook Discussions Over Time
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Notes: This figure shows weekly shares of the twelve topics of interest shown in Figure 2.3. For all topics,
the vertical dashed line corresponds to 11/17. The share of messages associated with violence is below
2.5% in early November and is consistently above 5% after December 10.

more moderate ones.

4.2 Facebook’s Algorithm Increased Exposure to Radical Content

A first way to assess how radical content spread on the Yellow Vests Facebook pages
is to look at the structure of online discussions, which involve an initial post and its
associated comments. To assess whether Facebook played an active role in the type of

content that the Yellow Vests were exposed to online, we focus on the organization of
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Table 4.1: Comments’ Rank and Radical Content

Rank of the Comment (in log) Comment is Among First Four

) (2) ©) (4) () (6) ) (8)
Antagonistic Topic -0.095%*** -0.081*  0.004** 0.003***
(0.005) (0.004)  (0.000) (0.000)
Extreme Parties -0.028*** -0.017*** 0.002*** 0.002***
(0.003) (0.003) (0.000) (0.000)
Negative Sentiment -0.085***  -0.065*** 0.004***  0.003***
(0.005) (0.004) (0.000)  (0.000)

Chronological Order ~ 0.127***  0.126"*  0.126**  0.127** 0.014** 0.014** 0.014** 0.014**
(0.005)  (0.005)  (0.005)  (0.005)  (0.003) (0.003) (0.003)  (0.003)

Post Fixed Effects v v v v v v v v
R-Squared 0.81 0.81 0.81 0.81 0.48 0.48 0.48 0.48

Notes: This table shows estimates of OLS regressions at the sentence level (N=1,881,976). We restrict the
text corpus to comments (and exclude original posts). Some comments are made of several sentences,
but results are similar if we restrict the sample to single-sentence comments (61% of the sample). In
Columns (1) to (4), the dependent variable is the (log) rank of the comment suggested by Facebook
at the time of the scrape. In Columns (5) to (8), the dependent variable is a dummy variable equal to
1 if the comment is among the first four comments suggested by Facebook at the time of the scrape.
“Antagonistic Topic” is a dummy variable equal to 1 if the sentence is classified as belonging to an
antagonistic topic. “Extreme Parties” is a dummy variable equal to 1 if the sentence is attributed to
an extreme party. “Negative Sentiment” is a dummy variable equal to 1 if the sentence is associated
with a negative sentiment value. “Chronological Order” is defined as the counterpart of the dependent
variable, based on chronological order: the (log) rank of the comment based on chronological order in
Columns (1) to (4), and a dummy variable equal to 1 if the comment was among the first four to be
posted in Columns (5) to (8). All specifications include a post fixed effect. In all regressions, we cluster
standard errors at the post level. *: p< 0.01, **: p<0.05, ***: p<0.1.

discussions by Facebook’s platform.

While Facebook displays posts chronologically on Facebook pages, it does not deal
with their associated comments similarly. Instead, undisclosed algorithms rank com-
ments by what the platform calls “relevance.” Since our dataset contains information
on the ordering of comments shown to users at the time of the scrape, we can assess
whether our radicalization measures are correlated with the recommendations of Face-
book’s algorithm. To that end, we regress the rank of each comment in our text corpus
on our measures of radicalism. Since posts vary a lot in their content and the number
of comments they generate, we control for post fixed effects.!! We also control for a

measure of the rank of the comment based on the time when the comment was posted.

Results are displayed in Table 4.1. Measures of rank based on Facebook suggestions
and time of posting are positively correlated. However, the estimates are quite far from

unity, which shows that Facebook strongly alters the original ordering of comments. In

HOut of our original corpus of 120,227 posts, we focus on the 35,828 with at least two comments.
Estimates are qualitatively similar but slightly higher if we do not include post fixed effects.
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particular, comments associated with our radicalization measures are more likely to be
found higher on the list. For example, comments associated with antagonistic topics
are displayed at a rank between 8 and 10% higher than other comments. The same
patterns appear if we focus on the probability of being a “star comment”, which we
take as one of the first four comments below the post (10% of our estimation sample).
Such comments are likely to appear in users’ newsfeeds without further clicking and
are, therefore, much more likely to be salient and read by users. These results show
that a chronological order of comments would have provided discussants with less

radical content.

4.3 Radical Discussants Replaced the Moderates

Filter bubbles that push radical comments on the front page are not the only force
driving radicalization. Another specificity of online communities is that participation
costs are quite low, and participation may be volatile.!?> As such, online discussions
are susceptible to being hijacked by a minority of radical users, who drive others away
and attract similarly-minded discussants (Sunstein 2017). To test this mechanism, we
decompose the rise in online radicalism between two margins. First, moderate users
could have progressively left the movement or been replaced by more radical ones. We
refer to this depletion effect as the “extensive margin” of radicalization. Alternatively,
active users may have radicalized over time. We refer to such individual changes as

the “intensive margin” of radicalization.

To assess whether the trends we observe are more likely to reflect shifts in the in-
tensive or extensive margin of radicalization, we exploit the panel dimension of the
data and the fact that we can follow (de-identified) individual Facebook users over
time. To identify the intensive margin of radicalization, we can evaluate whether the
average user became increasingly likely to post radical messages. To identify the ex-
tensive margin, we can evaluate whether the pool of active users becomes increasingly
populated with users who (on average) post more radical messages. To this end, we

estimate the following fixed-effects equation:

Ys = 0j(s) + Ti(s) + & (2.4)

where Y; is a measure of radicalism of sentence s, ;) is a fixed effect associated with

the user i who posted sentence s, and 7,(,) is a fixed effect associated with the month

12Measuring participation in online communities is notoriously difficult, because of the presence of
non-active participants (Malinen 2015).
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t during which sentence s was posted. Intuitively, J;;) measures user i’s propensity to
post radical sentences, and 7,(,) accounts for the additional propensity of users to post
radical sentences during month ¢.

We can then leverage estimates of user and time fixed effects to decompose the rise
of online radicalism into an intensive and extensive margin. Indeed, the average level
of radicalism during month ¢, Y}, can be expressed as:

Y, = E/[&4] + Yt , (2.5)

Extensive margin Intensive margin

where E; [Si} =3, si,t(i- and s;; is the share of sentences posted during month ¢ that
originated from user i. Hence, the first term of expression 2.5 corresponds to the av-
erage propensity to post radical sentences for users active during the month t. An
increase of this term over time means that the share of sentences posted by more radi-
cal users increases. An increase in the second term of expression 2.5 corresponds to an

increase in the propensity of any given user to post a radical sentence at a given time.

Figure 4.2: Extensive and Intensive Margins of Radicalization
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Notes: This figure decomposes the increase in online radicalism using Equation 2.5. Panel A presents
estimates for the probability of posting a sentence associated with an antagonistic topic. Panel B presents
estimates for the probability of writing a sentence associated with a politically extreme party (i.e., on the
far left or the far right). Panel C presents estimates for negative sentiment. We compute standard errors
via bootstrap with 200 iterations and plot confidence intervals at the 95% confidence level.

Figure 4.2 presents a decomposition of our three radicalization measures using
Equation 2.5. In Panel A, the outcome variable is a dummy variable that indicates
whether a message was associated with an antagonistic topic. In Panel B, the outcome
variable is a dummy variable that indicates whether a message was associated with
an extreme political party. In Panel C, the outcome variable is the negative sentiment
score associated with a sentence, taking values between -1 and 1. For all three depen-
dent variables, our decomposition exercise suggests that both margins contributed to
the radicalization of Facebook content. In addition, both margins played a quantita-



104 Chapter 2 - Gilets Jaunes

tively similar role in two out of three measures, although the impact of the extensive

margin seems slightly delayed compared to that of the intensive margin.

We interpret this finding on the role of the extensive margin of radicalization as sup-
porting evidence that participation in online communities is quite volatile and prone
to being taken over by more radical discussants over time. However, since we lack
information on offline protesters, we cannot tell whether this pattern is specific to on-
line mobilization. In addition, our linear decomposition does not allow us to study
the interplay between both margins. For example, the radicalization of other discus-
sants may have led to the departure of moderate discussants, or, conversely, remain-
ing discussants may have faced lower moderation from fellow discussants over time.
Further understanding the interplay between online and offline sources of radicaliza-
tion would require having access to individual newsfeeds, combined with detailed

accounts of protesting activity.

5. Conclusion

Large protest movements are now a combination of online and offline mobiliza-
tions. Many have noted that social media favor the emergence and spread of protests
by lowering coordination costs and making it easier to signal discontent. Our study
confirms that social media and online protests likely increase the number of street
protesters. Moreover, we provide novel evidence that real-life demonstrations may
also intensify subsequent online engagement within the same region, prolonging
protest movements’ lifespan. However, these persistent online communities are sub-
ject to radicalization, and we provide several pieces of evidence suggesting that the

social media infrastructure itself may drive part of this radicalization process.

Put together, our findings highlight one core tension of hybrid social movements:
on the one hand, social media allow online communities to arise from everywhere,
even remote locations such as rural areas or suburban fringes; on the other hand, a
strong dependency on a leaderless social media infrastructure presents risks of radi-
calization and may dampen the ability to structure long-lasting, effective political cam-
paigns.
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A. Data Sources

A.1 Street Protests

A website (www.blocagel7novembre.fr) was created to coordinate the mobiliza-
tion. It provided a map of the organized blockades, updated in real-time. As of
November 16, the map documented 788 geolocated blockades. We use this map to
document the offline mobilization of the Yellow Vests.

A.2 Change.org Petition

Change.org generously gave us access to an anonymized list of the signatories of
the petition which launched the Yellow Vests movement. Each observation is asso-
ciated with the date of signature and the ZIP code of the signatory. We restrict the
data to signatures in mainland France and with a valid ZIP code. Using the ZIP code,
we are able to associate each signature with a municipality, and therefore compute
the signature rate in each municipality by dividing the number of signatures in each
municipality by its population. In some instances, a ZIP code is associated with sev-
eral municipalities. In these cases, we allocate signatures associated to this ZIP code
across relevant municipalities proportionally to population. In Figure A.2, we map the

distribution of signature rates over France.

A.3 Facebook Activity

The main websites coordinating demonstrations listed local Facebook groups.! To
document online mobilization, we looked for public Facebook groups and pages re-
lated to the movement. Due to the limitations of the Facebook API, we had to look for
groups and pages manually, between December 12 and December 15, 2018 for groups
and between March 21 and March 23, 2019 for pages. We used Netvizz to retrieve con-
tent between April 2 and April 10, 2019. We use a keyword search approach to find
Facebook groups and pages, performing requests on Facebook’s search engine and
manually retrieving results. These searches were performed using temporary sessions

in order to minimize bias induced by Facebook’s algorithm.

For groups, our aim was to retrieve as many groups linked to the Yellow Vests

as possible. To this end, we started by searching for the keywords “gilet jaune” and

I First blocagel7novembre.fr, then gilets-jaunes.comand giletsjaunes-coordination.fr.


www.blocage17novembre.fr
blocage17novembre.fr
gilets-jaunes.com
giletsjaunes-coordination.fr
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“hausse carburant”, on their own and associated with the the codes and names of the
départements and of the former and current regions, as well as the names of all mu-
nicipalities with more than 10,000 inhabitants.?2 Then, we performed further searches
with the keywords “hausse taxes”, “blocage”, “colere” and “17 novembre”, associated
with the names of the French départements, the names of the former and current re-
gions, and the same list of municipalities as before. Finally, we performed searches
for the following keywords: “gillet jaune”, “gilets jaune”, “manif 17 novembre”,
“manif 24 novembre”, “manif 1 decembre”, “manif 8 decembre”, “macron 17 novem-
bre”, “macron 24 novembre”, “macron 1 decembre”, “macron 8 decembre”,“blocus
17 novembre”, “blocus 24 novembre”, “blocus 1 decembre”, “blocus 8 decembre”,
“blocage 17 novembre”, “blocage 24 novembre”, “blocage 1 decembre”, “blocage 8

decembre” .3

For pages, as our aim was not to retrieve the universe of active Yellow Vests com-
munities but simply a sample of messages large enough to perform text analysis, we
relied on a smaller number of searches, searching for the keywords “gilet jaune” and
“blocage hausse carburant” on their own or associated with the codes and names of

the départements as well as a list of the largest cities.*

Yellow Vests Groups

For each group, we recorded the name of the group, creation date, number of mem-
bers, and number of publications. We eventually identified 3,033 groups in total, with
over four million members. Over two-thirds of the groups were associated with a ge-
ographical area and more than 40% of the total number of members belonged to these
localized groups. Moreover, only 20% of the posts emanated from national groups,
which suggests that localized groups were the most active type. Table A.1 presents de-
scriptive statistics on the dataset. Figure A.3 displays the spatial distribution of these
groups, before (Panel A) and after (Panel B) 11/17.

ZRestricting the keywords used to these large municipalities is necessary as the number of munic-
ipalities in France is very high. It might introduce a bias towards groups associated to denser areas.
Fortunately, this bias is reduced by a characteristic of Facebook’s algorithm: when searching for groups
and pages associated with a municipality on the platform, Facebook also retrieves results associated to
nearby municipalities.

3We reviewed all the search results manually to only keep the groups clearly associated with the
mouvement.

4The complete list of further keywords used is the following: paris; marseille; lyon; toulouse; nice;
nantes; strasbourg; montpellier; bordeaux; lille; rennes; reims; le havre; saint etienne; toulon; grenoble;
dijon; angers; villeurbanne; le mans; nimes; aix en provence; brest; clermont ferrand; limoges; tours.



114 Chapter 2 - Appendix

Table A.1: Characteristics of Facebook groups

Targeted Audience  Groups  Members Publications

General 502 (63%) 2,372,217 255,131
Region 164 (81%) 244,930 135,857
County 717 (81%) 507,729 320,263
Municipality 1,638 (65%) 983,057 742,036
Total 3,033 (70%) 4,109,325 1,453,878

Notes: In the first column of this table, we show the number of Facebook groups for each geographic
focus. We infer the group’s targeted audience from its name. In parentheses, we indicate the share of the
number of groups created after 11/17. Other columns show the total number of members and the total
number of publications (this number is right-censored by Facebook at 10,000 publications per group).
The last line (“Total”) includes 12 “foreign” groups, 11 of which were created after 11/17, including
1,392 members and associated with 591 publications.

Table A.2: Comparison Between the Two Data Collections on Facebook Pages

Data Collection | Pages Posts Comments Sentences Users
First 617 120,242 1,936,921 2,860,427  NA
Second 411 56,062 352,733 706,182 120,463

Notes: This table presents simple count metrics to compare the datasets resulting from our two data
collections on Facebook pages.

Yellow Vests Pages

We identified 617 Facebook pages and used Netvizz to retrieve their content (Rieder
2013): posts, comments and interactions (such as likes and shares).” This corpus
features over 121,000 posts, 2.1 million comments and 21 million interactions. Since
Netvizz did not provide user ids associated to scraped content, we scraped Facebook
a second time in January 2022 and collect additional basic user information. To pro-
tect users’ privacy, all user ids were de-identified. Approximately 30% of pages had
been deleted by January 2022. On the remaining pages, we were able to retrieve 46%
of the original posts and 18% of the original comments for this second data retrieval
(see Table A.2). Both datasets appear similar both in terms of their distribution of po-
litical preferences and in terms of the topics discussed. They also display qualitatively
similar trends in our three main outcome variables in Section 4.3, though the second

dataset generally displays larger increases in radical attitudes.

®Netvizz is no longer available since the 21st August, 2019.
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Facebook Penetration Rates

To measure Facebook penetration within France, we leverage one of the largest
data leaks in the history of Facebook. In 2019, a massive dataset of Facebook users was
made publicly available.® For half a billion Facebook accounts (including 30 million
French accounts), the dataset contains its creation date, the name of the user, their mar-
ital status, self-declared location, and phone number. The hackers compiled a close-
to-comprehensive list of Facebook public profiles by searching through Facebook ID
numbers in ascending order. Survey data from 2018 shows that about 60% of all French
adults have a Facebook account, which is consistent with the number of French ac-
counts leaked as the adult population of the country is slightly above 50 million (see
here for details). It is to this date the largest publicly available dataset of Facebook

users with location information.

Figure A.1: Geolocation of Facebook Accounts

A. City Size and Facebook Geolocation B. Log Number Geolocated Accounts

15
I

10

0 5 10 15
Log Municipal Population ° 7

— — —- No Geolocated User (N=2,883) T T T

T
0 5 10 15
Geolocated Users (N=31,551) Log Municipal Population

Notes: Panel A shows the distribution of municipal population for municipalities with at least one ge-
olocated account and municipalities with no geolocated account. Panel B shows a Lowess regression of
the (log) number of geolocated municipal accounts and the log of population.

We combine string pattern matching techniques with human supervision to link
self-declared locations of users to French administrative data. By doing so, we are able
to match 10.8 million accounts to a municipality. Although it is not easy to verify the
representativeness of this geolocated subset, we are able to geolocate a positive num-

ber of users in over 90% of the municipalities. As shown in Panel A of Figure A.1,

6Source: https://www.bbc.com/news/technology-56772772


https://www.ifop.com/wp-content/uploads/2018/05/reseaux_sociaux_confiance_ifop.pdf
https://www.bbc.com/news/technology-56772772
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municipalities with no geolocated account are fairly similar in size to the other mu-
nicipalities. As shown in Panel B of Figure A.1, the log-log relationship between total
population and number of geolocated users is almost linear, with a slope of 1. Finally,
we define Facebook penetration as the number of accounts per inhabitant. Panel B in
Figure A.4 shows the spatial distribution of this variable, which displays much more

heterogeneity within regions than between regions.

A.4 Tweets of Politicians

We build a dataset of tweets by politicians who belonged to the lower cham-
ber of the French Parliament (the Assemblée Nationale) between 2017 and 2022. We
consider the five largest French political parties: Rassemblement National (RN), Les
Républicains (LR), La République en Marche (LREM), le Parti Socialiste (PS) and La
France Insoumise (LFI). Politicians use Twitter to directly speak to their constituents.
Thus, tweets are closer to daily social media messages than parliamentary speeches.
They provide a natural, labeled dataset to train a machine learning classifier of party
affiliation based on written text. We then use our classifier to infer online protesters’
political partisanship based on their Facebook messages. The complete list of politi-
cians at the Assemblée Nationale is available here. The dataset of French politicians
on Twitter is available here. We retrieve the 3200 last tweets of each politician via the
Twitter APL

A.5 Administrative Data

We construct a wide set of local controls. The set of municipal controls included

our regressions may be grouped as follows:

* Geography includes the population of the municipality, its density, the distance
to the closest city with over 20,000 inhabitants and 100,000 inhabitants, whether
the municipality was classified as urban in 2015 and whether it switched from
rural to urban between 1999 and 2015.

Source: Census (RP, complementary exploitation), 2016, INSEE.

¢ Transport includes the shares of the employed population commuting by car and
public transportation, as well as the median commuting distance.
Source: Census 2016, INSEE. Déclarations Annuelles de Données Sociales (DADS),
2015, INSEE.


https://www.assemblee-nationale.fr/dyn/les-groupes-politiques
https://github.com/regardscitoyens/twitter-parlementaires
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¢ Economy include the local unemployment rate, the fraction of employees with a
non-permanent contract, mean income, and population immigrant share.
Source: Census 2016, INSEE. DADS, 2015, INSEE.

* Occupation includes the share of the different catégories socio-professionelles de-
fined by INSEE: executive, independent, middle-management, employee, man-
ual worker and agriculture.

Source: Census 2016, INSEE.

¢ Age includes the shares of the population in the following groups: 18-24 y.o.; 25-
39 y.o.; 40-64 y.o.; over 65 y.o.
Source: Census 2016, INSEE.

* Education includes the shares of the population without the high-school
diploma, and with a university degree.
Source: Census 2016, INSEE.

* Vote includes the vote share for the five major candidates in the 2017 presidential
election (Macron, Le Pen, Fillon, Mélenchon, Hamon), as well as the share of
abstention.

Source: Ministry of the Interior.

* Signature is the local signature rate of the Change.org petition before 11/17.
Source: Change.org.

e LZ is a set of 1,606 dummies for Life Zones.
Source: INSEE.
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B. Supplement for “The Online-Offline Feedback Loop”

B.1 Control variables and early mobilization

Table B.1: Variance Decomposition: Yellow Vests Movement (pre-17/11)

Signatures Nb. Groups Blockade
©) @ G “4) ©) (6)
Explained variance 7 8.43 37.05 34.61 3817 17.94 23.48
Fixed effects (LZ) 22.55 1.41 1.00
Density 010  0.82 135 036 027
Population 290 584 2153 2075 551 8.01
Population squared 0.00  0.00 3.94 7.18 0.63 0.57
Pop. spline 50/75th percentile 012 026 001 0.00  0.00 0.01
Pop. spline 75/100th percentile 292 590 7.28 5.27 918 11.34
Population measures 6.01 1210 33.59 34.55 15.68 20.19
Dist. to closest mid size city 0.05 0.55 0.02 0.04 0.01 0.04
Dist. to closest large city 0.08 0.17 0.01 0.06 0.01 0.01
Urban municipality 010 0.29 0.24 0.53 0.87 0.88
Urbanized since 1999 0.00  0.03 0.01 0.02 0.02 0.02
Geography 023 1.04 0.28 0.65 0.91 0.94
Share commuting by car 0.02 0.06 0.04 0.08 0.06 0.07
Share commuting by public transp  0.12  0.11 0.19 027 014 0.10
Median commuting distance 0.02  0.00 0.00 0.00 0.02 0.02
Commuting 017  0.17 0.23 0.35 0.22 0.19
Average wage income 024  0.02 0.00 0.00 0.01 0.00
Share in CDI 0.02 004 001 0.02 007 0.07
Unemployment rate 0.09  0.05 0.11 0.22 0.23 0.20
Share retail workers 0.00  0.00 0.00 0.00 0.00 0.01
Share executives 0.04 0.04 0.00 0.01 0.02 0.02
Share intermediate workers 010 0.12 0.01 0.03 0.02 0.01
Share clerical workers 0.06 007 001 0.01 0.02 0.01
Share blue collar 0.03  0.03 0.00 0.00 0.00 0.00
Labor market 0.57 036 014 0.29 0.37  0.33
Share 18 to 24 y.o. 0.01 0.01 0.13 027 020 0.23
Share 25 to 39 y.o. 0.04 002 001 0.02  0.03 0.03
Share 40 to 64 y.o. 0.01  0.01 0.03 0.03 004 0.03
Share over 65 y.o. 037 0.30 0.00 0.00 0.00 0.01
Age groups 043  0.33 0.16 0.33 0.27 0.29
Share with HS degree 0.03  0.00 0.00 0.00 0.01 0.01
Share with college degree 0.10  0.02 0.01 0.02 0.01 0.00
Education 0.13 0.03 0.01 0.02 0.02 0.01
Fillon vote 014 019 0.00 0.00 0.01 0.00
Hamon vote 0.00  0.00 0.01 0.01 0.01 0.01
Le Pen vote 055 013  0.00 003 002 002
Macron vote 0.02  0.01 0.00 0.00 0.03 0.03
Far left vote 0.04 0.01 0.01 0.01 0.01 0.01
Abstention 0.00 0.00 0.03 012 02 027
2017 election votes 0.75 0.34 0.05 0.17 0.33 0.34
Share roads with reduced speed 0.01  0.00 0.02 0.05 0.06 0.06
Share of diesel vehicles 012  0.09 0.04 0.19 0.05 0.10
Motorists 0.13 0.09 0.06 0.25 0.11 0.16
Facebook penetration 0.01 0.03 0.09 0.16 0.04 0.03

Notes: Following Shorrocks (1982), this table displays the factor contribution of each explanatory vari-
able on the signature rate per inhabitant before 11/17 (Columns (1) and (2)), the number of Facebook
groups before 11/17 (Columns (3) and (4)), and a dummy variable for the existence of a blockade on
11/17 (Columns (5) and (6)).
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B.2 Details on the roundabout instrument

Table B.2: Variance Decomposition: Roundabouts

Roundabout density

1) @

Explained variance § 45.33 51.75
Fixed effects (LZ) 3.18
Density 1.69 2.30
Population 18.81 18.41
Population squared 0.04 0.06
Pop. spline 50/75th percentile 0.06 0.04
Pop. spline 75/100th percentile 19.85 19.80
Population measures 40.44 40.61
Dist. to closest mid size city 0.32 0.87
Dist. to closest large city 0.11 0.12
Urban municipality 2.09 3.35
Urbanized since 1999 0.03 0.04
Geography 2.55 4.38
Share commuting by car 0.02 0.06
Share commuting by public transp ~ 0.33 0.54
Median commuting distance 0.04 0.05
Commuting 0.39 0.65
Average wage income 0.04 0.14
Share in CDI 0.25 0.38
Unemployment rate 0.07 0.12
Share retail workers 0.03 0.04
Share executives 0.03 0.04
Share intermediate workers 0.02 0.03
Share clerical workers 0.04 0.05
Share blue collar 0.01 0.01
Labor market 0.50 0.81
Share 18 to 24 y.o. 0.32 0.49
Share 25 to 39 y.o. 0.04 0.08
Share 40 to 64 y.o. 0.09 0.10
Share over 65 y.o. 0.01 0.04
Age groups 0.46 0.72
Share with HS degree 0.00 0.00
Share with college degree 0.05 0.03
Education 0.05 0.03
Fillon vote 0.00 0.00
Hamon vote 0.03 0.03
Le Pen vote 0.07 0.10
Macron vote 0.21 0.18
Far left vote 0.02 0.02
Abstention 0.10 0.22
Motorists 0.11 0.24
Share roads with reduced speed 0.04 0.10
Share of diesel vehicles 0.46 0.72
Motorists 0.50 0.82
Facebook penetration 0.00 0.00

Notes: Following Shorrocks (1982), this table displays the factor contribution of each explanatory vari-
able on the the density of roundabouts in the municipality (Columns (1) and (2)), and on the density of
roundabouts in the other municipalities of the LZ (Columns (3) and (4)).
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B.3 Robustness of the 2SLS results

Table B.3: Impact of Blockades on Post-17/11 Online Mobilization: Alternative Speci-
fications

(1) 2) (©) (4)

Signatures Groups Members  Posts
Panel A: Without controls

Blockade 2.740***  5.874™*  0.155"**  0.104***
(0.283) (0.490)  (0.0513)  (0.0385)
Kleibergen-Paap F-stat 30.6 30.6 30.6 30.6
p-value Hansen 0.001 0.022 0.036 0.029
Panel B: Only municipal instrument
Blockade 1.261**  3.289***  0.287* 0.198*
(0.345) (0.868) (0.151) (0.110)
Kleibergen-Paap F-stat 14.7 14.7 14.7 14.7
Panel C: Only LZ instrument
Blockade 1.086**  2.673***  0.163**  0.0971*
(0.304) (0.842)  (0.0740)  (0.0566)
Kleibergen-Paap F-stat 37.0 37.0 37.0 37.0
Panel D: Commuting zone instead of LZ
Blockade 0.632**  3.430**  0.289***  0.186"*
(0.255) (0.896)  (0.0967)  (0.0745)
Kleibergen-Paap F-stat 12.1 12.1 12.1 12.1
p-value Hansen 0.099 0.868 0.131 0.140
Panel E: Excluding Paris region
Blockade 0.840***  2.992***  (0.395***  0.287**
(0.309) (0.901) (0.144) (0.121)
Kleibergen-Paap F-stat 18.9 18.9 18.9 18.9
p-value Hansen 0.656 0.635 0.067 0.065

Notes: This table shows estimates corresponding to variations of the regressions of Table 3.2. Panel A
shows results for the 2SLS estimation of Table 3.2 when we do not include any municipal control nor LZ
fixed effects. In Panel B (resp. C), we show 2SLS results using the roundabout density of the municipality
as an instrument (resp., the density of roundabouts in other municipalities of the LZ) only. In Panel D,
we control for commuting-zone fixed effects instead of LZ fixed effects and instead of considering the
density of roundabouts in other municipalities of the LZ as a second instrument, we use density of
roundabouts in other municipalities of the commuting zone. In all panels but Panel E, the number of
observations is 34,434. In all regressions, we cluster standard errors at the LZ level (except in Panel F,
where we cluster standard errors at the commuting zone level). *: p< 0.01, **: p<0.05, ***: p<0.1.



Chapter 2 - Appendix 125

C. Supplement for “The Rise of Online Radicalism”

C.1 Text Pre-processing

We process all text corpora in the same way. We remove emojis, links, accents, punc-
tuation, social media notifications (e.g., “Yellow Vests changed their profile picture”)
and stopwords from the corpus. We also lower-case the text and lemmatize words. We
keep hashtags and user mentions, but drop all tokens which occur less than ten times
in the Facebook corpus.” This leaves us with approximately 40,000 unique tokens in
the corpus. Most documents in our corpora are short text snippets (e.g., a phrase or a
sentence). Some are longer and span over a multiple sentences (e.g., Facebook posts).

To keep all documents comparable, we work with unigrams at the sentence level.

C.2 Topic Model

The standard approach for topic modeling in the text as data literature is to rely on
Latent Dirichlet Allocation (LDA) models. LDA models documents as a distribution
over multiple topics. Though this is often a reasonable assumption, it is implausi-
ble in the case of short text snippets (such as sentences) which often refer to only one
topic (Yan et al. 2013). For this reason, standard topic models are known to perform
poorly on such short texts. As an alternative, we build a custom topic model in the
spirit of Demszky et al. (2019). First, we produce word embeddings for the corpus
and represent each sentence as a vector in the embedding space. We train a Word2Vec
model using Gensim’s implementation, with moving windows of eight tokens and ten
iterations of training. We build sentence embeddings as the weighted average of the
constituent word vectors, where the weights are smoothed inverse term frequencies (to
assign higher weights to rare/distinctive words) (Arora, Liang and Ma 2016). The re-
sulting embedding space allows for a low-dimensional representation of text, in which
phrases which appear in similar contexts are located close to one another. Second, we
group sentence vectors together into a small set of clusters. The goal is to have different
clusters for different topics in the text. We rely on the K-Means algorithm. We train the
algorithm on 100,000 randomly drawn sentences and predict clusters for the rest of the
corpus. We use the ten closest words to the cluster centroids to manually label topics.®
We choose to work with 15 topics for our main results. However, since the number of

"The frequency threshold does not influence results, but allows us to remove many uncommon
spelling mistakes and other idiosyncrasies related to social media data.

8We also considered alternative labeling options, such as term frequency - inverse cluster frequency,
which yield similar results.
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topics is a hyperparameter in our topic model, we also present resulting topics when

specifying 5, 10 and 20 clusters (see Table C.1).

C.3 Sentiment Analysis

To measure emotional content in Facebook messages, we use a dictionary-based
approach that assigns to a sentence a sentiment score ranging from -1 (very negative)
to 1 (very positive). For each sentence, the sentiment score is obtained as the average of
the sentiment scores of its constituent words. We rely on the VADER (Valence Aware

Dictionary for Sentiment Reasoning) library for our main results.

Our measure of sentiment could vary depending on the dictionary used. As a ro-
bustness check, we rely on French TextBlob as an alternative dictionary for word senti-
ment. We find that the VADER dictionary’s density has larger tails as it tends to classify
more sentences to the extremes of the sentiment spectrum. Nonetheless, both measures
suggest an increase in average negative sentiment between November 2018 and March
2019. Figure C.1 decomposes the increase in average negative sentiment (as measured
by TextBlob) using the method outlined in Section 4.3. Results are qualitatively similar

to the main text results.

Negative Sentiment

o
o
IS

o
=}
=

0.001 €

Average Negative Sentiment

Nov Dec Jan Feb Mar

Figure C.1: Margins for Negative Sentiment Using TextBlob

Notes: This figure decomposes the increase in average negative sentiment using the method outlined in
Section 4.3. We compute sentiment scores based on the TextBlob dictionary. Results are qualitatively
similar to the main text results.

C.4 Political Partisanship Model

Our principal classification method is multinomial logistic regression. Given the

large size of the vocabulary, we further penalize the regression with the L1-norm


https://pypi.org/project/vaderSentiment-fr/
https://pypi.org/project/vaderSentiment-fr/
https://pypi.org/project/textblob-fr/
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Table C.1: Results of the Topic Model for Alternative Numbers of Clusters

Panel A: Results of the Topic Model for 5 clusters

Associated words

04, nimes, arras, nime, 77, narbonne, albi, chambery, 47, orleans

pouvoir, etre, consequent, favoriser, necessaire, n, global, politique, specifique, constitue

merde, connard, salopard, pourriture, encule, putain, hont, honte, batard, ordure

gabin, live, sympa, app, brancher, stp, ramous, cool, stabilisateur, coupure

laziah, misfortune, #noussommesgiletsjaune, dellacherie, exhort, substituons, sansone, pajalo, victory, naeim

Panel B: Results of the Topic Model for 10 clusters

Associated words

etre, n, peuple, meme, politique, faiblesse, nefaste, veritable, gouvernement, destructeur

annuel, beneficiaire, compenser, bonus, salaire, taxation, production, exoneration, delocalisation, embauche
cr, flic, flics, policier, gazer, projectile, charger, manifestant, matraque, gendarme

zappe, zapper, tpmp, humoriste, fakenew, interviewe, conversation, cnew, interviewer, bfmtv

orlane, magdalena, grilo, correia, gourdon, leal, caudrelier, malaury, macedo, khaye

connard, merde, encule, bouffon, conard, pd, salope, enculer, fdp, batard

adhesion, charte, valider, definir, modalite, eventuel, prealable, specifique, necessaire, proposer

04, nimes, arras, albi, nime, royan, 77, narbonne, chambery, 47

courage, courag, bravo, felicitation, formidable, bisou, bisous, genial, soutien, continuation

sansone, dutie, facilitate, soldiers, auv, weier, unterstutzen, #jiletsjaune, ausbeutung, seem

Panel C: Results of the Topic Model for 20 clusters

Associated words

beneficiaire, compenser, salaire, bonus, annuel, exoneration, plafonner, taxation, embauche, reduction

omo, #noussommesgiletsjaune, laziah, houpette, nooooon, jeoffrey, chab, limitatif, exhort, cageot

aller, faire, voir, la, etre, oui, vraiment, merde, savoir, meme

englos, royan, sisteron, pontivy, arras, seclin, hendaye, douai, roanne, albi

twitter, diffuse, info, publier, fb, diffuser, relater, page, interview, information

adhesion, structuration, proposer, proposition, definir, charte, structurer, concertation, revendication, necessaire

maud, johanna, gomes, anai, melanie, gregory, rudy, armand, melissa, mathias

bisous, courage, felicitation, courag, bisou, bravo, formidable, soutien, genial, coucou

asservissement, domination, peuple, deposseder, destructeur, gouvernance, oppression, politique, veritable, appauvrissement
recours, illegal, sanction, infraction, poursuite, condamnation, delit, penal, abusif, commettre

41,52,58, 47,38, 61,69, 37,46, 82

canette, chaussette, bouteille, cendrier, plastique, peintur, toilette, saucisson, scotch, brosse

cr, flic, flics, frapper, tabasser, matraquer, policier, gazer, matraque, tabasse

mafieux, imposteur, larbin, escroc, acolyte, magouilleur, maffieux, corrompu, dictateur, sbire

kassav, akiyo, diritti, sempr, dittaturer, etait, popolo, quando, anch, infami

stupide, pathetique, affliger, pitoyable, malsain, stupidite, abject, irrespectueux, insultant, grossier

15h, 17h30, 16h30, 10h, 14h00, 11h, gare, 8h30, 18h, 18h30

laziah, #noussommesgiletsjaune, gourdon, misfortune, orlane, grilo, victory, duquesnoy, dellacherie, macedo
#jiletsjaune, created, soldiers, #assembleenationale, #coletesamarelo, #parisprotest, dutie, unterstutzen, #france3, sansone
connard, encule, batard, salope, fdp, merde, conard, enculer, pd, salopard

Notes: This table shows the clusters defined by our the topic model when requesting alternative numbers
of topics (5, 10, and 20). For each topic, we report the closest words to the cluster centroid (measured by
cosine similarity).
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(Lasso) to force some coefficients to zero (Friedman et al. 2001). We consider the
tive largest French political parties: le Rassemblement National (RN), les Républicains
(LR), la République en Marche (LREM), le Parti Socialiste (PS) and la France Insoumise
(LFI). We parametrize the probability that a text snippet x is from party k as:

exp(wic - x + by
P ty =k =
(pal' y ‘ X) ZeXp(Wj X+ bj)
j

in which wy are specific coefficients to be estimated for party k. Given the large size
of the vocabulary, we further penalize the multinomial logistic regression with the L1-
norm (Lasso) to force some coefficients to zero. As some unigrams are not informative
of political partisanship, the penalization mitigates over-fitting of the training set by

shrinking coefficients.

To validate the model, we shuffle the corpus and split it into 80% training data and
20% test data. We build the classifier in the training set and evaluate its performance
in the test set. The model has an accuracy score of 55.5%. A random guess would
correctly infer the author’s party 20% of the time. Our model thus assigns the correct
party to a text snippet between two and three times more often than a guess at random
would. For comparison, Peterson and Spirling (2018) predict party affiliation with an
accuracy between 60 and 80% for two parties. In this case, a guess at random would
get the label right 50% of the time.

Results are presented in Figure C.2.
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Figure C.2: Predicted Political Leaning of the Yellow Vests

30

Share (%)
]

=
o

LFI PS LREM LR RN
Party

1st Round Presidential Elections (2017)
Yellow Vests on Facebook
Notes: This figure compares the predicted political leaning of the active Yellow Vests users on Facebook
(in dark blue) to the scores of each party at the first round of the presidential elections (in light blue).
Vote shares at the elections are modified so as to sum up to a hundred (there were other smaller parties
that we exclude from the analysis). We assign a political leaning to each Facebook user in our corpus

based on the average probability of her sentences being pronounced by a given party according to our
classifier.
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Chapter 3

Text Semantics Capture Political and

Economic Narratives

Note: This chapter is co-authored with Elliott Ash and Philine Widmer.
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Abstract

Social scientists have become increasingly interested in how narratives — the stories
in fiction, politics, and life — shape beliefs, behavior, and government policies. This
paper provides an unsupervised method to quantify latent narrative structures in text
documents. Our new software package RELATIO identifies coherent entity groups and
maps explicit relations between them in the text. We provide an application to the
United States Congressional Record to analyze political and economic narratives in recent
decades. Our analysis highlights the dynamics, sentiment, polarization, and intercon-

nectedness of narratives in political discourse.

Keywords: narratives, memes, natural language processing’

1A special thanks to Andrei Plamada and ETH Scientific IT Services for pivotal contributions to the
programmatic implementation RELATIO. We also thank Johannes Binswanger, Jordan Boyd-Graber, Paul
Dutronc-Postel, Kfir Eliaz, Malka Guillot, Kai Gehring, Theresa Gessler, Roland Hodler, Philip Resnik,
Alessandro Riboni, Michael Roos, Ran Spiegler, and Ekaterina Zhuravskaya for insightful comments.
We are grateful for feedback from conference participants at PolMeth U.S., PolMeth Europe, the Swiss
Society of Economics and Statistics Conference, the Monash-Warwick-Zurich Text-as-Data Workshop, as
well as seminar attendees at CREST, ETH, the Paris School of Economics, and the Universities of Zurich
and St.Gallen. This work was supported by the Swiss National Science Foundation. We thank all (early)
users of RELATIO for providing valuable feedback, in particular Andrea Sipka and Wenting Song. Our
replication materials are available at https://doi.org/10.7910/DVN/3BRWKK. The open-source soft-
ware RELATIO is available at https://pypi.org/project/relatio/. Consult the GitHub repository
https://github.com/relatio-nlp/relatio for additional information and ongoing developments.


https://doi.org/10.7910/DVN/3BRWKK
https://pypi.org/project/relatio/
https://github.com/relatio-nlp/relatio
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1. Introduction

If stories are the engines of political identity and collective action, then the best
politicians will also be the best storytellers (Patterson and Monroe 1998). Motivated
by such ideas, and building on the well-established work in psychology on how nar-
ratives shape human perceptions and constructions of social reality (White 1980; Polk-
inghorne 1988; Bruner 1991; Armstrong 2020), an expanding social-science literature
has begun to attend to how narratives drive political, social, and economic outcomes
(Branch, McGough and Zhu 2017; Bénabou, Falk and Tirole 2018; Kuhle 2020; Eliaz
and Spiegler 2020). Across disciplines, there is a growing recognition that narratives
play a fundamental role in both individual and collective decision-making (Akerlof
and Shiller 2010; Shiller 2019). Hence, both science and policy would benefit from a

better understanding of how narratives form, spread, and influence behavior.

Nonetheless, quantitative analysis of narratives is still largely unexplored (Shiller
2019). A principal impediment to the production of such evidence is the challenge of
measuring narratives in written or spoken texts. In particular, such a measure must
capture relationships between entities — characters, concepts, organizations, or objects
(e.g. Sloman 2005). The existing text-as-data approaches in social science do not ac-
count for these relationships (Grimmer and Stewart 2013; Gentzkow, Kelly and Taddy
2019). This paper describes a new method that satisfies this requirement — by iden-
tifying who does what to whom, and by mapping the relationships and interactions
among entities in a corpus. The accompanying open-source package, RELATIO, allows
researchers to measure interpretable narratives from plain text-documents. These nar-

ratives can be used as inputs in empirical social science analysis.!

The starting point of the narrative mining method is semantic role labeling, a lin-
guistic algorithm that takes in a plain-text sentence and identifies the action, the agent
performing that action, and the patient being acted upon. The resulting feature space
of agents, actions, and patients is much more informative about narratives than the
feature space generated by standard text-as-data methods. Yet, that space is too high-
dimensional to be useful for most narrative analyses. Hence, the next part of our nar-
rative mining method is a set of dimensionality reduction procedures. Our entity clus-
tering approach takes the multiple phrase variants referring to the same entity (e.g.,
“taxes on income” and “income taxation”, or “Former President Reagan” and “Ronald

Reagan”) and resolves them into a single entity label.

We demonstrate the usefulness of the method in an application to speeches in the

10ur replication materials are available at Ash, Gauthier and Widmer (2022). The open-source soft-
ware RELATIO is available at https://pypi.org/project/relatio/.
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U.S. Congress (1994-2015). The set of extracted entities is interpretable and includes
key actors in the U.S. political economy — Republicans, Democrats, the budget, terror-
ists, or Medicare, to name just a few. For each entity, our approach highlights what
actions (i.e., verbs) connect it to other entities. For instance, we capture that “Republi-
cans” and “Medicare” are related such that “Republicans end Medicare”. “Medicare”,
in turn, is also connected to other entities, such as “Medicare provides healthcare”.
Overall, the resulting narrative statements are intuitive and close to the original raw
text.

The method captures salient narratives around historical events, such as the
September 11th attacks and the subsequent U.S. invasion of Iraq. We find that reli-
gious invocations such as “God bless America” and “God bless the troops” increased
in response to these events. Ranking narratives by relative party usage reveals artic-
ulations of partisan values: Democrats are concerned about “Americans losing unem-
ployment benefits”, “budget cuts to Medicare”, and “oil companies making profits”.
Republicans want “Americans to keep their money”, decry “government control of
healthcare”, and affirm that “ Americans rely on oil”.

Besides showing how narratives divide the parties, our approach also demonstrates
how narratives connect up with each other to form a broader discourse. We propose a
network-based approach to combine several narrative statements in a directed multi-
graph, linking up entities with their associated actions. The resulting narrative net-
works form a visual expression of political worldviews, establishing rich context for
qualitative researchers. Further, applying node centrality and graph distance measures

to these networks could help illuminate new dimensions of narrative discourse.

The paper concludes with a discussion of how narrative mining fits in with other
text-as-data methods. The narrative statements produced by RELATIO are often more
informative and interpretable than bag-of-words or n-gram representations of text doc-
uments. Finally, we discuss our method’s limitations along with opportunities for im-

provement and extension.

2. Method: Mining Narratives from Plain Text Corpora

According to the Oxford English Dictionary, a narrative is an “account of a series
of events, facts, etc., given in order and with the establishing of connections between
them”. In a leading framework from social psychology, narratives are similarly de-
fined as sets of relationships between entities that act on each other (Sloman 2005). In

human language, such relationships are established through grammatical statements
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describing actors, actions, and the acted-upon.

This distinctive relational aspect of narratives is missing from the standard text-as-
data-tools in social science. Dictionary methods rely on matching particular words or
phrases (Baker, Bloom and Davis 2016; Shiller 2019; Enke 2020). Unsupervised learning
methods such as topic models and document embeddings break sentences down into
words or phrases and ignore grammatical information (Hansen, McMahon and Prat
2017; Bybee et al. 2020). These previous methods recover information on mentioned
entities and mentioned actions, but without connecting them. This section outlines our
method for uncovering the recurring relationships established between latent entities

and actions in a corpus.

2.1 Semantic roles as narrative building blocks

Semantic role labeling (SRL) is a computational-linguistics algorithm that answers
basic questions about the meaning of written sentences — in particular, who is doing

what to whom.?

The agent (“who”) is the actor in an event — e.g., the grammatical
subject of the verb in an active clause. The verb (“what”) captures the action in the
clause. The patient (“whom”) is the entity that is affected by the action - i.e., the
object or the target.®> For example, in the sentence “Millions of Americans lost their
unemployment benefits”, “Millions of Americans” is the agent, “lost” the verb, and

“their unemployment benefits” the patient.*

Not only do semantic roles differentiate actions and entities within a sentence, but
they also map the relationships between them. For example, SRL would extract the
same directional relation for “Millions of Americans lost their unemployment benefits”
as the inverted sentence “Unemployment benefits were lost by millions of Americans.”
In some cases, the directions of actions contain pivotal information to understand the
narrative.’ This robustness to word ordering is an important feature of SRL relative to
other approaches in natural language processing, such as topic models, which ignore

semantic relations in the sentence.

2Linguistically, semantic roles are functional components of sentences that are defined based on their
relationship with the main verb in a clause. For a detailed background, see Jurafsky and Martin (2020),
ch. 20 (and sources cited therein). For information on the particular schema we use, see Bonial et al.
(2012).

3For simplicity, we use the word “patient” to refer to both linguistic patients and linguistic benefac-
tives — in most sentences, these refer to the direct object and indirect object, respectively.

4Any role can be empty (except for the verb). For instance, with “Millions of Americans suffer”, the
patient role is empty.

SConsider for example: “Terrorists threaten American troops.” and “American troops threaten ter-
rorists”.
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Figure 2.1: Examples of Semantic Role Labeling Annotations

Saddam Hussein a threat
\%

God our troops and their families
v

The riots | were by political activists
v

Too many Americans | do | not healthcare | .
\%

Excessive taxes | |will decrease | |technological innovation | |in the long - run
A

Note: Examples of semantic role annotations based on allennlp’s programmatic implementation (Gardner et al. 2017). See
https://demo.allennlp.org/semantic-role-labeling for additional examples. ARGO refers to the agent, V to ther verb, and
ARG to the patient. The last example shows additional semantic roles, modality (ARGM-MOD), negation (ARGM-NEG), and
temporality (ARGM-TMP). Our implementation considers negations (ARGM-NEG). While not further discussed here, it also
allows for modal indicators (but not yet for temporality).

We show additional example sentences, with semantic role annotations, in Figure
2.1. These examples come from the state-of-the-art model implemented by AllenNLP
(Gardner et al. 2017), used in the empirical application below. The sentences illustrate
the flexibility of SRL in capturing variation in sentence content and word order. For
example, the agent and patient can both be at the beginning or end of the sentence.
Further, while all complete sentences in English have a verb, some sentences lack an
agent, patient, or both.® A number of additional semantic features, such as modality,

negations, and temporal content, are labeled as well.

Our model of language is based on the information contained in semantic roles.
Formally, define Ap, V, and A; as the sets of phrases respectively annotated as agents,

verbs and patients. A sentence can be decomposed into a sequence of semantic roles:
VERB
AGENT —— PATIENT € Ag x V x A (3.1)
For example, our previously discussed sentence would be represented as:
1: . 1 . .
Millions of Americans —— their unemployment benefits

Negation is encoded as a modification of the verb. For example, “did not lose” is
replaced with the verb “not-lost”. So, a similar statement with a negation would be

6“ Americans go” has an agent, but not a patient; “Americans change” has a patient, but not an agent,
and “Go” (the imperative) has a verb but neither an explicit agent or patient.
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represented as:

. t-lost . .
Americans ——> their unemployment benefits

2.2 From semantic roles to interpretable actions and entities

Let S = Ap x V x A; comprise the space of semantic roles observed in the corpus.
These semantic roles capture the relationships between entities that are characteristic of
narrative statements. In most real-world corpora, however, S is too high-dimensional
for further analysis. Thus, the next step is to compress the set of actions and entities to

a lower-dimensional yet sufficiently informative representation.

For instance, most people would agree that “Millions of Americans lost their un-
employment benefits” and “Many Americans were losing their much-needed unem-
ployment checks” refer to the same underlying narrative. In particular, “much-needed
unemployment checks” and “their unemployment benefits” both refer to “unemploy-
ment benefits”. Similarly, “Many Americans” and “Millions of Americans” both refer
to “Americans”. These examples illustrate that observed agents and patients are drawn
from a smaller set of latent entities, E, such that |E| < |.Ap U A1|. Thus, our dimension

reduction aims to infer these latent entities and their associated text realizations.

We proceed in two steps for dimension reduction. First, we directly extract coherent
entities using named entity recognition (e.g., Jurafsky and Martin 2020, ch. 8). This
algorithm automatically extracts references to specific people, organizations, events,
and locations. In the second sentence from Figure 2.1, for example, “Saddam Hussein”
is identified as a named entity. In practice, we build a vocabulary of named entities as
the L most frequent named entities recognized in the corpus. If a semantic role refers
to a named entity from the vocabulary, it is labeled as such. In applications, we have
found that it is straight-forward to inspect the list of entities ranked by frequency and
set the threshold L to balance dimensionality and interpretability. Appendix C lists

examples of frequent named entities.

The second step of dimension reduction, applied to the remaining agent and pa-
tient phrases that do not contain a named entity, consists of semantic clustering. These
phrases usually refer to coherently separable entities or groups of entities that we
would like to group together — e.g. “unemployment benefits” and “unemployment
checks”. Our approach for clustering the phrases associated with such entities begins
with a phrase encoder, applied to compress each plain-text entity snippet to a low-
dimensional dense vector. As a computationally efficient default, we use a weighted

average of the word vectors across each word in the agent or patient segment (Arora,
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Liang and Ma 2016). We then apply a clustering algorithm (e.g., K-Means) to the ma-
trix of entity encodings to produce K clusters. For interpretability, each cluster can be

labeled by the most frequent term within the cluster.

Unlike the selection of L for named entities, the selection of K for clustered entities
is not straightforward. Entities are not clearly demarcated and the preferred level of
granularity will depend on the application. For example, should “tax credit” and “tax
rebate” be clustered? What about “Republicans” and “conservatives”? Hence, hy-
perparameter choices for clustering entity embeddings require more care. Automated
cluster-quality metrics such as the silhouette score can work as a starting point. But
for best results, the phrase clustering output should be produced and inspected for
different K and selected based on the goals of the application.

So far, we have not discussed dimension reduction for verbs. In practice, we find
that embedding-based clustering of verbs produces unreliable results, in particular be-
cause it frequently assigns antonyms (e.g., “decrease” and “increase”) to the same clus-
ter. In our application, the number of unique verbs is relatively small (60 times smaller
than the number of unique agents and patients), so we decide not to dimension-reduce
verbs. Hence, we do not make any changes to verbs, except for normalizing the verb

tense and adding the “not-" prefix to negated verbs.

2.3 Narrative statements and narrative structure

After dimension reduction, we obtain narratives of the form:

NEGATED) VERB
AGENT ENTITY ( ) > PATIENT ENTITY € EX V X E (3.2)

The set N' = E x V X E is the space of all potential narrative statements for a given
corpus. Its dimensionality is determined by the number of unique entities and verbs.

The set of entities contains named entities and clustered entities.

These narratives can then provide inputs to qualitative or quantitative analysis. In
the Congressional Record, for example, we will produce counts by legislator and year
for each item in A. Such counts can be used for descriptive analysis, as variables in

regressions, or as a feature set for machine learning algorithms.

Moving beyond such counts, a key feature of narratives is that they embed entities
and relations in a broader, enmeshed structure. Consider for instance: “Taxes fund

hospitals and hospitals save lives”. Our method represents this sentence as two sepa-
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Figure 2.2: Flowchart for RELATIO
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Note: Code flowchart for programmatic implementation, open-sourced as the Python RELATIO package
(github.com/relatio-nlp/relatio). Circles represent the start and the end of the pipeline. Rectangles represent arithmetic
operations and data manipulations. Parallelograms represent inputs and outputs.

rate narrative statements:

taxes 4, hospitals

hospitals —~< lives

It is easy and intuitive to combine these two simple narrative statements to reveal a

more complex narrative chain. This broader narrative has a network structure:

fund . save _ 1.
taxes —— hospitals —— lives

More generally, a list of simple narrative statements (as captured by Equation 3.2)
can be represented as a directed multigraph, in which the edges are actions and the
nodes are entities. Formally, let n C N be a subset of the narrative space. Lete C E be
the set of distinct entities in n. We define a narrative graph as a tuple (e, 1), in which e

represents the vertices and n represents the edges of the directed multigraph.

2.4 Open-source implementation

Figure 2.2 provides an illustrated summary of our pipeline. The input is a plain-
text corpus [a], which is segmented into sentences [b]. Those sentences are the inputs
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to named entity recognition [c], semantic role labeling [d], and training (or fine-tuning)
a phrase embedding model [e]. The outputs of that first round of operations are a set of
named entities [f], annotated semantic roles [g,h], and an embedding model for vector-
izing phrases [i]. After tagging named entities [j], the roles containing named entities
[1] are finalized for the output. The roles without named entities [m] are vectorized us-
ing the phrase embedding model [k], and then piped to the K-means clustering model
to produce clustered entities [n]. The final narrative statements [o0] are built from the
named entities [j], verbs [h], and clustered entities [n].

This system is automated and streamlined as part of the accompanying Python
package, RELATIO. A baseline narrative feature set can be produced with only a few
lines of code. More advanced users can customize and adapt the inputs, settings, and
outputs. For more details, see Appendix A or the package repository, github.com/

relatio-nlp/relatio.

3. Application to the U.S. Congressional Record

To demonstrate the workings of our narrative mining method, we apply it to a large
corpus of floor speeches in U.S. Congress. The application is designed to illustrate how
the method can be used for qualitative and quantitative analysis in social science and

digital humanities.

3.1 Implementation

Data. Our application uses the United States Congressional Record for the years 1994-
2015. The Record is an exact transcript of speeches given on the floor of the House and
the Senate, published in digital format since 1994 by the U.S. Government Publishing
Office (GPO). It has been widely used for text-as-data applications in the social sciences
(e.g., Lauderdale and Herzog 2016; Ash, Morelli and Van Weelden 2017; Gentzkow,
Shapiro and Taddy 2019; Gennaro and Ash 2021). We link the Congressional speeches
to the speakers” metadata (importantly, name and party affiliation).

Choice of hyperparameters. We run our pipeline with the default settings on the en-
tire Congressional Record. Appendix A provides some additional material on how the
narrative mining system is adapted to the corpus. We limit our analysis to “complete”
narratives containing an agent, a verb, and a patient. After some hyperparameter tun-

ing, we select 1000 named entities and 1000 clustered entities (see Appendix B for de-
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tails). Clustered entities are first labeled by the most frequent term, with some manual

relabeling done after brief inspection.

As the distribution of narrative frequencies is heavily skewed to the left, and since
we are interested in recurring narratives, we restrict our attention to narratives pro-
nounced at least 50 times overall in the corpus (i.e., at least twice a year on average

across all speakers).”

Resulting narratives. Table 3.1 lists the ten most frequent narratives, after exclud-
ing sentences related to parliamentary procedure. For each narrative, we show two
original sentences that the narrative represents. Appendix E shows more examples of
sentences of these most frequent narratives in context. The narratives are easily inter-
pretable and semantically close to the original raw text. Thus, the approach satisfies

our objective of preserving the important information of who does what to whom.

Appendix D provides summary tabulations on the statements, roles, entities, ac-
tions, and narratives extracted from the Congressional Record. The dimensionality re-
duction is substantial, with the 17.3 million plain-text sentences in the original corpus
eventually reduced to 1,638 unique narratives. Besides clustering of entities (see Sec-
tion 2.2), this reduction is achieved by requiring “complete” narratives (with both an
agent and a patient), by the filtering out infrequent narratives (see “Choice of hyperpa-
rameters” above), and by dropping narratives containing entities that are procedural
or otherwise not related to politics or policy (Appendix L shows a complete list of these
entities). The list of narratives, reported in full in Appendix K and readable in a few

minutes, provides a concise summary of political discourse in the United States.

3.2 Analysis

Now, we use our mined narratives for a descriptive analysis of discourse in U.S.
Congress. Starting with Figure 3.1, we first show that narratives capture salient histor-
ical events and how those events are framed. Second, we show that narratives contain
emotional and partisan resonance. Third, we produce narrative graphs and analyze

how political discourse relates entities to one another.

Narratives reflect key events in U.S. history. A first task for which our narrative

features are useful is to describe changes in discourse over time. To illustrate how

’This filtering comes at the end and does not influence the construction of our narrative model.
Even legislators who speak infrequently show up in our data (see Proksch and Slapin, 2012), unless the
narratives pronounced by them are rare overall.
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Table 3.1: Most Frequent Non-Procedural Narratives

Narrative

‘ Freq. ‘ Spoken sentence(s)

people lose job

1627

— President, people are losing jobs every day.
— People shouldn’t have to lose their jobs to pay for the New
York fund.

citizen abide law

1176

- I felt kicked around and ignored by the very system the
government has in place to protect law-abiding citizens.
— The vast majority of these private security officers are
dedicated, hard-working, law-abiding citizens of this
country [...].

american lose job

1168

—[...] Americans across this country have lost jobs,
unemployment is at a high rate, people are having to make
decisions.

— These funds will go a long way in supporting American
workers who have lost their jobs [...].

government run healthcare

1089

— I don’t understand what they are talking about:
“socialized medicine,” “Cuban-style, government-run
health care.”

— Is that what you are talking about where you all of a
sudden shift from people who figure out you can get the
government to pay for everything, a government-run
health care program?

american have healthcare

1080

—[...] [W]e can contain costs and help enable every
American to have access to health insurance coverage.
—[...] Americans already have universal health care because
the emergency rooms cannot legally refuse to treat patients.

god bless america

1052

— And may God continue to bless America.
— God bless these heroes, their families and God bless
America.

people need help

968

— And that is what this welfare reform is all about — to do
something about people who are down on their luck and
need help.

— We are supposed to represent the people who need help
across this country.

god bless troop

948

— In conclusion, God bless our troops, and the President’s
actions should be based on remembering September the
11th in the global war on terrorism.

— In conclusion, may God bless our troops, and we will
never forget September 11.

worker lose job

889

— Democrats want to help more workers who lose their jobs
because of trade, especially workers providing services.

— If we are going to have a real trade package for this
country, it has to benefit not just those who win from trade
but those who lose from trade as well, including the
workers who lose their job through no fault of their own.

small business create job

830

— Small businesses create 80 percent of the jobs, so you
would think a good piece of the relief would go to small
business.

— Mr. President, small businesses represent more than 99
percent of all employers [...] and create about 75 percent of
the new jobs in this country.
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dynamic shifts in narratives reflect historical events, we explore the discourse around
the September 11th attacks and the subsequent Global War on Terror.?

Figure 3.1a shows a time series for a selection of narrative statements pertaining
to terrorism and war over the years 1994-2015. First, we see that the narrative on the
threat posed by Saddam Hussein spikes in 2002, as the Bush Administration pushed its
case for war and for congressional authorization. The supporting narrative of Hussein
having or using weapons of mass destruction spikes at the same time (Kull, Ramsay
and Lewis 2003), continuing over the subsequent years. Meanwhile, appeals to God
blessing America surged in the wake of the September 11th attacks (Klocek and Hass-
ner 2019). Further, starting in 2003 with the Iraq invasion, a second religious narrative
of God blessing the troops gained hold and persisted for a decade.

In Appendix I, we show that the statements in Figure 3.1a are part of a broader
political story on the American response to 9/11 and the intervention in Iraq. Narra-
tives around Saddam Hussein and Iraq posing a threat are accompanied by a political
case for intervention: on people needing help, the nation taking action, and the need
to make sacrifices (Appendix Table ??). The constellation of related narratives also in-
cludes those used by the anti-war opposition — e.g., that the Bush administration was

misleading Americans.

Popular narratives have emotional resonance. A commonly discussed feature of
narratives is that they appeal to people’s sentiments (Angeletos and La’O 2013; Eliaz
and Spiegler 2020). To analyze this dimension in the congressional speeches, we use a
sentiment analyzer to score each narrative by the average sentiment of sentences where
the narrative appears.” We then produce a ranking of narratives by sentiment, both in

the positive and negative directions.

The highest-ranked narratives by positive and negative tone are presented in Figure
3.1b. The most positive narratives include those related to the Constitution and Found-
ing, of the benefits of healthcare, and of small businesses providing jobs. The negative
set includes narratives about providing help in times of need and of the threats posed
by terrorists.!’ Again, the results provide a qualitative window into the priorities and

values held by U.S. Congressmen.

8 Appendix G shows additional time-series of the most frequent narratives in the US Congress.

9We work with Valence Aware Dictionary for Sentiment Reasoning, commonly known as VADER.

10“Crime add category” shows up as negatively valent because it includes many sentences related
to hate crime. Specifically, “crime” includes “hate crime legislation”, while “category” includes “new
categories [to current hate crimes law]”. This narrative was reiterated many times by Senator Gordon
Smith, in sentences such as “Each congress, Senator Kennedy and I introduce hate crimes legislation that would
add new categories to current hate crimes law, sending a signal that violence of any kind is unacceptable in our
society.”
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Figure 3.1: History, Sentiment, and Politics in Narrative Discourse
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Note: This figure shows how narratives may help researchers make sense of speeches in the US Congress. To provide some his-
torical perspective, Panel (a) presents time-series counts of a selection of prevalent narratives in the wake of the 9/11 attacks. The
counted narratives are “god bless america” (blue), “god bless troop” (orange), “saddam hussein have weapon mass destruction”
(green), and “saddam hussein pose threat” (red). Panels (b) and (c), respectively, plot the 20 most extreme narratives in the U.S.
Congressional Record along the sentiment and partisanship dimensions. Panel (b) displays the most positive and negative nar-
ratives. The sentiment compound measure, computed using the NLTK VADER package, is averaged over all sentences in which
the narrative appears. A high compound sentiment indicates positive sentiment (in green), whereas a low compound sentiment
indicates negative sentiment (in orange). Panel (c) displays the most Republican and Democrat narratives. A high log-odds ratio
reflects narratives pronounced more often by Republicans relative to Democrats (in red), and vice versa for a low log-odds ratio
(in blue).
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Partisan narratives map ideological disagreements. Scholars have long studied how
competing ideologies are reflected in speech, using alternatively n-grams (Ash, Morelli
and Van Weelden 2017; Gentzkow, Shapiro and Taddy 2019) or topic models (Quinn
et al. 2010). These previous approaches identify those entities and concepts that, when
mentioned, tend to signal party affiliation. Our narrative features provide another an-
gle by identifying the connections between entities and concepts that, when expressed,

signal partisanship.

To explore this dimension, we produce an odds ratio for each narrative as its rel-
ative usage by Republicans or Democrats (Monroe, Colaresi and Quinn 2008). Figure
3.1c displays the narratives that are most partisan, with a negative coefficient indi-
cating Democrat-slanted and a positive coefficient indicating Republican-slanted. For
example, Democrats are concerned about budget cuts for public programs and Amer-
icans losing unemployment benefits, while Republicans care about government inter-
ference with healthcare and Christian values.!! These narratives highlight the mirror-

ing of partisan policy priorities during this recent time period.

To see better how the expressed connections between entities signal partisanship,
we compute a narrative divisiveness score for each entity, as the average (absolute
value) log-odds ratio of the narratives where the entity appears, minus the log-odds
ratio of the entity itself. The highest-ranked entities on this score are those agents and
patients for which the political parties most differ in their articulated connections to

other entities, after adjusting for the partisanship of the entity itself.

The entities with the highest narrative divisiveness are listed in Table 3.2.12 Panel
A shows the top-ten policy-related entities, while Panel B shows the top-ten entities
related to identity groups or symbols. The second and third columns, respectively,
show the most Democrat-slanted and most Republican-slanted narratives associated

with the entity, again as measured by the log-odds ratio.

The list of divisive entities illustrate how the same entities can be used in very dif-
ferent narratives by different parties. On the policy side (Panel A), Democrats lament
the profits earned by o0il companies, while Republicans retort that Americans rely on

oil. Democrats worry about budget cuts to Medicare and Medicaid, while Republi-

1The Republican narrative “government approve healthcare” reflects sentences such as “The Vir-
ginia court held that the individual mandate requiring every American to purchase government-approved health
insurance was unconstitutional.” or ““This bill takes away that freedom, requiring every American to purchase a
government-approved health plan, pay a tax, or even go to jail.”

12We filtered out some infrequent entities that ranked highly in the list due to noise. To be included in
this list, the entity must appear in at least six unique narratives, and have at least three Democrat-slanted
narratives and three Republican-slanted narratives. Appendix Table H.1 shows a longer, unfiltered list
of divisive entities, with the associated scores. For comparison, a list of the least divisive entities are
shown in Appendix Table H.2.
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Table 3.2: Entities Associated with the Most Divisive Narratives

Entity

Democrat Narratives

Republican Narratives

A. Policy-Related Entities

oil

budget

oil pay fee
oil make profit

oil create job
american rely oil

budget end medicare

budget raise tax

budget cut medicaid budget increase tax
child lose healthcare government control healthcare
healthcare .
family afford healthcare government approve healthcare
. reserve raise interest/rate individual bearing interest/rate
interest/rate o . .
fed raise interest/rate capital gain interest/rate
worker exhaust money employee hire worker
worker .
worker have exhaust worker support retiree
small business receive loan people get loan
loan
student take loan company hold loan
. insurance deny coverage american buy insurance
insurance . .
insurance drop coverage government run insurance
. budget end medicare medicare run money
medicare . . .
republican end medicare doctor see medicare
ener energy create job american produce energy
8y nation need energy energy affect family
job company move job american not-do job

company ship job

tax kill job

B. Identity and Symbolic Entities

men/women person earn men/women men/women defend nation
men/women earn dollar god bless men women
democrat republican join democrat democrat do nothing
democrat balance budget democrat raise tax
constitution  constitution prohibit america constitution give authority
men women write constitution constitution give power
american american lose unemployment (benefits) american keep money
american exhaust unemployment (benefits) american rely oil
community  community need help community perform abortion
program provide community community promote abortion
republican republican hold prisoner republican gain power
republican refuse action democrat join republican
nation nation sign treaty men women defend nation
nation make progress nation face fight
people people lose unemployment (benefits) people call tax
people face mortgage people keep money
family family afford healthcare family keep money
family lose healthcare energy affect family
person person earn men/women person love family

person make dollar

person make global warming

Note: This table shows the set of entities that appear in narratives with a high average log-odds ratio by partisan mentions,
adjusted for the log-odds ratio of the entity itself. Panel A includes policy-related entities, while Panel B includes entities are
related to groups or ideas. Democrat Narratives and Republican Narratives show the associated narratives with the lowest and
highest log odds ratios, respectively.
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cans are concerned that the budget will increase taxes. Meanwhile, Democrats com-
plain that companies are shipping jobs overseas, while Republicans assert that taxes
kill jobs. On the identity side (Panel B), Democrats attend to men and women’s earnings,
while Republicans celebrate their defense of the nation and invoke God'’s blessings.
For Americans: While Democrats emphasize that “Americans lose unemployment ben-
efits”, Republicans stress that “Americans rely on oil”. Overall, the narratives associ-
ated with divisive entities illuminate the key divergences in political priorities between
Democrats and Republicans. Identifying such partisan connections would be infeasi-

ble with standard text-as-data approaches, such as n-grams.

A lingering question is whether mentions of narratives — that is, connections be-
tween entities — are overall more polarized than mentions of singular entities. We
test this possibility formally following the approach in Peterson and Spirling (2018).
Specifically, we train machine classifiers to predict a speaker’s partisanship (Repub-
lican or Democrat) in held-out data, using as features either the entities or the nar-
ratives pronounced in speeches.!> The narrative features predict partisanship more
accurately: we obtain an out-of-sample accuracy of 81% with narratives, but only 74%
for entities.!* The higher test-set accuracy for narratives suggest that they are more
informative about partisanship than mentions of topics or specific entities. The connec-
tions between entities framed by narratives help politicians tell stories in line with their

partisan values.

Narratives reveal the connected structure of political debates. So far, we have an-
alyzed narratives in isolation, as two entities connected by one verb. Yet, a defining
feature of narratives is that simple statements link up to form more complex stories.'®
As previewed in Section 2.3, we map the narrative space of U.S. congressional speeches
as a directed multigraph, with entities composing nodes and verbs composing link be-

tween nodes.

The resulting graph of linked entities can be used for a variety of network-based
analyses. In particular, centrality measures can be used to determine which entities are

pivotal to political narrative structure (e.g. Hanneman and Riddle 2005). Entities with

130ur machine learning model is L2-penalized logistic regression. We select the regularization
strength using five-fold cross-validated grid search in a 75% training set and evaluate performance in a
25% test set.

4To obtain the confidence intervals for these accuracy measures, we employ a five-fold cross-
validation in the test set. Averaged across folds, the accuracy is 77% and 73% for narratives and entities,
respectively. The corresponding 95%-confidence intervals are [74%, 80%] and [68%, 78%]. The test set
contains only 244 speakers; this small sample size across folds likely contributes to the wide confidence
intervals.

15For example, conspiracy theory narratives have shown to become extremely complex in their pro-
posed connections between disparate entities (e.g., Wood and Douglas 2015; Tangherlini et al. 2020).
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high closeness centrality, for example, are the most connected to the broader narrative
network.!® Out-degree centrality captures influential agents who tend to act on many
other entities,!” while in-degree centrality captures the most receptive patients — for
example, policies to be enacted and the beneficiaries of those policies.'® Such analyses

can be further enriched with metadata, notably political party of the speakers.

The narrative graphs are useful to support qualitative descriptive analysis of po-
litical corpora. Using an interactive web browser applet, even the full set of 1,638
congressional narratives — 353 entities interwoven by 140 verbs — can be explored ef-
ficiently and informatively. Since the entire network is too large to depict as a static
tigure, we visualize the 100 most frequent narratives here. Figure 3.2 shows this sub-
set of the narrative graph, with thicker arrows indicating higher frequency and colors
indicating partisanship — blue for Democrat, and red for Republican. The network
summarizes in a single figure many of the stylized facts we have previously discussed.
For example, while Democrats lament the problem of “people losing jobs”, Republi-
cans applaud the success of “small businesses creating jobs”. While Democrats want
that “Americans have healthcare”, Republicans worry about “government-run health-
care”. Overall, the graph provides a distilled view on the worldviews expressed in the
U.S. Congress.

Figure 3.2 is just one example of many potentially informative visualizations of the
narrative networks. Appendix H provides party-specific network graphs (see Figures
H.2 and H.3). Moreover, our GitHub repository provides interactive versions of such
network graphs. !

4. Discussion

To recap, we have designed and implemented a new text-as-data method that pro-
vides an intuitive mapping from a corpus of plain-text sentences to a sequence of low-
dimensional narrative statements. In this section, we discuss how narrative mining
tits in with other text-as-data methods, identify some of its limitations, and propose

potential extensions.

16In our corpus, the top-five entities by closeness centrality are job, family, healthcare, funding, pro-
gram.

7The top-five entities by out-degree centrality are people, Americans, program, government, and
person.

18The top-five entities by in-degree centrality are job, healthcare, money, family, and services.

19Gee https://github.com/relatio-nlp/relatio and the links therein.
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Figure 3.2: Top 100 Most Frequent Narratives in the U.S. Congress
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Note: This figure displays the 100 most frequent narratives in the U.S. Congressional Record. We represent our narrative tuples
in a directed multigraph, in which the nodes are entities and the edges are verbs. Node and edge sizes are respectively scaled by
node degree and narrative frequency. The resulting figure is obtained via the Barnes Hut force-directed layout algorithm. The
direction of edges reflects the direction of the actions undertaken. The color of edges indicates partisan narratives — statistically
significant log-odds ratios (95% level) are colored in red for Republicans and in blue for Democrats, with nonpartisan narratives

in gray.
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4.1 When should researchers use RELATIO?

In the application sections above, we focus on results that would be difficult to
produce with other text-as-data methods. Mainly, this means looking closely at the
narratives themselves. In Figure 3.1a, the depicted narratives capture the dynamics of
War on Terror discourse better than plots of specific phrases like “Saddam Hussein” or
“God” by themselves. Further, the most emotive and partisan narratives from Table 3.2
and Figure 3.1 are more informative than standard representations (like bag-of-words)
because they map explicit relationships, requiring less contextual knowledge to inter-
pret them. Finally, the narrative graphs exemplified by Figure 3.2 have no analogue in
other commonly used text methods.

The promise of this mode of quantitative description using narratives is not limited
to our particular setting. RELATIO can be used to track the evolution of language in
a range of corpora, such as social media and newspapers. In particular, the narrative
graphs offer a novel opportunity for data-driven study of worldviews. Appendix ]
provides an additional application of our method to President Donald Trump’s tweets
from 2011 through 2020. Furthermore, since we open-sourced our Python package in
August 2021, two working papers have come out using the code for descriptive anal-
ysis in different settings, including Sipka, Hannak and Urman (2021) on social media
posts about Q-Anon conspiracy theories and Ottonello and Song (2022) on newspaper

coverage of banks.

To take a broader view, we now discuss how narrative mining complements ex-
isting text-as-data methods. First, the narrative features output by RELATIO can be
examined and analyzed the same way that specific word or phrase patterns are used
in common dictionary methods. For example, Baker, Bloom and Davis (2016) count
articles mentioning both an economy-related word and an uncertainty-related word to
measure “economic policy uncertainty.” A RELATIO-based alternative could count nar-
ratives containing economy-related entities linked with uncertainty-related attributes
or entities. The advantage of the narrative approach over dictionaries is that narratives
can more easily specify semantically subtle links, such as distinguishing uncertainty

caused by the economy, versus uncertainty caused by policy.

Second, the outputs of RELATIO are similar to approaches using syntactic depen-
dency parsing to identify agents, actions, and objects. In principle, semantic role label-
ing is designed to out-perform syntax-based methods for this purpose; so, for example,
RELATIO could be used to produce measures of relative worker-firm authority in labor
union contracts, as an alternative to the dependency-based approach from Ash et al.

(2020). A caveat is that SRL is a more complex and error-prone linguistics task than
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dependency parsing. The costs of those parsing errors might outweigh the benefits

from using SRL, but the methods have not been systematically compared.

Third, topic models such as LDA (Blei, Ng and Jordan 2003) are, like RELATIO, de-
signed to perform informative dimension reduction of documents. Narrative state-
ments could provide an alternative to topics for research questions concerning the
prevalence of specific concepts or issues. For example, Catalinac (2016) applies a topic
model to parliamentary speeches, manually inspects and labels topics as being related
to local pork or national policy, and then examines changes in the pork/policy cate-
gories in response to an institutional reform. An alternative approach using narrative
mining would be to extract narratives (rather than topics) from those speeches and
then label the narratives as being related to pork or policy. Whether topics or narra-
tives are preferred will depend on the use case. Broadly speaking, topic models will
identify the prevalence of relatively generic topics in documents, while RELATIO will

detect the presence of distinctive arguments or claims.

Besides being useful by themselves, the narrative statements produced by RELATIO
can be used as an informative and interpretable feature set in downstream text-as-
data applications. For example, document-level counts or frequencies over narrative
statements provide an alternative to N-gram frequencies, topic shares, or document
embeddings as inputs to text classifiers or text regressions. Similarly, document dis-
tance can be computed using cosine similarity between narrative frequency vectors
the same way it can be done between N-gram, topic, or embedding vectors. Finally,
topic models like LDA can be applied on top of the narrative representation of docu-
ments, allowing narrative statements to be topically bundled for further descriptive or

empirical analysis.?’

A systematic comparison of RELATIO features to these existing alternatives for such
tasks is a high priority for future work. Our analysis above showing that narrative
features are more predictive of partisanship than entity features provides a promis-
ing indication in this direction. Holding the quality of the algorithmic outputs con-
stant, narratives might be preferred to other feature sets due to their interpretability
and tractability. RELATIO extracts distinctive entity-action tuples which summarize the
core claims made in a corpus. This type of interpretable dimension reduction serves

the same goals as other text-as-data methods, such as TF-IDF weighting (Grimmer

20 Along those lines, Appendix F presents a topic model on the Congress corpus and compares the
words associated with each topic to the narratives associated with each topic. The top narratives tend
to provide additional information about topic content which top words fail to capture. Consider the
topic we labeled as “economy”. The top (stemmed) words for this topic are “busi”, “small”, “compani”,
“capit”, “invest”, “contract”, “administr”, and “job”. The associated narratives describe explicit rela-
tionships such as “small business employ workforce”, “individual receive funding”, or “founder start

business”.
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and Stewart 2013), supervised feature selection (Monroe, Colaresi and Quinn 2008),
or filtering on parts of speech to extract noun phrases (Handler et al. 2016). For ei-
ther supervised or unsupervised learning algorithms, the dimension-reduced inputs
will be computationally tractable, while the learned outputs will be informative and

interpretable.

4.2 Limitations and potential extensions

While our narrative mining system shows some promising preliminary results,

there are still a number of limitations and opportunities for improvement.

SRL quality. The quality of narrative outputs depends on the quality of the semantic
role labeling (SRL) tags. When SRL fails, it produces nonsense data that will mostly
be dropped in the pipeline’s filtering steps. The quality of SRL tags correspondingly
depends on the quality of text inputs. Hence, messy text with digitization errors, for
example due to optical character recognition (OCR), may not produce usable results. A
further source of SRL errors is grammatical complexity; SRL performs best on simpler
language, such as that in social media posts. The Congressional Record — where long,
potentially rambling spoken sentences are the norm — is actually a difficult test case for
the method.

From the perspective of empirical research design, a relationship between speech
complexity and SRL quality is concerning because the performance of our method may
differ across subgroups. In our setting, for example, we have evidence that Democrats

21 If SRL errors are

use somewhat more sophisticated language than Republicans.
higher for these more sophisticated sentences, then they will tend to be selectively

dropped from the sample, potentially biasing downstream results.

Our hope is that these issues will diminish as more robust automated SRL models
are introduced. For more difficult corpora, such as historical speeches digitized by
OCR, it may be fruitful to adapt the approach to work with syntactic dependencies

rather than semantic roles.

Entity extraction. A persistent practical difficulty is in the extraction of clustered enti-
ties. With more clusters, the entities become more coherent and specific, at the expense

of higher dimensionality. With fewer clusters, semantically related yet contradictory

2I'The number of words per narrative is higher for Democrats, meaning that a narrative entails a
marginally higher abstraction. The difference is not statistically significant, however.
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phrases — e.g., “tax hike” and “tax cut” — will often be combined into the same en-
tity. The standard cluster quality metrics, such as silhouette scores, provide limited

guidance.

As with SRL, this is partly due to limitations with the associated algorithms.
It could be that improved or domain-specific named entity recognition, alternative
phrase encoding approaches (e.g., Reimers and Gurevych 2019), or alternative cluster-
ing approaches (e.g., Stammbach and Ash 2021), could mitigate these problems. The

software package will be continuously updated following such developments.

Even with improved algorithms, however, entity extraction may produce imperfect
outputs. For example, say one wants to resolve “american” and “people” to one entity
— e.g., for “american lose job” and “people lose job”. This is currently not straight-
forward: by default, “american” is a named entity while “people” comes from a clus-
tered embedding. A further wrinkle is that the optimal clustering may be context-
dependent: for instance, clustering “people” and “worker” together might make sense
for the “[...] lose job” narrative, but it may erase useful information in others - e.g.,
“government support worker” has a different ideological valence from “government
support people”. Finally, our entity extraction algorithm cannot directly identify im-
plicit references to entities, such as using the phrase “White House” to refer to the
president. In sum, obtaining the entities most relevant to an application with RELATIO

is art as much as science.

Further extensions and limitations. There are a number of additional extensions to
consider. In the SRL step, additional semantic roles could be included, such as tempo-
rality or adverbial clause modifiers. The named entity recognizer could be improved
to resolve co-references to the same entity. Further experimentation could be done
with dimension-reducing verbs, for example by combining an embedding-based and

dictionary-based approach (to prevent clustering of antonyms).

Another notable limitation is that the current version only works in the English
language. In principle, however, the approach should be applicable in any language
where a pre-trained SRL model is available. For small corpora, a pre-trained phrase
encoder might also be required. Given the growing plethora of NLP tools across lan-
guages, we suspect that these requirements will not pose a significant impediment to

diverse applications.
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A. Python Implementation with RELATIO

We detail the programmatic implementation of the procedure described in this pa-
per, which is freely distributed as the Python package RELATIO. Our pipeline takes a
collection of unstructured text documents as input and returns narrative statements
(see Equation 3.2). Figure 2.2 presents a graphical outline of the different steps.

First, we split the raw text into sentences using spaCy (Honnibal et al. 2020). Sec-
ond, we annotate the semantic roles (SRL). For this task, we rely on a state-of-the-art
pre-trained model implemented by Gardner et al. (2017).! SRL decomposes every sen-
tence into one or multiple role sequences as defined in Equation 3.1. The current im-
plementation covers agents (ARGO), verbs (V), patients (ARG1), attributes (ARG2), modals
(ARGM-MOD) and negations (ARGM-NEG). An example of semantic role labeling annota-
tions is provided in Figure 2.1.

There are hundreds of thousands of unique semantic roles. We seek to regroup
them into a smaller set of interpretable groups. An easy step in this direction is to
“clean” all roles. We thus lowercase and lemmatize each word. We also drop punctu-
ation, numbers and words from a list of pre-defined stopwords (for the complete list,
see M). After these cleaning steps, we drop roles of more than four tokens as they are

often uninterpretable.

We do not process the verbs (V) any further, but connect them to their negation (if
any). For agents (ARGO), patients (ARG1) and attributes (ARG2), we rely on two meth-
ods: Named Entity Recognition (NER) and phrase embedding clustering. We first run
spaCy’s Named Entity Recognizer (NER) to identify all named entities mentioned in
the corpus. After careful inspection of this list, we keep the 1000 most frequent entities
and assign to them their own cluster. Beyond this threshold, named entities are pro-
nounced less than 40 times and are often idiosyncratic. If a role contains one of these

named entities, then it is designated as that entity and not processed any further.

For all of the remaining roles that do not contain a frequent named entity, we pro-
duce text-embedding clusters as follows. First, we apply a phrase encoder to compress
the plain text snippet to a low-dimensional dense vector. There are many encoders
tit for this purpose (e.g. Sentence-BERT (Reimers and Gurevych 2019) and its vari-
ants). As a computationally efficient default, we use Arora, Liang and Ma’s “simple
but tough-to-beat” sentence embeddings, which consist of the weighted average of
the GloVe word vectors (Pennington, Socher and Manning 2014) across each word in

the role. The weights are chosen to be inversely proportional to the frequency of the

1See https://demo.allennlp.org/semantic-role-labeling
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word in the corpus. This means that relatively rare, more distinctive words are up-
weighted in the phrase embedding. We use gensim’s pre-trained GloVe embeddings
wih 300 dimensions (Rehtifek and Sojka 2010). The result of this procedure is a vec-
tor in the embedding space for each agent, patient and attribute, where linguistically
similar phrases (e.g. “higher taxes” or “high tax rates”) have geometrically proximate

vector representations. A graphical depiction is presented in Figure A.1.

Exploiting this geometry, we further reduce the dimensionality of our role sets
by unsupervised clustering applied to the associated matrix of encoded vectors. As
with the phrase encoding step, there are a number of possible approaches for cluster-
ing (e.g., DBSCAN, agglomerative clustering). We obtain effective performance with
scikit-learn’s implementation of the conventional K-means clustering algorithm,
which is also computationally lightweight (Pedregosa et al. 2011). For K-means, the
only hyperparameter is the number of clusters. Each remaining agent, patient and at-
tribute in the corpus is assigned to a cluster. For interpretability, each cluster is labeled
by the most frequent term within the cluster. Given the size of the corpus, we randomly
select 50,000 speeches (roughly 5% of the entire corpus) to train the K-Means model,
and predict out-of-sample for the remaining speeches. We cluster agents, patients and
attributes together. In turn, the same entity can appear as an agent, a patient or an
attribute. This joint clustering ensures that roles can be connected easily in a directed
multigraph.

Finally, we focus on all narratives that have either an Agent-Verb-Patient or an
Agent-Verb-Attribute structure. As the distribution of narrative frequencies is heav-
ily skewed to the left, and since we are interested in recurring narratives, we restrict
our attention to narratives pronounced at least 50 times in the corpus (i.e., at least twice

a year on average).
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Figure A.1: Clustered Embeddings Recover Coherent Entities

per A M -
good job
0.4
1 work
many peopb&ople nuber

0.2 BERrs

cost people
job

benefit family
0 money

child

many child million child

every child money

many family

-0.2 ; :
Wfoirrkstfafmalnilyb,very family
child peer

taxpayer country
-0.4 family taxpayer

-0.4 -0.2 0 0.2 0.4 0.6 0.8

Note: This figure illustrates the embedding-cluster process. We take the five most frequent entity clus-
ters (produced using K-means applied to the phrase embeddings): people, job, family, money, and ser-
vice. The embedding locations of the most frequent phrases in each cluster are illustrated here is a
two-dimensional projection. The embedding space both co-locates and clusters similar phrases, provid-
ing dimension reduction while preserving semantically coherent entities. Embeddings are projected to
two dimensions using PCA.
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B. Human Validation

Tuning the number of clusters

The number of mined entities is the core hyperparameter in our analysis. It depends
on the number of named entities recognized, as well as the number of clusters we
specify for K-Means. To pick the correct number of named entities in our analysis, we
manually inspect the most frequent named entities in the corpus. We fix a threshold
at 1000 named entities, above which the named entities are pronounced fewer than 40
times and tend to become idiosyncratic. We keep this threshold fixed throughout the

rest of the analysis.

Contrary to the number of named entities, the number of clusters to specify for K-
Means is not trivial for at least two reasons. First, it is unclear how many unnamed
entities are being referred to in the corpus. Second, there is a trade-off between the
informativeness of clusters and the magnitude of the dimension reduction. If a small
number of clusters is specified, then clusters are likely to become abstract and to en-
compass a broad variety of phrases. If a large number of clusters is specified, then
clusters will be more coherent (and thus potentially more interpretable), but they can
also become redundant, with multiple clusters referring to the same underlying en-
tity. This trade-off suggests that we would like to maximize cluster coherence while

minimizing cluster redundancy.

We investigate the optimal number of clusters with a simple human validation task.
The task is performed by freelancers on Upwork who were based in the U.S. and whose
primary language is English. First, we run four clustering scenarios and specify re-
spectively 100, 500, 1000, and 2000 clusters. We then provide annotators with a ran-
dom sample of semantic roles and their associated cluster labels (from different cluster
numbers). Additionally, we add placebo observations, where we show again a ran-
dom sample of semantic roles, but instead of the predicted cluster label, we combine
every role with a random cluster label (drawn from the entire pool of available labels).
Annotators are then asked to rank the similarity of the semantic role and the cluster
label on a scale of 1 (not similar at all) to 10 (extremely similar/the same). Our random
validation sample consists of 4000 unique role and label combinations (500 true and
500 placebo combinations for every clustering scenario). Every unique combination is,
on average, annotated by 2.5 freelancers, resulting a total sample of 10000 annotated
combinations. Annotators do no see the number of clusters that were used to generate
the cluster label, nor whether the semantic role is combined with a predicted cluster

label or a placebo label. This procedure jointly evaluates cluster coherence and redun-
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dancy (coherence is reflected in how similar the semantic roles are to their predicted
label; redundancy is captured by similarities between random combinations of roles
and clusters).

Annotator recruitment

In June 2021, we hired three different freelancers on Upwork to annotate 4000 com-
binations (applies to two freelancers) or 2000 combinations (applies to one freelancer)
of roles and labels. The instructions as communicated in the job post are shown in
Figure B.1.

Figure B.1: Wording of the validation job post on Upwork

“We need freelancers (U.S.-based, fluent in English) to check the similarity between two
phrases. In the attached file, please compare the phrase in column 1 and 2. The question is: for
every row, how similar are the entities described in column 1 and 2? Please indicate from 0
(not similar at all) to 10 (very similar/the same). Note that you can select values in between 0
and 10 (e.g., 5). This task is about evaluating a computer-based language model from a human
perspective. It is about your “hunch” or intuition of how similar the phrases are. Do they refer
to a similar entity?”

Upon posting the job, we sent a sample of 20 combinations to the first five free-
lancers who expressed their interest in the job. Out of these five, we hired the first three
freelancers who submitted the annotated sample (all of these first three had annotated
the sample correctly). In Figure B.2, we feature the form presented to the freelancers
for annotation.

Figure B.2: Screenshot of Human Annotation File
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Human validation Results

Table B.1 summarizes the key figures of the human validation across numbers of
clusters. The average similarity of clustered roles is 4.49; for the placebos, this figure

amounts to 2.57.

Table B.1: Summary Statistics on the Human Annotations

Total combinations annotated 10000
Unique combinations annotated 4000
Number of annotators 3
Average number of annotators per combination 2.5
Average number of annotations per annotator 3334
Average similarity (true combinations) 4.49
Average similarity (placebo combinations) 2.57
Average inter-annotator similarity standard deviation | 2.42

Figure B.3 decomposes the results by number of clusters: it shows the similarity
between a random semantic role token and its cluster label for actual (role, cluster)
tuples (yellow) and placebo tuples (blue; where roles are combined with a random
cluster label), as annotated by human freelancers. Subfigure (1) shows the results for
all arguments (that appear in narratives above our usual frequency threshold of 50,
see Section 3.1). Here, the similarity increases for the clustering specifications studied
here (100, 500, 1000, 2000). However, after 1000 clusters, the placebo similarity also

increases.

Next, we seek to understand whether more clusters lead to precision gains for fre-
quent or infrequent entities. Thus, in Subfigure (2), we show the subset of validated
arguments that belong to the top 25% of entities (for the respective cluster numbers).
Here, increasing the number of clusters seems to yield lower similarity gains after 1000
clusters. These results suggest that higher cluster numbers may be beneficial for less
frequent entities. Again, however, the placebo similarity increases more after 1000

clusters. In our application, we focus on 1000 clusters.
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Figure B.3: Similarity of semantic roles and cluster labels as reported by humans
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Note: This figure shows the similarity between a random semantic role token and its cluster label for
actual (role, cluster) tuples (yellow) and placebo tuples (blue; where roles are combined with a random
cluster label), as annotated by human freelancers. Subfigure (1) shows the results for all arguments
(that appear in narratives above our usual frequency threshold of 50). Here, the similarity increases
for the clustering range studied here. However, after 1000 cluster, the placebo similarity also increases.
Subfigure (2) shows the subset of validated arguments that belong to the top 25% of entities (for the
respective cluster numbers). Here, increasing the number of clusters seems to yield lower similarity
gains after 1000 clusters.
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C. Inspecting the Quality of Mined Entities

Table C.1: Most Frequent Clustered Entities (i)

Label

Most frequent phrases

Frequency

people

money

family

someone

person

job

country

child

business

employee

law

people - 182086 — many - 28671 — others - 17168 — many people - 7433
— number - 6196 — have - 5907 — several - 2299 — many others - 1413 —
include - 883 — many country - 684

money - 30048 — taxpayer - 15388 — benefit - 9898 — cost - 9534 — pay
- 2496 — expense - 1298 — amount money - 831 — cash - 744 — taxpayer
money - 657 — earn - 529

family - 37326 — life - 25338 — work family - 2310 — great - 1981 — many
family - 1444 — real problem - 585 — family business - 537 — well life - 524
— great country - 438 — real people - 430

someone - 17689 — anyone - 13401 — everyone - 12217 — everybody -
10819 — somebody - 9924 — anybody - 8159 — nobody - 7671 — whoever
- 1030 — someone else - 833 — else - 739

person - 30540 — woman - 22444 — man - 10881 — every person - 755 —
many woman - 582 — woman child - 545 — first woman - 454 — another
person - 404 — man woman - 336 — million woman - 266

job - 40808 — work - 16726 — good job - 1357 — job do - 648 — create job
- 584 — great job - 548 — work people - 510 — well job - 405 — good pay
job - 356 — do job - 353

country - 53529 — people country - 2428 — around - 725 — along - 626 —
people across country - 388 — across country - 354 — across - 350 — people
around world - 311 — around world - 255 — country around world - 229

child - 40835 — million child - 1278 — every child - 1224 — peer - 779 —
many child - 714 — child family - 593 — child care - 508 — child support -
440 — care need - 439 — family child - 289

business - 20863 — industry - 8018 — many company - 719 — management
- 719 — enterprise - 691 — foreign company - 628 — financial - 433 —
business community - 397 — many business - 386 — management plan -
297

employer - 20943 — employee - 16335 — contractor - 3404 — small em-
ployer - 475 — employer employee - 416 — many employer - 393 — private
contractor - 334 — percent employer - 232 — many employee - 182 — large
employer - 168

law - 41489 — public law - 1375 — tax law - 488 — legislative branch - 384
— legal system - 361 — civil action - 327 — legal status - 307 — judicial
review - 246 — judicial system - 223 — judicial branch - 172

195976

70503

67615

66452

58586

56871

54044

43809

40514

39434

38472
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Table C.2: Most Frequent Clustered Entities (ii)

Label Most frequent phrases Frequency

plan plan - 19094 — proposal - 13111 — initiative - 3198 — propose - 2008 37723
— agenda - 1479 — president plan - 573 — president proposal - 422 —
legislative proposal - 312 — be propose - 247 — blueprint - 213

individual  individual - 33657 — account - 3647 — individual family - 643 — many 36330
individual - 463 — personal information - 283 — personal responsibility
- 235 — individual business - 207 — every individual - 207 — million
individual - 179 — family individual - 172

community community - 13902 — organization - 8763 — local community - 2305 — 34277
international community - 2100 — youth - 1386 — membership - 564 —
behalf - 487 — many community - 487 — nonprofit organization - 462 —
participation - 405

worker worker - 16944 — million worker - 554 — many worker - 399 — foreign 33601
worker - 277 — social worker - 213 — worker right - 133 — every worker
- 127 — worker country - 126 — worker family - 126 — percent worker -
123

tax tax - 15994 — tax cut - 5609 — spending - 4017 — cut - 3774 — tax increase 32317
- 1480 — raise - 648 — raise tax - 399 — spending cut - 318 — billion tax
cut - 229 — percent cut - 221

company company - 34769 — consortium - 288 — subsidiary - 222 — affiliate - 196 32205
—ag - 178 — venture - 147 — ge - 129 — foreign subsidiary - 63 — startup
- 63 — conglomerate - 62

school school - 16925 — college - 2924 — local school - 1676 — high school - 1305 27607
— public school - 1178 — college student - 519 — academy - 460 — school
system - 417 — many school - 403 — community college - 335

student student - 18503 — teacher - 6398 — many student - 542 — student family 26535
- 407 — million student - 393 — every student - 268 — percent student
- 190 — student teacher - 181 — parent teacher - 142 — qualify teacher -
131

fund fund - 17564 — investment - 3647 — investor - 2817 — foreign investor - 26216
293 — invest - 228 — fund provide - 208 — hedge fund - 192 — foreign
investment - 182 — private investment - 175 — mutual fund - 158

Note: This table presents the 20 most frequent clustered entities identified in the U.S. Congress. The
column “Label” refers to the final label assigned to the entity after manual inspection. The column
“Most frequent phrases” lists the ten most frequent phrases which were assigned to these clustered
entities, as well as their frequency of occurrence (i.e., phrase - frequency). The column “Frequency” is
the total number of mentions of this clustered entity in the corpus.
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Table C.3: Most Frequent Named Entities (i)

Label

Most frequent phrases

Frequency

american

program

government

service

nation

republican

administration

agency

budget

america

american - 49293 — american people - 35168 — million american -
8209 — american public - 3212 — american taxpayer - 3187 — many
american - 3118 — american family - 3074 — every american - 3031 —
american worker - 2682 — american citizen - 1956

program - 44125 — pilot program - 1125 — federal program - 958 —
important program - 617 — government program - 580 — medicaid
program - 448 — cop program - 403 — education program - 314 —
many program - 293 — entitlement program - 280

government - 62923 — local government - 5866 — foreign government
- 1085 — government official - 553 — government shutdown - 437 —
russian government - 383 — tribal government - 357 — government
spending - 344 — big government - 303 — branch government - 285

service - 14224 — arm service - 3166 — forest service - 2589 — postal
service - 2282 — internal revenue service - 896 — wildlife service - 862
— good service - 812 — custom service - 690 — public service - 637 —
military service - 607

nation - 34474 — great nation - 918 — nation world - 445 — people
nation - 351 — many nation - 280 — entire nation - 277 — nation econ-
omy - 272 — rogue nation - 239 — nation child - 231 — foreign nation
- 226

republican - 51157 — republican leadership - 6332 — republican ma-
jority - 3678 — republican friend - 1246 — republican plan - 1169 —
republican side - 614 — republican president - 486 — many republican
- 478 — republican proposal - 471 — republican control - 410

administration - 56284 — president administration - 606 — adminis-
tration official - 484 — previous administration - 476 — administration
policy - 268 — administration proposal - 217 — administration budget
- 200 — republican administration - 149 — administration president -
125 — last administration - 121

agency - 23605 — federal agency - 6048 — local educational agency -
1605 — government agency - 942 — educational agency - 859 — law
enforcement agency - 723 — head agency - 592 — intelligence agency
- 530 — public housing agency - 514 — department agency - 389

budget - 28857 — republican budget - 2091 — president budget - 1780
— budget deficit - 663 — democratic budget - 446 — budget plan - 427
— budget agreement - 392 — budget proposal - 345 — budget process
- 319 — budget surplus - 298

america - 24636 — people america - 971 — rural america - 481 — cor-
porate america - 306 — america senior - 258 — job america - 246 —
america family - 209 — america child - 202 — bless america - 197 —
everybody america - 191

149225

104383

90865

61409

57571

56582

53429

47452

46434

46053
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Table C.4: Most Frequent Named Entities (ii)

Label Most frequent phrases Frequency

national national security - 2623 — national - 1426 — national guard - 1159 39427
— national debt - 1153 — national academy science - 672 — national
interest - 563 — national labor relation - 471 — national intelligence
director - 422 — director national intelligence - 407 — national science
foundation - 358

energy energy - 5592 — department energy - 2259 — energy policy - 1119 28045
— energy commerce - 652 — high energy - 327 — energy company
- 312 — renewable energy - 305 — energy efficiency - 294 — energy
independence - 258 — energy crisis - 246

democrat democrat - 25073 — democrat republican - 2377 — republican demo- 28012
crat - 2183 — democrat majority - 459 — democrat leadership - 418 —
president democrat - 406 — republican democrat alike - 297 — many
democrat - 280 — democrat republican alike - 260 — liberal democrat
-220

group group - 8480 — bipartisan group - 464 — special interest group - 458 25784
— work group - 413 — terrorist group - 389 — group people - 256 —
environmental group - 252 — interest group - 250 — group health plan
- 246 — outside group - 231

project project - 9652 — demonstration project - 610 — pilot project - 310 — 23013
construction project - 241 — program project - 104 — important project
- 100 — research project - 100 — military construction project - 98 —
project authorize - 93 — water project - 92

war war - 6299 — war iraq - 831 — world war ii - 819 — war terrorism - 482 22704
— civil war - 476 — cold war - 408 — war terror - 338 — war power -
217 — war drug - 201 — world war - 196

small business small business - 14213 — small business owner - 1592 — small busi- 22379
ness administration - 538 — small business concern - 517 — many
small business - 439 — small business people - 183 — percent small
business - 156 — small business community - 131 — individual small
business - 128 — family small business - 124

medicare medicare - 10868 — medicare beneficiary - 1220 — medicare patient - 22348
808 — medicare system - 309 — medicare trust fund - 215 — medicare
benefit - 199 — medicare cut - 150 — medicare recipient - 149 — cut
medicare - 138 — traditional medicare - 127

veteran veteran - 11324 — veteran affair - 1688 — many veteran - 412 — dis- 20792
abled veteran - 377 — nation veteran - 328 — veteran family - 189 —
homeless veteran - 188 — million veteran - 181 — veteran benefit - 156
— america veteran - 156

authority authority - 7485 — local authority - 527 — palestinian authority - 508 19468
— housing authority - 310 — administer authority - 299 — federal
authority - 256 — public housing authority - 236 — budget authority -
212 — trade promotion authority - 170 — exist authority - 158

Note: This table presents the 20 most frequent named entities identified in the U.S. Congress. The
column “Label” refers to the final label assigned to the entity after manual inspection. The column “Most
frequent phrases” lists the ten most frequent phrases which were assigned to these named entities, as
well as their frequency of occurrence (i.e., phrase - frequency). The column “Frequency” is the total
number of mentions of this named entity in the corpus.
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D. Summary Statistics

Table D.1: Summary Statistics on the Congressional Record Corpus

Variable All Narratives Complete Narratives Frequent Narratives Relevant Narratives
Speeches 1190969 550561 187379 105514
Sentences 17312358 4196393 279044 160827
Statements 76395962 5774295 346685 180964
Narratives, unique 5963192 3570119 2838 1638
Agents raw 76395962 5774288 346685 180964
Agents raw, unique 1604754 945412 21041 15035
Agents clustered, unique 1884 1879 415 245
Patients raw 76395962 5774293 346685 180964
Patients raw, unique 8322792 1794942 33774 21411
Patients clustered, unique 1884 1877 499 353
Verbs raw 76395962 5774295 346685 180964
Verbs raw, unique 44889 18642 391 276
Verbs cleaned, unique 34780 11807 183 140

Note: This table shows descriptive statistics on the U.S. Congressional Record at different steps of the
pipeline. “All narratives” are those with at least an agent or a patient. “Complete narratives” are those
with both an agent and a patient. Among those, “frequent narratives” were pronounced at least 50 times.
Finally, we focus on politically or economically relevant entities (“relevant narratives”) — as opposed to
procedural /uninterpretable entities.

Figure D.1: Share of Times An Entity appears as an Agent (as opposed to a Patient)

160 1

140 A

Frequency

60 -

40 1

20 1

0.0 0.2 0.4 0.6 0.8
Share of times an entity appears as an agent (as opposed to a patient)

Note: This figure presents, for every entity, the share of times it appears as an agent (as opposed to a pa-
tient). For example, if an entity occurred as an agent 8 times and as a patient 2 times, the corresponding
share would be 0.8. Most entities appear both as an agent and a patient. However, entities also tend to
be “specialized”: Most of them appear as either an agent or a patient more frequently.
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E. Examples of Narratives and Sentences

This appendix shows examples of random sentences and their associated narratives as
well as the most frequent narratives and random examples of sentences they appear
in. In both cases, we focus on narratives that contain (at least) an agent, a verb, and a

patient (i.e., “complete” narratives).

1. Sampled sentences and their associated narratives

The following list shows a random sample of sentences, along with the complete nar-

rative(s) we mine for each sentence.

As the ranking member of the Transportation and Infrastructure Subcommittee during the
111th Congress, he helped us ensure ongoing investment in Federal highway, transit and high-
way safety programs and the jobs that those investments create.

fund create job

Many of our Senators during campaigns promise to vote for a constitutional amendment to
balance the budget, in the heat of the campaign.

constitutional (thing) balance budget

Companies doing business online want to reassure consumers and potential customers that

their interests will be protected online, not heighten their concern about electronic commerce.
company do business

The Progressive Caucus Budget raises taxes by almost $950 billion.

budget raise tax

Many are asking what happened to the promise Republicans made in 2010 when, in their pledge
to America, they wrote—and again I quote—in their pledge to America:

republican make promise
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Faced with soaring gasoline prices, agencies around the country that provide services to the
elderly say they are having to cut back on programs such as Meals on Wheels, transportation
assistance, and home care, especially in rural areas that depend on volunteers to provide their

own gas.

agency provide service

And we are doing so at a time when our budget, the budget put through by the Republicans
who control the Congress, is slashing funds for education, cancer research, health care, other
essential needs at home.

republican put budget

Subject to the direction of the Secretary, a person charged with law enforcement responsbilities
by the Secretary who is performing a duty related to enforcement of a law regarding fisheries
or other marine resources may make an arrest without a warrant for an offense against the
United States committed in his presence, or for a felony cognizable under the laws of the United
States, if he has reasonable grounds to believe that the person to be arrested has committed or is
committing a felony.

person commit (legal) charge

We desperately need the largest volunteer effort in our history to mobilize our citizens to act as
role models and mentors for young people who have no real family encouragement.

people have appreciation

What I don’t understand is why our Democratic friends want to ruin a good thing that 80
percent of seniors who have access to this prescription drug plan say they like and 90 percent of
seniors eligible have signed up for, saving on average $1,200 a year.

senior have prescription drug

President, I ask unanimous consent that the Committee on the Judiciary be authorized to meet
to conduct a markup on Tuesday, October 5, 2004, at 10 a.m., in SD-226.
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judiciary conduct markup

Recognizing the public health threat caused by antibiotic resistance, Congress took several steps
to curb antibiotic overuse in human medicine through amendments to the Public Health Service
Act made by section 102 of the Public Health Threats and Emergencies Act , but has not yet

addressed antibiotic overuse in agriculture.
healthcare make healthcare

As the crisis approached, Democrats did nothing.
democrat do nothing

I join with my friend in asking everyone to support this measure to name this post office after
Sergeant Shawn T. Hannon and Master Sergeant Jeffrey |. Rieck, and I align myself with all
of the comments that my friend and colleague has made on behalf of these two gentlemen, these
two heroes.

friend make comment

History has shown that, without strict limits on spending, tax increases will simply go to new
spending rather than to reduce the deficit.

tax reduce deficit

Provided further, That funds available under this heading for opportunity scholarships, includ-
ing from prior-year appropriations acts, may be made available for scholarships to students who
received scholarships in the 2009-2010 school year:

student receive degree (education)

Well, it is important because people who have made America, who have made America strong,

ought to in fact be remembered.

people make america
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President, earlier this week I placed on my Web site— sanders.senate.gov—a letter to Secretary
Paulson, and I asked people who shared the sentiments of that letter to sign a petition.

people share concern
people sign petition

It seeks to solve the problem of soft money , not just with the political parties, but with the
special interest groups who run attack ads, who are completely unregulated by the system, and
whose contributors are undisclosed.

group run ad

I raise these points because when someone stands up and says, “We are the ones who want the
taxpayers to keep their money and you on this side of the aisle, you are the ones who want to
take it from them.”

money keep money

2. Most frequent narratives and examples of sentences they appear in

The following list shows the most frequent narratives in our corpus (ordered by fre-
quency), along with a random sample of sentences in which they appear.

people lose job
they knew people would lose their jobs.

People will lose their jobs, people will lose their savings, people will find that they cannot get
the credit necessary to keep their businesses open or to function at a reasonable level.

But last week the Associated Press reported that an even greater number of people, 108,000, lost
their jobs, as U.S. companies dealt with the battered economy right here at home.

This bill allows for clear actions, up-or-down votes on the conference report to prevent Wall
Street from melting down like it did 2 years ago and a bill to provide unemployment compensa-

tion to people who have lost their jobs who cannot find work in this economy.
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On the one hand we have people who lose their jobs after working years and years and are
temporarily in need of assistance and should have that assistance.

citizen abide law

By forcing the IRS, and not the taxpayer, to carry the burden of proof in disputes, we protect
legal, law-abiding citizens and end harassing and frivolous claims by maverick agents.

A bill to increase and enhance law enforcement resources committed to investigation and prose-
cution of violent gangs, to deter and punish violent gang crime, to protect law-abiding citizens
and communities from violent criminals, to revise and enhance criminal penalties for violent
crimes, to expand and improve gang prevention programs, and for other purposes; to the Com-

mittee on the Judiciary.

Senators from every State of the Union, from every political persuasion, agreed to a version of
the PATRIOT Act that would reauthorize the provisions that were set to expire and which pro-
vided the Government with the tools to aggressively pursue the war on terror, while protecting
the rights of law-abiding citizens.

This is a blatant attack on our second amendment rights and on our law-abiding citizens.
Furthermore, it is my belief that this basic right should include law-abiding citizens.
american lose job

And now this bill that was cooked up in secret between the White House and Congressional
Republicans without any input from Congressional Democrats will bring our country further
into debt, lead to more hard- working Americans losing their jobs, and put a greater share of the
tax receipts in the pockets of the Nation’s most privileged.

But they are not cheaper because they pay 33 cents an hour; it is just that Americans lost their
jobs.

How can we stand by as millions of American workers lose their jobs, as thousands of American

companies cannot compete fairly, as our country as a whole has wealth drained from it?
For all the time that we do not pass it, each month 500,000 Americans will lose their jobs.

All these benefits, permanent tax benefits for middle-class families making one-quarter of a
million dollars or less, the opportunity to create jobs, the opportunity to take care of a couple
million Americans who lost their jobs, the opportunity to bring the private sector back again,

the opportunity to give the private sector certainty, none of that is good enough for them.
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government run healthcare

Secretary Mike Leavitt, who is the former Secretary of the Department of Health and Human
Services, said: Advocates for a public health-care plan continue to look for a way to give political
cover to moderates while advancing their goal of implementing a government-run health- care
system.

This is a debate about getting us on that path toward government-run health care.

We know that some here in Washington have wanted government-run health care for many
years.

Now they have a government-run health care full of tax hikes and mandates on small businesses,

which the NFIB estimates will cost 1.6 million more jobs lost.

We didn’t see it materializing into a government-run health care program, as many have alleged
here today.

american have healthcare

As a nation we have 50 million Americans today who have no health insurance and that number
has increased.

Speaker, as millions go without health insurance and costs skyrocket, I strongly believe we
need commonsense reforms so that all American families can have access to affordable health

cooerage.

The bill would create affordability credits to ensure that all Americans have more affordable

health care coverage.

What we need to do is subject any health proposal, Democrat or Republican, to one simple test:

Does it guarantee that all Americans will have health care coverage?

It is time for us to be a part of that representative democracy and forge a bill together that

assures all Americans have access to health care reform.
god bless america
The President said that we ought to pray that God bless America.

When in Namibia, where we were, I suggest you play the Namibian national anthem and leave
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it to the local mayor to say, as he said to us “God bless America.”
M. Speaker, God bless all listening, and God bless the United States of America.

M. Speaker, with that, before I yield back the balance of my time, I will ask God to please bless
our men and women in uniform, both in Afghanistan and in Iraq and throughout the world,
and I will ask God to please bless America.

I pray that God will always continue to bless America.
people need help

According to the executive director of the Community Action Agency in Kentucky, Kip Bow-
mar: February of 2008 marked the first time in the program’s history that all 120 Counties in
Kentucky ran out of LIHEAP funds, forcing us to close our doors as fuel prices were soaring
and people needed help.

Look, there are lots of different things, and I will not go through the litany in terms of unem-
ployment provisions and in terms of helping small businesses, because the thing I would like
to do is just say thank the gentleman to the gentleman on behalf of New York, on behalf of the
liberty zone, on behalf of all those people who need your help.

Why then should we be concerned about the increase in numbers of people who are condemned
to a career as a temporary worker without benefits or minimum wage workers, people who work
every day and still need public help?

Those young people need more than help from their families in order to be able to go to college.

There are people who need help who don't have help, and we need to find a way to do that, but
it is not this 2,000-page bill.

god bless troop

In conclusion, God bless our troops, and we will never forget September the 11th and the global

war on terrorism.
In conclusion, God bless our troops, and we will never forget September 11

In conclusion, God bless the memory of Congressman Sonny Montgomery, God bless our

troops, and we will never forget September 11.

In conclusion, God bless our troops, and we will never forget September the 11th in the global
war of terrorism.
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In conclusion, God bless our troops—and we will never forget September the 11th and the global
war on terrorism.

worker lose job
Workers are losing their jobs, their homes, and their hopes.

This would create a system that is more focused on punishing employers than truly helping

workers who lose their jobs.

There are truckers who are losing their jobs.

the impact of not doing something here is huge, on workers losing their jobs.
Speaker, Sara Lee is closing their Virginia apparel factory; 42 workers lose their jobs.
small business create job

The No. 1 issue facing our country is jobs, and the No. 1 goal of Republicans in 2012 is to
continue to make it easier for American small business to create jobs.

Two out of every three new jobs in the United States is created by a small business, but the
shutdown is hitting them hard.

Small business owners will be able to spend less time searching for affordable health plans, and

more time creating jobs.

President, our Nation’s small businesses have created 64 percent of all new jobs in the last 15

years, yet in the last year nearly 85 percent of the jobs lost have come from small businesses.

That is why the President said let us focus on doing things that will help these families and

equally, if not more importantly, help small businesses create jobs.

service connect disability

A bill to increase, effective as of December 1, 1996, the rates of disability compensation for
veterans with service-connected disabilities and the rates of dependency and indemnity com-

pensation for survivors of such veterans, and for other purposes; to the Committee on Veterans
Affairs.

I thank the Senator from Maine, Ms. Snowe, the chairman of the Small Business Committee,
for making the important point that Federal law requires that a certain percentage of contracts
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be awarded to firms owned by veterans with service-connected disabilities.

As we reported in VA Health Care: Issues Affecting Eligibility Reform , VA uses a complex
priority system—based on such factors as the presence and extent of any service-connected dis-
ability, the incomes of veterans with nonservice-connected disabilities, and the type and purpose

of care needed—to determine which eligible veterans receive care within available resources.

Under the law that existed and controlled at that time, only those who had been granted a claim
for a service-connected disability or demonstrated financial need could turn to the VA for health

care services.

Most military retirees who have a service-connected disability are not permitted to collect both

their retirement and disability benefits concurrently.

constitutional (thing) balance budget

I have always wanted to be on the side of those supporting a constitutional amendment to

balance the budget.

Let me say that I am someone who will support a constitutional amendment to balance the

budget.

Let me, to the extent that I can, say to the seniors who are listening to those who would like
to make you believe that they are really here argquing to save Social Security, suggest to you
that what they are really arquing about is that they don’t want a constitutional amendment to
balance the budget and they have now hit on what I perceive to be a risky gimmick in an effort

to frighten seniors and by that approach defeat a constitutional balanced budget amendment.

They say if we pass this constitutional amendment to balance the budget, the budget will be

balanced.

One of the reasons the polls show so many people want a constitutional amendment to balance

the budget is two things.
people have healthcare

But more importantly than that, we have got people who have health care emergencies because

of the earthquake, business emergencies, lives literally at stake.

The same on health insurance: If you are trying to increase the number of people who have

health insurance, you have to do more than what is in this tax package.
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Some writers have called that group the “contentedly covered,” the people who already have
health care coverage in America today.

We generally think of most people having private health insurance coverage.
People are going to have health insurance they do not now have.

public held debt

446 511 available to repay debt held by the public.

It has brought with it, as Chairman Greenspan noted, a significant increase in revenues to the
Federal Government, which are allowing us to pay down even more rapidly than previously
thought the debt now held by the public.

Change in debt held by the public.

The best way to gauge the level of debt held by the public is to compute that debt as a percentage

of our national income, our Gross Domestic Product.

202 Resolved, That upon the adoption of this resolution it shall be in order to consider in the
House the bill to require that the Government prioritize all obligations on the debt held by the
public in the event that the debt limit is reached.

people pay tax

Real jobs in the U.S. economy for people who will be paying taxes, not being paid unemployment
compensation for not working.

1t is the people who are going to pay these taxes.

That is why the increase in seniors is going up so dramatically, and the increase in the people

working and paying their taxes is going up modestly.

We are talking about giving the money back to the people who earn it, and the first place we
ought to look is to people who are married who pay more taxes just because they are married.

This entire debate is about whether or not people who pay no taxes can get a tax cut.
people lose family

But I think it is also so important for us to look back, figure out what went wrong, and move
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forward and fix the problems; not to create a political blame game, not to blame the Clinton
administration or the Bush administration, but to fix what went wrong yesterday and make it

right for tomorrow, so that we do not have 2,800 people lose their lives again.

Now is the time to speak up, not after the people have lost their lives, not after the American

people—the American people know what is going to happen here.

We have had a number of people—maybe a dozen or so—who have lost their lives prior to this
month in Iraq and Afghanistan.

Let’s recognize, whether they were in the World Trade Center, at the Pentagon, or on airplanes

that were commandeered, people were in dangerous situations, and many lost their lives.

Yet the U.S. Government has chosen to discriminate against these people who lost their lives
at Fort Hood 4 years ago at the hands of a terrorist, who tragically happened to be a member
of the uniformed military of the United States, MA] Nidal Hasan, who has subsequently been
convicted of these crimes.

american pay tax

Unless there is some extraneous circumstance, I think most Americans voluntarily pay their
taxes.

I think that Members of Congress, members of the administration need to take their heads out
of the sand, need to start dealing with really some of the very tough issues of Medicare, of Social
Security, of annual government overspending, and I would just ask an American that pays

taxes to spend a few moments thinking about the absurdity of our tax code in this country.

However, it is not small to Dave and Joann and to the millions of young Americans who pay

more in taxes simply because they have formed the basic unit of society—a family.

Why should middle-class Americans, who work hard, pay their taxes, and send their kids to
school, not have that kind of security, too?

This bill takes away that freedom, requiring every American to purchase a government-

approved health plan, pay a tax, or even go to jail.
employee provide healthcare
The vast majority of employers who provide health care merely pay for the benefit.

We urge the Senate to support your amendment to ensure that employers will not be sued for
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voluntarily providing health coverage to 172 million workers.

As chairman of the Subcommittee on Employer-Employee Relations with jurisdiction over
employer-provided health care, the issue of mental health parity falls within the purview of
this subcommittee.

According to a Gallup poll conducted last September, the vast majority of Americans, 70 per-
cent, are satisfied with their health insurance provided by their employer.

I don’t think it's right that you mandate an e