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Abstract in English

Fluorescence single-molecule localization microscopy (SMLM) has become an indispensable tool in
integrated structural and cell biology, providing insights into macromolecular organizations and
dynamics at the nanoscale in cellulo. A popular SMLM technique is photoactivated localization
microscopy (PALM), which relies on the ‘smart’ photophysical behavior of phototransformable
fluorescent proteins (PTFPs). Yet, the complex photophysical behaviors of PTFPs hinder quantitative
PALM applications, such as counting (QPALM) and single-particle tracking (sptPALM). Besides
suboptimal fluorophore behaviors, imaging artifacts and the necessity for sophisticated data analysis
contribute to the still limited usage of quantitative PALM techniques. Aiming to push the application
of quantitative PALM, my PhD work consists of two projects, dealing with different aspects of
quantitative PALM.

The first project is focused on the characterization of PTFPs, aiming to develop strategies to improve
their behavior for SMLM. This work starts with a comparison between different protein
immobilization platforms for the photophysical characterization of PTFPs. Next, follows an
investigation of the effects of different illumination conditions on the behavior of the popular green-
to-red photoconvertible FP mEos4b, using a combination of single-molecule and ensemble
fluorescence microscopy and simulations. Lastly, my thesis contributes to the development of a new
photophysical model describing the behavior of the reversibly photoswitchable FP rsEGFP2 at
cryogenic temperature. Altogether, this work contributes to a deeper understanding of the
photophysical behavior of PTFPs and provides guidelines for optimized imaging schemes for PALM
imaging.

The second project involves the application of sptPALM to study stress-induced nucleoid remodeling
in Deinococcus radiodurans, one of the most radioresistant bacterium known today. By monitoring
the diffusion dynamics of the mEos4b labeled nucleoid associated protein HU, this work reveals that
nucleoid remodeling proceeds differently in response to different stresses. Using simulations, it
discusses how the small size of bacteria complicates the interpretation of sptPALM data. The work
highlights the value of sptPALM for the study of bacteria but also identifies weaknesses in current
analysis pipelines that may lead to erroneous data interpretation.



Abstract in French

La microscopie de localisation a molécule unique par fluorescence (SMLM) est devenue un outil
indispensable en biologie structurale et cellulaire intégrée, permettant de mieux comprendre les
organisations et dynamiques macromoléculaires a I'échelle nanométrique in cellulo. La microscopie
de localisation photoactivée (PALM), qui repose sur le comportement photophysique "intelligent"
des protéines fluorescentes phototransformables (PTFP), est une technique SMLM trés répandue.
Cependant, les comportements photophysiques complexes des PTFP entravent les applications
guantitatives de la PALM, telles que le comptage (qPALM) et le suivi d'une seule particule (sptPALM).
Outre les comportements suboptimaux des fluorophores, les artefacts d'imagerie et la nécessité
d'une analyse sophistiquée des données contribuent a I'utilisation encore limitée des techniques
PALM quantitatives. Dans le but d'étendre I'application de la technique PALM quantitative, mon
travail de doctorat consiste en deux projets, qui traitent de différents aspects de la technique PALM
quantitative.

Le premier projet est axé sur la caractérisation des PTFP, dans le but de développer des stratégies
visant a améliorer leur comportement pour SMLM. Ce travail commence par une comparaison entre
différentes plateformes d'immobilisation des protéines pour la caractérisation photophysique des
PTFP. Ensuite, nous étudions les effets de différentes conditions d'illumination sur le comportement
du populaire FP photoconvertible vert-rouge mEos4b, en utilisant une combinaison de microscopie
de fluorescence a molécule unique et d'ensemble, ainsi que des simulations. Enfin, ma thése
contribue au développement d'un nouveau modele photophysique décrivant le comportement du FP
réversiblement photoswitchable rsEGFP2 a température cryogénique. Dans I'ensemble, ce travail
contribue a une meilleure compréhension du comportement photophysique des PTFPs et fournit des
lignes directrices pour des schémas d'imagerie optimisés pour I'imagerie PALM.

Le second projet concerne I'application de sptPALM pour étudier le remodelage des nucléoides
induit par le stress chez Deinococcus radiodurans, I'une des bactéries les plus radiorésistantes
connues a ce jour. En surveillant la dynamique de diffusion de la protéine HU associée au nucléoide
et marquée au mEos4b, ce travail révele que le remodelage du nucléoide se déroule différemment
en réponse a différents stress. A I'aide de simulations, il montre comment la petite taille des
bactéries complique l'interprétation des données sptPALM. Ce travail met en évidence la valeur de
sptPALM pour I'étude des bactéries, mais identifie également les faiblesses des pipelines d'analyse
actuels qui peuvent conduire a une interprétation erronée des données.
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1 Introduction

1.1 Quantitative super-resolution microscopy in biological research

Super-resolution microscopy (SRM) offers the ability to look at biological structures beyond the
diffraction limit of light. Before the rise of SRM, optical imaging was limited by light diffraction to
resolutions about half the wavelength of light. Consequently, details smaller than ~250 nm could not
be resolved. Nowadays, resolutions of 10-30 nm are routinely achieved by SMR techniques,
uncovering biological structures that were previously hidden. In 2014, Eric Betzig, Stefan Hell and
William Moerner were awarded the Nobel Prize in Chemistry for the development of SRM. But the
success of SMR would not be as big as it is today without the discovery of fluorescent proteins (FPs).

The Green Fluorescent Protein (GFP) was discovered by Shimomura and colleagues in 1962 in the
jellyfish Aequora Victoria. It was not until 1994, however, that Chalfie et al. demonstrated that GFP
can be genetically fused to any protein of interest and used as a fluorescent protein marker for live-
cell imaging?, which really started the ‘green revolution’ in fluorescence microscopy?. The discovery
and development of GFP as a fluorescent protein marker was acknowledged in 2008 with the Nobel
Prize in Chemistry to Osamu Shimomura, Martin Chalfie and Roger Tsien.

SRM can be performed using different types of fluorophores but the fact that FPs are genetically
encoded offers specific advantages for live-cell imaging and quantitative applications. SRM is
developing more and more into a quantitative technique building on advancements in fluorophores,
instrumentation and software. Quantitative SMR can be used to assess clustering and
oligomerization of the protein of interest, or to monitor its diffusion dynamics. These quantitative
applications are mostly based on Single Molecule Localization Microscopy (SMLM), a variant of SRM,
which relies on the ‘smart’ photophysical behavior of the used fluorophores. However, the wide-
spread application of quantitative SMR is currently limited by suboptimal fluorophore behaviors and
imperfect analysis tools. My PhD work aims to participate in addressing these limitations and boost
the application of quantitative SMR.

1.2 Fluorescent markers for biological research

1.2.1 Basic principles of fluorescence

Fluorescence is the emission of a photon by a molecule shortly following the absorption of a photon
of a shorter wavelength (i.e. higher energy). Figure 1.1A shows a Jablonksi diagram describing the
energy transitions of a basic fluorophore. Absorption of a photon excites the molecule from the
singlet ground state (So) into a vibrationally-coupled excited state (S1, S2...), according to the Frank-
Condon principle (Figure 1.1B). From this state, the excited electron quickly relaxes to the lowest
vibrational state of S; by vibrational relaxation and internal conversion. From here, decay back to So
can occur by emission of a photon (fluorescence) or by non-radiative decay. The probability that a
fluorophore emits a photon after excitation is given by its fluorescence quantum yield (® = # emitted
photons / # absorbed photons), which is typically between 0.5 and 0.9 for good fluorophores.

Instead of relaxing to So, an excited molecule can also undergo Inter System Crossing (ISC) and enter
the triplet state (T,). Transition to T1 is accompanied by a ‘forbidden’ spin conversion of the electron
and is thus less likely to occur than decay to So (quantum yield of T; formation ~103-10%). Decay from
T1back to So can occur by emission of a photon (phosphorescence) or by non-radiative decay. This
transition again involves a ‘forbidden’ spin change which makes T longer-lived (us-ms) than S; (ns).
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Due to its long live-time and reactivity, the triplet state is the starting point of photochemical
processes leading to the formation of long-lived dark states and bleached states.

In addition to ISC, some fluorophores can undergo a variety of other photo-induced transformations,
such as photoactivation and photoconversion. All these phototransformations have corresponding
guantum yields, typically much lower than the fluorescence quantum yield.
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Figure 1.1 Basics of fluorescence. A) Jablonksi diagram showing the energy transitions of a basic fluorophore.
Absorption of a photon brings the molecule from the ground state (So) into an excited state (Si ... Sn). From the
excited state, the molecule can relax back to the ground state by emission of a photon (fluorescence) or by
internal conversion. Alternatively, the molecule can access the excited triplet state (T1) by inter system crossing
(ISC). From the excited triplet state the molecule can relax back to So by emission of a photon (phosphorescence)
or by internal conversion. Additionally, the triplet state is the starting point of biochemical processes leading to
the formation of long-lived dark states and bleached states. B) Franck-Condon principle energy diagram (see
text for details). The blue waves illustrate the probability of nuclei to be at a certain internuclear distance at a
given vibrational level (v=0, v=1, ...). C) The absorption rate of a fluorophore depends on the orientation of its
transition dipole relative to the polarization of the incoming light.

The ability of a fluorophore to absorb photons of a given wavelength is described by its extinction
coefficient (g in Mcm™). The extinction coefficient together with the fluorescence quantum yield
determine the theoretical brightness of a fluorophore (brightness = @ * £). While the extinction
coefficient sets the upper limit of the light absorption rate, the actual rate at which a fluorophore
absorbs depends on its orientation relative to the incoming light>*. The more parallel the alignment
of the dipole of the fluorophore is to the polarization of the light, the higher the absorption rate
(Figure 1.1C). Practically speaking, the excitation rate of a tumbling fluorophore (isotropic
orientation) can be calculated by*:

(107%)Ln(10)

k = ePA
¢ N,hc

where ¢ is the extinction coefficient (Mcm-1) of the fluorophore at wavelength A (nm), P the power
density of the incoming light (Wem™2), Na the Avogadro number, h the Planck constant and ¢ the
speed of light. For a fluorophore with a fixed orientation with spherical coordinates 8 and ¢, the
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excitation rate is calculated by*: kg = Ekcosze , when the fluorophore is illuminated with circularly

polarized light, or, when illuminated with linear polarized light, by*: ko = 3kcos?Ocos?g.

The absorption spectrum of a fluorophore is dependent on the size of the energy gap between Sp and
S1. The larger the energy gap, the more energy is required to excite an electron and thus the more
blue-shifted the absorption spectrum. The size of the energy gap between Spand S; is dependent on
the extent of delocalization of the electrons. Delocalized electrons are electrons that do not belong
to a unique atom or covalent bond. This is seen in molecules with alternating double and single
bonds (see for example the organic dyes in Figure 1.2 and the FP chromophores in Figure 1.8), which
form a conjugated m-system in which the electrons are shared (i.e. delocalized) between all atoms.

The emission spectrum of a fluorophore is red shifted compared to its absorption spectrum. The
difference in wavelength between the absorption and emission peaks is called the Stokes shift
(usually ~10 - 45 nm). This shift is due to non-radiative energy loss during the decay from the excited
state to So. The Stokes shift of FPs is influenced by solvent relaxation, and structural changes and
rearrangements in the H-bond network around the chromophore happening in the excited state®.
Some fluorophores have an extremely large Stokes shift (> 100 nm), which can be caused by Excited
State Proton Transfer (ESPT), as can be seen in wtGFP®. In addition, the Franck-Condon principle also
contributes to the Stokes shift of FPs. The Franck-Condon principle states that electronic transitions
are much faster than nuclear motions so that when an electron is excited it will enter an excited
state vibrational level with minimal change in nuclear coordinates (Figure 1.1B). Because the nuclear
coordinates in the excited state are usually different than in the ground state, the electron will be
excited to a higher vibrational level of S1. From there, the electron will quickly relax to the lowest
vibrational level of S;, loosing part of its energy. The transition from the lowest vibrational level of S;
to So is similarly affected by the Frank-Condon principle.

1.2.2 Fluorescence labelling strategies

Various methods have been developed to fluorescently label specific biological structures. These
methods differ in the type of fluorophore that is used and in how the fluorophore is attached to the
structure of interest. Based on the type of fluorophore that is used, labelling strategies can be
classified into three categories (Figure 1.2): fluorescent proteins, organic dyes and fluorescent
nanoparticles such as quantum dots. Each of these strategies has its own strengths and weaknesses;
there is no single best method that fits all applications.
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Figure 1.2 Fluorescent labels for biological research. Three types of fluorophores can be distinguished:
fluorescent proteins, organic dyes and nanoparticles. Listed are the main strengths and weaknesses of these
markers. Protein structures of EGFP (PDB: 4EUL) and UnaG (PDB: 413B) are shown with the chromophores
colored in green. Figure not to scale.

Fluorescent proteins of the GFP-family have revolutionized biological research. They are the most
popular choice for live-cell imaging because they are genetically encoded, do not require external
factors to acquire fluorescence except Oy, and are generally not cytotoxic. FPs are available spanning
the entire visible spectrum. Moreover, FPs exhibiting ‘smart’ photophysical behaviors, such as
photoactivation and photoconversion, are available for SRM and other advanced applications. The
main weakness of GFP-like FPs lies in their limited photostability compared to organic dyes. Other
limitations of GFP-like FPs are that there are no variants emitting in the near infrared (NIR), which is
desired for deep tissue imaging, and that they are not suitable to study anaerobic environments.
These latter two limitations can be overcome by the use of other classes of FPs, which rely on the
binding of flavins or linear tetrapyrroles. These FPs do not require O, for maturation but instead
acquire fluorescence by binding of an exogenous chromophore. These chromophores might be
covalently or noncovalently bound depending on the FP, and might be naturally present in the cells
or supplemented to the imaging buffer. FP variants emitting in the NIR have been developed from
bacterial phytochromes, which covalently bind a biliverdin (BV) chromophore. BV is an intermediate
of heme degradation and is naturally produced in mammalian cells. NIR FPs have been successfully
used for deep tissue imaging in mice’”™®. Furthermore, recent reports have demonstrated the use of
these non-GFP-type FPs for SRM%°, although the number of ‘smart’ controllable variants remains
limited compared to the number of available GFP-type variants.

Organic dyes are widely used in biological research. They are often more photostable than FPs, are
available in colors covering the entire visible spectrum and the NIR, and have been developed to
display a board range of ‘smart’ photophysical behaviors.''? However, organic dyes are not
genetically encoded, so the challenge is to target them to the structure of interest (Figure 1.3). Most
commonly this is achieved by immunolabeling using primary and secondary antibodies, which are
generally commercially available. These antibodies, however, create a large distance between the
fluorophore and the actual target (~ 10 nm). Smaller alternatives for antibodies include
nanobodies®, affimers!* and aptamers®®, but these methods need to be adopted to each new target,
which can be extensive work. Immunolabelling is never 100% specific and usually requires fixation
and permeabilization of the cell to allow the dye and antibodies to enter the cell, which restricts its
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use for live-cell imaging. An alternative to immunolabeling is the use of self-labelling tags, such as
the SNAP, CLIP and Halo-tags, which allows combining the strengths of FPs and dyes!®'’. These tags
are proteins that can be genetically fused to the protein of interest, similarly as FPs, and bind a
specific dye that is exogenously supplied. The use of dyes that can cross the cell membrane makes
this strategy suitable for live-cell imaging8. The choice of dyes that compatible with self-labelling
tags, however, is limited, especially for dyes with smart photophysical behaviors. Instead of using
self-labeling tags, it is also possible to attach the dye directly to the target protein by the use of
unnatural amino acids and click chemistry®®. Finally, there is a selection of dyes that has been
developed to exhibit a natural affinity for a particular protein or structure. This affinity can be based
on the dye itself, for example dyes that intercalate with DNA, or by fusion of the dye to a peptide
that exhibits a natural affinity for a particular target, for example Lifeact?>??, which is used to stain
actin.

Organic dye Immuno-labeling Hybrid-labeling
N °
Target protein '/( ’
A ’ §-j’ £
7 |
Antibody Nanobody  Affimer  Aptamer Self-labeling tags
e Compatible with most targets ¢ High specificity
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when using cell permeable dyes

Big (3-5 nm)
Genome editing required

e Big (3-15 nm)
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Drawbacks e Often requires sample fixation e May intefere with biological
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Chemical-labeling Natural-labeling
- L]
A,
Click Affinity
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dye or target
Drewbachs e Requires chemical synthesis ® Limited choice of
of dye and target dyes and targets

Figure 1.3 Labelling strategies with organic dyes. Several methods have been developed to target organic dyes
to specific structures. Listed are the different methods with their main strengths and drawbacks.

Quantum Dots (QDs) are superior to FPs and organic dyes in terms of brightness and photostability?2.
Most widely used QDs are composed of a cadmium selenide (CdSe) core and a zinc sulfide (ZnS) shell,
which is surrounded by a hydrophilic coating necessary for biological applications. The size of the
CdSe core determines the excitation and emission spectrum, with larger cores exhibiting more red
shifted profiles. The targeting of QDs to specific biological structures remains challenging. Although
QDs can be conjugated to antibodies, similar as organic dyes, there are usually multiple antibodies
attached to a single QD, which can lead to artificial clustering of the target protein. There are various
protocols available nowadays to generate monovalent QDs, but their production is elaborate?*?4,
Another challenge arises from the large size of QDs, which can hinder their penetration into
subcellular compartments?®. QDs that exhibit the same variety of ‘smart’ photophysical behaviors as
FPs and organic dyes have not been developed yet, although QDs have been demonstrated to switch
between fluorescent and non-fluorescent states in a way that can be used for SRM?6. Due to the
multiple issues associated with QDs, their application in cell imaging is not as widespread as that of
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FPs and organic dyes. Nevertheless, the high photostability of QDs has proven very useful for the
long-term tracking of particles, such as viruses and membrane receptors?’/%,

While all types of labelling strategies have their advantages, my PhD work has focused on GFP-like
FPs. The reason for this being that my thesis is centered on the application of quantitative SRM, in
particular molecular counting and particle tracking. These methods rely on smart photophysical
behaviors, are often performed in live cells (particle tracking is exclusively performed in live cells) and
benefit from the 1:1 labelling specificity offered by FPs. For simplicity, | will refer to GFP-like FPs as
just ‘FPs’ throughout this manuscript.

1.2.3 General properties of fluorescent proteins

There exists no single best FP that is the perfect choice for every experiment. Depending on the
application, there are different requirements for the characteristics of the FP. Moreover, some
characteristics that negatively affect standard imaging may be exploited for specific applications.
Examples of this include the environmental sensitivity of FPs that is used for the development of
biosensors, and photochromism that is at the heart of SRM. In this section | outline different
properties of FPs, emphasizing factors that are important to consider when choosing a FP for a given
experiment.

1.2.3.1 Protein structure and chromophore properties

All GFP-like FPs share a similar structure consisting of an 11-stranded B-barrel surrounding a central
a-helix that bears the chromophore (Figure 1.4A). Flexible loops cap the B-barrel at both ends. There
are slight variations in the overall shape of the B -barrel, with FPs originating from Anthozoa species
being slightly more oval than FPs originating from Hydrozoa species (Figure 1.4B). This overall 3-
barrel structure is critical for the fluorescence of FPs as it stabilizes the chromophore, resulting in a
high fluorescence quantum yield (~0.5-0.9, Figure 1.4C). In fact, the free GFP chromophore in
solution is non-fluorescent due to extensive twisting favoring non-radiative decay?®*. Inside the B -
barrel, the chromophore forms auto-catalytically from three amino acids (Ser65, Tyr66 and Gly67 for
wtGFP) only requiring oxygen.
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Figure 1.4 Architecture of GFP-like fluorescent proteins. A) Side view of EGFP (PDB: 4EUL) with the overall
protein structure in grey and the chromophore in green. B) Top view of the Anthozoan FP EGFP and the
Hydrozoan FP mEos4b (PDB: 6GQOY). C) The GFP chromophore is stabilized inside the 8-barrel by an extensive
hydrogen bond network (black lines), van der Waals interactions and rt-stacking interactions. These interactions
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are critical for a high fluorescence quantum yield and determine to a large extend the fluorescent color and
photophysical behavior of the FP.

Most natural FPs have a tendency to form oligomers. This is especially the case for Anthozoan FPs,
which are obligate tetramers and are prone to aggregation3!. This is a problem for the design of FP-
fusions as it may affect the localization and functioning of the labeled protein. Luckily nowadays, the
oligomerization of FPs is quite well understood and most FPs have been successfully engineered
(through site-directed mutagenesis) to be monomeric while preserving their high fluorescence
guantum yield and other desired properties. The oligomerization tendency of FPs is usually assessed
by in vitro methods, such as ultracentrifugation, gel filtration and native electrophoresis. In vivo
methods to examine the oligomerization prospensity of FPs include yeast-two-hybrid approaches
and the OSER (organized smooth endoplasmic reticulum) assay**33. When it is not possible to
monomerize a particular FP, an alternative option is to create a tandem version by fusing two copies
of the FP by a flexible linker3*3, This will minimize unwanted oligomerization of the target protein
but increases the size of the label by a factor of two.

Other important biochemical properties of FPs are their ability to fold in diverse cellular
environments and their tolerance to N-and C-terminal fusions. The proper folding of FPs in different
cellular conditions is not straightforward. Firstly, FPs are derived from organisms that live in cold
environments, while most bacteria and mammalian cells in the lab are cultured at 37°C3%37, This
temperature difference can lead to poor expression and maturation, and several rounds of
mutagenesis might be necessary to enhance the expression of a particular FP at 37°C3738, Secondly,
inappropriate modifications, such as glycosylation and the formation of disulphide bonds, can affect
the folding, fluorescence and localization of FPs3*™*2, This is especially a concern when targeting
proteins along the eukaryotic secretory pathway or in the bacterial periplasm3%*2. To overcome
these problems, several ‘oxFPs’ or ‘moxFPs’ have been designed for expression in such environments
by removal of glycosylation sites and cysteines3>3%*2, The tolerance of FPs to N-and C-terminal
fusions is important as FPs are often used to label other proteins. This has been shown to be a
problem with some Anthozoan derived FPs3*43, Interestingly, Shaner et al showed that this problem
can be overcome by extension of the FP with GFP-like (Hydrozoa origin) N- and C-termini3*.

The chromophore of FPs forms autocatalytically from three amino acids located on the central a-
helix (typically XYG or XWG, where X can be any amino acid (but exceptions exist, see** %)), in a
reaction known as maturation. Chromophore maturation can be divided into three steps: cyclization,
dehydration and oxidation (Figure 1.5). The order of these steps, however, remains debated*3,
Efficient maturation of the chromophore is strongly dependent on the protein matrix around the
immature chromophore. Especially R96 and E222 (GFP numbering) are well-known to play critical
roles in the maturation process®***>>, Maturation times of FPs range from ~10 to ~500 minutes,
depending on the FP and environmental factors®. Because fast maturation is desired for most
experiments®®®’, many mutational studies have focused on the design of fast maturing variants (for
example®®). In addition to being slow, maturation of FPs can also be inefficient®°°. For example, the
maturation efficiency of the RFP FusionRed has been estimated to be only 60% due to cleavage of
the protein backbone preventing maturation®. Yet another maturation related problem is the
formation of fluorescent maturation intermediates. This is seen in DsRed-like FPs, which form a blue
emitting state before reaching the final mature red emitting state, or may be trapped in a green
emitting state and never reach the red emitting state3*>%6061 While the formation of fluorescent
intermediates may pose problems for multicolor experiments, it has also been utilized for the
development of fluorescent timers, which can be used, for example, to monitor different phases of
the cell cycle®®®!, Altogether, maturation is a very complex process, which remains incompletely
understood. Care should be taken to select sufficiently fast and efficient maturing variants to avoid
artifacts, in particular for multicolor and quantitative experiments.
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Figure 1.5 Formation of the GFP chromophore. The GFP chromophore forms autocatalytically, only requiring
oxygen. Chromophore formation involves sequential cyclization, dehydration and oxidation, although the order
of these steps remains debated. The mature chromophore can be either protonated or deprotonated in a pH
dependent manner. The deprotonated anionic state is generally the fluorescent state of the chromophore (see
section 1.2.3.4).

The mature chromophore can adopt either a cis or trans conformation (Figure 1.6). In most FPs, the
cis conformation is the fluorescent state of the chromophore, while the trans-state is non-
fluorescent. There are some exceptions to this rule, including the Red FPs (RFPs) PAmCherry®? and
eqFP611%, and the GFP Gamillus®*%°. Light induced switching between the cis and trans
conformation has been observed in many FPs and is utilized in advanced imaging applications. This
behavior will be discussed in more detail in sections 1.2.3.3 and 1.3.1. It should be noted that strictly
speaking the two isomeric states of the chromophore should be referred to as the Z- and E-state,
rather than the cis- and trans-state (see for example®®). This is because the terms cis/trans can only
be used when both the carbon atoms involved in the double bond have a hydrogen group and one
other functional group, which is not the case for the chromophores of FPs in which the Ca atom is
connected to a nitrogren atom and another carbon atom. However, to avoid confusion with most
existing literature, | will refer to these states as cis and trans throughout my thesis.
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Figure 1.6 The mature chromophore can adopt a cis or trans conformation. A) Cis- and trans-conformations of
the GFP chromophore. B) Cross-sections of the FPs mCherry (PDB: 2H5Q) and PAmCherry (PDB: 3KCT) in the
fluorescence states revealing that the chromophore adopts a cis conformation in mCherry but a trans
conformation in PAmCherry.

1.2.3.2 Color and brightness

Color and brightness are key properties of FPs for research applications. FPs are available spanning
the entire visible spectrum but these FPs are not all equally bright. The brightest FPs are found in the
green/yellow range, while the FPs at both ends of the spectrum (violet/blue and red) show a reduced
brightness (Figure 1.7A)%. Ongoing efforts are focused on the development of brighter FPs covering
the whole range of the visible spectrum, even reaching into the NIR, by mutating the chromophore
itself and the surrounding protein matrix.
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Figure 1.7 Color and brightness of FPs. A) The theoretical brightness of FPs against their maximum excitation
wavelength. Data extracted from FPbase® and includes nonGFP-like FPs (e.g. smURFP). Highlighted are a
selection of popular FPs and FPs with extraordinary brightness. The extinction coefficients and fluorescence
quantum yields of the same FPs are shown in B) and C), respectively.

The fluorescence color of FPs can be tuned by either shortening or extending the m -conjugated
system of the chromophore, or by changing the interactions between the chromophore and the
protein matrix. Shortening or extending the chromophore’s it -conjugated system will result in a blue
shift or a red shift, respectively (Figure 1.8). This can be achieved by changing the first or second
residue of the chromophore®7° or by changing the oxidation, protonation and/or hydration status of
the chromophore®*7%72, |n addition to changing the chromophore itself, color tuning can be achieved
by changing residues near the chromophore®”3. For example, the FPs mTFP1.0 and Citrine have the
same chromophore but their peak absorption differs by 65 nm’3. Such effects are attributed to mt-

stacking and electrostatic interactions between the chromophore and nearby residues, affecting the
extent of electron delocalization>73,
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Figure 1.8 Color tuning of FPs by changing the chromophore. Displayed are various chromophores sorted by
emission wavelength.

The theoretical brightness of FPs is the product of their extinction coefficient and fluorescence
quantum yield. This largely explains why green/yellow FPs are generally the brightest: at this spectral
range there is the optimal balance between a high extinction coefficient and a high fluorescence
quantum yield (Figure 1.7). The reduced brightness of RFPs is for a big part explained by a low
fluorescence quantum yield, meaning that there is a lot of nonradiative decay from the S; to the So



state. There are several factors that have been proposed to contribute to this effect, such as the
reduced energy gap between the Sp and S; states and increased structural flexibility of the RFP
chromophore, both facilitating nonradiative decay®”’47>. The relatively low brightness of violet/blue
FPs, on the other hand, is related to a low extinction coefficient, which has been attributed to the
smaller size of blue absorbing chromophores®.

Efforts to create brighter FPs are mostly focused on increasing the extinction coefficient and the
fluorescence quantum yield by reducing nonradiative decay. This is typically done by directed
evolution: a repetitive process of creation of large protein ‘libraries’ by random and/or site directed
mutagenesis and selection of the best variants. A popular criterium to identify brighter variants is the
fluorescence live-time because it is independent of the protein concentration and in often scales
with brightness (less nonradiative decay -> longer lifetime)’®7°. The mutation process is generally not
completely random but structure guided, targeting residues that are expected to optimize the
planarity and rigidity of the chromophore’”78%°, Such optimization processes have led to, for
example, the creation of mTQ28, a cyan FP with an impressive fluorescence quantum yield of 0.93,
and mCherry-XL’%, a RFP that is three times as bright as its precursor mCherry.

A high theoretical brightness does not always mean a high apparent brightness when the FP is
expressed in cells. The apparent brightness, also called practical brightness, of FPs is dependent on
many factors including efficient expression, folding and maturation, low degradation, various
environmental conditions (see section 1.2.3.4) and formation of short-lived nonfluorescent states.
There are many examples of FPs whose apparent brightness has been increased, not by
enhancement of their theoretical brightness, but by improvement of their expression efficiency (for
example®®2), For optimal expression, the genetic sequence of the FP should be codon optimized for
the host organism®,.

Finally, it is important to note that the appearent brightness of FPs is, of course, dependent on the
applied laser power, and, in view of this, to distinguish between ‘brightness’ and ‘photon budget’.
The photon budget is the number of photons that can be emitted by a fluorophore before it is
irreversibly destroyed (i.e. bleached, see section 1.2.3.3.1). Consider two fluorophores: one
fluorophore with a high brightness but a low photon budget (fluorophore 1) and one fluorophore
with a low brightness but a high photon budget (fluorophore 2). Using a given laser power that
bleaches fluorophore 1 in a single frame, fluorophore 1 will appear brighter (i.e. emit more photons
during a single frame) than fluorophore 2 but fluorophore 2 will be fluorescent for many more
frames (emitting more photons in total). If the laser power is now increased so that fluorophore 2 is
bleached in a single frame, fluorophore 2 will appear much brighter than fluorophore 1 because in
this situation the appearent brightness of both fluorophores is limited by their photon budget. Both
brightness and photon budget should thus be considered when searching for a bright appearing FP. It
should be mentioned, however, that there are practical limitations to increasing the laser power,
especially for experiments with living cells in which phototoxcicity is a concern (see section 1.2.3.5).
Aditionally, increasing the laser power to increase the apparent brightness does not work efficienctly
in situations where the brightness is limited by the formation of short-lived non-fluorescent states
(see sections 1.2.3.3.2,1.6.4.2.1 and 3.1.4.2).

1.2.3.3 Photostability

Photostability refers to the stability of the fluorescence signal of a fluorophore over time. The
photostability of a FP includes its resistance to irreversible photobleaching, which is critical for long-
term imaging, but also its propensity for other light-induced transformations, such as dark state
formation, photoswitching, photoactivation and photoconversion. FPs displaying light induced
transformations, other than photobleaching, are referred to as ‘photochromic FPs’ or
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‘phototransformable FPs’ (PTFPs)®84 Some FPs have been specifically designed and optimized to
exhibit certain photochromic behaviors. These FPs are at the heart of SRM and will be discussed in
detail in section 1.3. Many ‘standard’ FPs also exhibit some degree of photochromic behavior, which
can be problematic in fluorescence techniques such as FRET and FRAP®. Figure 1.9 provides an
overview of common photochromic behaviors found in FPs.
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Figure 1.9 Common phototransformations of FPs. A) All FPs are susceptible to irreversible photobleaching,
which may proceed via Oz dependent or independent mechanisms. B) Photoactivation is the irreversible
conversion of FPs from a non- or weakly-fluorescent state into a fluorescent state. Typical examples are PAGFP
and PAmCherry, which are activated by 405 nm light. C) Photoconversion is the light induced change in
absorption and emission spectra of a FP. Typical examples are Keade-like FPs, such as mEos4b and Dendra2,
which convert from a green emitting into a red emitting state upon excitation with 405 nm light. D)
Photoswitching or reversible bleaching is the reversible loss of fluorescence, often by cis/trans isomerization of
the chromophore. The fluorescent on-state can typically be recovered by excitation of the off-state with blue-
shifted light. E) The formation of transient dark states (photoswitching/reversible photobleaching) gives rise to
blinking at the ms to s time scale. Figure inspired by®®.

1.2.3.3.1 Photobleaching

Photobleaching is the irreversible loss of fluorescence by light-induced destruction of the
chromophore or chromophore pocket locking the chromophore in a non-fluorescent state (Figure
1.9A). As mentioned above, the number of photons emitted by a fluorophore before it is bleached is
called the photon budget. The photobleaching mechanisms of FPs are not fully understood. It has
been shown that FPs can bleach in O, dependent and independent manners and that the applied
laser intensity affects the bleaching mechanism®2°, Duan et al. demonstrated that the fluorescent
protein IrisFP bleaches in a O, dependent manner under low intensity illumination due to oxidation
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of residues in the chromophore pocket, while that under high intensity illumination bleaching
proceeds in an O, independent manner through decarboxylation of E212%. The bleaching rate often
scales nonlinearly with the laser power, indicating that photobleaching can involve two or more
photons®. It is also important to note that while photobleaching is expected to be monophasic,
many FPs show multiphasic bleaching behaviors*>°%2, This might in part be due to the formation of
reversible dark states (discussed below)?>*3 or due to immobilization techniques that fix the dipole
orientation of the FP so that not all molecules experience the same light dose, but more complex
scenarios, such as the existence of multiple subpopulations with different photo-resistance
properties, are not excluded.

1.2.3.3.2 Reversible photobleaching, photoswitching and blinking

In addition to irreversible photobleaching, many FPs can bleach in a reversible manner43>876:8587,94,95
This process is referred to as reversible photobleaching, photoswitching, kindling or dark state
formation. With reversible photobleaching, the lost fluorescence can be recovered in the dark and/or
by illumination with light of a specific wavelength (Figure 1.9D). At the single molecule level,
reversible photobleaching gives rise to a phenomenon named blinking or flickering (Figure 1.9E). A
common mechanism of reversible photobleaching is cis/trans isomerization coupled with
(de)protonation of the chromophore (see section 1.3.1). Typically, the cis-state is the fluorescent
state of the chromophore, while the trans-state is non-fluorescent. The trans configuration of the
chromophore is often quite stable so that thermal recovery back to the cis-state can take seconds to
hours but this process can be accelerated by excitation of the trans-state with cyan/violet light. Non-
fluorescent states that are sensitive to light, such as the trans-state, are generally referred to as ‘off-
states’, while non-fluorescent states that are not light sensitive are named ‘dark-states’ (but note:
this terminology is not consistently used in the literature).

In addition to cis/trans isomerization, other off- and dark-states with a radical nature may be formed,
suspectedly down-stream of the triplet state®. By itself, the triplet state does not live long enough
(~1-5 ms) to be detected as reversible photobleaching or blinking under standard imaging
conditions®°7%8 However, the formation quantum yield of triplet state is large (~0.1-1%) so that
triplet state formation lowers the overall fluorescence intensity in both ensemble and single
molecule imaging (Figure 1.10)%°°, Furthermore, the triplet state provides a starting point for
diverse photochemical reactions, which may lead to the formation of longer-lived dark states and
irreversible photobleaching®.
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Figure 1.10 Triplet state formation lowers the apparent brightness of FPs. The fluorescence signal of a GFP
was simulated under continuous illumination with 488 nm light using SMIS. The fluorophore model is based on
Rane et al.1%, consisting of a fluorescent state and triplet state. The quantum yield of forward ISC is 0.32%,
while the quantum yield of reverse ISC is 0.12%. Thermal recovery from the triplet state happens with a rate of
139 s (half-life 5 ms). A) Absorption spectra used for the simulations. Inset shows the photophysical model. B)
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Simulated ensemble fluorescence signal under continuous illumination with 1-1000 W/cm? 488 nm light,
showing a sharp decay during the first ms due to saturation of the triplet state. C) The number of detected
photons per simulated single molecule under continuous illumination with 1000 W/cm? 488 nm light using a
frame time of 100 ms, assuming that there is no triplet state formation (S, FISC=0%) or that there is triplet state
formation as in B (T, FISC=0.32%).

1.2.3.3.3 Photoactivation

In contrast to reversible and irreversible photobleaching, photoactivation is the irreversible gain in
fluorescence intensity upon illumination. Typical examples of photoactivatable FPs are PA-GFP and
PAmCherry, which are widely used for SMLM (Figure 1.9B)1°%1°2, These PA-FPs start out from a non-
fluorescent state and become highly fluorescent upon excitation with violet (405 nm) light, which
causes decarboxylation of Glu222 (PA-GFP numbering), favoring the fluorescent state of the
chromophore (see section 1.3.2) 621017103,

In addition to true photoactivatable-FPs, various FPs show transient photoactivation under
illumination with their typical excitation wavelength or under dual illumination with blue shifted
light. This transient activation can be seen in a diverse set of FPs, including mStable®, mKate2°%7,
mRuby2®, mOrange2*, TagRFP-T°%8 and mBlueberry2%, In mStable, the transient photoactivation
is due to oxidation of a cysteine residue near the chromophore (C143) , which stabilizes the cis
conformation of the chromophore, enhancing the fluorescence signal and photostability of the FP%,
In the other FPs, the mechanisms underlying the observed photoactivation remain poorly
understood and the observed photoactivation may possibly result from other photochromic events
occurring under specific imaging conditions. For example, a fraction of FPs might start in a reversible
off-state (due to a thermal equilibrium or off-switching by ambient light) and be progressively
recovered under illumination thereby transiently increasing the fluorescent signal, as was proposed
by Botman et al®. This explanation would be especially applicable to FPs that are known to
photoswitch, such as mRuby2 and TagRFP*%7¢, The apparent photoactivation of mOrange2 under
confocal excitation seen in ref* could maybe be explained by orange-to-red photoconversion of the
FP1% increasing the detected fluorescence due to the presence of a 656 nm long-pass filter in the
detection path.

1.2.3.3.4 Photoconversion

Photoconversion is a light-induced change in absorption and emission spectra of the fluorophore.
Photoconvertible FPs (PCFPs) are popular markers for SMLM. Among the different types of
photoconvertible FPs, Kaede-like PCFPs are most commonly used (Figure 1.9C). These PCFPs are
characterized by a histidine as first amino acid of the chromophore and undergo irreversible green-
to-red photoconversion upon irradiation with violet light (typically 405 nm) in a single photon
process!?’. This photoconversion is mediated by extension of the rt-conjugated system of the
chromophore through cleavage of the protein backbone. The photoconversion mechanism of Kaede-
like PCFPs will be discussed in more detail in section 1.3.3. PS-CFP(2) is another type of PCFP that
converts from a cyan- into a green-emitting state in response to ~405-nm irradiation (note: PS stands
for photoswitchable but means photoconvertible)%1% The conversion mechanism of PS-CFP was
proposed to be similar as the activation mechanism of PA-GFP: decarboxylation of Glu222, favoring
the anionic green-emitting state of the chromophore!®, Yet another type of PCFP that has been
designed for SMLM is (PS)mOrange **1%611° pSmQrange photoconverts from an orange to a far red
state upon irradiation with blue-green light (~470-540 nm) in a two photon process!®®. Similarly as for
Keade-like PCFPs, photoconversion of PSmOrange involves cleavage of the protein backbone,
although the photoconversion mechanism is otherwise very different°,
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Green-to-red photoconversion is also observed in GFP and EGFP, in which case the conversion is
referred to as ‘redding’*'¥113, Redding of GFPs is a complex process resulting in multiple
photoconverted states with slightly different emission spectra'**13, Two different mechanisms of
redding have been described: one dependent on low oxygen concentrations!!! and another
dependent on the presence of oxidants!'#!3, the latter named oxidative redding. GFP redding is thus
highly sensitive to the environmental conditions and may proceed differently depending on the cell
type, cellular localization and culture conditions!3114,

Finally, there is a heterogeneous group of FPs that have been reported to photoconvert into a blue
shifted species''®1>116 For example, the RFP mKate(2) converts into green and blue species upon
intense irradiation!'%', This effect was shown to be enhanced by incubation of the FP in sodium
dithionite and was ascribed to a reversible reduction of the chromophore?’. Another example is
presented by NowGFP, a GFP that converts irreversibly from a green into a cyan emitting species by
illumination with blue light, which has been related to cis/trans isomerization of the chromophore
and decomposition of the side chain of K612,

1.2.3.3.5 Conclusion

In conclusion, FPs display a variety of photo-induced transformation, which are often incompletely
understood and can be problematic for imaging. Extra complexity is added by environmental
sensitivity of certain behaviors and the influence of the imaging conditions®/110113114118 | particular,
FPs may display a very different photostability under wide-field illumination conditions than under
scanning confocal illumination conditions**’%%7, The reason for this is likely that the scanning of the
confocal lasers allows short-lived dark states of some FPs to recover, enhancing their apparent
photostability, while the high laser power might induce two photon processes in other FPs,
accelerating their bleaching compared to wide field illumination conditions. As a consequence of this
complexity, different studies may report different photostabilities and photochromic behaviors for
the same protein, which may complicate the choice of a suitable FP for a given experiment. Despite
all the issues arising for photochromism, phototransformable FPs are at the core of SRM techniques
and are thus valuable for biological research.

1.2.3.4 Environmental sensitivity

FPs are highly sensitive to environmental conditions, such as pH, redox status, temperature,
viscosity?®, protein crowding??, pressure!?! and ion concentrations. This sensitivity can give rise to
unwanted photochromic behaviors and lowered fluorescence intensity. To solve such issues, FPs with
high pH and chemical resistance have been developed. At the same time, the environmental
sensitivity of FPs is also a starting point for the development of biosensors.

All FPs are sensitive to the pH of their environment, which is mainly attributed to (de)protonation of
the chromophore, with the protonated state being non-fluorescent (Figure 1.11A). The protonated
state is non-fluorescent due to breakage of the H-bond network, which stabilizes the anionic
chromophore, leading to increased dynamics favoring non-radiative decay?%. The (de)protonation
events of the chromophore are too fast (~us-ms timescale) to be detected as blinking under typical
imaging conditions but quench the overall detected fluorescence signal*?>7'2>. The absorbance of the
protonated chromophore is blue shifted compared to the anionic state and can usually easily be
recognized in the absorption spectrum (Figure 1.11A). Examples of FPs with high pH resistance
include mCerulean3'%, rsGamillus® and TagRFP!?’, which all have a pKa below 4. The pH sensitivity
of FPs is commonly described by a Hill equation, describing their pKa and Hill coefficient (Figure
1.11B). In theory, the Hill coefficient should equal 1, assuming that chromophore protonation occurs
in a simple one-step protonation process solely dependent on the environmental pH. In practice,
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however, the pH sensitivity of FPs is very complex due to interactions between the chromophore and
the rest of the protein matrix and due to (de)protonation of other residues nearby the chromophore,
which may influence the emitted fluorescence!?*%8, Consequently, some FPs exhibit little pH
sensitivity over a wide pH-range!?%%, while others show two distinct protonation steps!3%133,
Moreover, some FPs show a reverse pH dependence, meaning that the anionic (deprotonated)
population increases as the pH decreases!** 136, In the FP mKeima, this effect was ascribed to the
protonation status of residue Asp157 in the chromophore pocket, stabilizing the anionic-cis-
conformation at low pH and the protonated-trans-conformation at high pH3*. It is also important to
note that while the protonated chromophore is considered non-fluorescent, excitation of the neutral
chromophore can in some FPs, including wtGFP, lead to fluorescence emission through formation of
the anionic chromophore by Excited State Proton Transfer (ESPT)®%,
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Figure 1.11 pH sensitivity of FPs. A) Typical absorption spectra of the neutral (pronated) and anionic
(deprotonated) states of a green FP. B) Generally, the fluorescence intensity of FPs is quenched at low pH due to
protonation of the chromophore. The pH sensitivity can be described by a Hill equation, where H is the hill
coefficient. The pKa is defined as the pH at which the FP is at the half max of its fluorescence intensity (grey
dotted line).

In addition to pH, FPs are sensitive to many other environmental factors. Many FPs are sensitive to
chloride and other anions, which quench their overall fluorescence signal*3¥%2, Examples of FPs with
reduced chloride sensitivity are Citrine’*® and hyYFP%, The environmental viscosity can influence the
photochromic behavior of FPs by modulating the flexibility of the protein matrix!°. FPs are also
senisitive to the redox status of their environment, which is mainly due to the relatively long lifetime
of the singlet excited state (ns) and the triplet state (ms), which are both highly reactive. As
described in section 1.2.3.3, the redox environment is known to affect redding of GFPs%1% and the
blueing of mKate!'’. In addition, the redox environment has been shown to affect the blinking and
bleaching of certain FPs'43-147,

To summarize, FPs are highly sensitive to their environment. Consequently, the in vitro performance
of a FP does not necessarily reflect its in cellulo performance. Moreover, the fluorescence properties
of an FP can differ depending on the cell line in which it is expressed and the cellular localization.
Besides live-cell imaging, the environmental sensitivity of FPs can pose problems for chemical
fixation, as the fluorescence intensity of many FPs is reduced after fixation4%148-152 Thijs problem has
been dealt with by the development of several fixation resistant FP variants®>14%149-151 Although the
environmental sensitivity of FPs can complicate experiments, it has also inspired the development of
diverse FP-based biosensors, including pH-1331%, chloride-13%1%2 and redox-sensors!®154,
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1.2.3.5 Cytotoxicity

Low cytotoxicity is an important criterion for FPs since they are used to label and study living cells.
Although FPs are generally considered to be nontoxic, FPs can be toxic and disturb biological systems
through various mechanisms, including the production of reactive oxygen species (ROS) and
interference with the functioning of the labeled protein.

Starting at the maturation process, one H,0, molecule is generated during the maturation of each
chromophore. This low level of H,0; production has been reported to be within the normal cellular
range and is thus not toxic'>®>. However, maturation is not an instantaneous process and FPs may be
in an immature state for minutes to hours. These immature FPs have been reported to produce
continuously 02°*~ and H,0; in the presence of NADH in a catalytic manner, which was shown to
activate stress response pathways in both E. coli and Hela cells'*®. After maturation, FPs can produce
ROS in a light dependent manner via type | and Il photosensitization mechanisms®’. This effect is
particularly a concern for long-term live cell imaging. While ROS production is usually unwanted,
some FPs have been engineered to produce large amounts of ROS upon excitation, such as KillerRed
and SuperNova®”1%8, The structural basis for the high phototoxicity of KillerRed has been proposed
to be a water channel connecting the chromophore to the solvent, facilitating exchange of O, and
ROS molecules® %, FPs, such as KillerRed, are used in research as photosensitizers to inactivate
specific proteins and to kill cells in a controlled light-induced manner®®, It is important to note that
imaging induced toxicity is not necessarily dependent on ROS generation by FPs, but may also be a
direct effect of the illumination. Violet and blue light are known to be phototoxic, while red shifted
light has been reported to be less harmful'®®®161 The phototoxicity of UV and blue light is the result
of the excitation of flavins and porphyrins, which are naturally present inside cells, leading to the
generation of ROS?,

Another potential source of toxicity is physical disturbance of the biological system?%%3, This might
be because the FP is not fully monomeric'®, does not fold properly and aggregates, or because the
FP sterically hinders the activity of the labeled protein, which may activate stress response pathways
or may alter the ability of the cell to respond to certain stimuli. For this reason, it is always important
to validate that the cells expressing a fusion construct behave similarly as wild-type cells. A possible
solution to oligomerization, when suitable FPs with high monomericity are not at hand, is the use of
tandem FPs but this comes at the cost of a larger label size3*%. It is worth noting that FPs that
perform well in one fusion construct or in one cell line, may be problematic in another. For example,
mCherry, which has been widely used in biological studies, was reported to form large aggregates in
neurons®.

In conclusion, although FPs are widely used in biological research, labelling with FPs may lead to
toxicity and disturbance of the biological system. To minimize toxicity, there are several factors that
should be considered. Firstly, it is advisable to use readily folding, highly monomeric and fast-
maturing FPs to minimize ROS production and aggregation. Secondly, imaging should preferably be
performed using red shifted light and using as low doses as possible. Lastly, it important to validate
that localization and functioning of the protein of interest is not affected by the fluorescent label.

1.3 Fluorescent proteins for super-resolution microscopy

Super-resolution microscopy techniques have pushed, and keep pushing, the resolution of optical
microscopy into the nanometer range. There exists a variety of SMR methods which rely on advances
in instrumentation and fluorophore developments. These techniques can be roughly divided into two
major categories: those based on structured illumination (deterministic methods: e.g. SIM, STED and
RESOLFT) and those based on stochastic single molecule activation/blinking (SMLM techniques:
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PALM, STORM, PAINT and MINFLUX (also requires structured illumination))®®. These different
techniques require different types of fluorophores.

SIM is based on the use of periodic illumination patterns and sophisticated software to reconstruct
the image through Fourier space!®’. Although the gain in resolution using SIM is limited compared to
other SMR techniques (only up to 100 nm resolution), a big advantage is that it is performed using
standard fluorophores®’. STED microscopy utilizes the possibility to de-excite fluorophores by
stimulated emission to increase the imaging resolution'®®, To this end, STED imaging is performed
using two sequential laser pulses: firstly, a Gaussian beam to excite the fluorophores and secondly, a
donut-shaped beam to de-excite the fluorophores at the edge of the Gaussian, thereby reducing the
area of emitted fluorescence’®®. STED imaging requires fluorophores with a high photostability and
that can be de-excited efficiently by stimulated emission, for which reasons organic dyes are more
commonly used than FPs®8, RESOLFT makes use of a similar illumination scheme as STED but uses
photoswitchable fluorophores instead, switching the fluorophores into a non-fluorescent state
instead of de-exciting them?®°. Reversibly photoswitchable FPs are highly suitable for this latter
technique®®. More detailed descriptions of these, and other, deterministic super-resolution methods
can be found in recent reviews¢168,

SMLM techniques rely on the stochastic activation or blinking of molecules, with the different SMLM
methods relying on different types of fluorophores and different activation/blinking mechanisms?’.
PALM imaging makes use of the stochastic photoactivation or photoconversion of photoactivatable
and photoconvertible FPs. Sometimes, PALM imaging is performed using reversibly photoswitchable
FPs but this is less common®’*172, STORM imaging relies on the stochastic blinking of organic dyes.
PAINT imaging is based on the stochastic binding and unbinding of a fluorophore to its target.
MINFLUX combines SMLM with a donut-shaped excitation beam to reach nanoscale precision while
requiring only few photons?’®. A more detailed description of PALM, STORM and PAINT imaging is
provided in section 1.4.2.

As a side note, the distinction between PALM and STORM imaging is not clear-cut. Historically, PALM
imaging is performed using FPs, while STORM imaging is perfomed using organic dyes. However, one
can also argue that the difference between PALM and STORM imaging is that PALM is based on
irreversible phototransformations (photoconversion and photoactivation), while STORM is based on
reversible phototransformations (photoswitching/blinking), in which case PALM and STORM can both
be perfomed using FPs or organic dyes. Throughout my thesis | will use the first definition that PALM
is performed using FPs, while STORM is performed using organic dyes.

In this section | give an overview of the different types of phototransformable fluorescent proteins
used for super-resolution microscopy: reversibly photoswitchable FPs (RSFPs), photoactivatable FPs
(PAFPs) and photoconvertible FPs (PCFPs). The main focus will be on photoconvertible FPs, especially
those of the EosFP family, which are the FPs | have mostly worked with.

1.3.1 Reversibly photoswitchable fluorescent proteins

Reversibly photoswitchable fluorescent proteins (RSFPs) are FPs that can be repeatedly switched
between a fluorescent on-state and a non-fluorescent off-state. Such light-induced switching was
first reported by Dickson et al. in 1997, who observed single molecule blinking of GFP mutants under
illumination with 488 and 405 nm light!’. Since then, blinking has been observed in many FPs and
FPs with enhanced switching behaviors have been developed for SRM application. Based on the
wavelengths used for on/off-switching and fluorescence excitation, RSFPs can be grouped into three
classes: negative RSFPs, positive RSFPs and decoupled RSFPs (Figure 1.12).
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Figure 1.12 Classes of Reversible Switchable Fluorescent Proteins (RSFPs). RSFPs can be grouped into three
classes based on the wavelengths used for on/off switching and fluorescence excitation. A) Negative RSFPs are
switched off by the same wavelength used to elicit fluorescence and switched on by blue shifted light. B)
Positive RSFPs are switched off by blue shifted light and switched on by the same wavelength used to elicit
fluorescence. C) In decoupled RSFPs, on/off switching is decoupled from fluorescence excitation. Note that the
wavelengths denoted in the figure are for illustrative purposes, representing common laser lines used for
switching of common RSFPs.

Photoswitching of both positive and negative RSFPs is based on changes in the cis/trans isomeric
state and protonation state of the chromophore. Popular examples of positive and negative RSFPs
include Padron3%17>17¢ gand rsCherry!’”’, and Dronpa’® and rsEGFP(2)9%, respectively. The
difference between positive and negative RSFPs is that in positive RSFPs the wavelength used to elicit
fluorescence emission switches the FP to the on-state, while in negative RSFPs this wavelength
switches the FP to the off-state (Figure 1.13). Underlying this difference are the pKa’s of the cis- and
trans-states, as photoswitching involves four chromophore species: cis-anionic, cis-protonated,
trans-anionic and trans-protonated, with the cis- and trans-anionic states, and the cis- and trans-
protonated states having similair absorption spectra (Figure 1.13). In negative RSFPs the pKa of the
cis-state is much lower (~5-6) than the pKa of the trans state, which is generally >10122130,181,
Therefore, at physiological pH, the cis-state is mostly anionic while the trans-state is mostly
protonated, absorbing blue-shifted light, so that excitation of the fluorescent cis-anionic state leads
to off-switching, while excitation of the trans-protonated state with violet/blue light leads to on-
switching (Figure 1.13A&C). In positive RSFPs, on the other hand, the pKa of the trans-state is lower
than the pKa of the cis-state!32!8!, Consequently, efficient photoswitching of positive RSFPs happens
at pH values lower than the cis-state pKa but higher than the trans-state pKa. In this situation, there
is a mixture of anionic and protonated cis-state, which can be switched off by excitation of the
protonated cis-state, while the mostly anionic trans-state can be switched on with the same
excitation wavelength used to elicit fluorescence from the cis-anionic state (Figure 1.13B&D).
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Figure 1.13 Photoswitching mechanisms of negative and positive RSFPs. Photoswitching of both negative (A &
C) and positive (B & D) RSFPs is based on changes in the cis/trans isomeric state and protonation state of the
chromophore. Shown are the examples of Dronpa, a negative RSFP, and Padron, a positive RSFP. A & B)
Cartoons of the emission and absorption spectra of Dronpa (A) and Padron (B) in the on and off states. C-D)
Schematics of the photoswitching pathways in Dronpa (C) and Padron (D). The sizes of the arrows in C and D
reflect the relative differences in quantum yields and rates. Colored arrows indicate light driven transitions
(pruple = 405 nm, cyan = 488 nm), grey arrows indicate thermal transitions.

In contrast to negative and positive RSFPs, decoupled RSFPs are FPs in which on/off switching is
decoupled from fluorescence excitation. This class only contains a single FP: Dreiklang'’%82, |n
Dreiklang, fluorescence emission is elicited by excitation with ~488-515 nm light, while on- and off-
switching is achieved by excitation with ~365 nm and ~405 nm light, respectively!’%®2, This
disconnection is due to the fact that off-switching occurs from the neutral state of the chromophore,
which absorbs around 405 nm, while the off-state is a hydrated state of the chromophore, which
absorbs around 340 nm, so that excitation of the on-state with 515 nm light has little effect on the
switching'’!. A disadvantage of Dreiklang is that switching requires relatively high intensities of 365
and 405 nm light, which are highly phototoxic. To overcome this problem, Dreikling was subjected to
random mutagenesis resulting in a FP which was named SPOON (SPOntaneous switching ON
fluorescent protein)*®3. Compared to Dreiklang, spontaneous thermal recovery from the off-state is
faster in SPOON and off-switching of SPOON can be efficiently achieved using 488 nm light alone so
that SMLM imaging can be performed using only a single laser at 488 nm, which is a clear advantage

for live-cell imaging®®3. A disadvantage of the strategy, however, is that there is limited control over
the localization density.

In addition to photoswitchable RSFPs, switching of some FPs can be chemically induced. The addition
of thiols, such as B-mercaptoethylamine (MEA) and B-mercaptoethanol (BME), has been shown to
promote blinking of, for example, the popular red FP mCherry, and the photoconvertible mEos2 and
mEos3.21437146 The identification of such FPs that blink in a chemically induced manner opens up the
possibility to use standard FPs for SMLM imaging and to multicolor imaging using both FPs and
organic dyes under STORM-like conditions'**-24¢, Cloin et al. revealed the mechanisms of BME
induced dark state formation in mCherry, showing that BME can either covalently attach to the

35



chromophore or reduce the chromophore, both resulting in an off-state that can be recovered by
washing out the BME or by excitation with 405 nm light*®. Unfortunately, this quenching mechanism
appeared unique to mCherry, so that this strategy cannot be widely used*.

1.3.2 Photoactivatable fluorescent proteins

Photoactivatable FPs (PAFPs) can be irreversibly switched from a non-fluorescent (or very weakly
fluorescent) state into a strongly fluorescent state. The lack of fluorescence from the initial non-

fluorescent off-state of PAFPs can be an advantage over PCFPs for multicolor imaging. FPs in this

category include PA-GFP, PAmCherry, PAmKate and PATagRFP.

In both PA-GFP and PAmCherry photoactivation was shown to involve UV-induced decarboxylation of
E212 (GFP numbering), although the effect of E212 decarboxylation was shown to be strikingly
different. In PA-GFP, E212 decarboxylation was reported to increase the pKa of the chromophore,
favoring the fluorescent anionic state®>1%, |n PAmCherry, on the other hand, E212 decarboxylation
was reported to promote double bond formation between the Ca and C3 atoms of the tyrosine side
chain in the chromophore, extending the m-conjugated system®. Interestingly, the on-state
configuration of the PAmCherry chromophore was shown to be the trans-state, while the on-state
configuration of the non-photoactivatable mCherry chromophore is the cis-state®?. The
photoactivation mechanisms of PAmKate and PATagRFP are not fully understood. Photoactivation of
PAmKate was proposed to involve E212 decarboxylation and chromophore deprotonation as in PA-
GFP, based on a similar changes in absorption spectra between the off-and on-states and similar
photoactivation capabilities at cryogenic temperature®*#°, Photoactivation of PATagRFP was
proposed to be a two-step oxidation process, thus requiring two photons, with the second oxidation

step being similar as in PAmCherry?8,

1.3.3 Photoconvertible fluorescent proteins

Photoconvertible FPs (PCFPs) can be converted irreversibly from one fluorescent color into another,
typically red-shifted, color. An advantage of PCFPs over PAFPs is that the fluorescence of the initial
state enables straightforward detection of successfully labeled samples. As discussed in section
1.2.3.3, there exist different types of PCFPs which have been developed for SMLM. Here, | will focus
on Kaede-like PCFPs, which are the most widely used.

The protein Kaede was discovered in 2002 by Ando et al., who cloned the protein as a green-emitting
FP from the stony coral Trachyphyllia geoffroyi*®’. The green-to-red photoconversion capabilities of
the protein were discovered by chance when the protein was left overnight on the lab bench and
was converted into a red-emitting FP by sunlight'®’. The FP was named ‘Kaede’, meaning maple leaf
in Japanese®. Following the discovery of Kaede, different green-to-red PCFPs were found in other
coral species, including EosFP, which was cloned from the stony coral Lobophyllia hemprichii*®. The
biological function of green-to-red PCFPs has been proposed to be the scavenging and conversion of
blue light, which penetrates best in water, into red light, which is more useful for photosynthesis and
is less phototoxic'®. In addition to these naturally occurring PCFPs, Kaede-like green-to-red PCFPs
have been created by directed molecular evolution from non-photoconvertible green FPs (KikGR!®
and mClavGR2%).

The photoconversion mechanism of Kaede-like PCFPs has been intensively investigated. All Keade-
like PCFPs have a Histidine as first amino acid of the chromophore. Incorporation of this Histidine
into the m-conjugated system of the chromophore is responsible for the green-to-red
photoconversion (Figure 1.14A). This process is mainly triggered by excitation of the neutral green
chromophore by UV light, which leads to breakage of the protein backbone in between F61 and H62
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(Figure 1.14A). The exact reactions leading to this backbone cleavage remain incompletely
understood. Various reaction mechanism have been proposed involving B-elimination via stepwise
E1 or concerted E2 mechanisms'®*1% the triplet state!®®, an intermediate radical state!® and/or
excited-state proton transfer'®, A consensus between these different hypotheses is that the fully
conserved E212 plays a critical role, although its exact function remains under investigation92:194195,
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Figure 1.14 Photoconversion of Kaede-like PCFPs. A) Absorption (dashed lines) and emission (solid lines)
spectra of the green and red anionic states of the popular Kaede-like PCFP mEos4b. Green-to-red
photoconversion is the result of incorporation of His61 (mEos4b numbering) into the conjugated system of the
chromophore due to cleavage of the protein backbone at the level of Phe61. B) Jablonski diagram of the two
photoconversion pathways: UV-photoconversion and primed-photoconversion. UV-photoconversion is a one
photon process which is initiated from the green neutral chromophore by excitation with UV (typically 405 nm)
light. Primed-photoconversion is initiated from the green anionic chromophore, which upon excitation with blue
light can enter the triplet state from which photoconversion can occur upon excitation with red (650-800 nm)
light. Primed photoconversion can also happen (although inefficienctly) under illumination with 488 nm light
alone. Note that the primed photoconversion pathway is not efficient in all Kaede-like PCFPs. Solid lines indicate
light induced processes, dashed lines indicate thermal processes, and wavy lines indicate fluorescence emission.

To gain better understanding of the fundamental properties of PCFPs, Field and Matz traced back the
evolution of green-to-red photoconversion'®®. Their efforts resulted in the design of ALL-GFP, a green
non-convertible FP believed to be the common ancestor of Anthozoa FPs, and LEA (least involved
ancestor), bearing a minimal number of 12 mutations necessary to engineer PC from ALL-GFP*. In
following studies, LEA was subjected to extensive biochemical and photophysical characterizations to
gain insight into the fundamentals of photoconversion'®-2%°, Kim et al. (2013) showed that the pH-
dependence of the photoconversion rate of LEA follows a bell-shaped spectrum with a maximal
photoconversion quantum yield of 1.5x102 at pH 6.1'%, Based on this finding and further structural
characterization they proposed a critical role for the H-bond network around the chromophore
involving residues E222, H203, E148, and R69%, Later Kim et al. (2015) showed that flexibility of the
protein backbone is essential for efficient PC¥’. Krueger et al (2019) reported that dual illumination
with 400 and 505 nm light enhances the photoconversion of LEA, which they proposed is due to an
increased protonated green population (light-induced formation of the trans-protonated green off-
state), suggesting that photoconversion may occur from both the cis-neutral and trans-neutral
chromophore!®. A limitation of all these studies on LEA is that they do not include any standard
PCFPs for comparison, so that it remains unclear whether the properties of LEA are truly
representative of Kaede-like PCFPs.

The photoconversion quantum yield of PCFPs by excitation of the green neutral state has been
estimated to be in the order of 1x10 up to 1x1073 (Table 1.1) #107.187.201.202 | the PCFP Dendra,
photoconversion was shown to also occur from the green anionic chromophore, although with a
much lower quantum yield (~6x107° vs ~1.5x103)1%, It is important to note that photoconversion
from the green to the red state is not 100% efficient. The photoconversion efficiency (PCE) has been
estimated between 1% and 90% (Table 1.2)#4164203-206 'danending on the PCFP, the environmental

37



and illumination conditions, and the method used to estimate the PCE. There are several factors that
have been proposed to contribute to the suboptimal PCE of PCFPs including bleaching of the green

state, and the existence (or formation) of a green subpopulation that is unable to conver

Table 1.1 List of reported photoconversion quantum yields.

t199,203,204

Reference PCFP Photoconversion Notes
quantum yield

Adam et al. (2008)  IrisFP 1.8e-3 Purified protein, 405 nm light

EosFP 8e-4 Purified protein, 405 nm light
Ando et al. (2002) Kaede 2.4e-4 In cellulo, 365 and 400 nm light
Avilov et al. (2014) | Dendra2 1.4e-5 In cellulo, 405 nm light
Habuchi et al. mKikGR 7.5e-3 Purified protein, 405 nm light
(2008) KikGR 4.7e-3
Makarov et al. Dendra2 1.5e-3 From the neutral chromophore (400 light)
(2014) Purified protein

6e-5 From the anionic chromophore (488 nm)

Expectedly via the same pathway as primed
photoconversion (see below)

Table 1.2 List of reported photoconversion/effective labeling efficiencies. Depending on the method, is is
difficult to distinguish the PCE from the effective labelling efficiency (ELE) or the detection efficiency. For a more
detailed discussion on the differences between the PCE, the ELE and the detection efficiency see section 1.6.1. A
detailed explanation of the different counting methods (off-time tresholding and blinking statistics) can be

found in section 1.5.2.

Reference PCFP PCE/ELE Method Notes
Baldering et al. mEos3.2 64% Blinking statistics Purified protein, genetic and
(2019) synthetic dimers (61% in
cellulo)
210 W/cm? 568 nm light and O-
30 mW/cm? 405 nm light.
Baldering et al. mEos4b 79% Blinking statistics FP fusion to membrane protein
(2021)
0-30 mW/cm? 405 nm, 210
W/cm? 568 nm and 4.6 W/cm?
638 nm
Durisic et al. mEos2 60% Stepwise FP fusion to membrane protein
(2014) mEos3.2 42% photobleaching on Xenopus oocyte
mClavGR2 56%
mMaple 51% 405 nm light 1-10 W/cm2 for
Dendra2 54% 2-15 s dependeing on the
fluorophore
mEos2 61% Single molecule FP fusion to membrane protein
mEos3.2 41% counting (off-time on Xenopus oocyte
mClavGR2 53% tresholding)
mMaple 54% 0-10 W/cm2 405 nm light and
Dendra2 48% 1 kW/cm? 560 nm light
Fricke et al. (2015) | Eos2 90% Blinking statistics Fusion to membrane protein
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0-10 W/cm? 405 nm light and
500 W/cm? 568 nm light

PCE overestimated due to a
shortcoming in the counting
model (see section 1.5.2.2)

Puchner et al. mEos2 59% Single molecule In cellulo, fused to membrane
(2013) counting (off-time protein, dimers and trimers
tresholding)
0.06-10 W/cm? 405 nm and 1
kW/cm? 561 nm
Thédié et al. mEos2 25% Comparison of the 561 nm light only (2400
(2017) photoconversion rate W/cm?)
with the green decay
rate
Thevathasan etal. | mMaple 55-58% | ELE estimation using the | 27.5 W/cm? 405 (increasing
(2019) NPC template (see pulse length) and 3.5 kW/cm?
section 3.1.2.2) 561 nm
Fixed and live cells
Wang et al. (2014) Dendra2 3.9% Comparision of the Expressed in E.coli, fused to
mEos2 1.0% number of localizations | hupA gene
mEos3.2 1.7% (corrected for blinking)
tdEos 4.0% with the expression Reported is the ‘signaling
mKikGR 2.7% level of the fusion efficiency’
mMaple 20% protein (determined by
mMaple2 18% quantitative westen Low signaling efficiencies may
mMaple3 10% blot) be explained by slow

maturation of the PCFPs in the
rapidly dividing E.coli cells

0-1 kW/cm? 405 nm and 1.8
kW/cm? 561 nm

A disadvantage of Kaede-like FPs for live-cell imaging is the need for phototoxic UV light for efficient
photoconversion®161, In addition, photoconversion by UV cannot easily be axially confined, limiting
single cell imaging in vivo®. Dempsey et al. discovered that these limitations can be overcome by
the use of primed photoconversion (Figure 1.14)%%. In contrast to UV-induced photoconversion,
primed photoconversion initiates from the anionic green chromophore by excitation with blue light.
Excitation of the anionic chromophore was found to lead to the formation of an intermediate
‘primed’ state, from which photoconversion can be induced by excitation with ~650-800 nm
light®%8207 This ‘primed’ state, was later proposed to be the triplet state”. It should be noted that
not all UV-convertible PCFPs are convertible by primed photoconversion. One key residue for primed
photoconversion is T69 (or S69), which controls the conformation of R66 (Figure 1.15), which was
proposed to influence triplet state formation and flexibility of the chromophore®”8147, The fact that
not all PCFPs are convertible by primed photoconversion has opened the possibility for pseudo two-
color PALM imaging by combining primed- and UV- photoconvertible FPs%2%, There is, however, also
a serious drawback of primed-photoconversion, which is that the PCE is expectedly significantly
lower than with UV photoconversion®’. This might be explained by increased bleaching of the green
state by the applied 488 nm light. In addition, primed-photoconvertible FPs appear less bright than
their UV-convertible variants because their chromophores have a higher pKa due to the T69

mutation®’.
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Figure 1.15 T69 facilitates primed photoconversion. T69 controls the conformation of R66, which exerts strong
effects on the photophysical properties of the FP. Figure adopted from#.

UV photoconversion
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1.3.3.1 The EosFP family

Members of the EosFP family are among the most popular PCFPs for SMLM imaging because of their
relatively good brightness and photostability. Furthermore, some of the members were designed to
have an exceptional resistance to chemical fixation, which is useful for correlative studies. In addition
to PCFPs, the EosFP family contains efficient RSFPs and variants which both photoswitch and
photoconvert efficiently. Figure 1.16 shows an overview of the EosFP family.
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Figure 1.16 The EosFP family. Overview of Eos variants derived from the naturally occurring EosFP. The
oligomerization state of each variant is represented in the number of FP molecules. Note that this is not an

exhaustive overview of all mutants.

Like all other anthozoan FPs, the original EosFP is an obligate tetramer'®, which is not practical for its
use in biological research. Monomerization of EosFP was achieved by introducting two mutations,
V123T and T158H, that disrupt the two dimer interfaces, resulting in mEosFP8, Unfortunately,
mEosFP showed poor maturation at 37°C*. As a temporary solution, a tandem dimer, tdEosFP, was
designed from the dimeric d2EosFP (EosFP- T158H), which exhibited efficient maturation at 37°C,
Later, three additional mutations were found that restored efficient maturation of mEosFP at 37°C
(N11K, E70K and H74N), resulting in mEos238. However, mEos2 appeared to be only partially
monomeric, so more efforts followed to design truly monomeric EosFP variants, resulting in mEos3.1
(mEos2 - 1102N, 1157V, H158E, Y189A) and mEos3.2 (mEos3.1 - V1571)1%420° |mportantly, when
mEos4a and mEos4b were designed from mEos2, the mutations responsible for the high monomeric
quality of mEos3.2 were maintained to create again truly monomeric variants®®°. Finally, pcStar
(mEos3.2 — D28E, L93M and N166G) was derived from mEos3.2 by site directed and semi-random
mutagenesis, creating a FP with improved maturation and photoconversion?®,

Members of the EosFP family display a variety of photochromic behaviors. EosFP is naturally
photoconvertible from the green neutral state by excitation with UV light'®. In addition,
photoconversion may also occur by excitation with 488 or 561 nm light (readout photoconversion),
although this pathway is much less efficient and the mechanism of this pathway remains unclear?®,
EosFP originally caries an alanine at position 69 and is thus not efficiently convertible by primed-
photoconversion. Variants with efficient primed-photoconversion were derived from mEos2 and
mEos3.2 by introduction of A69T?¥2%°. Mutation of H62, the first residue of the chromophore, in
mEos2 and mEos3.1 yielded the non-photoconvertible mGoes?'! and Skylan?!? variants, which are
efficient negative RSFPs. Furthermore, dual photochromic variants (IrisFP and mlrisFP) were
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developed from EosFP and mEosFP by mutation of F173S, introducing efficient cis-trans
photoswitching while preserving the green-to-red photoconversion capabilities of the FP20%213,
Finally, the intriguing RSFP rsEospa was derived from Skylan-NS, showing the formation of a rare
cationic chromophore in a pH and light dependent manner?**, It should be noted that likely all EosFP
variants exhibit some degree of photoswitching by cis-trans isomerization, although much less
efficiently than true RSFPs. This may be explained by the fact that both photoswitching and
photoconversion require flexibility of the protein matrix 119, so that the ability to photoswitch may
be an unavoidable side-effect of the ability to photoconvert.

The increasing interest in Correlative Light and Electron Microscopy (CLEM) has motivated the
development of fixation resistant FPs, as chemical fixation reduces the fluorescence intensity of
many standard FPs. To this end, mEos4a and mEos4b were designed to withstand osmium tetroxide
(0s04) embedding, typically used for sample preparation in electron microscopy (EM)*°. The
increased fixation resistance of mEos4a and mEos4b was achieved by mutating reactive surface
exposed residues (Lys, Cys, His and Met) into less reactive residues with similar size and charge. Fu et
al. later combined the mutations responsible for the fixation resistance of mEos4b with the
mutations responsible for the increased performance of pcStar to create mEosEM, a variant with
improved expression and fixation resistance (note: after Epon embedding mEosEM is no longer
photoconvertible, only photoswitchable)'*. Finally, fixation resistant RSFPs, frSkylan variants**! and
mEosEM-E2%5, were derived from mEos4b and mEosEM by mutation of H62.

The utility of EosFP variants for super-resolution microscopy has driven many structural and
photophysical studies to elucidate the molecular mechanisms driving their rich photochromic
properties. Here, | compiled a photophysical model of mEos4b based on studies of various EosFP
variants (Figure 1.17):

Dark Green On-state  Green Red Red On-state Dark,
cis anionic  cis neutral cis neutral cis anionic

oo
ﬁ**% @*@

trans trans neutral  trans neutral  trans :
anionic i.e. Off-state i.e. Off-state anionic 75

Figure 1.17 Tentative model of mEos4b photophysics. Solid arrows indicate light induced processes, dashed
lines indicate thermal processes. Question marks indicate states/transitions that remain poorly characterized.
See text for details.

*  Photoconversion: mEos4b is UV-photoconvertible from the green neutral state into the red
neutral state. Photoconversion can also be elicit by excitation with 488 or 561 nm light,
although inefficiently (presumably from the anionic chromophore, primed
photoconversion?)?%. The photoconversion efficiency of EosFP variants has been estimated
to be between 25 and 80%, depending on the variant and the illumination/environmental
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conditions (see Table 1.2)1#4203-206.216 mEqs4b is not efficiently convertible by primed
photoconversion because it carries a valine at position 69.

Photoswitching (i.e. cis/trans isomerization): In both the green and red state, the
chromophore of mEo4b is able to cis/trans isomerize in a light induced manner, with the
trans neutral state referred to as the ‘(long-lived) Off-state’?”:218, As such, mEos4b behaves
as an inefficient negative RSFP, with on- and off-switching induced by 405 and 488 nm light,
and 405/488 and 561 nm in the green and red states, respectively. The cis conformation (On-
state) of the chromophore is the thermally favored conformation so that the Off-state will
relax back to the On-state in the dark with a half-time of ~2.8 hours and ~2 hours for the
green and red states, respectively?”-?18 |t is worth noting that, although the absorption
spectrum of the green state shows no significant absorption around 561 nm, intense
illumination with 561 nm light was shown to switch and bleach the green state of mEos
variants, including mEos4b, due to the so-called Urbach tail effect?°#?1°, This behavior was
shown to affect the photoconversion kinetics under SMLM imaging conditions, which
typically require intense 561 nm light for readout of the red fluorescence?®,

Formation of short-lived green dark- and off-states: A short-lived off-state sensitive to 488
nm light was identified in green mEos4b by De Zitter et al (Offss5)?*8. In addition, Thédié et al.
reported the formation of a non-absorbing short-lived green dark state (Dark, half-time ~400
ms) in mEos2, which they proposed to be a radical state similar to a state previously reported
in IrisFP%2% |t is unclear whether Offss and Dark could refer to the same state. Although,
Thédié et al. reported that Dark is insensitive to 561 nm light, the recovery rate from Dark
was reported to be ~5 times faster under 488 nm light than under 561 nm light even though
the 488 nm light intensity was more than 100 lower than the 561 nm light intensity?®,
suggesting that this state is likely sensitive to 488 nm light. Furthermore, the recovery rate
reported for Dark under 10 W/cm? 488 nm light (0.18 s) is comparable to that reported for
Offgs under 7 W/cm? 488 nm light (0.32 s) and also the off-switching rates of Dark and
Off4ss appear comparable?®#2!8, To indicate the possibility that Off488 and Dark might be the
same state, Dark is highlighted with a question mark in Figure 1.17.

Formation of short-lived red dark- and off-states: De Zitter et al. showed that the red state
of mEos4b contains at least one but probably two light insensitive dark states (Dark; and
Dark,)?Y. Dark; (half-time ~40 ms)was proposed to be of radical nature, similar to the short-
lived dark states found in IrisFP and mEos2%47:27 Dark, was left uncharacterized?'’. In
addition to these dark states, Sun et al. reported the formation of a red off-state driven by
illumination with 405 nm light in mEos3.2%8, They showed that this off-state could be
recovered by illumination with 561 nm light*®, Although the nature of this off-state remains
elusive, it is most likely formed from the neutral state of the chromophore which absorbs
strongly around 405 nm. It remains to be investigated whether this 405 nm induced off-state
(Off40s) is also present in mEos4b.

Photobleaching: Photobleaching can occur from every light sensitive state. Duan et al.
characterized in detail the photobleaching mechanisms of the green state of IrisFP®. They
found that under low laser-light intensities (<<100 W/cm?) bleaching happened in an O,
dependent manner by sulfoxidation of M159 and C171, locking the chromophore in a non-
fluorescent state®®. Under conditions with high (>100 W/cm?) laser intensities, they found
that bleaching mainly happened in an O, independent manner by decarboxylation of E212%,
Both bleaching pathways were proposed to proceed via the triplet state®. In line with this
hypothesis, the bleaching quantum yield of mEos2 was shown to be increased in the absence
of O,, which prolongs the lifetime of the triplet state!¥. It is likely that similar bleaching
pathways are present in mEos4b.

43



In conclusion, members of the EosFP family exhibit rich photochromic behaviors. The relatively high
brightness, good photostability and fixation resistance (of some of the members) make EosFP
variants popular markers for super resolution imaging and fluorescence - EM correlative studies. The
highly complex and still incompletely understood photophysical behaviors, however, can cause
artifacts, especially in quantitative experiments.

1.3.4 FPs for SMLM at cryo-temperature

There is growing interest in SMLM imaging at cryogenic temperature (CT), also referred to as
cryoPALM?%, There are several reasons for this. Firstly, chemical fixation is known to disturb various
biological structures, while these structures can be well-preserved by cryofixation?2:722, Secondly,
SMLM imaging at CT opens the possibility for correlative imaging with cryo-electron microscopy
(cryoCLEM)?27225_ astly, at CT, the emission spectrum of FPs is narrowed, which is advantageous for
multicolor imaging, and photobleaching is reduced, which means more photons and thus a better
localization precision®22-227 A hurdle, however, for cryoPALM imaging is the limited number of
available fluorophores that efficiently switch or activate at CT.

Diffusion and protein motions are restricted at CT. Consequently, many organic dyes, whose blinking
relies on the diffusion of buffer molecules, cannot be used at CT. Furthermore, many standard PTFPs
that are used at RT do not photoswitch, -activate or —convert at CT because their activation
mechanism requires large structural rearrangements. Numerous FPs have been tested for their
ability to switch at CT, which has led to the identification of a diverse set of cryo-switchable FPs,
including RT PTFPs and standard FPs. However, the photoswitching efficiency is often limited
compared to RT and the underlying mechanisms remain poorly understood.

Typical RSFPs that have been reported to also photoswitch at CT include Dronpa?2422822° gnd
rsEGFP22%°, These FPs have been shown to maintain their behavior as negative photoswitchers, albeit
with slower and less efficient switching kinetics??4#22822% |t is unclear whether the photoswitching of
these FPs at CT proceeds via the same cis-trans isomerization mechanism as at RT. trans-to-cis
isomerization has been shown to be maintained in the RSFP Padron at CT?*°. However, in other
RSFPs, including Dronpa, cis/trans isomerization has not been observed at CT%°, A recent study
discovered a novel cryo-switching mechanism in the RFP mApple??, a FP which exhibits complex
photochromic behaviors at RT*. They found that, at CT, off-switching requires dual illumination with
561 and 405 nm light and that mApple can access two distinct on-states in a pH dependent
manner??’. This work highlights how different the photochromic behavior of FPs can be at CT.

Photoactivation at CT has been seen in the classical PAFPs PAGFP'#2! and PAmKate®®. This
activation was proposed to proceed via the same decarboxylation mechanism as at RT*®, Moreover,
photoactivation of these FPs appeared equally efficient at CT as at RT*®. In contrast, no activation
was observed in PAmCherry at CT!8231 This is likely attributed to the fact that photoactivation of
PAmCherry requires decarboxylation, oxidation and cis-to-trans isomerization, the latter two
presumably being restricted at CT®28, Green-to-red photoconversion at CT has been observed in
mEos3.2 but required ~100 times more 405 nm light than at RT?%, Others have not seen green-to-red
photoconversion at CT?%,

Various standard FPs that do not photoswitch or -activate at RT have been shown to be efficient
negative photo-switchers at CT, including EGFP?23224.229.232 EYFP228 gnd mEmerald??3, Furthermore,
Padron, a positive RSFP at RT, and PAGFP, an irreversible PAFP, have also been shown to behave as
negative RSFPs at CT?%. Altough the exact photoswitching mechanisms of these FPs remains unclear,
protonation??® and triplet state formation??® have been proposed to be involved. It is conceivable
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that these standard FPs exhibit the same cryo-switching mechanism as typical RSFPs, such as Dronpa
and rsEGFP2?%, assuming that cis-trans isomerization is restricted at CT.

1.4 Single molecule localization microscopy

1.4.1 Breaking the diffraction limit with SMLM

The spatial resolution of standard optical microscopy is limited by the diffraction of light. Due to
diffraction, an infinitely small light source does not appear as a point but as a point spread function
(PSF) when imaged on an optical microscope. For a circular aperature, the shape of the PSF is an Airy
pattern. The width of the central peak of the Airy disk is approximately 200-300 nm and sets the
resolution limit for optical microscopy. This diffraction theory was developed by the German
physicist Ernst Abbe in 1873, who found that the minimal distance (d, which equals the width of the
central peak of the Airy disk) that is required to be able to separate two objects can be approximated
by A/2NA, where A is the wavelength of the light and the NA is the numerical aperture of the
microscope. Considering a red emitting FP (~*600 nm) and an oil immersion objective with a NA of
1.4, the smallest distance over which two objects can be identified is 210 nm. This can pose a clear
problem for the study of cells, especially bacterial cells, which are typically only several hundreds of
nanometers in size.

During the past decades, various microscopy techniques have been developed that are able to
circumvent the resolution limit set by Abbe’s theorem. These techniques are collectively referred to
as super-resolution microscopy techniques. A brief overview of the different SRM techniques is
provided in section 1.3. Here, | will focus on SMLM, which can improve the resolution up to ~5-30
nm.

SMLM relies on the ability to localize single molecule light emitters with high precision when their
PSFs are isolated. To create isolated PSFs on a densely labeled structure, SMLM separates the
emission of single fluorophores by time. This temporal separation is achieved by the use of
fluorophores whose fluorescent properties can be controlled by illumination, buffer conditions (see
section 1.3), or their ability to bind and unbind to a particular structure. A typical SMLM experiment
thus consists of the acquisition of several thousand images of a single structure, on each frame only
imaging a subset of fluorophores (Figure 1.18). After the acquisition, the fluorophores on each frame
are precisely localized using software’s, such as Thunderstorm?®? or SMAP?*, to generate a super-
resolved image of the structure (Figure 1.18).
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18 Breaking the diffraction limit by SMLM. The resolution of conventional light microscopy is limited

by the diffraction of light to ~200-300 nm. SMLM circumvents this limit by separating the emission of individual
fluorophores in time, which enables their localization with an improved resolution of ~5-30 nm. (lllustrations not

to scale)
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Localization properties

To localize single fluorophores, their PSFs are generally approximated with a 2D Gaussian function.
Some programs allow the fitting of experimental PSFs, which is particularly useful for 3D SMLM (see
for example SMAP?%*), This fitting provides an estimation of the subpixel x and y (and z if 3D)
coordinates of the fluorophore. In addition, other important information is usually provided,
including the uncertainty, the sigma and the intensity of the localizations.

The intensity of a localization reflects the number of collected photons from the
fluorophore. This is calculated from the integrated intensity of the fitted PSF, taking into
account the camera specificities (gain, conversion factor, noise).

The localization uncertainty, also called localization precision, reflects the (theoretical)

spread of multiple localizations from a single emitter. Localization programs typically provide
a localization uncertainty for each localization, calculated as?*:

< (Ax)?>=

or, taking into account the EM GAIN of an EMCCD camera, as*®:

12 Ts*h

< (Mx)?>= ERAIE

where s is the standard deviation (sigma) of the fitted PSF, a is the pixel size, N is the number
of collected photons and b is the background. So, the more photons, the lower the
localization uncertainty.
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e The sigma reflects the width of the fitted Gaussian functions and is typically between 100
and 200 nm. A sigma below 100 nm usually arises from the detection of noise in the form of
single bright pixels. A sigma above 200 nm may be the result of either overlapping PSFs that
are fitted as a single localization or molecules that are out of focus. It is generally advisable
to remove localizations with a suspiciously low or high sigma from the localization list.

1.4.1.2 Post-processing of SMLM data
After the localization of all fluorophores typically follows a series of post-processing steps:

* Lateral drift correction: SMLM experiments, which can take minutes-to-hours to acquire,
often suffer from lateral drift. There are two ways to correct for this drift: by the use of
fiducials or by cross-correlation. Fiducial markers are bright and stable fluorescent particles,
such as nanodiamonds, whose localization can be tracked over the entire experiment to
monitor and correct for drift. Cross-correlation methods divide the localizations into multiple
temporal bins, from which individual super-resolved images are reconstructed. The drift is
then determined based on the lateral shift between the images from subsequent bins. To
function properly, cross-correlation methods require relatively well-defined structures and
high numbers of localizations.

* Merging of localizations: A fluorophore might emit photons during multiple sequential
frames or during multiple frames separated by gaps due to blinking. This results in multiple
localizations belonging to a single fluorophore. These localizations can be merged based on
temporal and spatial constraints into a single localization with an improved localization
precision.

* Filtering of poor localizations: Some localizations might belong to noise, to molecules that
are out of focus, to molecules only emitting few photons or multiple molecules with
overlapping PSFs. These localizations degrade the quality of the reconstructed image.
Therefore, these localizations are often removed by filtering on the localization precision,
sigma and intensity.

1.4.1.3 SMLM in multicolor and 3D

Building on the basic principles of SMLM, advanced modules have been developed to perfom SMLM
in multicolor and in 3D.

There exist various methods to do (pseudo-)multicolor SMLM. One option is to use fluorophores that
can be activated using different laser wavelengths so that the fluorophores can be imaged
sequentially (e.g. using a primed-photoconvertible and a UV-convertile PCFP?%), This strategy,
however, restricts multicolor imaging to only 2 to 3 colors and increases the duration of the
acquisition by a factor of 2 to 3. Spectral demixing presents a more sophisticated approach to
multicolor SMLM?¥, In this approach, all fluorophores (2 to 3) are imaged at the same time using a
single laser. To distinguish between the different fluorophores, the fluorescence emission is split by a
long-pass dicroic and collected on two cameras (or differents sections of the same camera). The ratio
of the number of photons collected on one camera compared to the other camera encodes the
identity of the fluorophore, given that the fluorophores have sufficiently different emission maxima.
Fluorophores that can be used for spectral demixing include AF647, CF660 and CF680. Note that
when choosing fluorophores for multicolor imaging, it is important to consider not only their ‘color’
but also their buffer requirements (i.e. can they blink in the same buffer?)%, Yet another approach
to multicolor SMLM is multiplexed imaging. In multiplexed imaging, the sample is stained and imaged
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multiple times in a sequential manner to enable the visualization of different structures, without
beining limited by the restricted number of available fluorophores. Using this strategy, Klevanski et
al. could image 15 targets in a single U20S cell?®. Finally, an alternative option is to use a reference
structure to combine dinstinct dual-color images into one multicolor image, but this approach only
works for well-defined structures%.

SMLM can be performed in 2D or in 3D. For 3D SMLM, the axial position of the fluorophores can be
encoded in the PSF by PSF engineering, which introduces an axial asymmetry in the PSF?1, Although
PSF engineering is very powerful, a disadvantage is that the engineered PSF is spread out over a
bigger area than the normal PSF, which means that the localization density needs to be sparser to
prevent overlap (which means longer acquisition time) and that more photons are required to
achieve the same signal-to-noise ratio. For the latter reason, 3D SMLM is mostly restricted to organic
dyes, which generally have a higher photon budget than FPs. Besides the 3D coordinates, it is also
possible to extract the 3D orientation of molecules by SMLM using PSF enginering®*>2%3, This requires
the fluorophore to be rigidly attached to the taget structure so that the dipole orientation of the
fluorophore is fixed relative to the structure of interest.

1.4.2 SMLM imaging techniques

There exist three main variations of SMLM: PALM, (d)STORM and PAINT. These variations differ from
each other in the types of fluorophores that are used and in the way that single molecule blinking is
achieved.

14.2.1 PALM

In Photo-Activated Localization Microscopy (PALM) relies on the light-controllable fluorescence
properties of PTFPs, mostly PAFPs and PCFPs (see section 1.3). These fluorophores can be ‘activated’
by excitation with UV light and subsequently imaged and bleached using a laser with an appropriate
wavelength (Figure 1.19). The activation rate, or localization density, can be controlled by changing
the UV intensity. Often, the UV intensity is gradually increased during the acquisition to keep a
constant localization density while the pool of native fluorophores decreases.

One of the main advantages of PALM imaging is that it is suitable for live-cell imaging because
fixation and permeabilization are not necessary when working with FPs. However, because PALM
imaging is relatively slow (tens of minutes), it is restricted to mostly immobile proteins in living cells
(e.g. proteins of the nuclear pore complex?*), unless the mobility of the protein is of interest (see
sptPALM). Another advantage of PALM is the 1:1 labeling specificity that is ensured when working
with FPs. A drawback, however, is the relatively low brightness and stability of FPs compared to
organic dyes, which usually results in a lower spatial resolution of the final reconstructed image.
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Figure 1.19 PALM imaging. In Photo-Activated Localization Microscopy (PALM) the fluorescent properties of the
fluorophores are controlled by illumination. These fluorophores, mostly PCFPs or PAFPs, are sequentially
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activated/converted, imaged and bleached. The illustration shows a simplified photophysical scheme of a
green-to-red PCFP.

1.4.2.2 STORM

There exist two variations of Stochastic Optical Reconstruction Microscopy (STORM) microscopy:
STORM and direct STORM (dSTROM). STORM microscopy makes use of a pair of activator-receptor
dyes, while dSTORM only involves a single dye, which is inherently capable of blinking. Here, | will
focus on dSTORM, which is more commonly used nowadays.

In dSTORM, single molecule blinking is usually induced by a combination of buffer and illumination
conditions (Figure 1.20). In a dSTORM experiment, the fluorophores are often initially fluorescent.
Therfore, a typical dSSTORM experiments starts by switching the fluorophores into a long-lived non-
fluorescent state, usually a radical or adduct state, using high intensity illumination. Typical dSSTORM
buffers are depleted of O; and contain reducing agents to stabilize the non-fluorescent state. Return
from the non-fluorescent state back to the singlet ground state can be spontaneous or can be
promoted by excitation of the off-state by UV light. After the switching phase follows the single
molecule blinking phase during which the localizations are made. The localization density during this
phase can be controlled by the illumination intensity (higher intensity -> shorter on-times), the UV
intensity or the buffer conditions. While typical dASTORM experiments rely on the stochastic blinking
of fluorophore, there also exist photoactiovatable dyes which can be activated irreversibly from a
non-fluorescent into a fluorescent state, similarly as PAFPs.
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Figure 1.20 dSTORM imaging. dSTORM imaging relies on the stochastic blinking of organic dyes. At the start of
a typical experiment, the fluorophores are driven into a long-lived non-fluorescent state by intense illumination.
After this initial switching phase, single molecule blinking can be detected.

An advantage of STORM imaging is that organic dyes generally have a higher photon budget than
FPs, resulting in a higher localization precision and thus a higher spatial resolution. Furthermore, the
higher photon budget facilitates 3D SMLM imaging. A disadvantage of STORM imaging is that the use
of organic dyes comes at the cost of some unspecific staining, which is not the case when using FPs
that are genetically fused to the POL.

1.4.2.3 PAINT

Point Accumulation in Nanoscale Topography (PAINT) imaging relies on the binding and unbinding of
fluorophores to the target structure (Figure 1.21): fluorophores that are unbound are rapidly
diffusing, which blurs their intensity over multiple pixels per frame making it impossible to detect
them, while fluorophores that are bound emit many photons at the same location, which enables
their detection. This technique, thus, does not require photoswitchable fluorophores but can be
done with any fluorophore that is sufficiently bright. One option for PAINT is to use a fluorophore
that exhibits a natural affinity for a particular structure, such as NileRed for the cell membrane?*
Alternatively, any arbitrary protein can be targeted by the use of DNA-PAINT. In DNA-PAINT, the
target protein is immunolabeled with an antibody caring a single-stranded DNA oligonucleotide,
called the docking strand, while the fluorophore is labeled with a complementary DNA strand (Figure
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1.21). Nowadays there exist various variations of DNA-PAINT, using nanobodies or self-labelling tags
(e.g. Halo or SNAP), which reduce the linkage error and/or increase the labelling specificity.

A strong advantage of PAINT imaging is that it does not suffer as much from bleaching as do PALM
and STORM imaging because a particular location can be imaged numerous times by the binding of
new unbleached fluorophores. Disadvantages of PAINT, however, are that it is usually not compatible
with live-cell imaging and that it can suffer from a high background arising from the unbound
fluorophores. This background problem can be alleviated by the use of TIRF or HiLo imaging modes,
or can be circumvented by the use of fluorogenic probes that only become fluorescent after binding
to their target®*.

imager strand  organic dye : 'Blinking' by binding and unbinding
\\ docking strand *_ ~
/ T e [ 2 arn e | |5 e oo
primary and o 000 %o, [p| o 000 %0, || ¢ eee ° \d
ondary — H ® Y ® ° o *
antibodies I\, =, £\ : b * e oo . (g
e U LA (AR (A
o @

Figure 1.21 PAINT imaging. PAINT relies on the binding and unbinding of the fluorophore to the target
structure. This binding can be based on a natural affinity of the dye for the target or on the use of
complementary DNA strands (DNA-PAINT) as depicted in the scheme.

1.5 Quantitative analysis of SMLM data

There is increasing interest in the use of SMLM as a quantitative tool to extract biological
information. Quantitative SMLM methods can be grouped into three categories: cluster analysis,
molecular counting and single particle tracking.

1.5.1 Cluster analysis

Two types of SMLM cluster methods can be distinguished:
1. The spatiotemporal clustering of localizations that belong to a single fluorophore to improve
the image resolution or characterize the blinking behavior of the fluorophore (Figure 1.22A).
2. The spatial clustering of localizations that belong to different fluorophores to assess whether
the protein of interest forms clusters (Figure 1.22B).
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Figure 1.22 Clustering. A) Schematics of the spatiotemporal clustering of localizations that belong to a single

fluorophore. Simple distance-based clustering fails at high molecule densities. Taking into account the temporal

component of the localizations by an off-time threshold can improve the clustering in such situations. B) Several

clustering methods have been developed to assess the spatial distribution of labeled proteins. These methods

can be classified as either global or complete clustering methods. (B adopted from?¥)

A single fluorophore can be fluorescent for multiple frames, separated by blinks or not. This results
into multiple localizations belonging to the same fluorophore. It is important to cluster these
localizations together to make optimal use of the photon budget of the fluorophore (see section
1.4.1.2). In addition, this clustering is essential for characterization of the blinking behavior of
fluorophores. A naive clustering approach would be to group together all localizations that are
within a certain spatial distance from each other. This strategy, however, quickly fails when the
underlying protein density is high and the fluorophore experiences long-lived blinks. Many different
methods have been proposed to facilitate clustering at higher protein densities involving distance-
based methods combined with off-time thresholding®, data driven determination of grouping
parameters??, linear assignment?®, tessellation?*®, or Bayesian statistics®*°. In practice, these
sophisticated methods are not widely used. Instead, most studies rely on relatively simple in-house
clustering algorithms or on algorithms available in well-known software such as Thunderstorm?3,
How to best cluster the localizations of a single fluorophore remains a question for future work.

SMLM cluster analysis can also be used to examine whether the protein of interest forms clusters.
This is a different question from the clustering of localizations from a single fluorophore and typically
has no temporal component. Again, there exist many different clustering algorithms?#”:%51252 These
algorithms fall into two groups: global clustering methods and complete clustering methods (Figure
1.22B). Global clustering methods, such as Ripley’s K function and nearest neighbor analysis, provide
an overall description of the spatial distribution of the protein of interest. These methods can be
used to answer questions such as, does my protein form clusters, and if so, how big? However, global
clustering is an ensemble method and does not provide information about individual clusters. In
contrast, complete clustering approaches assign each localization to a cluster and thus provide a
more detailed description of the data. Nieves et al. recently published a comparison of several
complete clustering algorithms, showing that there is no single best algorithm, but that algorithm
performance depends on the distribution of the localizations®**. They also provide guidelines on how

to choose the most suitable clustering algorithm, which can help future studies®*.
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1.5.2 Molecular counting (qQPALM)

Molecular counting is used to gain information about the oligomeric state of protein complexes.
Counting is often done using PAFPs or PCFPs in a PALM fashion, in which case it is also referred to as
guantitative PALM (gPALM). The data acquisition in a counting experiment proceeds similar as in a
normal PALM experiment. After the acquisition and localization of the single molecules, the SMLM
data is further processed to count the number of fluorophores and deduce the oligomeric state(s) of
the underlying protein complex. To this end, the localizations are first spatially grouped into clusters
of localizations belonging to single oligomers. Ideally, each fluorophore is activated, detected, and
bleached so that each localization corresponds to a unique fluorophore, in which case the
stoichiometry can be directly deduced from the number of localizations per cluster. Unfortunately,
this is not the case in practice where a single fluorophore might emit photons in multiple frames. If
not corrected for, this leads to overcounting. Another problem arises from the incomplete
photoactivation efficiency of PAFPs and PCFPs, which leads to undercounting. Several strategies have
been proposed to correct for under- and overcounting. These methods are mainly based on off-time
thresholding?%3295:2%3 or analysis of the blinking statistics!44206:254.255,

1.5.2.1 Counting by off-time thresholding

Off-time thresholding-based methods account for blinking by grouping the localizations in spatially
grouped clusters into subclusters of localizations belonging to a single fluorophore by use of a
temporal cutoff (Figure 1.23A). So, localizations that appear in sequential frames or in frames
separated by less than the temporal cutoff are assigned to the same fluorophore, while localizations
that are separated by a time exceeding the temporal cutoff are assigned to different fluorophores
(Figure 1.23A). There are different ways to choose the duration of the cutoff. A seemingly
straightforward solution is to choose the threshold based on the off-time duration of the used
fluorophore so that only a minor fraction of off-times exceeds the threshold?%*2%>, This solution,
however, is not optimal because if the off-times are relatively long compared to the time in between
the activation of different molecules, for example at high stoichiometries, this can lead to
undercounting.
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Figure 1.23 Molecular counting by off-time tresholding. A) The fluorescence time-traces of spatially clustered
locatizations are divided based on a fixed off-time cutoff to count the number of fluorophores per cluster. B-C)

According to Lee et al., the optimal off-time cutoff (Tc) depends on the stoichiometry of the complex. Therefore,
counting proceeds via an iterative processes (C) using a calibration curve (B) of the optimal off-time cutoff (see
text for details). C adopted from Lee et al?>.

To balance the off-time duration and the activation rate, Lee et al. developed a method that
determines the oligomeric state and optimal threshold for each individual cluster in a iterative
fashion by use of a calibration curve generated from artificial oligomers with known stoichiometries
(Figure 1.23B,C)*3. The calibration curve shows that the optimal off-time cutoff is smaller for larger
oligomers, which is because the time in between the activation of different molecules is shorter
(Figure 1.23B). Note that this strategy is designed to count the correct number of molecules but does
not necessarily group the localizations correctly into groups belonging to unique fluorophores (see
Figure 1.23B). Using this strategy, Lee et al. were able to count complexes with a stoichiometry of
34253'

Undercounting in off-time thresholding-based methods can be corrected for by calibration of the
detection efficiency of the used fluorophore using oligomers of a known stoichiometry?®

1.5.2.2 Counting by blinking statistics
Counting methods based on blinking statistics do not correct for blinking, but rather use the blinking

behavior of the fluorophore to deduce the oligomeric state (Figure 1.24). These methods are based
on the idea that a fluorophore can either blink or bleach, from which follows that the probability to

blink Nplinks times for a single fluorophore is given by a geometric distribution?®®

PP(Nblinks) = p(1l— p)Nblinks

where p is the probability to bleach without blinking. For a given fluorophore, p can be determined
by fitting the blinking histogram of the (monomeric) fluorophore with this model (Figure 1.24A).
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Knowing p, the probability to detect Nblinks blinks for an oligomer of size r can be described by a
negative binomial distribution**:

Npiink o
Pp,r(Nblinks) = ( r _mls) pr(l - p)Nblmks T+l

Using this model, the blinking histogram of the complex of interest can be fitted to determine the
stoichiometry (Figure 1.24B). Note that this model takes into account the apparent blinking that
arises from the activation of subsequent fluorophores, which right-shifts the Nyjink distribution of
oligomers by r-1 (Figure 1.24B). This subtlety was not taken into account in the original paper by
Fricke et al.?%, resulting in an overestimation of the PCE of mEos2 (see Table 1.2). This model can be
further extended to take into account incomplete photoactivation and labeling!**, complicated
photophysical models?®® and mixtures of different oligomeric states?!62>*, This blinking-based method
has been shown to work well for the estimation of the size of small oligomers (dimers up-to
tetramers). However, this method is expectedly less suitable for the counting of large complexes
because it strongly relies on accurate estimation of the probability to bleach without blinking (p),
which can be challenging because the blinking histograms are often polluted by noise, processing
errors and possibly the existence of multiple fluorophore population (further discussed in section
3.1.3.1).
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Figure 1.24 Molecular counting by blinking statistics. A) The the probability of a fluorophore to blink (1-p) can
be determined by analysis of the blinking histogram of the monomeric fluorophore. B) Knowing p, the unknown
stoichiometry (r) of a complex can be estimated from the blinking histogram of the complex. Note that for
oligomers the blinking histogram is right shifted by r-1 because the activation of each fluorophore, except the
first fluorophore of the complex, results in a ‘fake’ blink (activation blink). This model assumes a 100% effective
labelling efficiency (PCE + labelling efficiency + detection efficiency). More sophisticated models can handle
incomplete labelling, complicated photophysical models and mixtures of oligomeric states as referenced in the
text.

A variation on counting the number of blinks is counting the number of localizations, which has been
shown to be suitable for the counting of large oligomers (10 - 40 subunits). The average number of
localization per fluorophore can be calibrated using oligomers of known stoichiometries, to correct
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for both blinking and incomplete detection?**#2°6-258 Thijs calibration can then be used to deduce the
oligomeric state of the protein complex of interest from the histogram of the number of localizations
per cluster?#4256-258,

1.5.2.3 Other counting strategies

In addition to off-time thresholding and modeling of the blinking statistics, there exists a variety of
other counting methods.

One challenge of both counting techniques described above is that they rely on accurate spatial
clustering of localizations belonging to the same fluorophore or complex. This can be a difficult task,
especially when the density of complexes is high. In addition, these methods depend on precise
characterization of the photophysical behavior of the used fluorophore, require fluorophores with a
relatively good activation/detection efficiency and are sensitive to background noise. Tan et al.
recently developed a counting method that could avoid all of these difficulties by use of a dual-color
colocalization strategy®2. They show that their technique can handle FPs with a detection efficiency
as low as 10-20% and is very resistant to noise®2. A limitation of their method, however, is that it
cannot handle mixtures of different oligomeric states and that the complexes need to be relavively
sparse (>100 nm distance)2,

Molecular counting can also be done using STORM or DNA-PAINT imaging modalities. Using STORM,
counting can be done by counting the number of blinks or localizations per cluster in a similar fashion
as when using PALM%%2%_In contrast to counting by PALM or STORM, counting by DNA-PAINT
(gPAINT) is independent of the fluorophore photophysics and instead relays on the binding kinetics
between the fluorophore and the target site?%2!, An advantage of qPAINT is that it is less affected
by bleaching and other complex photophysical behaviors.

Finally, it is important to note that there also exists a variety of diffraction limited (non-SMLM)
molecular counting approaches. One option is to look at the total brightness of the complex. The

idea behind this strategy is that the brightness scales with the number of fluorophores, which scales
with the oligomeric state of the complex?**?°¢, This relation is not linear, probably due to a fraction of
fluorophores residing in a non-fluorescent state, but can be calibrated using oligomers of known
stoichiometries?**2°¢, Another option is to perform stepwise photobleaching and count the number
of bleaching events?%262, Advantages of these diffraction limited techniques are that they are fast
(no need to collect >20000 frames as in SMLM) and use standard FPs. A disadvantage is that the
oligomers need to be relatively sparse so that they can be identified under diffraction limited
conditions (at least >300 nm distance).

1.5.3 Single particle tracking PALM

sptPALM is a powerful tool to monitor the diffusion of abundant proteins at a high spatial and
temporal resolution inside living cells. sptPALM can, for example, be used to follow the dynamics of
DNA repair proteins before and after the administration of genotoxic compounds to gain insight into
the DNA repair process (see e.g.2%), or to monitor the behavior of membrane receptors upon ligand
stimulation (see e.g.?162%4),

The general workflow of sptPALM experiments is shown in Figure 1.25.
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Figure 1.25 sptPALM workflow. First, single molecule data are acquired on living cells by PALM imaging (1).
Next, single molecules (sms) are localized after which the localizations (locs) are linked in time to reconstruct
tracks belonging to unique molecules (2). Finally, the tracks are analyzed to extract the diffusion dynamics of
the studied protein (3). Shown is an example of MJD analysis but there are different methods to analyze the
tracks as explained in the text.

sptPALM imaging proceeds similar as standard PALM imaging with only slight adjustments. The UV
intensity is typically lower in sptPALM experiments to keep the localization density sufficiently low
for accurate track reconstruction. In addition, the intensity of the read-out laser (561 nm in case of
EosFP variants) is usually lower in sptPALM to reduce the photobleaching rate and create longer
tracks, compromising localization precision for track length. Finally, the frame time is often reduced
(5-20 ms) to limit motion blur, especially when studying fast diffusing proteins.

After the data acquisition and localization of the molecules, the localizations are linked together in
time into trajectories belonging to unique molecules. To facilitate track reconstruction, various
algorithms have been developed. Classical algorithms are based on nearest neighbor analysis,
searching for the nearest localizations in consecutive frames. Such algorithms, however, lose
accuracy at medium localization densities where tracks can cross and multiple localizations are close
enough to conceivably belong to the same track?®. Furthermore, such algorithms often do not
correct for fluorophore blinking which can temporarily disrupt tracks. More advanced algorithms aim
to address these issues by taking into account the information of multiple frames, the diffusion
dynamics of individual tracks and even the expected fluorophore behavior in terms of blinking and
bleaching?®®. However, even these advanced methods do not perform perfectly as has been
demonstrated by the analysis of simulated data?!”2652%¢ Nevertheless, even though track
reconstruction is usually not perfect, these algorithms perform well enough to derive biologically
meaningful information in most situations.

The final step in sptPALM is to analyze the trajectories and extract information regarding the
underlying diffusion dynamics.

1.5.3.1 Analysis and interpretation of spt data

Several methods have been developed to analyze single particle tracks. These methods can answer
different questions, such as ‘what is the diffusion coefficient?’, ‘Is the diffusion free, confined,
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directed or anomalous?’ and ‘How many populations with different diffusion behaviors are present
and what are the exchange rates between these populations?’

1.5.3.1.1 Mean Squared Displacement

The classical approach to analyze tracks is based on the Mean Squared Displacement (MSD). The
MSD(nAt) of a 2D trajectory is defined by the average of all squared distances between two
localizations with a certain lag time (nAt) (Figure 1.26)¢728:

l-n

MSD(nAt) = z—i Z(x(i + 1) — x(@D)? + (G + 1) — y(0))>?

n

i=1
where [ is the length of the trajectory, x(i) and y(i) are the coordinates at time i and At is the time
step between frames. The diffusion coefficient (D) can be determined from the slope of the MSD
plot. For Brownian diffusion, the D can be fitted by: MSD(nAt) = 4DnAt. In theory, the MSD should
equal 0 when nAt=0. In practice, however, this is not the case because the localization uncertainty
(o) introduces an offset of 402, which needs to be taken into account: MSD(nAt) = 402 + 4DnAt.
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Figure 1.26 Principles of MSD analysis. A) The Mean Squared Displacement (MSD(nAt)) of a 2D trajectory is
defined by the average of all squared distances between two localizations with a certain lag time of nAt. B) For
freely diffusing molecules, the MSD scales linearly with the lag time and is offset by the localization uncertainty
(402). The slope of the MSD curve scales with the diffusion coefficient of the molecule. C) The relation between
the MSD and the lag time encodes information about the type of diffusion underlying the dynamics.

There are two approaches to MSD analysis. The first approach is to fit the MSD plots of individual
tracks and compose a histogram of the fitted diffusion coefficients (Figure 1.26B). From this
histogram, the number of diffusive populations can be estimated and the underlying diffusion
coefficients can be extracted. This approach works well in situations with long tracks and freely
diffusing molecules, but is strongly affected by confinement. The second approach is to calculate the
MSD(nAt) over all tracks to gain information about the diffusion behavior of the molecule (Figure
1.26C). For a freely diffusing molecule, the MSD increases linearly with nAt. When the relation
between the MSD and the lag time is not linear, this indicates confined-, directed- or anomalous
diffusion (Figure 1.26C). For anomalous diffusion, D can be fitted by: MSD(nAt) = 402 + 4DnAt%,
with a<1 and a>1 indicating obstructed diffusion and directed motion respectively. For confined
diffusion, D and the width of the confinement area (L) can be estimated using?®:

(o)
=(im¢)*
Z e L2nAt

i=1

2

MSD(nAt) = L6 +

57



where D = ¢2/2. It is important to note that this second approach cannot be used on individual
tracks because these contain too little information to be fitted accurately.

An alternative method to extract the diffusion coefficient is one-step MSD analysis, which is less
affected by confinement and short track lengths than classical MSD analysis?’°. The one-step MSD
only considers displacements between consecutive frames and is calculated as:

1 n
MSD(At) = EZ(x(mt + D) — x(iAD)? + (Y(idt + At) — y(iAD))>?
i=1

where At is the time between frames, n is the number of frames over which the molecule is tracked
and x(t) and y(t) are the coordinates at time t. n should be kept constant for all tracks to later enable
fitting of the distribution of diffusion coefficients. The diffusion coefficients can be calculated from

the MSD(At) by: D, = 2288,

p(D;) = mzk::l% * <%>n * (D))" % exp (_Dnn?l>

where k is the number of diffusive states present in the data, D,, is the diffusion coefficient of
diffusive state m and p,, is the fraction of molecules in state m.

Lastly, the distribution of diffusion coefficients can be fitted by:

The one-step MSD presents a suitable solution to analyze individual tracks and extract the diffusion
coefficient. However, the one-step MSD does not provide insight into the diffusion behavior of the
molecule. To obtain this information, classical MSD analysis can be applied to the ensemble of tracks.
One-step MSD analysis can account for the presence of multiple diffusive states when fitting the
distribution of diffusion coefficients but it can be challenging to determine how many diffusive states
are present. Another challenge related to the potential presence of multiple populations is that MSD
analysis is not able to deal with changes in diffusion dynamics within single tracks.

1.5.3.1.2 Jump distance and mean jump distance

Jump Distance (JD) and Mean Jump Distance (MJD) analyses are based on the distances between
consecutive localizations whitin trajectories. The JD is defined as the distance between two
consecutive localizations, while the MID is defined as the mean JD of a trajectory. The diffusion
coefficient can be extracted from the distribution of JDs by:

—r2
4D;t

n
i=11/47‘[Dit

where 7 is the JD, n is the number of diffusive states present in the data, D; is the diffusion
coefficient of state i and p; is the fraction of molecules in state i. Because JD analysis is based on
individual displacements, it is less affected by changes in diffusion regimes within single tracks. Using
simulated data, Weimann et al. showed that JD analysis may be better suited than MSD analysis
when multiple (exchanging) populations are present?’,

It is often challenging to decide how many populations are present in the data based on the JD
distribution because the populations are generally not well-defined in the histogram. In this
situation, it can be helpful to look at the distribution of MJDs, which is typically better resolved,
especially when only selecting relatively long tracks. The MJD distribution cannot be analytically
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described because it includes tracks of different lengths, although for sufficiently long tracks the
distribution can be approximated by a Gaussian model (central limit theorem)?’%,

Overall, JD and MJD analyses are very comparable to one-step MSD analysis. One-step MSD analysis
is basically MJD analysis with a defined track length. Because the one-step MSD includes multiple
displacements per data point, its distribution can be expected to be better resolved than the JD
distribution. Similar as the MJD distribution, the resolution of the on-step MSD distribution can be
increased by increasing the number of frames over which is averaged (n), which can facilitate
identification of the different diffusive state. This, however, requires sufficiently long tracks and state
transitions within single tracks can become problematic.

1.5.3.1.3 Bayesian modeling and deep learning

The potential presence of multiple diffusive states presents a problem for both (one-step) MSD and
ID/MJD analysis. In recent years, several methods have been developed to overcome this problem by
use of Bayesian modeling??72’* or deep learning?”>?’7, These methods are not yet widely used, but
they are gaining popularity.

vbSPT (variational Bayes SPT) is a tool based on Bayesian modeling developed by Persson et al. This
tool is able to determine how many diffusive populations are present, the diffusion coefficients of
these populations and the transition rates between them. This tool has already been used to unravel
the role of histone-like protein HU in nucleoid organization in E. coli?’® and to reveal the dynamics of
DNA-repair proteins in B. subtilis?®3. Still, care should be taken when using vbSPT because it is prone
to over-fitting and is sensitive to confinement?®,

1.5.3.1.4 Challenges and solutions for analysis of spt trajectories

Most studies refer to the diffusion coefficient derived from MSD or JD analysis as the ‘apparent
diffusion coefficient’ (Dapp). This is because the observed diffusion coefficient is affected by many
factors, which hide the ‘true’ diffusion coefficient (Figure 1.27). Listed below are the different factors
that affect the observed diffusion coefficient together with strategies that can minimize the effects
of these factors.
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Figure 1.27 Challenges in spt analysis. See text for details. Confinement: shown is a heatmap of the average JD
per pixel of simulated molecules diffusing with D = 1 um?/s in a nucleoid shaped volume (~1-3 um diameter).

Motion blur: Shown are simulated images of molecules diffusing with D = 0 um?/s and D = 1 um?/s imaged with
an exposure time of 50 ms. Simulation performed in SMIS.

Confinement: Confinement has two effects on the observed diffusion coefficient. First of all,
confinement lowers the observed D. This effect becomes stronger the larger the diffusion
coefficient compared to the confinement area?’°-?%1, To correct for this effect, simulations
can be used to calibrate the effect of confinement given a diffusion coefficient and confining
volume?”. This can be an effective strategy when the confining volume is known and
relatively uniform but it is less suitable for irregular volumes with poorly defined bounderies.
Another strategy to deal with confinement that is frequently used in studies in E.coli is to
only consider displacements along the long axis of the cell (see e.g.?’®). The second
consequence of confinement is that it creates a heterogeneity in the observed diffusion
coefficient?®. This can result in the appearance of two diffusive states, eventhough there
truly is only one population®°, So far, no satisfying solution has been found to address this
issue, but it can be minimized by only considering displacements that are far away from the
confining boundary?°

Motion blur and temporal averaging: Diffusion of the protein during the camera exposure
blurs the PSF, which makes the localization less accurate. Moreover, the PSF of fast-moving
molecules might be so blurred that they cannot be detected. Additionally, it is not the true
position of the molecule that is detected but rather the average position of the molecule
during the camera exposure time (temporal averaging), which results in an underestimation
of the true jump distance and consequently an underestimation of the diffusion coefficient
when using a JD-based analysis method?®¢282, Motion blur and temporal averaging can be
limited by the use of stroboscopic imaging, which means that the camera exposure time is
minimized as much as possible (~ 1 ms) while the frames are interleaved by dark periods to
adjust the sampling rate?®,

Localization uncertainty: The apparent diffusion of molecules is offset by the localization
uncertainty, meaning that even molecules that are truly immobile have a Dapp>0. The
localization uncertainty (o) results in an offset of 62/At, where At is the frame time. In theory,
the localization uncertainty can simply be corrected for. However, in practice precise
estimation of the localization uncertainty can be challenging (see section 3.2.2.1), which
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becomes especially problematic when studying slow diffusing molecules because in those
situations the contribution of the localization uncertainty to the Dapp is relatively large.

e State changes within tracks: MSD and MJD analyses cannot deal with state transitions within
single tracks. If the exchange rates are relatively low compared to the track lengths, this is
not such a problem. However, when the exchange rates are relatively high, this becomes a
significant problem because the MSD/MJD will report an average value of the different
states. Some tracking software can solve this problem by splitting the tracks into segments
with unique diffusion behaviors before proceeding with MJD/MSD analysis?®4. Another
solution is to use software such as vbSPT (discussed above).

e Fast state transitions: The ability to detect state transitions depends on the ratio between
the exchange rates and the sampling frequency (i.e. frame time). To accurately detect the
exchange between different populations it is advisable to acquire acquisitions at different
frame rates to capture dynamics at different time scales?%®?72, Still, some transitions might be
too fast to be observed, for example the transient interaction between DNA binding proteins
and DNA in bacteria®’. In such a situation, it is still possible to estimate the relative
populations of the exchanging states, as long as the diffusion coefficients of both states are

known?”°.

e Labeling: In sptPALM, it is not the endogenous protein that is tracked but rather the protein
labeled with a fluorophore. This increases the size of the protein and thus slows down its
diffusion. In addition, different fluorophores might interact differently with other cellular
components thereby further modifying the observed diffusion dynamics?®. For this reason, it
is important to select inert fluorophores with a high monomeric quality.

Altogether, it is very challenging, not to say impossible, to extract true diffusion coefficients from
sptPALM data. Therefore, extracted diffusion coefficients are generally referred to as apparent
diffusion coefficients. In addition, it is advisable to use sptPALM mostly as a qualitative technique to
compare dynamics under different conditions, rather than to use sptPALM to report absolute values.

1.6 Characterization and optimization of FPs for (quantitative)
SMLM

Natural FPs are usually not directly usable in biological research because of suboptimal properties,
such as a low monomeric quality, slow maturation and low photostability. Therefore, extensive
characterization and optimization of FPs is critical.

1.6.1 Important fluorophore properties for SMLM

The suitability of fluorophores for SMLM imaging depends on various characteristics. Firstly, general
properties, such as a low toxicity, fast maturation and a good monomeric quality are important.
Secondly, there are sereval more specific criteria for SMLM, including a high brightness and
photostability. Finally, there is a set of properties that is only applicable to specific types of PTFPs,
such as a high photoconversion or —activation efficiency for PCFPs and PAFPs, and a high switching
contrast and efficiency for RSFPs. What properties are most important depends on the intended
application (PALM, gPALM or sptPALM).

A high apparent brightness and photon budget are critical for all SMLM applications because a single
FP needs to emit enough photons to be detected. Under single molecule conditions, the apparent
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brightness is dependent on the theoretical brightness, environmental conditions, and the formation
of short-lived non-fluorescent states, such as the triplet state. The formation of short-lived non-
fluorescent states is especially a concern for single molecule imaging because of the high laser
powers that are typically used (see Figure 1.10!). Maturation and expression efficiency, which are
important factors for the apparent brightness at the ensemble level, do not affect the apparent
brightness at the single molecule level since a single FP is mature and fluorescent or not.

A high photostability of PCFPs and PAFPs is important for multiple reasons. Firstly, the initial non-
activated/non-converted state needs to be resistant to irreversible photobleaching to ensure a high
photoactivation efficiency (Figure 1.28). Secondly, the activated/converted state needs to be
resistant to irreversible bleaching (i.e. high photon budget) and reversible bleaching/photoswitching.
Resistance to reversible bleaching limits blinking and thereby facilitates merging of multiple
localization, molecular counting and particle tracking. In addition, the formation of short-lived non-
fluorescent states can lower the photon count per frame and decrease the apparent brightness as
discussed above. Of course, for PALM applications, the activated fluorophores need to bleach
eventually because PALM imaging would otherwise be impossible (activated molecules would just
accumulate to a level where single molecules can no longer be distinguished). Considering the
current performance of PTFPs, however, this is not an urgent concern.

For PCFPs and PAFPs, their photoconversion or —activation efficiency is one of their most important
properties. For a standard PALM experiment, a high activation efficiency is important to satisfy the
Nyquist criterion, which states that you need to sample at a frequency that is at least two times
higher than the frequency you aim to observe (spatial resolution)?3*2#, A low activation efficiency
will lower the sampling frequency and thereby thus the achievable spatial resolution. For gPALM
experiments a high activation efficiency is important because it minimizes undercounting. For
sptPALM, the activation efficiency is less critical because it is not necessary to image all FPs. Of note,
the activation efficiency of PTFPs is not just an intrinsic property of the FP but strongly depends on
the environmental and illumination conditions (see for example?%32%),

When talking about the photoconversion efficiency (or -activation efficiency), it is important to
distinguish between the PCE and the effective labelling efficiency (ELE) (Figure 1.28). The PCE strictly
refers to the fraction of green molecules that is able to reach the photoconverted red state. The ELE,
on the other hand, refers to the fraction of target proteins for which a fluorescent signal is detected.
The ELE, thus, includes bleaching of the red state before a detection can be made and incomplete
labeling of the protein of interest, for example, due to expression of the endogenous unlabeled
protein or due to immature or misfolded FPs. Practically speaking, a high overall ELE is more
interesting than a high PCE alone. Here, the maturation and expression efficiency of the PTFP
become important.

Effective labeling efficiency

Photoconversion Detection
Labeling efficiency efficiency efficiency
) & L &y
% S @ @ ®
A
gi N oL o 5
‘!’:...o.fzi.‘lll ‘4:/.-. :;_\:\ J{J.\ ::‘V;n ;”:,; _H‘" ‘."ﬁ
b _,,_,3'} ri‘;__;,'r';l X ‘_,,p/x"l \1,___;-1' ‘E,(__‘_:,sy
endogenous misfolded immature subpopulation bleached in bleached in
unlabeled unable green state red state
protein to convert

Figure 1.28 The effective labeling efficiency. The ELE refers to the fraction of target proteins for which a
fluorescent signal is detected. This fraction is lowered by an incomplete labelling efficiency due to endogenous
protein and misfolded or immature FPs, by an incomplete photoconversion efficiency due to green proteins
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unable to convert and bleaching of the green state, and by bleaching of the red state before a detection can be
made. Note that in literature other definitions might be used.

Finally, two properties that are specific to RSFPs are switching contrast and switching fatigue. The
switching contrast is defined as the fraction of the fluorescent signal that remains when the protein
is switched off. This residual fluorescence might originate from incomplete off-switching or from
weak fluorescence coming from the off-state molecules. The switching fatigue refers to the loss in
fluorescence signal due to photobleaching when the FP is switched back-and-forth between the On-
and Off-state. RSFPs that switch faster (i.e. have a higher switching quantum yield) typically have a
lower switching fatigue because they spent less time in the On state reducing the chance to
photobleach®!. Although RSFPs are mostly used for RESOLFT imaging, these properties are also
applicable to PALM/STORM imaging with RSFPs: a high switching contrast is necessary to reach
densities appropriate for single molecule imaging; a high on-switching efficiency is important to have
a high labeling efficiency, similar as a high PCE for PCFPs. A difference in the requirements for
RESOLFT and SMLM imaging, however, is that for SMLM imaging the off-switching quantum yield
should not be too high to enable the collection of sufficient photons before the FP switches off.

1.6.2 FP immobilization strategies for photophysical studies

To study the photophysical properties of FPs under the microscope, FPs need to be immobilized in a
sample suitable for microscopy. Various immobilization platforms have been developed but their
suitability for the characterization of FPs has rarely been addressed. There are many factors to take
into account when developing or using a specific platform. Ideally, sample preparation should be fast
and cheap, and the platform should be easily adaptable to different FPs and fluorophore densities
(ensemble and single molecule level). Additionally, it is desirable that the buffer conditions can be
varied easily and the FPs can tumble (isotropic orientation). Finally, it is important that the sample
does not contain any fluorescent impurities, or provides a way to distinguish between impurities and
signal coming from the FP. The most commonly used immobilization strategies can be roughly
divided into three categories: polymer gels, (non-)covalent attachment to cover glasses and cell-
based platforms. An overview of these immobilization methods, including their strengths and
limitations, is provided in Table 1.3.
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Table 1.3 FP immobilization platforms.

Single molecule
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Endesfelder et al. (2014)

Zanacchi et al. (2017)
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1. These platforms can in principle be used for ensemble measurements, given that enough signal can be
obtained from a single layer of FPs

2. The orientation of the FPs in these platforms is not fully fixed because of a flexible linker connecting
the FP to the platform but it is unclear whether it is truly isotropic

3.

Different streptavidin-biotin based platforms have been designed. Shown is the platform developed
by Platzer et al.
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Polymer gels, such as polyacrylamide (PAA) and poly-vinyl alcohol (PVA) gels, are widely used for the
characterization of FPs, both at the single molecule as well as the ensemble leve|#¢7:217:286-285 Thejr
main advantages are that their preparation is fast, cheap and easy, and that they can be used for any
FP without requiring specific modifications. Furthermore, these gels have been shown to contain
minimal fluorescent impurities®. Disadvantages, however, are that the dipole orientation of the FPs is
fixed in the gel?®” and that the buffer conditions can be challenging to control, notably in terms of pH
and redox environment?%2%_ Despite these drawbacks, polymer gels are very convenient for initial
characterizations and screening of multiple FPs.

Attachment of FPs to the cover glass is another popular in vitro immobilization strategy. There are
many ways to do this. One of the simplest methods is to deposit FPs on poly-lysine coated cover
glasses!44206:254.291 This way, the FPs become immobilized by electrostatic interactions with the
positively charged poly-lysine. This method is simple and allows control over the buffer
conditions!**2>* but also fixes the dipole orientation of the FPs?*'. More complex methods make use
of biotin-streptavidin complexes??72%* or DNA origamis to immobilize FPs?*®?%°>, These methods are
more elaborate but provide better control over how the FP is immobilized and also enable the
incorporation of a second control fluorophore to distinguish fluorescent impurities?°>?%, Finally,
another possibility is to attach the FP covalently to the cover glass, which can be achieved by specific
chemistry targeting primary amines (N-terminus and surface exposed lysine and arginine residues),
cysteines or histidines'*”2%, These methods are easily adaptable to different FPs and allow full
control over the buffer conditions.

Finally, there are different cell-based platforms that allow the characterization of FPs directly inside
cells. These cell-based platforms are useful because FPs can behave differently in cellular
environments than in vitro because of a multitude of factors*®, There exist different cell-based
immobilization strategies for different purposes. The simplest strategy is to overexpress the FP as a
cytosolic protein, which allows characterization of the ensemble florescence behavior®®83, This
method has been used to characterize the behavior of FPs in mammalian, yeast and bacterial
cells®®®2%7 To characterize the single molecule behavior, however, the FP needs to be really
immobilized. This can be done by fusing the FP to a mostly immobile cellular protein or by fixing the
cells*?*, Thevathasan et al. recently introduced the usage of nuclear pores as a platform to assess
the performance of FPs (and fluorescent dyes) in single molecule imaging conditions?**. To this end
they tagged the nucleoporin Nup96, which is present in 32 copies per NPC and organized into eight
corners?4, They showed that this well-defined morphology and stoichiometry enables quantitative
assessment of the labelling efficiency of the FP under different illumination and environmental
conditions?*,

1.6.3 Structural characterization of fluorescent proteins

In addition to photophysical characterization, structural characterization is valuable for the
development of better performing FPs. During the last years, structural studies have provided
insights into the mechanisms of photoactivation, -switching and -conversion in PTFPs and have
guided the rational design of better FPs. The field of structural biology is dominated by three main
techniques: X-ray crystallography, Nuclear Magnetic Resonance (NMR) and electron microscopy
(EM). While FPs are too small to be studied by EM, X-ray crystallography and NMR spectroscopy have
proven very useful for the characterization of the structural dynamics of FPs.

X-ray crystallography uses X-rays to determine the molecular structure of proteins with atomic
resolution. The process from protein to structure can be divided into four steps (Figure 1.29A): First,
the protein is crystallized. Second, the crystal is irradiated with X-rays, producing a diffraction
pattern. By rotating the crystal, three-dimension information from the crystal is obtained. Third,
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these diffraction patterns are used to compute an electron density map of the crystal. Fourth, a
model of the protein is built and refined. Classical X-ray crystallography, as described above, has
provided information about the overall protein and chromophore structure of various FPs (see for
example?®8). A more dynamic view of FPs has come from kinetic crystallography?*°.
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Figure 1.29 X-ray crystallography to gain structural insights into FPs. A) Workflow of classical X-ray
crystallography. See text for details. B) Structural dynamics of FPs can be monitored in real-time using XFEL-
sources. Inset: the crystal is first ‘oumped’ by a laser pusle and then ‘probed’ by the XFEL beam. At can be varied
to reconstruct a molecular movie of the dynamics of the protein. A adapted from www.creativebiomart.net, B
adapted from Fromme et al.3%

Kinetic crystallography is used to capture conformational changes in FPs in response to illumination.
Examples include the differences between the initial green and photoconverted red state of PCFPs,
and the on- and off-state of RSFPs. Kinetic crystallography can be performed by either trapping an
intermediated state of the protein inside the crystal or by monitoring the dynamics of the crystalized
protein in real-time using X-ray Free Electron Lasers (XFEL) sources (Figure 1.29B)?*°. To trap an
intermediate state (e.g. the trans-protonated off-state of negative RSFPs) inside a crystal, the crystal
is illuminated to populate the intermediate state after which it is frozen so that the intermediate
state cannot relax back and a structure can be obtained. Alternatively, the crystal is first frozen and
then illuminated. This approach of kinetic crystallography is most widely used because it is relatively
simple. The use of XFEL sources to monitor protein dynamics in real-time, however, has some clear
advantages over the ‘trapping’ approach: it provides information about the kinetic rates and does
not require freezing, which may affect the structure. In this technique, real-time monitoring is
achieved by a ‘pump-probe’ approach. First, the structural response is triggered by illumination with
UV-visible light (‘pump’). Second, after a well-defined time-delay (ps to ns), a diffraction pattern is
obtained to ‘probe’ the structure of the protein. This way, by changing the time delay between
‘pumping’ and ‘probing’ (At), it is possible to reconstruct a movie of the conformational changes in
the protein with picosecond resolution. Woodhouse et al., for example, used this time-resolved
approach to capture the off-to-on photoswitching pathway of rsEGFP23%, Disadvantages of this
technique, however, are that it requires large amounts of microcrystals since only one diffraction
pattern can be obtained per crystal due to immediate destruction of the crystal by the XFEL beam,
and that there are only few XFEL sources.

NMR makes use of the nuclear spin of certain nuclei (typically *H, 3C and/or **N) to gain information
about the structure and dynamics of proteins. A basic NMR experiment can be divided into three
steps: preparation of an isotope-labeled protein sample (**C and /or *N); NMR data collection;
assignment of the chemical shift to atoms in the protein. A common NMR experiment is to acquire a
2D spectrum of the *H and *N chemical shifts, which gives one peak for each amino acid of the
protein backbone (except for proline) (Figure 1.30B). Conformational changes, such as
photoconversion, or chemical changes, such as protonation, lead to changes in the chemical
environment of certain nuclei, modifying their chemical shifts (i.e. location of the peak) (Figure
1.30B). NMR is sensitive to changes happening at time scales ranging from picoseconds to hours and
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can detect protein states with low occupancy (as low as 1%). Furthermore, recent developments
have enabled in situ illumination of protein samples inside the NMR tube, which enables the
monitoring of photoswitching and photoconversion of FPs in real-time (Figure 1.30A)2%302,
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Figure 1.30 NMR spectroscopy for the structural characterization of FPs. A) Schematics of the NMR set-up
present at IBS, showing the three available laser lines (405, 488 and 561 nm) and the illumination of the protein
sample (photo). B) 2D NMR spectra of green state (green) and red state (red) mEos4b. Highlighted are a
selection of amino acids which show a large chemical shift difference between the green and red state. Figure
prepared by Arijit Maity.

To summarize, X-ray crystallography and NMR spectroscopy are both valuable techniques for the
structural characterization of FPs with complementary strengths. X-ray crystallography provides
structural information and can reveal the structural arrangements in FPs in response to irradiation.
However, for this, the FP needs to be crystallized which might affect its dynamic properties (see for
example3%). In addition, small structural changes can be difficult to detect, as well as states with a
low occupancy (but see3®). With NMR, on the other hand, the FPs are kept in solution providing a
more native environment. Furthermore, NMR is sensitive to changes in the chemical environment
around nuclei, not necessarily requiring large structural rearrangements. What remains challenging
with NMR, however, is to translate the chemical shifts into a structural model.

1.6.4 Optimizing FP performance

The perfect PTFP for SMLM has not been developed yet. To improve the performance of FPs there
are two options: introduce mutations that suppress suboptimal behaviors (thus creating new FPs), or
tune the experimental conditions to enhance desirable properties and suppress unwanted behaviors.

1.6.4.1 Development of new FPs by structure-guided and random mutagenesis

Seemingly the most straightforward approach to eliminate suboptimal behaviors is to develop new
FPs that do not display these behaviors. This strategy is often guided by structural studies, which
provide clues about which residues to target to improve particular behaviors. In practice,
development of better FPs is often done by a combination of site-directed and random mutagenesis.
This is because it is very difficult to predict the consequences of specific mutations. It is not
uncommon that mutations far away from the chromophore have a big effect on the photophysical
behavior of the FP. Furthermore, sometimes specific mutations to optimize one characteristic, such
as monomeric quality, degrade other properties, such as brightness. In such situations, other
mutations need to be introduced to rescue degraded properties. Another challenge for the
development of new PTFPs is the screening of the huge protein libraries that are created by random
mutagenesis. There exist various high throughput workflows that have been designed to screen FP
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libraries for properties such as brightness, fluorescence lifetime, and photostability (for
example3%53%) but these workflows are often not adapted to test for PTFP specific properties, such
as photoconversion efficiency and blinking behavior. Despite these challenges, mutagenesis is an
essential step in the development of better performing PTFPs, especially to address problems that
cannot be manipulated by changing the experimental conditions, such as poor monomeric quality
and slow maturation.

1.6.4.2 Manipulating FP photophysics

Mutagenesis is not always the best approach to increase FP performance. One major concern is the
intrinsic limit of GFP-like FPs: ‘Is it possible to create monomeric FPs that are as bright and stable as
organic dyes or is this physically impossible? ‘, and, ‘Is it possible to create PCFPs that are as stable as
the best standard FPs or does the ability to photoconvert always come at the cost of decreased
stability?’ Various recent studies report on the discovery and development of new FP variants with
outstanding qualities in terms of brightness and stability, showing that improvements are still
possible3>3%7 However, mutagenesis studies are often unsuccessful and the development of
improved FPs can take many years. Therefore, it is important to invest in strategies to optimize the
performance of existing FPs. An additional argument in favor of this strategy is that it can be a lot of
work to create a fusion construct or even a stable cell-line. So, approaches that are based on changes
in the experimental conditions may be more easily implemented than new FPs.

1.6.4.2.1 Increasing brightness

Brighter fluorophores with a higher photon budget are always desired for SMLM because the more
photons, the higher the localization precision.

One approach to increase the appearent brightness is to use heavy water (D,0) instead of ordinary
water (H,0), which has been shown to improve the photon count of both FPs and organic dyes2*43%%-
310, Ong et al. showed that the use of D,0 increases the number of detected photons of mEos2 by
31%, increasing the localization precision from ~40 nm to ~20 nm3%, Importantly, this approach is
compatible with live-cell imaging (at least for limited durations)3®. How exactly D,0 increases the
photon count of fluorophores is not fully understood. Maillard et al. proposed that H,0, but not D0,
quenches the excited state or organic dyes thereby reducing their fluorescence quantum yield and
hence their brightness3®. Ong et al, on the other hand, found that the increased photon counts of
FPs in D,0 result from decreased bleaching (i.e. higher photon budget) rather than from increased
brightness3®, In any case, regardless of the exact mechanism, the use of D,0 appears highly
beneficial for SMLM.

Another approach to increase the brightness of FPs is to reduce the formation and lifetime of the
triplet state. There have been many efforts to reduce the lifetime of the triplet state, not only in
PTFPs but also in standard FPs. Different studies have shown that the triplet state lifetime can be
reduced by illumination with near infrared light (NIR)*3!1312 which matches with the triplet state
absorption spectrum of (E)GFP®1%, Reduction of the triplet state lifetime by NIR light has been
shown to increase the ensemble fluorescent signal of EYFP®>3!1, Furthermore, recent work by
Ludvikova et al. showed that NIR light reduces bleaching of various green and yellow emitting FPs,
although, in contrast to previous work, no increase in brightness was reported3!2, Alternatively,
Donnert et al. proposed a pulsed illumination strategy that they suggested allows relaxation of the
triplet state313. They showed that pulsed illumination significantly increases the fluorescent signal of
GFP and a YFP (Venus)3'3. However, although their strategy appears successful, it is unclear whether
this is really due to relaxation of the triplet state, since recent literature suggests that the lifetime of
the triplet state of FPs is 1-5 ms8&97%8 while they used dark intervals of only 2 pus. Whether these
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approaches are usable for SMLM remains to be tested. It should be noted that acting on the triplet
state does not only affect brightness but also other photophysical properties that are related to the
triplet state, such as bleaching and blinking. Although the reduction of blinking and bleaching would
be beneficial for SMLM, one concern is that photoconversion could be affected, given that this might
also proceeds via the triplet state (see®*).

Finally, it is possible to improve the brightness of FPs by changing the redox environment!4429314 For
example, Baldering et al. showed that the reducing agent B-mercaptoethylamine (MEA) increases the
photon count per localization of mEo3.2 and mMaple3 by 20-50%*. This strategy, however, might
not be compatible with live-cell imaging.

1.6.4.2.2 Limiting photobleaching

Photobleaching affects SMLM in two ways: photobleaching of the non-activated/non-converted state
lowers the PCE; photobleaching of the activated/converted state lowers the total photon count and
limits the track length in sptPALM.

Most of the strategies that have the potential to increase the brightness of PTFPs also have the
potential to reduce photobleaching. This is because both (apparent) brightness and photobleaching
are related to the photon budget and because the triplet state plays an important role in both
properties. So, approaches to reduce photobleaching include the use of D,03® or antifading
agents*3!* and reduction of the triplet state lifetime®311313,

Another approach to reduce the photobleaching rate is to reduce the laser power. This can be an
acceptable approach in sptPALM where long tracks are more important than a very high localization
precision. This strategy does not increase the photon budget of the FP (not considering nonlinear
effects), but spreads the available photons over more frames. For normal PALM experiments this is
not beneficial, although very high laser intensities (>10kW/cm?) should still be avoided to avoid
strong nonlinear bleaching®'®. For experiments in which a high photoactivation efficiency is
important (e.g. qPALM) it is worth optimizing the intensity of the UV laser. The use of lower doses of
405 nm light has been shown to be beneficial for the activation efficiency of various PCFPs and
PAFPs203285 However, it is not advisable to abolish all UV light because this will also lead to a
suboptimal activation efficiency, at least in PCFPs, due to bleaching of the initial green state by the
laser used to excite the red state (typically ~561 nm)?**. How exactly the PCE of PCFPs scales with
different 405 and 561 nm laser intensities requires more in-depth investigation.

1.6.4.2.3 Reducing blinking

Long-lived blinks are one of the major problems of PCFPs because they hinder the clustering,
counting and tracking of molecules.

De Zitter et al. showed that the addition of weak 488 nm light largely eliminates long-lived blinks in
photoconverted mEos4b and other EosFP variants, which they show is because of accelerated
recovery of the red Off-state (trans neutral chromophore)?’. Most interestingly, they show that this
dual illumination strategy can be used to increase the track length in sptPALM experiments and only
minimally affects photoconversion?'’. Whether this approach could also benefit counting remains to
be investigated. Unfortunately, this strategy does not remove all long-lived blinks and does not work
with other FP variants, indicating the presence of other blinking mechanisms?*.

Another interesting strategy to increase the track length in spt experiments was developed by Basu
et al., who showed that the photostability of mEos3.2 can be improved by the close proximity of a
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FRET acceptor (JFs)3!6. They show that this enhancement is due to energy transfer from mEos3.2 to
the FRET acceptor, which reduces the excited state lifetime and thereby the probability of
phototransformations, such as blinking and bleaching, to occur!®. Using this approach, they increase
the average track length by a factor of 731°. It should be noted, however, that this approach comes at
the cost of a bigger label size (FP + FRET acceptor) and a lower photon count per localization.

1.7 A biological application of sptPALM: the study of stress-induced
nucleoid remodeling

In addition to photophysical studies, my thesis includes the application of sptPALM to investigate
stress-induced nucleoid remodeling in bacteria. Stress-induced nucleoid remodeling is a wide-spread
phenomenon in bacteria, which helps them to survive hostile conditions. To gain insight into this
behavior we used a combination of confocal microscopy and sptPALM to monitor changes in overall
nucleoid morphology and diffusion behavior of histone-like protein HU, a multifunctional nucleoid
associated protein (NAP). In this section, | will provide some background on nucleoid organization in
bacteria under normal growth conditions and under stressed conditions with a special focus on the
implication of HU in this process. Furthermore, | will discuss the use of the bacterium Deinococcus
radiodurans as a model system.

1.7.1 Organization of the bacterial nucleoid

Genomic DNA needs to be condensed several orders of magnitude to fit inside the dedicated
subcellular space in both eukaryotic and prokaryotic cells. Condensation alone, however, is not
sufficient because at the same time the DNA needs to be accessible for protein complexes involved
in DNA replication, transcription and repair. This balance between compaction and accessibility is
achieved by highly ordered but dynamic packing of the DNA (Figure 1.31). In eukaryotic cells the
genomic DNA is stored in the nucleus, separated from the cytosol by the nuclear membrane. In the
nucleus, the DNA is organized in a hierarchical manner, starting with the wrapping of the DNA
around histones to form nucleosomes, which are subsequently organized into higher order
chromatin structures®'. In bacteria, on the other hand, the genomic DNA is stored in a membrane-
less organelle inside the cytosol, named the nucleoid. While bacteria do not have histones, they also
have a hierarchical and highly structured DNA organization3'#-3%, This organization is achieved by a
combination of physical forces, such as confinement, crowding and supercoiling, and nucleoid
associated proteins (NAPs), small DNA binding proteins that have histone-like functions320-322,
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Figure 1.31 DNA organization in eukaryotic and prokaryotic cells. In eukaryotic cells the genomic DNA is stored
inside the nucleus, enclosed by the nuclear membrane. Eukaryotic cells typically have multiple chromosomes,
which all occupy a distinct territory within the nucleus. Subdomains within chromosomes with many DNA-DNA
interactions are called TADs. These regions play an important role in gene regulation. Inside the TADs, the DNA
is organized in the form of nucleosomes. In prokaryotic cells the DNA is stored inside a membrane-less organelle
called the nucleoid. Bacteria often have only one circular chromosome, which is organized into macrodomains
by the actions of SMCs (MukBEF in E. coli). Inside the cell, the chromosome can adopt a transversal or
longitudinal disposition, depending on the species. The macrodomains can be further subdivided into CIDs,
which are functionally equivalent to TADs in eukaryotic cells.

Prokaryotic cells

Most of our knowledge of nucleoid organization comes from studies in E. coli. Although our
understanding of nucleoid organization remains incomplete, the emerging picture is that the
nucleoid as a whole is phase separated from the cytosol, providing spatiotemporal control over
cellular processes happening in the nucleoid and cytosol without the need for a separating
membrane3?3324 The nucleoid itself appears structurally and functionally organized into
macrodomains (~ 1Mbp), which are further subdivided into subdomains, named Chromosomal
Interaction Domains (CIDs), functionally comparable to Topologically Associated Domains (TADs) in
eukaryotic cells3132>326 Macrodomains and CIDs are characterized by having more physical
interactions between DNA segments within the domain than with DNA segments in other
domains®%3%, Six macrodomains are recognized in E. coli: the Ori domain, surrounding the origin of
replication; the Ter domain, surrounding the replication terminus; the Right and Left domains,
flanking the Ter domain; the NS-right and NS-left domains, non-structured domains flanking the Ori
domain. The formation and maintenance of these macrodomains is driven by protein complexes of
the Structural Maintenance of Chromosomes family (SMCs) (MukBEF in E.coli, with MatP defining the
Ter region)3!932732% How these macrodomains are positioned inside the bacterium differs between
species. In some species, such as B. subtilis, the chromosome adopts a longitudinal configuration,
while in others, including E. coli, the chromosome adopts a transversal configuration33,

CIDs are smaller interaction domains within the macrodomains. 31 CIDs have been identified in
exponentially growing E.coli cells, ranging in size from 30 to 400 kb32°. DNA supercoiling appears to
be at the basis of CID formation3'°. Supercoiling is caused by the under- and over-winding of the DNA
helix relative to its relaxed conformation (~10.5 bp per turn), which in bacteria leads to DNA
condensation due to the formation of plectonemic structures, meaning that the DNA interwinds with
itself*1°. The supercoiled status of the bacterial chromosome is regulated and maintained by enzymes
called topoisomerases, which act by cutting the DNA after which they create or relax supercoils
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before re-ligating the DNA back together. It is not fully understood how the boundaries of individual
CIDs are defined. Probably there exist multiple mechanisms, including effects from DNA transcription
and regulation by NAPs32>331332_|n addition to CIDs, it has been proposed that small sub-
compartments with specialized functions, such as transcription, can be formed by liquid-liquid phase
separation323'324'332_334.

Fluorescence imaging of the bacterial nucleoid has revealed that its organization is highly dynamic.
By creation of widened E. coli cells, Wu et al. imaged the organization of the genomic DNA into
distinct domains®?’. They found that the DNA is organized into, on average, 4 major domains (‘blobs’)
which merge, split and rearrange at a minute time scale3’. Similar dynamics of ‘blob-like’ regions in
the E.coli nucleoid were observed by Gupta et al*>3. Local dynamics of the chromosome have been
measured by tracking of individual loci on the chromosome. The motion of loci on the chromosome
is sub-diffusive, which is largely due to the polymeric nature of the DNA, but also due to other
factors, such as confinement within the nucleoid and molecular crowding®®>. It is important to note
that the nature of the dynamics of the DNA is dependent on the timescale of the experiment. At a
short time scale (< 10 s) the dynamics are dominated by local movements of the DNA, while at a
larger time scale (> minutes) the dynamics are dominated by cell-division and chromosome
segregation33>3%, Probably as a consequence of this complexity, different studies, using different
experimental conditions, time intervals and analyses, have reported widely different diffusion
coefficients for loci on the genomic DNA, ranging from 107 up to 102 um?2/s?78337-341 |n addition,
studies monitoring the motion of various loci have revealed that their respective mobilities are
strongly dependent on their position along the chromosome33%341-344 | particular, the Ter region has
been reported to be less mobile than the rest of the chromosome339341-344 \which might be explained
by tethering of the Ter site to the cell-division machinery34>3%, restricting its movement. How this
dynamic view of the nucleoid relates to the rather static hierarchical macrodomain model explained
above requires further study.

Nucleoid associated proteins (NAPs) play important roles in nucleoid organization. NAPs are small
basic (positively charged) DNA binding proteins, which are usually highly abundant and perform
histone-like functions. NAPs contribute to nucleoid organization by bending, bridging and bunching
the DNA by specific (sequence- or structure-specific) and non-specific interactions. Thereby, they
contribute to nucleoid condensation, domain formation and regulation of gene
expression?78319325327 There exists a variety of NAPs, some of which are highly conserved, while
others are less conserved between species. 12 different NAPs have been identified in E. coli*¥. The
most conserved NAP is histone-like protein HU (heat-unstable protein) whose properties and
functions will be discussed in detail below.

1.7.1.1 Histone-like protein HU

HU is a key player in nucleoid organization and is associated with diverse biological processes
including the regulation of overall nucleoid compaction?’®, the formation and maintenance of
nucleoid domains3?>327, the regulation of gene expression3¥3>1, the control of stress-response
pathways and DNA repair®°3*2, and even in biofilm formation3>3. HU molecules form dimers, which
can interact with the DNA in structure specific and non-specific manners. E. coli expresses two HU
variants, HUa and HUB, which form HUaa homodimers and HUa heterodimers3>%3>%, The
expression of these two HU variants is dependent on the growth phase and external stress factors,
with HUaa being most abundant during exponential phase and HUa being most abundant during
stationary phase and under stressed conditions3>%3>4, Although HU is not essential for E. coli, cells
deficient in HU have been reported to show expanded nucleoids, altered transcription profiles3-350
and increased sensitivity to UV3*22%> and gamma irradiation®, highlighting the importance and
versatility of HU.
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The different physiological roles of HU are regulated trough different modes of interaction with the
genomic DNA. Two DNA binding modes have been reported for HU: transient non-specific binding
and structure-specific binding (Figure 1.32). The non-specific binding mode is the most abundant,
causing HU to uniformly distribute over the whole nucleoid?’#3%3% This non-specific binding is
critical for maintenance of the overall compaction status of the nucleoid and is mediated by three
conserved lysine residues located on the sides of the HU a-helical ‘body’(Figure 1.32)?78348,
Furthermore, these lysines enable HU to bridge different DNA segments since they are located on
both sides of the HU body3*7-*>8, which could contribute to the capability of HU to promote long-
range DNA contacts and domain formation3?>32¢, In vitro studies have revealed that the effect of HU
on DNA compaction is dependent on the protein concentration: while at low concentrations HU was
shown to promote overall DNA condensation by creation of flexible bends, at high concentrations,
HU was shown to promote the formation of rigid filaments by multimerization of HU molecules3>"-3¢°,
The biological relevance of HU multimerization, however, remains to be established, as such high
concentration are usually not found inside cells, although it is not excluded that local conditions
might favor multimerization3!°. Besides this non-specific binding mode, HU has been shown to bind
DNA in a structure-specific manner, recognizing structures such as kinks, nicks, gaps, and cruciform
structures. This structure-specific binding is mediated by proline residues located on the HU B-hairpin
‘arms’, which intercalate into the minor groove of the DNA (Figure 1.32)%1, Structure-specific binding
has been shown to be involved in maintenance of the supercoiled status of the DNA and regulation
of gene transcription3*,
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Figure 1.32 HU is a key player in nucleoid organization. A) Structure of HUaa from E. coli (PDB 608Q) with the
lysines and prolines involved in non-specific and structure-specific DNA binding highlighted in orange and
yellow, respectively. B) Non-specific interactions between HU and DNA can lead to DNA bending or DNA
rigidification by multimerization of HU molecules, depending on the HU concentration. These non-specific
interactions contribute to the overall compaction and organization of the nucleoid. Structure-specific interaction
between HU and the DNA have been proposed to be involved in regulation of the supercoiled state of the DNA
and gene expression.

In addition to the two intrinsic DNA binding modes of HU, there is increasing evidence that the
interaction between HU and the DNA is modulated by post-translational modification (PTMs). In
eukaryotic cells, many activities around the DNA are regulated by PTMs on the histone tails, which
are collectively referred to as the ‘histone-code’3%%3%3, Based on the various PTMs found on NAPs,
Carabetta coined the hypothesis of the existence of a histone-like code in bacteria®*2. For example,
HU has been reported to be acetylated, phosphorylated and succinylated in various bacterial
species®%364387 These modifications have been shown to influence the DNA binding affinity of HU
and have been proposed to contribute to fine-tuning the overall nucleoid architecture, regulation of
gene expression and adaptation to environmental stress36436>367,
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1.7.1.2 Single particle tracking of HU

Single-particle tracking of HU molecules has significantly contributed to our understanding of the
activities of HU in living cells. Table 1.4 provides a list of studies that used sptPALM to investigate the
behavior of HU in various bacterial species.

Most studies identified two HU populations: one slow diffusing, seemingly immobile, population (<
0.15 pm?/s)?78279.3%8, one faster diffusing population (~0.3-0.5 pm?2/s)?78279:368 Although it is tempting
to speculate that these two states correspond to the specific- and non-specific DNA-binding modes
of HU, Bettridge et al. showed that the dwell-time of the slow diffusing population is too short
compared to what would be expected for HU molecules structure-specifically binding to the
DNA?83% |nstead, they proposed that the slow population corresponds to the non-specific DNA
binding mode of HU mediated by the lysine residues located on the HU body?’8. The apparent
diffusion of the ‘immobile’ population results from motion of the DNA?"%337 and the localization
uncertainty?”. The size of the HU population structure-specifically binding to the DNA is possibly too
low to be detected. The diffusion coefficient of the faster diffusing population is too low to represent
a freely diffusing population. Rather, this population has been proposed to interact with the DNA in a
transient manner with a dwell time too low to be detected by sptPALM (see Figure 1.27)*%275 In
fact, using a combination of DNA free cells and simulations, Stracy et al. estimated that the HU
molecules in this population spend 99% of their time (transiently) bound to the DNA%".

In addition to WT HU, Bettridge et al. also studied the diffusion of two HU mutants: HUa(triKA),
lacking the three lysine residues located on the HU body, and HUa(P63A), lacking the proline located
on the HU arm (Figure 1.32A)%’%. They found that both mutants diffuse faster than WT HU,
suggesting that these mutants bind less to the DNA?’8, Interestingly, they also showed that while the
nucleoids in HUa(triKA) cells are hyper compacted, the nucleoids in HUa(P63A) cells are expanded?’®,
They attributed this observation to a dual role of HU in nucleoid compaction, balancing compaction
and expansion through differential interactions with the DNA?78,

While most studies found two HU populations, others found one337:370 or three3” populations. The
appearance of only a single HU population was ascribed to fast exchange between the DNA-bound
and unbound states®”°. The biological meaning of the three populations identified by Kamagata et al.

is unclear. Their fitted diffusion coefficients, however, are very close to those reported in
re.f.‘5278,279,368

Table 1.4 Single particle tracking of HU. Listed are studies performing spt of HU in various species.

Reference Species!? HU fusion Frame time SPT analysis = Diffusion
(ms) + coefficient (um?/s);
interval (ms)? population (%);
dwell time (ms)
Bettridge etal.  E.coli Hua- 6.74 vbSPT272 0.39 (57%); 74
(2020)?78 PAmCherry 0.14 (43 %); 100
HUa(triKA)- 1.1 (95%); 852
PAmCherry 0.18 (5%); 107
HUa(P63A)- 0.84 (68%); 114
PAmCherry 0.25 (32%); 129
Floc’h et al. D. radiodurans HU- 30 Classical 0.32 (100%)
(2019)37 PAmCherry MSD
analysis
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Kamagataetal. E.coli HUB-eGFP 10+ 30.8 Classical 0.54 (20%)

(2021)" MSD 0.17 (49%)
analysis 0.071 (31%)
Stracy et al. E.coli HUB- 15 +0.48 One-step 0.41 (23%)
(2021)>® PAmCherry MSD 0.11 (73%)
analysis
Strzatka et al, S. coelicolor Hua- 30 Gaussian 0.40 (25%)
(2022)3¢8 PAmCherry mixture 0.015 (75%)
model?”2
Zhu et al. E.coli Hua- 30+2.5 Classical 0.098 (100%)
(2020)3% PAmCHerry MSD
analysis

1. All measurements were performed in exponential phase cells
2. The frame time refers to the exposure time of the camera; the interval refers to additional time in
between frames

1.7.2 Stress-induced nucleoid remodeling

Bacteria have the ability to swiftly adapt to changing environmental conditions, which is crucial for
their survival. Among the different adaptation strategies bacteria have developed, reorganization of
the nucleoid architecture appears to be a wide-spread mechanism. Nucleoid remodeling has been
observed in cells entering stationary phase and in acute response to osmotic stress3’3, oxidative
stress®’4, nutrient starvation33”375, antibiotics®”>3"® and gamma-3"° and UVC irradiation38-383, This
reorganization is typically observed as a hyper-condensation of the nucleoid, which is reversed when
the stress factor is removed or when the cells have recovered or adapted37628%38, The function of
stress-induced nucleoid remodeling has been proposed to be threefold: protection of the genomic
DNA from further damage; facilitation of DNA repair by the alignment of sister chromosomes to
facilitate homologous recombination®7%378; regulation of gene expression to upregulate the
production of proteins that help cope with stress3%.

The molecular mechanisms driving stress-induced nucleoid remodeling have been intensively
investigated (Figure 1.33). Recent studies suggest that nucleoid condensation might be partly
ascribed to the intrinsic capability of homologous DNA strands to find each other and align®76.385386,
Prolonged nucleoid compaction, however, does appear to be dependent on the activity of specific
proteins376:378:382.383 gty dies in E. coli, and other bacteria, have shown that RecA and RecN are key
players in nucleoid remodeling®76378:38238 RecA is a multifunctional protein which is involved in DNA
repair and activation of the SOS response. The SOS response is a common stress response in bacteria,
driving upregulation of proteins involved in DNA repair (i.e. the SOS-genes)37:388, This response is
triggered by the binding of RecA to single stranded DNA (ssDNA), which subsequently triggers
autoproteolysis of LexA. LexA is a transcriptional repressor, which, under normal growth conditions,
is bound to the promoter regions of the SOS-genes, thereby suppressing their expression. Upon
proteolysis, LexA is unable to bind the DNA and the SOS-genes are expressed. Activation of the SOS-
response has been shown to be essential for prolonged nucleoid compaction®%383, although it
remains unclear how exactly this is mediated. It remains also unclear whether RecA, in addition to
SOS activation, plays a more direct role in nucleoid remodeling®®1383, RecN is one of the proteins that
is upregulated by the SOS response3®. RecN is a member of the SMCs family and has been shown to
act as a cohesin-like protein, promoting DNA-DNA interactions®®. RecN has been shown to
contribute to DNA compaction in response to UV irradiation32383, Furthermore, Vickridge et al

showed that RecN promotes the alighment of sister chromosomes in response to DNA damage®”%,
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Figure 1.33 Molecular mechanisms driving stress-induced nucleoid remodeling. Stress-induced nucleoid
remodeling is typically characterized by a transient compaction of the nucleoid. Several factors have been
proposed to contribute to this reorganization: RecA mediated SOS activation resulting in the expression of
proteins involved in recovery from DNA damage; Alignment of sister chromosomes by intrinsic abilities of
homologous DNA segments to recognize each other and by the action of the cohesin—like protein RecN; Tight
packing of the nucleoid by stress-upregulated and modified NAPs.

An increasing number of studies indicates that NAPs play an important role in stress-induced
nucleoid remodeling®“. In eukaryotic cells, it is well-known that changes in histone composition and
histone modifications are involved in stress signaling and the regulation of DNA repair processes. In
particular, phosphorylation of H2AX is a well-known marker of DNA damage and has been shown to
recruit DNA repair proteins and modulate the mobility of the DNA3%°-3%2, Moreover, Hauer et al
showed that, in yeast, overall histone levels drop in response the DNA damage leading to increased
DNA mobility, facilitating homology search3®, Similarly, in bacteria, modifications of NAPs and
changes in the expression levels of different NAPs have been shown to contribute to a swift stress
response. Dps (DNA-binding protein from starved cells) is a multifunctional NAP that is upregulated
under stressed conditions, including oxidative stress and nutrient starvation. In addition, there is
likely an important role for HU in stress-induced nucleoid remodeling. E. coli cells deficient in HU
show increased sensitivity to UV-3235>36 and gamma-irradiation®*®, which has been attributed to the
role of HU in DNA repair®®® and SOS activation. Furthermore, Remesh et al. showed that HU mediates
nucleoid remodeling in E. coli under acid stress®’. Finally, recent studies suggest that
phosphorylation and acetylation of HU could play a role stress-resistance36>3753%,

In my thesis, | will focus on two sources of stress: entry into stationary phase and exposure to high
doses of UVC irradiation.

1.7.2.1 Nucleoid reorganization during stationary phase

Stationary phase is a bacterial growth phase in which the rate of cell growth is equal to the rate of
cell-death. This phase is characterized by a high cell density, restricted nutrient availabilities and/or
other growth limiting factors. In order to survive, bacteria lower their metabolic activity and adopt
specific morphological changes, which protect them from starvation and also render them more
resistant to other sources of stress. Nevertheless, stationary phase bacteria still suffer from oxidative
stress, which limits their ability to restart growth when fresh nutrients are provided3®®.

Investigations of the stationary phase nucleoid have revealed that it is more compact and less mobile
than the exponential phase nucleoid®’. One of the key regulators of this compaction in E. coli is Dps,
whose expression is drastically upregulated in stationary phase®®. Dps is a dodecameric protein,
which, like HU, binds the DNA mostly in a non-specific manner and has the ability to condense the
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DNA323:3%397 gyrprisingly, DNA condensation by Dps has little effect on gene transcription during
stationary phase3¥’. In addition to its DNA-binding capabilities, Dps exhibits ferroxidase activity which
contributes to the neutralization of toxic chemical species. Both these activities of Dps, DNA-binding
and ferroxidase activity, have been shown to be essential for its protective abilities**®: Dps mutant
cells have worse survival during stationary phase and are more sensitive to oxidative-, temperature-
and pH stress, and UV-and gamma-irradiation3°3%°, HU has also been shown to play a role in the
reorganization of the stationary phase nucleoid. In E.coli cells entering stationary phase, there is a
shift from HUaa homodimers to HUaf heterodimers, which has been associated with increased DNA
condensation and the maintenance of negative supercoiled regions331:35849%0,

1.7.2.2 Nucleoid remodeling in response to UVC irradiation

UVC (200-280 nm) irradiation is a popular method used to induce DNA damage in laboratory settings.
Natural UVC light, coming from the sun, is mostly retained by the ozone layer so that it does not
reach earth. Luckily, because it is highly mutagenic. UV irradiation damages the DNA via both direct
and indirect effects*®. Direct damage is the result of absorption of UVC photons by the DNA bases,
which leads to the formation of pyrimidine dimers, 6-4 photoproducts and Dewar isomers*°>4%, Such
structures distort the DNA helix hindering DNA replication and transcription, and are lethal if not
repaired. Indirect damage is the result of UVC induced ROS formation, mainly singlet oxygen, which
leads to the oxidation of guanine bases creating 8-Oxoguanine lesions**4%, |n addition, ROS can
contribute to the formation of single-strand breaks. Double-strand breaks may also be formed after
UV irradiation, not as a direct effect of the irradiation but as a consequence of DNA repair and stalled
DNA replication?®®%%7, |n addition to DNA damage, UVC induced ROS formation may also lead to
protein damage*®®.

In response to UVC irradiation, bacteria activate their SOS response, upregulating the production of
DNA repair proteins, such as RecA and UvrA3238 Studies in E. coli revealed that, after sub-lethal
irradiation, the nucleoid first adopts a highly compacted organization after which it becomes
dispersed along the cell before it recovers its normal morphology and the cells restart
growth380382383 This remodeling was shown to be dependent on SOS activation as described above.
It is not fully understood how these different stages of nucleoid remodeling are related to DNA repair
and recovery. Odsbu and Skarstad proposed that the initial compaction phase serves to stabilize the
damaged DNA and repair severe lesions, such as double stranded breaks, while the repair of other
lesions happens during the dispersed stage33. This hypothesis is in line with the observation that
cells deficient in DNA repair proteins reach the dispersed stage but are unable to restart
growth32383 HU likely plays a role in the nucleoid reorganization and DNA repair following UVC
irradiation as cells deficient in HU show increased sensitivity to irradiation3>%3%, A possible activity of
HU could be the stabilization of damaged DNA3®,

1.7.3 Deinococcus radiodurans as model system for nucleoid remodeling

Deinococcus radiodurans is a relatively large spherical non-pathogenic bacterium with an
extraordinary capacity to survive extremely harsh conditions. D. radiodurans was discovered in 1956
after it had spoiled a can of meat that had been sterilized by X-rays*®. Further studies revealed that
D. radiodurans can survive diverse types of genotoxic stress, including high doses of ionizing- and UV-
radiation, desiccation and oxidizing agents. Why D. radiodurans has evolved such an extreme
resistance to radiation remains unclear, as such conditions are not found on earth. One explanation
is that its radiation resistance is simply a side-effect of its resistance to desiccation®'°. There are
multiple factors that have been proposed to contribute to the remarkable stress-resistance of D.
radiodurans including an efficient DNA repair machinery, an extensive antioxidant system protecting
the proteome and a special nucleoid organization.
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The genome of D. radiodurans is composed of two chromosomes (chromosome | and Il), a
megaplasmid and a small plasmid, which are all present in multiple copies per cell (4 - 10)*%412, This
multiplicity has been proposed to facilitate DNA repair by homologous recombination, thereby
contributing to the remarkable resistance of D. radiodurans. Harsojo et al, however, showed that the
irradiation resistance of D. radiodurans is not influenced by its genome multiplicity (5 or 10
copies)*?, although this does not exclude that it is beneficial to have more than one copy. These
chromosomes and plasmids are organized in the nucleoid inside an unusual ring-like configuration,
which had originally been proposed to contribute to radioresistance**#!4, Moreover, it had been
speculated that inside this ring-like configuration the chromosome copies are pre-aligned to facilitate
DNA -repair*>#1®, These two hypotheses, however, have since been proven wrong, although a
transient alignment of chromosome | loci was observed after exposure to gamma-irradiation®'47,
Nevertheless, it does appear that radioresistant species have more compact nucleoids than
radiosensitive species, which has been proposed to limit diffusion of damaged DNA fragments®*’.

In D. radiodurans, organization of the genomic DNA inside the nucleoid is achieved by a limited
number of NAPs, with HU and DNA Gyrase (DrGyr) being the main regulators of nucleoid
organization*. In contrast to E. coli, D. radiodurans only expresses one HU variant, which is essential
for its viability*841°, Depletion of HU from D. radiodurans cells results in nucleoid expansion, DNA
fragmentation and ends with cell lysis**°. Studies on the activity of HU in D. radiodurans revealed that
the interaction between HU and the DNA is mainly transient®”® and that HU can promote both DNA
compaction as well as DNA stiffening in a concentration dependent manner®®°. DrGyr is a type |
topoisomerase which is composed of two subunits GyrA and GyrB and mediates DNA relaxation and
supercoiling®®42°, |n addition to HU and DrGyr, D. radiodurans expresses two Dps variants, Dps1 and
Dps2. Dps1 is present independent of the growth phase*'®, unlike Dps in E.coli which is mainly
expressed during stationary phase. Dps2, on the other hand, is upregulated in response to oxidative
stress*?422, These Dps variants are not essential for the viability of D. radiodurans but likely
contribute to its extreme resistance by regulating the metal concentrations inside the cell419423424,

The remarkable resistance of D. radiodurans has motivated many studies to investigate its stress-
response. Proteomic studies show that in response to stress a large number of proteins are
upregulated, including proteins involved in cell wall synthesis, transcription, iron homeostasis and
DNA repair*?%*?>, |In D. radiodurans, this stress response is not regulated by the classical SOS
response. Although D. radiodurans does express both functional RecA and LexA, these proteins do
not control the upregulation of repair proteins in response to stress*??8, |nstead, the expression of
these genes is controlled by IrrE, also called Pprl, and DdrO. IrrE is a metalloprotease that is activated
by oxidative stress (and possibly other mechanisms) and subsequently cleaves DdrO, the
transcriptional repressor of the radiation/dessication regulon (RDR)*?-4%, This regulon encodes
classical DNA repair proteins, such as RecA, as well as D. radiodurans specific proteins, such as PprA
and DArC3°43%° PprA is one of the proteins that is crucial for the stress-resistance of D. radiodurans.
PprA has been shown to interact with DNA-gyrase and RecA and is expected to thereby regulate DNA
repair and genome maintenance after irradiation*?%3432_DdrC is a DNA binding protein that has
been shown to be rapidly recruited to the nucleoid in response to gamma-irradiation. The function of
DdrC has been proposed to be multifold37°433; protection of the DNA against nucleases; compaction
of the nucleoid to limit dispersion of fragmented DNA, facilitation of DNA repair.

Whether HU also plays a role in the stress-response of D. radiodurans remains to be investigated.
Given that the activities of HU in D. radiodurans appear very similar to those of HU in other bacteria
under normal growth conditions, its role under stressed-conditions is presumably also similair.
Notably, Hou et al. showed that HU can be phosphorylated and that the phosphorylated status of HU
in Deinococcus affects its UV- and oxidative stress resistance3®.
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Although D. radiodurans is very resistant, it is not unbeatable. What happens when the DNA and
protein damage is too severe and cells are unable to recover? Devigne et al. showed depletion of
DdrO triggers an apoptotic-like cell death with fragmented DNA, misplaced nucleoid and blebbing
membranes**4. They propose that in conditions where recovery is impossible, IrrE activity is
prolonged due to persisting oxidative stress, preventing recovery of normal DdrO levels thereby
triggering an apoptosis-like cell death in D. radiodurans®*.

In additions to its own scientific interest, D. radiodurans presents a good model system to study
stress-induced nucleoid remodeling. Firstly, it is a relatively large bacterium, which facilitates imaging
studies. Secondly, D. radiodurans has a low number of NAPs, which facilitates the study of the role of
these NAPs in nucleoid organization*!8, Thirdly, previous work of the lab has characterized in detail
the organization of its nucleoid under normal growth conditions and various studies are available on
the changes in the nucleoid in response to stress. Together, these factors make D. radiodurans a
good model system to study stress-induced nucleoid remodeling.

1.8 Thesis objectives

The central theme of my PhD work was quantitative PALM. The wide-spread use of quantitative
PALM is currently limited by suboptimal fluorophore behaviors and imperfect analysis tools. Aiming
to boost the application of quantitative PALM experiments, most of my thesis work has been
dedicated to the photophysical characterization of PTFPs with the goal to develop strategies to
optimize their behavior for SMLM. In addition, | have worked on the application of sptPALM to study
stress-induced nucleoid remodeling D. radiodurans, exploring different analysis strategies to unravel
the role of HU in nucleoid organization.

1.8.1 Photophysical characterization of PTFPs

Most of my work has been focused on the popular PCFP mEos4b. This work builds on previous
findings of the lab showing that 488 nm light can be used to suppress long-lived blinks and boost
sptPALM%, which inspired the idea that 488 nm light might also benefit gPALM (continuing the PhD
work of Daniel Thédié). This idea motivated extensive characterization of the effects of 405 and 488
nm light on the blinking behavior and PCE of mEos4b. Furthermore, the team led by Bernard
Brutsche uncovered by NMR spectroscopy that the ground-state of green-state mEos4b is
heterogeneous, which motivated investigations of the effects of this heterogeneity on the
photophysical behavior of mEos4b.

In addition to mEos4b, part of my thesis is dedicated to the study of the RSFP rsEGFP2, which has
been identified as a promising candidate for cryoPALM. Investigation of the switching behavior of
rsEGFP2 at CT was the PhD work of Angela Mantovanelli, who defended her thesis in March 2023.
Her work, together with work by Oleksandr Glushonkov and Virgile Adam, revealed intriguing
switching behaviors that could not be explained by existing photophysical models. In parallel to this
project, work lead by Martin Byrdin revealed that the apparent brightness of EGFP and rsEGFP2 at CT
is strongly affected by triplet state formation. | contributed to the development of a new
photophysical model of rsEGFP2 by discussion and use of simulations to examine what models could
explain the observed behaviors.

In support of these photophysical studies, my thesis starts with the discussion of the strengths and
drawbacks of different immobilization strategies that can be used to study FP photophysics. This
work benefited from a collaboration with the Tinnefeld lab (LMU, Munich), to explore the use of
DNA-origamis for the photophysical characterization of mEos4b.
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To sum up, the objectives of this part are the following:

1. Compare different immobilization platforms for the photophysical characterization of FPs

2. Characterize the effects of different illumination conditions on the blinking behavior and
photoconversion efficiency of mEos4b to build a refined photophysical model

3. Develop a photophysical model explaining the photophysical behavior of rsEGFP2 at
cryogenic temperature with the support of simulations

1.8.2 Application of sptPALM to study stress-induced nucleoid remodeling

In addition to photophysical studies, my thesis includes the application of sptPALM to the
investigation of stress-induced nucleoid remodeling in D. radiodurans. Unraveling the molecular
mechanisms driving nucleoid organization in response to DNA damage is one of the central themes in
the lab. This work is mainly driven by Pierre Vauclare and Joanna Timmins, who characterized in
detail the morphological changes if the nucleoid of Deinococcus radiodurans in response to UVC
irradiation. This work also builds on previous work of the lab by Kevin Floc’h and Francoise Lacroix
who characterized the cell and nucleoid morphology of D. radiodurans under normal growth
conditions®”°.

While this project is motivated by a biological question, namely how nucleoid remodeling is
orchestrated in response to stress, my work is mainly focused on the practical aspect: analysis and
interpretation of the sptPALM data.
So, the objectives of this part are the following:

1. Find the most appropriate methods to collect and analyze spt data in D. radiodurans

2. Characterize the diffusion dynamics of HU under normal growth conditions (exponential and
stationary phase) and in response to UVC irradiation

80



2 Material and Methods

2.1 Fluorescent proteins

Plasmids encoding mEos4b, mEos3.2, pcStar and Dendra2 were available in the lab. Plasmids
encoding mEos4b with an N-and C-terminal cysteine for maleimide labeling were designed and
cloned by Virgile Adam. All protein constructs carried a His-Tag to facilitate purification. Proteins
were expressed and purified as described previously?*® with the help of Salvatore De Bonis and
Virgile Adam. Purified proteins were stored at -80°C.

2.2 Bacterial strains and culture conditions

A genetically-engineered D. radiodurans strain expressing HU-mEos4b from the endogenous HU
promoter was prepared by Claire Bouthier de la Tour and Fabrice Confalonieri (Institute for
Integrative Biology of the Cell, Gif-sur-Yvette, France). A WT strain (GY9613, ATCC 13939, strain R1)
and oriC/ter-labeled strains®’%#'! (GY15787 and GY15800) were available in the lab. All strains were
grown in a shaking incubator at 30°C in 2xTGY broth (Tryptone-Glucose-Yeast extract) supplemented
with the appropriate antibiotic (50 pug/ml hygromycin for the HU-mEos4b expressing strain and 3.4
ug/ml chloramphenicol for the oriC/ter-labeled strains). For microscopy experiments, a pre-culture
was started in the morning the day before the experiment. Dilutions of this initial culture were then
grown overnight to exponential phase (ODggo ~0.3-0.6) or early stationary phase (ODggo >3, ~24h
culture). Alternatively, notably for oriC/ter-labeled strains, a pre-culture was grown overnight and
was diluted 60 times in fresh 2xTGY the next morning and grown for approximately 5 hours to reach
exponential phase for experiments in the afternoon.

The HU-mEos4b strain showed no growth defects or abnormal morphologies, and showed WT-like
resistance to irradiation. Furthermore, imaging revealed that HU-mEos4b localized with the DNA
(Figure 2.1), as is expected for HU. Given that HU is an essential protein in D. radiodurans, these
findings indicate that HU-mEos4b is functional.

Bright fied Syto9 (DNA) HU-mEos4b

Figure 2.1 HU-mEos4b localizes to the nucleoid. DR cells expressing HU-mEos4b were stained with the DNA
stain Syto9 to evaluate the localization of HU-mEos4b. First, a bright field image was acquired, after which
syto9 was imaged using 488 nm light, before HU-mEos4b was imaged using the typical sptPALM imaging
scheme described below. Scale bar = 3 um.

Labeling of the oriC and ter-sites is based on the parS/ParB system (Figure 2.2). parS is a short DNA
sequence that binds ParB. When bound to parS, ParB proteins spread on the DNA, forming
complexes that can be seen as foci by fluorescence microscopy if the ParB protein is fused to a FP
(Figure 2.2B). In oriC- or ter-labeled strains, multiple parS sites were inserted close to either the oriC
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or the ter sites of chromosome |, and ParB-GFP was expressed from a plasmid under the control of a
constitutive promoter. In addition, these strains expressed HU fused to mCherry for visualization of
the nucleoid.
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Figure 2.2 Labeling of the oriC and ter sites using the parS-ParB system. A) lllustration of the usage of the
parS/ParB system to label the oriC and ter sites. B) Fluorescence image of ter labelled D. radiodurans cells. The
high fluorescence background in the cells arises from freely diffusing ParB-GFP expressed in excess from a
plasmid. Scale bar =5 um.

2.3 Mammalian cell lines and culture conditions

The U20S CRISPR cell line expressing Nup96-mMaple was purchased from Cell Line Service. A U20S
cell line expressing Nup96-mEos4b was created by CRISPR technology by Pascale Tacnet, Philipe
Frachet, Virgile Adam and Oleksandr Glushonkov. Cell cultures were maintained by Pascale Tacnet.
Cells were grown at 37°C and 5% CO, in growth medium (DMEM containing Glutamax and 10% fetal
calf serum). For microscopy experiments, cells were seeded on ozone cleaned high precision cover
glasses (No. 1.5H, Marienfeld) and grown for two days to a confluency of ~60%.

2.4 Sample preparation for microscopy experiments

2.4.1 Preparation of polyacrylamide samples

Purified protein was diluted into a 1:1 mixture of 30% Acrylamide/Bis-acrylamide solution (29:1 v/v
or 19:1 v/v, Invitrogen) and appropriate buffer (Tris buffer (1.5 M, pH 7-8.4) or Mcllvaine (MlI) buffer
(1 M phosphate buffer and 0.5 M citric acid, pH 5-6)). The final FP concentration was in the UM range
for ensemble measurements or in the nM range for single-molecule measurements. In addition,
nanodiamonds (Adamas Nanotechnologies) were added to the mixture to serve as fiducial markers
for single-molecule measurements. Polymerization was initiated by addition of ammonium
persulfate (APS) and tetramethylethylenediamine (TEMED), after which 10 ul of sample was
sandwiched between two ozone cleaned cover glasses. Samples were left to polymerize for 10
minutes at RT. The final thickness of the sample was ~10 um.

Polyacrylamide samples contained minimal amounts of fluorescent impurities as shown in Figure 2.3.

For comparison, on a typical sample, containing mEos4b, more than 10000 clusters (often containing
multiple localizations) were detected during a 20-minute acquisition.
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Figure 2.3 Polyacrylamide samples contain minimal fluorescent impurities. Cumulative number of localizations
detected on a PAA sample without any mEos4b molecules using 500 W/cm? 561 nm light and 1-100 W/cm? 405
nm light.
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2.4.2 Preparation of DNA origami samples
2.4.2.1 Sample design

In collaboration with the Tinnefeld lab (LMU, Germany), we set-out to develop a protocol to
immobilize mEos4b using DNA-origamis for photophysical studies. The sample design is shown in
Figure 2.4A. We chose to use the new rectangular origami (NRO) as a template structure because we
hypothesized that the shape of the rectangular origami would provide a barrier between mEos4b
and the cover glass, preventing unwanted interactions. The basic NRO template was modified to
have a 21nt docking strand to bind DNA-labeled mEos4b and three 21nt docking strands to bind DNA
labeled dye molecules (so called ‘reference dye’). The distance between the docking strands for the
FP and dye molecules was set to be 35 nm to prevent unwanted interactions. For immobilization of
the origami on a BSA-biotin — streptavidin surface, six biotinylated strands were incorporated into
the origami design.
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Figure 2.4 A DNA-origami based platform for photophysical studies. A) Sample design based on the NRO. B)
Labeling of mEos4b with ssDNA via maleimide chemistry. C) Folding of DNA origamis (figure adapted from**).
D) Sample assembly for microscopy experiments. See text for details.

2.4.2.2 Preparation of DNA labeled mEos4b

Purified mEos4b (100 uM) containing a free cysteine at its N- or C-terminus was incubated with 5
mM TCEP (tris(2-carboxyethyl)phosphine) at neutral pH to reduce the free cysteine making it
available for reaction with maleimide. After 30 minutes, 1 mM of maleimide labeled ssDNA (Biomers,
TTTGTGATGTAGGTGGTAGAGGAA) was added to the mixture and left to incubate for 3 hours at RT
(Figure 2.4B). We attempted to remove the excess ssDNA from the sample by loading the His-tagged
protein construct on a nickel column to wash out the free ssDNA. However, this step was
complicated by poor binding of the protein construct to the nickel column (discussed in Results).
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Alternatively, we tried to remove the free DNA by ion exchange but the DNA labeled protein
aggregated on the column (see Results).

2.4.2.3 Folding and purification of the DNA origamis

All DNA was available in the Tinnefeld lab. NRO DNA origamis were produced by mixing p7249
scaffold with unmodified staples and biotinylated staples (10x molar excess) in folding buffer (5 mM
Tris-HCl pH 8, 1 mM EDTA, 20 mM MgCl,) (Figure 2.4C). The folding reaction was carried out in a
thermocycler, which was first heated to 80°C to denature the DNA after which the temperature was
gradually decreased from 60°C to 4°C (3 min 12 s per °C) to promote annealing. After the folding was
completed, excess staples were removed using 100k Amicon spin filters.

2.4.2.4 Sample assembly

DNA origamis were assembled by mixing 1nM folded origamis with 50 nM DNA-labeled AF647 and 50
nM DNA-labeled mEos4b. AF647 was chosen as reference dye because it exhibits minimal
photobluening compared to other organic dyes, including ATTO647N, which was used in the original
eYFP study?®43¢, After 2-3 hours of incubation at RT, unbound dye molecules and proteins were
removed using 100k Amicon spin filters. It is important to remove the excess dye and FP from the
sample because these may stick non-specifically to the BSA-biotin — streptavidin surface and appear
as impurities.

Flow chambers were constructed from a glass slide, double sided scotch tape (or parafilm) and a high
precision cover glass (Figure 2.5). The chambers were passivated with biotinylated BSA (0.5 mg/ml in
PBS, 3 min at RT). Next, after the chambers were washed 3 times using PBS, Streptavidin (0.5 mg/ml)
was loaded into the chambers. After 3 minutes of incubation, the chambers were washed with
imaging buffer (50 mM Tris-HCI pH 7.4, 20 mM MgCl,, 5 mM NacCl) and the assembled DNA-origamis
were loaded on the sample. After 5 minutes of incubation, unbound origamis were removed by
washing 3 times with imaging buffer, after which the chambers were sealed using picodent.

A B

Glass slide

Coverslip

~~=Scotch tape

Figure 2.5 Flow chambers. A) Flow chambers were constructed from a glass slide, double sided scotch tape and
a coverslip. B) Samples were applied on one side of the chamber and aspirated through the chamber by use of a
tissue (not shown in the scheme).

We verified by Atomic Force Microscopy (AFM, Germany) that the origamis were folded properly
(Figure 2.6A). Furthermore, we evaluated the incorporation and accessibility of the docking strands
on the origamis by labeling the origamis with Atto647N as a reference dye and Cy3B substituting
mEos4b (Figure 2.6B). Fluorescence imaging revealed that the dyes co-localized (Figure 2.6B),
verifying the incorporation and accessibility of the docking strands in the origamis.
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Figure 2.6 Evaluation of the DNA origamis by AFM and fluorescence imaging. A) AFM scans of assembled DNA
origamis validating that the origamis are properly folded. B) Colocalization of Atto647N (as reference dye, red)
and Cy3B (as FP substitution, blue) verifies the incorporation and accessibility of the docking strands on the
origamis. Note that the distance between the Atto647 and Cy3B localizations does not reflect the distance
between the dyes on the origamis but is due to a chromatic shift.

2.4.3 Preparation of U20S Nup96-FP samples

U20S cells expressing Nup96-mEos4b or Nup96-mMaple were grown directly on ozone cleaned
cover glasses. After the cells had reached a confluency of ~60%, they were fixed according to a
previously published protocol?*. In brief, samples were rinsed 3 times with PBS after which they
were prefixed for 30 s in 2.4% paraformaldehyde (PFA, w/v, Electron Microscopy Sciences) in PBS.
Next, samples were permeabilized for 3 minutes in 0.4% (v/v) Triton X-100 in PBS and subsequently
fixed for 30 minutes at 37°Cin 2.4% PFA. Finally, after blocking the PFA using 100 mM NH4CI
solution, samples were rinsed with PBS and stored in the fridge for up to a week.

Although we did not perform immuno-labeling, we noticed that permeabilization of the cells with
Triton X-100 was still useful to reduce the auto-fluorescence from the cells.

To prepare the samples for imaging, the coverslips with cells were placed on top of concave glass
slides (Sigma Aldrich) containing 100 ul PBS or Tris-HCI buffer (50 mM, pH 7-8). Excess liquid was
removed by gently pressing the coverslip while taking care not to trap any air bubbles. Samples were
sealed with picodent twinsil.

2.4.4 Preparation of D. radiodurans samples

Bacterial cultures in exponential (ODgoo between 0.3 and 0.6) or stationary phase (24h growth, ODggo
>3) were washed 3 times by centrifugation (3000g for 3 minutes) and resuspension of the cell pellet
in MODR minimal medium (45.5 mM Na;HPO,, 22 mM KH,PO4 and 15.1 mM (NH,),S0s, pH 7.3).
Following the final washing step, the cells were resuspended in 20-100 pl M9DR, depending on the
size of the pellet. 10 pl of cell suspension was then placed on an ozone cleaned coverslip and the
cells were left to sediment for 2 minutes, after which the excess liquid was removed. After the
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samples had dried (2-4 minutes), 10 pl 1.5% (w/v) low melting agarose (LMA, Biorad) in M9DR was
placed on top of the sedimented cells and a glass slide was placed on top to evenly distribute the
LMA. Samples were sealed with picodent twinsil and imaged within 20 minutes.

For estimation of the contribution of the localization uncertainty to the apparent diffusion of HU-
mEos4b, exponential phase cells expressing HU-mEos4b were chemically fixed by incubation in 3.7%
PFA for 1 hour at RT, before proceeding with the sample preparation as described above.

The washing steps were necessary to limit autoblinking, as described previously**’. Nevertheless,
despite the washing, some samples still showed strong autoblinking (Figure 2.7). The reason for this
is not understood. Cells with strong autoblinking were discarded from the analysis.

WT WT HU-mEos4b HU-mEos4b
low autoblinking high autoblinking low autoblinking high autoblinking

BF

Red-channel

Figure 2.7 Autoblinking of Deinococcus radiodurans. PALM data of WT and HU-mEos4b labeled DR cells were
collected under standard imaging conditions (see below, 40,000-60,000 frames). Autoblinking levels were highly
variable between samples, but could be controlled, to some extent, by washing the cells in M9DR medium prior
to imaging. Autoblinking sometimes appeared as isolated clusters of localizations (white arrows) and
sometimes as a smooth staining of the cell membrane (yellow arrows). Scale bar = 2 um.

We noticed that it was important to image the samples directly after their preparation, because the
diffusion behavior of HU-mEos4b changed (increased slightly) with time (Figure 2.8). This effect was
independent of whether it were the same cells (as in Figure 2.8), different cells or even different
samples that were imaged at different times. This could potentially be explained by the absence of
nutrients inside the M9DR, causing the cells to starve; or by the limited availability of O, inside the
mounted sample, potentially acting as a source of stress.
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Figure 2.8 HU-mEos4b diffusion is affected by the sample age. SptPALM data was collected directly after
sample preparation (0 minutes) and after 30, 60 and 120 minutes. Shown are super- resolved images and
histograms of the extracted diffusion coefficients. The grey lines in the histograms correspond to the
distribution of diffusion coefficients at 0 minutes. Scale bar = 3 um.

2.4.41 UVCirradiation

To prepare D. radiodurans cells for irradiation experiments, exponential or stationary phase bacteria
were washed two times with MODR medium as described above, after which they were diluted to an
ODgoo in between 0.3 and 0.5 in M9DR and transferred into a 6-well plate (1 ml per well). It was
important to wash the cells because TGY medium strongly absorbs UVC light. Cultures were diluted
to the same ODggo (~0.3) to minimize shielding effects (multiple layers of cells with the top layer
shielding the bottom layers from irradiation). The cells were irradiated with UVC light at a dose rate
of approximately 24 J/m?/sec using a Stratalinker UV crosslinking oven equipped with G5 Tube 8W
TUV Germicide 254nm UVC Osram lamps. The total irradiation dose was 1.9 KJ/m? (sub-lethal dose)
or 12 KJ/m? (lethal dose). Importantly, the UVC irradiation appeared to have only minimal effect on
the fluorescence of mEos4b (Figure 2.9), indicating that the FP was not bleached nor severly
damaged. After irradiation, the cells were spun down and resuspended in fresh 2xTGY medium and
returned to the shacking incubator for recovery. A sample was taken immediately after irradiation
(TO) and then after 1, 2, 3, 6 and 24 hours of recovery for imaging and prepared as described above.
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Figure 2.9 UVC irradiation has minimal effect on the fluorescence of mEos4b. Purified mEso4b was diluted in
MB9IDR medium (final concentration 1.5 mg/ml) and the green fluorescence intensity (excitation 470-489 nm,
emission 510-550 nm) of the sample was measured before and after irradiation with 12 Ki/m? UVC light (‘lethal’
dose) using a plate reader (CLARIOstar). A blank sample (M9DR only) was used for background substraction.

2.5 Microscopy

2.5.1 Microscope set-up

Experiments were performed on a home-built PALM set-up (single-molecule photophysics and
ensemble measurements) or on a commercial Abbelight set-up (sptPALM experiments) (Figure 2.10).

A Home-built PALM B Commercial PALM
Va7 R T 1
! Microscope body

B sCMOS camera

Figure 2.10 PALM microscopes. Overviews of the home-built (A) and commercial PALM (B) set-ups, with their
main components labeled (laser box, camera and microscope body).

The home-built PALM set-up is based on a commercially available Olympus I1X81 inverted microscope
equipped with a x100 1.49 NA oil-immersion apochromatic objective lens (Olympus). Widefield
illumination is achieved by focusing of the laser beams at the back focal plane of the objective. A
continuous focus system (ZDC, Olympus) is available to maintain a constant focus during long
acquisitions. The lasers are localized in a laser box; six lasers are available: 405-nm (Crystalaser), 488-
nm (Oxxius), 532 nm (Cobolt), 561 nm (Cobolt), 643 nm (Oxxius) and 730 nm (Obis). The lasers are
co-aligned and directed through a multimode optical fiber to create equal beam sizes for all lasers.
To control the illumination of the sample, the 561 and 532 lasers are directed through an acousto-
optic tunable filter (AOTF) (AA Opto Electronic), which is controlled by LabVIEW, while the other
lasers are directly controlled by LabVIEW. There are two cameras available on this set-up: an Evolve
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512 back-illuminated EMCCD camera (Photometrics, USA) and a sCMOS camera (ORCA-Fusion BT,
Hamamatsu, since April 2023). Most experiments in this thesis have been performed using the
EMCCD-camera. Both cameras are controlled by Micro-Manager and LabVIEW software. The use of
Micro-Manager and LabVIEW software enables the design of customized illumination schemes and
laser sequences, which is essential for photophysical studies. Another advantage of this set-up is that
the effective power densities of the lasers can be tuned over a wide range (100 mW/cm? up to ~2
kW/cm? depending on the laser) by the use of optical density filters, which is also useful for
photophysical studies.

The commercial Abbelight PALM system is the SAFe360 system. This set-up is based on an Olympus
IX83 inverted microscope equipped with a 100x oil immersion 1.5 NA objective lens
(UPLAPO100XOHR). An axial drift correction unit (IX3-ZDC2-830) ensures a constant focus during long
acquisitions. Six lasers are available in an Oxxius laser combiner (405, 488, 532, 561, 643 and 730
nm). Homogenous illumination of a large field of view (up to 100x100 um) is achieved by ASTER
technology**®. Images are acquired on an Orca Fusion sCMOS camera (Hamamatsu). The lasers and
cameras are controlled by NEO Live imaging software (Abbelight). There are several advantages of
this set-up: a large field of view with homogenous illumination, real time analysis provided by the
NEO software, the possibility for 3D and multicolor imaging (not used in this thesis) and a sSCMOS
camera allowing fast acquisitions (which was previously not present on the home-built PALM set-up).
Disadvantages of this set-up, however, are that the NEO Live imaging software does not enable the
design of complicated imaging schemes and that the range over which the laser intensities can be
tuned is limited.

2.5.2 PALM data collection

PALM data were acquired on the home-built PALM set-up, which allows the design of customized
imaging schemes.

2.5.2.1 PAAsamples

Single-molecule data of mEos4b molecules embedded in PAA were acquired using a frame time of 70
ms and 500 W/cm?561 nm light. Frames were interleaved by 12 ms ‘add’ time during which 405
and/or 488 nm light was applied for 8.2 ms at 0-100 W/cm? (Figure 2.11A).

To test whether 405 nm light bleaches mEos4b in a non-linear manner, frames (70 ms, 500 W/cm?
561 nm) were interleaved by 82 ms ‘add’ time during which 405 nm light was applied for 82 or 8.2
ms at 10 or 100 W/cm?, respectively (Figure 2.11B).

A B 100 W/cm? for 8.2 ms 10 W/cm? for 8.2 ms

152 ms cycle time

82 ms cycle time a 152 ms cycle time
[
T 100 405 nm
561 nm 561 nm 8i2ims 561 nm ¢
70 ms 70 ms | 70 ms |
Camera Camera Camera
L | | L 1 | L | |
70 ms 12 ms 70 ms 82 ms 70 ms 82 ms
exposure time ‘add’ time exposure time '‘add' time exposure time ‘add’ time
repeat 20000 frames repeat 10000 frames repeat 10000 frames

Figure 2.11 PALM imaging schemes. A) Standard PALM imaging scheme. B) PALM imaging schemes to test
whether 405 nm light bleaches PCFPs in a nonlinear manner.
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2.5.2.2 NPCsamples

Single-molecule data of Nup96-mEos4b and Nup96-mMaple were collected using a frame time of
100 ms and 500 W/cm?2561 nm light. Frames were interleaved by 12 ms ‘add’ time during which 5
W/cm? 405 nm light was applied for 5 ms. Frames were collected until (almost) no more localization
appeared (20000 frames).

To examine the effect of the 405 nm light power density on the PCE of mEos4b, frames were
interleaved by 12 ms ‘add’ time during which 405 light was applied for 3.5 or 0.35 ms at 10 or 100
W/cm?, respectively.

2.5.2.3 DNA-origami samples

DNA origami samples labeled with AF647 and mEos4b were imaged in two steps. Firstly, AF647 was
imaged using a 647 nm laser (20% laser power, 70 ms exposure time) to localize the DNA origamis.
Secondly, PALM imaging was performed as described before using 500 W/cm? 561 nm light and 0-10
W/cm? 405 nm light (70 ms frames time, 12 ms ‘add’ time).

2.5.3 SptPALM data collection

SptPALM acquisitions were collected on the Abbelight set-up.

SptPALM data of D. radiodurans cells expressing HU-mEos4b were collected at 27°C under
continuous illumination with 400 W/cm? 561 nm light and a frame time of 10 ms. The intensity of the
405 nm laser was manually increased during the acquisition to maintain a constant localization
density. 40000 - 60000 frames were acquired per acquisition. A transmission light image was
acquired for segmentation of the cells. For cells labeled with syto9, a snapshot was taken prior to
PALM imaging using 488 nm light.

2.5.4 Imaging of the oriC and ter labeled cells
oriC and ter labeled cells were imaged on the home-built PALM set-up.

First, a bright field image and an image of HU-mCherry were collected (100 ms exposure time, 10
W/cm? 561 nm light). Second, the oriC or ter sites (ParB-GFP) were imaged every second using an
exposure time of 100 ms and 10 W/cm? 488 nm light, until all sites had bleached (~100-500 frames).

2.5.5 Ensemble fluorescence experiments
Ensemble experiments were performed on the home-built PALM set-up.

Ensemble measurements of the photoconversion kinetics of mEos4b and other PCFPs (Section 3.1.3)
were acquired using an exposure time of 20 ms and a total cycle time of 500 ms (Figure 2.12A).
During the 20 ms camera exposure time, 8 W/cm? 561 nm light was applied for readout of the red
fluorescence intensity. During the remaining time, 405 nm light was applied (1-100 W/cm? for 400
ms). To test whether 405 nm light bleaches PCFPs in a non-linear manner, experiments were
performed applying 10 W/cm? 405 nm light for 82 ms or 100 W/cm? for 8.2 ms (Figure 2.12A).
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Figure 2.12 lllumination schemes used for ensemble fluorescence measurements. A) lllumination schemes to
monitor photoconversion kinetics. B) lllumination scheme to monitor red state photoswitching. C) lllumination

schemes to monitor green state photoswitching.

Ensemble measurements of the photoswitching behavior of red-state mEos4b (Section 3.1.4.3) were
acquired using an exposure time of 5 ms and a total cycle time of 50 ms (Figure 2.12B). During the 5
ms exposure time, 10 W/cm? 561 nm light was applied for readout of the red fluorescence. During
the remaining time, 405 or 488 nm light (0.1-100 W/cm?, on-switching and photoconversion) or 561
nm light (10 W/cm?, off-switching) was applied. Each experiment started with a photoconversion
period (10 W/cm? 405 nm). The duration of this period was chosen to optimize photoconversion
efficiency while minimizing bleaching or switching by the 405 nm laser. Consequently, the duration of
this period varied with pH (Figure 2.13A). After the photoconversion periods, off- and on- switching
cycles were alternated (30 s - 60 s depending on the illumination intensities) (Figure 2.12B, Figure
2.13B).
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Figure 2.13 Photoconversion of mEos4b before photoswitching experiments. A) Photoconversion of mEos4b
molecules embedded in PAA gel at pH 6.4, pH 7.4 and pH 8. 405 nm light was applied at 10 W/cm? for 120, 250
or 1000 frames (40 ms per frame) depending on the pH. Data are normalized to the final intensity. B) Entire
photoswitching experiment of mEos4b molecules at pH 8. Off-switching is induced by illumination with 561 nm
light while on-switching is induced by illumination with 405 nm (1 W/cm?) light as explained in the text. Data
are normalized to the final intensity after the photoconversion period.

Ensemble measurements of the photoswitching behavior of green-state mEos4b (Section 3.1.4.2)
were acquired using an exposure time of 1-50 ms and a total cycle time of 50 ms (Figure 2.12C).
Measurements were made under continuous illumination with 488 nm light (100 mW/cm?2- 1
W/cm?) and 405 nm light (0- 500 mW/cm?) or frames (50 ms) were interleaved by a dark period (10-
500 ms) (Figure 2.12C).

2.5.6 Spectroscopic measurements

Absorption and emission spectra of mEos4b were collected on a home-built microspectrophometer
(the CAL(AI)2DOSCOPE) with the help of Virgile Adam. The CAL(AI)>2DOSCOPE enables time-resolved

collection of fluorescence emission and absorption spectra, at RT and CT, under diverse illumination
conditions.

To investigate the formation of a 405 nm light induced off-state in red state mEos4b, molecules were
embedded in PAA gel (pH 6.4) or in 50% glycerol diluted in MES buffer (pH 6) at a concentration of 1
or 10 mg/ml, respectively. These high concentrations were required to collect high signal-to-noise
absorption spectra. Samples were illuminated and data were collected according to the scheme
presented in Figure 2.14A. During each cycle (1 s cycle time), the sample was illuminated for 5 ms
with 14 W/cm? 561 nm light during which the fluorescence emission was collected, after which the
sample was illuminated for 40 ms with 8 W/cm? 405 nm light. Following the second illumination
period, an absorption spectrum was collected (integration time 500 ms). During the experiments,
lasers were manually switched off or blocked physically when desired. Physical blockage was
required to collect complete absorption spectra because of leakage of laser light (Figure 2.14B). In
PAA gel samples, this leakage resulted in broad negative absorption bands covering the whole visible
spectrum (Figure 2.14C). The underlying mechanism of this effect remains unclear.

Raw fluorescence and absorption data were processed in MATLAB, where they were background
subtracted and smoothed.
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Figure 2.14 Spectroscopic experiments. A) lllumination and data collection scheme used for spectroscopic
measurements of mEos4b. B) Absorption spectrum of green state mEos4b molecules embedded in 50% glycerol
showing the leakage of the 405 and 561 nm lasers. C) Absorption spectra of green state mEos4b molecules
embedded in PAA gel, with (Lasers off, black line) and without (Lasers on, green line) physical blockage of the
405 and 561 nm lasers.

2.6 Data analysis and statistics

2.6.1 PALM data analysis

Single molecules were localized using the Thunderstorm?3 plugin in Imagel. Drift correction was
performed using fiducials. Localizations were clustered using a custom written MATLAB routine*
based on spatiotemporal clustering followed by k-means clustering to reconstitute the fluorescence
time traces of single mEos4b molecules. A maximal dark time of 30 s was allowed between
localizations of a single cluster. This dark time was chosen so that the off-time histograms under
different 405 nm light power densities had reached the same value (see Figure 3.15A). Spurious
localizations and clusters were removed based on their intensity or sigma, or photon budget or shape
(ellipticity), respectively. From the clusters, the blinking characteristics (on-times, off-times,
bleaching-times, numbers of blinks and photon budgets) were extracted and plotted as histograms.

To examine the relative PCE of mEos4b and pcStar under different illumination conditions, the
cumulative number of clusters were extracted. To correct for differences in protein concentration
between samples, two datasets with 10 W/cm? 405 nm light were acquired on each sample to which
all other datasets were normalized.

2.6.2 Estimation of the effective labeling efficiency using the Nup96-FP cell lines

To extract the effective labelling efficiencies of Nup96-mEos4b and Nup96-mMaple, localized single
molecule data were analyzed in SMAP*42%_ We followed a similar workflow as described by
Thevathasan et al***.

Localizations were filtered by localization uncertainty (<25 nm) and sigma (50-150 nm) to exclude
dim localizations, localizations out of focus and localizations that might have been the result of two
or more overlapping molecules. After automatic segmentation of the NPCs, spurious NPCs were
removed based on their fitted radius (<40 nm or >70 nm) or on the presence of more than 25% of
the localizations in the center of the structure (<40 nm radius) or the presence of more than 40% of
the localizations far away from the center of the structure (>70 nm radius).
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For counting purposes, only localizations within a radius of 30 to 70 nm were considered. The ELE
was estimated by counting the number of detected corners per NPC and fitting the resulting
distribution to a probabilistic model?*4. This probabilistic model is based on a binominal probability
density function, which describes the probability of observing k successes in n independent trials,
where p is the probability of success in each trial:

Binp) = ;) p*(1—p)*

From this distribution follows that the probability of not detecting a corner of an NPC (k=0) that
carries 4 labels (n=4) is pgark = B(0|4, Diaper), Where piaper is the labeling efficiency. Consequently,
the probability of successfully detecting a coner is ppright = 1 — Paark = 1 — B(0]4, Diaper)- Thus,
the probability of observing N out of 8 coners, given a labeling efficiency of p;4per, is given by:

P(NIpiaper) = B(N|8,Pprignt) = B(N|8,1 — B(0|4, Diaper))
2.6.3 spt data analysis

2.6.3.1 HU-mEos4b

Nucleoids were manually segmented and classified from an overlay of the bright field and super-
resolved images of HU-mEos4b. Only cells with well-defined nucleoid morphologies that were also
observed by confocal imaging of syto9 labeled WT cells (experiments by Pierre Vauclare) were
included in the analysis. Sometimes, mostly after UVC irradiation, we observed apparent clustering of
HU-mEos4b at the edge of the cells (Figure 2.15), a phenomenon that was never observed in WT or
HU-mCherry expressing cells under the confocal microscope. These cells were therefore excluded
from further analysis. It remains unclear what caused this effect and whether it represents a real
biological response or an artifact. We did not observe this effect in every experiment; it was possibly
related to a specific glycerol stock. This remains to be further investigated.

HU-mEos4b

Bright field

Figure 2.15 Apparent clustering of HU-mEos4b. Bright field and super-resolved images of DR cells expressing
HU-mEos4b 1 hour after irradiation with 1.9 Ki/m? UVC. Yellow arrows indicate cells with a ‘normal’ rounded
nucleoid, white arrows indicate cells with apparent clusters of HU-mEos4b. Scale bar = 3 um.

Single molecules were localized using the Thunderstorm?2 plugin in ImagelJ. Trajectories of single
molecules were obtained using swift tracking software (Endesfelder et al., manuscript in prep
(see??)), using the following tracking parameters: ‘exp_displacement = 60 nm’, ‘p_bleach = 0.1¢,
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‘p_blink =0.2’, ‘p_reappear = 0.5, ‘precision = 22 nm’, ‘max_displacement = 250 nm’,
‘max_displacement_pp = 250 nm’ and ‘max_blinking_duration = 2 frames’. Default values were used
for the other parameters. The expected displacement (exp_displacement) was chosen to correspond
approximately the peak of the mean jump distance histogram in NIR cells. The probability to bleach,
blink and reappear (p_bleach, p_blink, p_reappear and max_blinking_duration) were chosen to
approximately correspond to the observed track lengths and blinks. It is important to note that here
the probability to blink does not soley refer to the intrinstic blinking prospensity of the FP but also to
missing localizations, which may be due to diffusion of the protein out of the focus. The average
localization uncertainty (‘prescision’) was estimated from the localizations. The maximum allowed
displacement (max_displacement and max_displacement_pp) were chosen considering the size of
the nucleoids and the right tail of the jump distance histogram in irradiated cells. Swift splits tracks,
which contain motion changes (i.e. immobile -> diffusive), into segments containing unique
behaviors. These segments were considered as trajectories for further analysis. Of note, only a small
fraction of the tracks of HU-mEos4b contained multiple segments (~1-2%) suggesting that either HU-
mEos4b only had 1 diffusive state or that the time HU-mEos4b spends in given state is relatively long
compared to the average track length.

Trajectories were further analyzed in MATLAB. Trajectories were assigned to specific nucleoids based
on the segmentation and the apparent diffusion coefficients were calculated. Apparent diffusion
coefficients of single trajectories (Di*) were calculated from the one-step mean squared
displacement (MSD) as described by Stracy et al. using?’:

n

e 1 AP (A 4 ARt (o(iAE) — v(iAE 4 ACYT
Lo Mz[x(‘ t) — x(iAt + AD)]? + [y(iAt) — y(iAt + AD)]

i=1

where n is the number of displacements over which the MSD is calculated, x(t) and y(t) are the
coordinates of the molecule at time t and At is the frame time. Unless stated otherwise, four
displacements per track were taken into account (n = 4).

The probability of measuring Di* for a molecule that diffuses with an apparent diffusion coefficient
D* is given by?’%:

i 1 n\" e -nD;
P(Di)=m*(§) * (D) 1*exp< D )

This model can be extended to include two populations with apparent diffusion coefficients D; and
D3 and relative populations of A; and (1 — 4;):

o~ Ay n\" e —nD/
00 = [0 5) 00 e (5
1-A) (n\" —nD;
oo () e e ()

Distributions of the Di* were fitted in MATLAB using the one- or two-population model using
nonlinear least squares.

2.6.3.2 Estimation of the localization uncertainty
Localization uncertainty (o) offsets the apparent diffusion of molecules as measured by sptPALM by

02 /At, where At is the frame time. We estimated this offset using three different methods: by single
particle tracking of HU-mEos4b in chemically fixed cells and computation of the Dapp histogram (as
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described above); from the localization uncertainty provided by Thunderstorm; from the average
localization uncertainty extracted from the sptPALM data in chemically fixed cells, according to the
method described by Endesfelder et al®**.

2.6.3.3 Tracking of oriC and ter sites

Loci were localized using Thunderstorm, similarly as single molecule data. Trajectories were obtained
using swift tracking software (Endesfelder et al., manuscript in prep), using the following tracking
parameters: ‘exp_displacement = 50 nm’, ‘p_bleach = 0.001 ‘, ‘precision = 50 nm’,
‘max_displacement = 250 nm’, ‘max_displacement_pp = 250 nm’. Default values were used for the
other parameters.

Trajectories were further analyzed in MATLAB to calculate the apparent diffusion coefficients. Only
trajectories with >10 localizations were considered.

2.6.4 Analysis of ensemble fluorescence measurements

Time-traces of the fluorescence intensity were extracted from a small region in the center of the field
of view (FOV) using the ‘Plot Z-axis Profile’ function in Imagel. Data were further processed in
MATLAB, where they were background subtracted (background taken as the fluorescence intensity
measured on a sample without any FP) and normalized either to the signal in the first frame, to the
highest signal reached under the most intense illumination conditions or to the signal after
photoconversion. Results are plotted as the mean * sd of 23 measurements on 22 distinct samples,
unless noted otherwise.

Due to a bug in the LabVIEW or Micro-Manager software, the collection of the fluorescence signal
was incomplete in a fraction of the frames. This effect was only seen in acquisitions with short frame
times and little dark times in between subsequent frames (for example in the green and red state
photoswitching experiments, Figure 2.16A). Importantly, this effect was not notable in any of the
single molecule data. To correct for this effect, erroneous low intensity values (less than 95% of the
intensity of both the adjacent frames) were replaced by the average intensity value of the adjacent
frames (Figure 2.16B).
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Figure 2.16 Cleaning of the ensemble fluorescence data. A) Raw data of a red state photoswitching experiment
at pH 8. B) The same data after replacement of erroneous low intensity values.
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2.7 Simulations
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All simulations were performed using a recently developed simulation software developped in the
lab: Single-Molecule Imaging Simulator (SMIS)?%6. This simulator takes as input a detailed
photophysical model of the (hypothetical) fluorophore, including absorption and emission spectra,
brightness and pH sensitivity. This information was either available in the lab, or taken from
publications or FPbase:

e Absorption and emission spectra of the different states of the different fluorophores were
available in the lab unless stated otherwise. The extinction coefficients, fluorescence
guantum yields and pH sensitivity of the fluorescent states were taken from FPbase
(https://www.fpbase.org/). All simulations were performed assuming a pH of 7.5.

e Phototransformation quantum yields and thermal exchange rates between different states
were based on published models or experimental data obtained during this thesis.

e The anionic and neutral states (of all states of the chromophore, i.e. green anionic/neutral,
red anionic/neutral, cis anionic/neutral...) are assumed to be in fast exchange. These states
are treated as a single state by SMIS, whitout the need to specify thermal exchange rates
(hence, no rates are specified in the tables below).

All tables listing termal exchange rates and phototransformation quantum yields have the following
format:

Table 2.1 Used table format.
To
State 1 State 2
State 1 - X

State 2 X -

Note:

All phototransformation quantum yields and thermal exchange rates used for the simulations should
be interpreted as qualitative estimates, rather than as absolute values, of the true quantum yields
and rates. This is because, although all values are based on experimental data, it is difficult to extract
absolute values due to the multitude of photophysical states. Furthermore, quantum yields and rates
can be affected by environmental conditions (in particular pH and redox environment) so that the
estimated values might only be applicable to a range of experimental conditions.

2.7.1 Single molecule simulations of mEos4b for molecular counting

For counting purposes, single-molecule PALM data of mEos4b were simulated using a simplified
photophysical model, excluding green state photophysics (Table 2.2, and see Figure 3.8). Green state
photophysics were omitted to facilitate the interpretation of the effect of different illumination
schemes on the photophysical behavior of the red state. Simulations were performed using 70 ms
frame time, 12 ms add time in between frames, 500 W/cm?2 561 nm light, 1 W/cm? 405 nm light and
0-10 W/cm? 488 nm light, comparable to real PALM experiments. Over 20000 molecules were
simulated for each illumination condition.

The simulated data were processed like normal PALM data using Thunderstorm and Matlab as
described above. For counting, fluorescence time traces of simulated monomers were merged
randomly to create fluorescence time traces of oligomers of various stoichiometries (dimers,
tetramers, octamers and 16-mers). These reconstituted oligomers were then subjected to molecular
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counting by the two different methods developed by Lee et a

model, see section 1.5.2.2)%.

| 253

and by Fricke et al. (corrected

Table 2.2 Phototransformation quantum yields and thermal exchange rates used for single molecule
simulations of mEos4b. Simulations were performed using a simplified model of mEos4b, omitting green state

photophysics.
Red anionic Red neutral Red dark Red off Red bleached
Green anionic 5e-7 - - - -
Green neutral - le-4 - - -
Red anionic - - 5e-6 1.5e-5 le-5
Red neutral - - - - le-5
Red dark le-4 - - - le-5
20%*
Red off 0.02 - - - 1e-5
le-3*

* Thermal exchange rates (s)

2.7.2 Ensemble simulations of the PCE of mEos4b under various illumination

conditions

To examine the effect of green state photobleaching on the PCE, photoconversion was simulated

using the complete photophysical model of mEos4b available in SMIS, including green state
photobleaching and photoswitching (Table 2.3). Simulations were performed using 70 ms frame

time, 12 ms add time in between frames, 500 W/cm? 561 nm light, 0-1 W/cm? 405 nm light and 0-
100 W/cm? 488 nm light. The photoconversion efficiency was directly extracted from the ground-
truth data provided by SMIS.

Table 2.3 Phototransformation quantum yields and thermal exchange rates used for ensemble simulations of

mEos4b. Simulations were performed using a complete photophysical model of mEos4b.

Green Green Green Green Red Red Red Red Red
anionic  dark off bleached anionic  neutral dark off bleached
Green - 3.5e-5 5e-5 2.5e-6 5e-7 - - - -
anionic
Green - - - 2.5e-6 - le-4 - - -
neutral
Green le-3 - - 2.5e-6 - - - - -
dark 0.1*
Green 0.01 - - 2.5e-6 - - - - -
off le-3*
Red - - - - - - 5e-6 1.5e- 1e-5
anionic 5
Red - - - - - - - - le-5
neutral
Red - - - - le-4 - - - le-5
dark 20%*
Red off | - - - - 0.02 - - - le-5
le-3*

* Thermal exchange rates (s)
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2.7.3 Ensemble simulations of mEos4b photoconversion with two fluorescent
green states

Simulations were performed using a simplified photophysical model (Table 2.4) of green-state
mEos4b based on NMR data. This model consisted of two green states, A and B, with both the
possibility to have an anionic or neutral chromophore. These states were assumed to have the same
absorption and emission spectra (anionic states: mEos4b, FPbase; neutral states: mEos2¥),
extinction coefficients, fluorescence quantum yields, pKa’s (5.5) and Hill coefficients (0.74)**°. The
thermal exchange rates of the A and B states were extracted from the NMR data (Kex = kag + ksa = 2€-2
sand Pa/Ps = kea/kag = 1.33 so that kag = 0.0114 s and kga = 0.0086 s1). Photoconversion was
assumed to only happen from the A state (neutral chromophore). The photoconversion quantum
yield and photobleaching quantum yields from the green anionic states were based on previously
published data'®”:20%204  The photobleaching quantum yields of the green neutral states were
adjusted to reproduce the UV-light-dependence of the PCE, after the quantum yields of the A-B
exchange were adjusted to reproduce the UV-light-dependence of the AB equilibrium, as observed
by NMR. Photoconversion was simulated for 10* minutes under continuous illumination with 2.5
mW/cm? - 100 W/cm? 405 nm light.

Table 2.4 Phototransformation quantum yields and thermal exchange rates used for ensemble simulations of

mEos4b photoconversion with two fluorescent green states.

Green A Green A Green B Green B Green Red neutral
anionic neutral anionic neutral bleached

Green A - - 0.0086* - 2.5e-6 -

anionic

Green A - - - 0.3015 3.5e-6 5e-4

neutral 0.0086*

Green B 0.0114* - - - 2.5e-6 -

anionic

Green B - 0.0707 - - 5.0e-4 -

neutral 0.0114*

* Thermal exchange rates (s)

To explore the possibility that photoconversion happens from both the A-and the B-state,
simulations were performed in which the photoconversion quantum yield of the B state was 10% or
100% of the photoconversion quantum yield of the A-state. To optimize the other
phototransformation quantum yields, a fitting procedure was set-up, in which the bleaching
guantum yields of the model were fitted to reproduce as close as possible the light-dependent PCE
and A-state population under a range of 405 nm light intensities. Fitting was performed using
nonlinear least squares in MATLAB. The final quantum yields that were used for the simulations are
shown in Table 2.5.

Table 2.5 Phototransformation quantum yields and thermal exchange rates used for ensemble simulations of
mEos4b photoconversion with two fluorescent green states assuming photoconversion from both the A- and

B-state.
Green A Green A Green B Green B Green Red neutral
anionic neutral anionic neutral bleached
Green A - - 0.0086* - 2.5e-6 -
anionic
Green A - - - 0.3015 le-6 A8 Se-4
neutral 0.0086*
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Green B 0.0114* - 2.5e-6 -
anionic

Green B - 0.0707 5.9e-4 4 5e-54
neutral 0.0114* 1.3e-38 5e-4 B

* Thermal exchange rates (s)

A Phototransformation quantum yields used for simulations where the PC quantum yield of the B-state was 10%
of the phototransformation quantum yield of the A-state

B phototransformation quantum yields used for simulations where the PC quantum yields of the A-and B-state
were equal

2.7.4 Ensemble simulations of mEos4b red state photoswitching

Photoswitching of red state mEos4b was simulated using the default photophysical model of mEos4b
provided in SMIS (Table 2.3) or the adjusted model shown in Table 2.6 (see section 3.1.4.3.1).
Simulations were started from the red fluorescent state, ignoring green state photophysics. Three
consecutive off-and on-switching cycles were simulated using 750 frames for off-switching and 250
frames for on-switching. Each frame (50 ms cycle time) consisted of 5 ms exposure time during which
10 W/cm? 561 nm light was applied and 40 ms ‘add’ time during which 10 W/cm? 561 nm light (off-
switching) or 1-100 W/cm? 405 or 488 nm light (on-switching) was applied. Relative populations were
extracted from the simulated data provided by SMIS.

Table 2.6 Adjusted phototransformation quantum yields and thermal exchange rates used for ensemble
simulations of red state photoswitching of mEos4b.

Red Red Red Red Red
anionic  neutral dark off bleached
Red - - 5e-6 6e-5 | 3.2e-6
anionic
Red - - - - le-5
neutral
Red le-4 - - - le-5
dark 20*
Red off @ 0.1 - - - le-5
le-3*

2.7.5 Ensemble and single molecule simulations of rsEGFP2 photoswitching at
cryogenic temperature

A simplified photophysical model of rsEGFP2 at cryogenic temperature was designed based on
ensemble and single molecule measurements (Table 2.7 and see Figure 3.49). This model consisted
of two non-exchanging on-states (On; and On;) with corresponding long-lived off-states (Off; and
Off,). The photoswitching quantum yields of these states (On; - Off; and On; - Off;) were estimated
from the switching rates extracted from the experimental ensemble data, taking into account the
laser intensities and extinction coefficients. The wavelength dependence of the on-switching
guantum yields of Off; and Off, were incorporated into the model by an artificial scaling of the
absorption spectra, which were obtained from experimental data in the lab (see Figure 3.49). Two
short-lived dark states (Offshort-ived, thermal recovery rate 9.1 s) were added to the model to account
for short-lived blinks observed at the single molecule level and for some thermal recovery observed
at the ensemble level. The formation quantum yield and recovery rate of these dark states were
estimated from the fast-phase of the on- and off-time histograms from the single molecule
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measurements. The photobleaching quantum yields and relative populations of On; and On; (70:30)
were empirically estimated using photofatigue experiments (sequential on- and off-switching cycles).

Ensemble simulations were performed to validate that the proposed photophysical model was able
to explain all the experimentally observed photoswitching behaviors. Simulations were performed
using the following simulation parameters: 700 ms exposure time, 300 ms add time in between
frames, 400-1000 W/cm? 488 nm light, 10-30 W/cm? 355 nm light and 200-300 W/cm? 488 nm light.
These laser intensities were the same as those in the experimental measurements. 488 nm light was
applied during the frame time, while 355/405 nm light was applied during the add time.

After the photophysical model was successfully tested by ensemble simulations, single-molecule
simulations were performed to examine the effects of 405 and 355 nm illumination on the on-
switching efficiency at the single molecule level. To determine the on-switching efficiency, single
molecule simulations were performed in 2D using Nuclear Pore Complexes (NPCs) with the Nup96
nucleoporin virtually labelled with rsEGFP2 (8 corners per NPC, 4 molecules per corner). The
following simulation parameters were used: 100 ms frame time, 20 ms add time in between frames,
400 W/cm? 488 nm light for off-switching and readout of green fluorescence, and 0.04 W/cm?2 355
nm light or 0.8 W/cm? 405 nm light for on-switching. The power densities of the 355 and 405 nm
lasers were set to have sufficiently sparse localization density. 488 nm light was applied during the
frame time, while 355/405 nm light was applied during the add time. For each condition, 1
simulation of 1 million frames with 100 NPCs was run. Molecules were localized using Thunderstorm
and the effective labeling efficiency was determined using SMAP.

Table 2.7 Phototransformation quantum yields and thermal exchange rates used for ensemble and single
molecule simulations of rsEGFP2 photoswitching at cryogenic temperature.

On: On2 Off1 Off, Offshort-lived (1) Offshort-lived (2) Bleached
On: - - 1.8e-7 - 1.4e-5 - 1.8e-7
On2 - - - 1.8e-7 - 1.4e-5 2.6e-8
Off1 2.9e-5 - - - - - 2.4e-5
Off, - 2.1e-5 - - - - 1.0e-6
Offshort-tived (1) | 9.1%* - - - - = =
Offshort-lived (2) - 9.1* - - - - -

* Thermal exchange rates (s)

2.7.6 sptPALM simulations

sptPALM simulations were performed in 3D using virtual samples based on segmented DR nucleoids
(exponential phase), E.coli shaped volumes (rod of 2 x 0.5 um) or a large 3D box (67 um x 67 um x 3
um). To speed up the simulations and maintain a homogenous localization density over time,
simulations were performed using a hypothetical fluorophore thermally switching between a
fluorescent and non-fluorescent state to create short tracks as in sptPALM (Table 2.8). The diffusion
coefficient was varied between 0.05 and 10 pm?/s to assess the effect of confinement on the
extracted diffusion coefficient. Simulations were performed with one or two diffusive populations.
To include the effect of temporal averaging, simulations were performed using subframe diffusion
(10 nm resolution).

Simulated data were analyzed using the same workflow as for experimental data (Thunderstorm ->
swift -> MATLAB).
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Table 2.8 Fluorophore model with thermal exchange rates (s*) used for spt simulations.

On Dark
On B | 1
Dark 0.1 -
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3 Results and Discussion
3.1 Manipulating FP photophysics to boost quantitative SMLM

3.1.1 Introduction

The complex photophysics of PTFPs hinders quantitative SMLM experiments, including molecular
counting and single particle tracking. Therefore, the goal of the work presented in this section was to
gain a better understanding of the photophysical behavior PTFPs and investigate strategies to
manipulate their behavior by changing the illumination and/or the environmental conditions.

3.1.2 FP immobilization platforms for photophysical studies

Photophysical studies of FPs rely on properly functioning immobilization platforms for microscopy
experiments. Several of such platforms have been developed but the suitability of these platforms is
rarely addressed.

3.1.2.1 Advantages and disadvantages of PAA gel

Polyacrylamide gel is a popular platform for photophysical characterization of FPs at both the single
molecule and ensemble level. The usage of PAA gel is convenient because its preparation is easy and
fast, it is available in every biochemical lab and it does not require specific modifications of the FP.
For these reasons, PAA gel has been frequently used in the lab, for example to investigate the usage
of 488 nm light to reduce the off-time durations of mEos4b?'” and to study the photoswitching
behavior of the RSFP rsFolder!?2. However, the usage of PAA gel does also have several drawbacks,
which we encountered during the photophysical characterization of mEos4b.

The first problem that we encountered was that the mEos4b molecules appeared to stick to the
ozone cleaned cover glasses, which were used to sandwich the PAA gel. It is unclear whether other
FPs are also ‘sticky’ like mEos4b or whether this is a protein specific problem. This ‘sticking’ could be
due to electrostatic interactions between the negatively charged glass slide and positively charged
residues on the FP. Comparing the theoretical isoelectric points (pl, calculated on
https://web.expasy.org/) of EosFP variants with othe FPs, the pl’s of EosFP proteins are relatively
high (7.13 and 7.12 for mEos4b and mEos3.2, repectively, versus 5.58 and 5.62 for eYFP and
mCherry, respectively), meaning that EosFP variants cary relatively more positive charge than many
other FPs at the same pH, which could potentially explain the ‘sticking” of mEos4b to the glass
surface. The problem of proteins interacting with the cover glass is that we do not know how this
interaction is mediated and whether it affects the behavior of the FP. A solution to this problem
could be to coat the cover glass with a substance that does not interact with mEos4b. Substances
that could, for example, be tested are PEG and BSA.

The second problem that we ran into, was that the FPs were not tumbling but had a fixed
orientation. Although, we initially assumed that the proteins would be able to tumble inside of the
pores of the gel, defocused imaging revealed that this is not the case (Figure 3.1), in agreement with
a previsous study?®’. The interaction between the mEos4b molecules and the cover glass likely also
contributed to this issue. A fixed orientation does not prohibit photophysical characterization but it
does complicate the extraction of phototransformation rates because molecules will be excited at
different rates depending on their orientation. Theoretically, this problem could be solved by
increasing the pore size of the gel to provide enough space for the proteins to tumble, which can be
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achieved by adjusting the cross-linker concentration. However, since the pores of PAA gel are
interconnected?®, increasing the pore size comes at the risk of diffusion of the proteins inside the
gel. In fact, we already noticed that FPs were sporadically diffusing inside the gel. The fact that we
saw both proteins with a fixed orientation and diffusing proteins suggests that the PAA gel was
heterogeneous in pore size.

A B
Tetraspec beads mEos4b

Figure 3.1 mEos4b molecules embedded in PAA gel have a fixed orientation. Representative defocused images
of Tetraspec beads (A) or mEos4b molecules (B) embedded in PAA gel. Both the Tertaspec beads and the
mEos4b molecules have a fixed orientation but because a single Tetraspec bead contains many fluorophores,
with different orientations, its PSF appears anisotropic. Images not the same scale.

Another difficulty with PAA gel is that it can be difficult to control the buffer conditions, notably in
terms of pH and redox environment, two factors that are known to have a big influence on the
behavior of FPs. Polymerization of PAA gel is based on the production of free radicals, which interact
with the acrylamide monomers. It is unclear whether this affect the FPs, which are mixed in to the
sample before polymerization is initiated.

Finally, immobilization with PAA gel is not suitable for determination of the photoconversion or
labeling efficiency of the FP because the true number of FPs is unknown.

Altogether, despite its convenience, PAA gel suffers from several limitations that restrict its usability
as immobilization platform for the photophysical characterizations of FPs. Therefore, we decided to
explore other immobilization techniques to find an alternative or complementary method to PAA gel.

3.1.2.2 Nuclear pore complexes as platform to optimize the imaging conditions in cellulo

Nuclear pores have recently been established as an in cellulo template to examine the performance
of fluorescent dyes and proteins for quantitative PALM imaging (Figure 3.2)**4. The well-known
structure, symmetry, and robust stoichiometry of the nuclear pore complex (NPC) enables
assessment of the image quality and the ELE of the used labeling technique®**. The imaging of NPCs is
facilitated by the flat nuclear membranes of U20S cells resulting in hundreds of NPCs per cell being in
a single focal plane?**. Because NPCs were shown to be usable for the optimization of the imaging
conditions and for quantitative applications®**31>, we decided to test the usage of the NPC template
for the characterization of mEos4b.
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Nuclear pores as versatile reference standards
Thevathasan et al. (2019)
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Figure 3.2 Nuclear pores as versatile reference standard. Thevathasan et al recently introduced nuclear pores
as versatile reference standard for quantitative super-resolution microscopy. A) EM density of the nuclear pore
complex. Red dots indicate the C-termini of Nup96. B) Widefield and PALM images of Nup96-GFP and Nup96-
mMaple respectively. Figure adopted from?*.

NPCs consists of ~30 proteins (nucleoporins), which are organized into a symmetrical ring-like
structure spanning the nuclear membrane. Of all the different nucleoporins, Thevathasan et al.
identified Nup96 as a good reference protein for labeling®**. Nup96 is present in 32 copies per NPC,
forming a cytoplasmic and a nucleoplasmic ring (~ 110 nm diameter) with each 16 copies divided
over eight corners. When imaged in 2D, Nup96 labeled NPCs appear as circular structures with eight
corners each containing four fluorophores (Figure 3.2). Thevathasan et al. created a CRISPR cell-line
expressing Nup96-mMaple suitable for PALM imaging, which is commercially available. For study of
mEos4b, we created a cell-line expressing Nup96-mEos4b (work by Pascale Tacnet, Philipe Frachet,
Virgile Adams and Oleksandr Glushonkov).

To validate the usability of NPCs for the characterization of mEos4b, we first compared the
performance of mEos4b and mMaple, a Dendra-like PCFP (T69) (Figure 3.3). Cell expressing Nup96-
mMaple and Nup96-mEos4b were imaged using alternating illumination with 500 W/cm? 561 nm and
5 W/cm? 405 nm light for 100 ms and 5 ms, respectively. The 405 nm light dose was chosen to ensure
single molecule sparsity while imaging mMaple, which showed faster photoconversion than mEos4b
(Figure 3.3C). Super-resolved images of Nup96-mMaple and Nup96-mEos4b are shown in Figure
3.3A, with both fusions revealing the ring-like organization of the NPC. The localization uncertainty
with mEos4b (mean = 24 nm) was better than with mMapple (mean = 28 nm) (Figure 3.3B), which is
likely due to the lower brightness and higher pKa of the red state of mMaple compared to the red
state of mEos4b, resulting in a lower photon count per localization'*%*°, Assuming that mMaple and
mEos4b have similar photoconversion quantum yields, the higher pKa of the green state of mMaple
also explains its faster photoconversion rate (Figure 3.3C).
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Figure 3.3 Nup96-mMaple and Nup96-mEos4b cell lines. A) Super-resolved images of Nup96-mMaple and
Nup96-mEos4b. Localizations are filtered by a localization uncertainty < 40 nm (top row) or < 20 nm (bottom
row). Scale bar = 1 um. B) Histograms of the localization uncertainty (nm) of unmerged localizations. C)
Cumulative number of localizations. Data are normalized to the final cumulative number of localizations. Inset
show the cumulatative number of localizations normalized to the number of NPCs. n = 2 cells.

Next, we estimated the ELE of mMaple and mEos4b. The ELE can be estimated by counting the
number of detected corners per NPC (Figure 3.4A) and fitting the resulting distribution with a
probabilistic model, taking into account that each corner has 4 labels. Before counting, we merged
localizations that were within a radius of 50 nm from each other and were separated by maximal 1
frame, after which we removed localizations with an uncertainty larger than 20 nm. These merging
and filtering steps are important to increase the localization precision and prevent overcounting (see
discussion below). Using this method, we found that the ELE of mMaple was slightly lower than with
mEosdb (~27% vs ~29%) (Figure 3.4B). It is important to note that the ELE’s of 27% and 29% may not
reflect the relative PCE’s of both PCFPs due to the lower localization presicion of mMaple (Figure
3.3B), resulting in the removal of more localizations. Interestingly, although mEos4b and mMaple
have a comparable ELE, the number of localizations per NPC is significatly lower with mMaple than
with mEos4b, indicating that mEos4b gives more localizations per FP, in line with previsous studies,
given that mMaple is a Dendra-like PCFP (Figure 3.3C, inset)'*:?>3, The ELE’s found in this work are
notably lower than the ELE of Nup96-mMaple reported by Thevathasan et al. (58%). This difference
could be partly due to the usage of D,O and higher laser intensities by Thevathasan et al. resulting in
a higher photon count per merged localization (~¥1621 photons compared to ~560 photons under our
conditions) and thus a higher localization precision.
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Figure 3.4 Effective labeling efficiencies with mEos4b and mMaple. A) For each NPC, the number of detected
corners is determined by alignment of the localizations belonging to that NPC to a template with 8-fold
symmetry. B) Effective labeling efficiencies of Nup96-mEos4b and Nup96-mMaple (n = 400-800 NPCs from 2
cells) using alternating illumination with 500 W/cm? 561 nm light (100 ms) and 5W/cm? 405 nm (5 ms) light
(Tris buffer, pH 8).

Thevathasan et al. noted that accurate estimation of the ELE requires a high photon count. This is
because NPCs are relatively small so that localizations with a low photon count, and consequently a
poor localization precision, might end up up outside of what would be considered ‘the NPC’, which
could lead to underestimation of the ELE, or might end up in a wrong corner, which could lead to
overestimation of the ELE. Removal of localizations with a high uncertainty, may prevent
overestimation of the ELE but comes at the risk of underestimation. This requirement for a high
photon count is potentially problematic for the study of FPs, which typically have a lower photon
budget than fluorescent dyes. To investigate the importance of a high localization precision, we
considered a corner of a NPC (radius = 55 nm, theta=180) and simulated 100000 localizations
belonging to that corner with a given localization uncertainty by sampling the error in x and y from a
Gaussian distribution with o = uncertainty (Figure 3.5). For each localization, we determined whether
it was located in the correct corner (radius>30 nm & radius<70 nm and theta>157.5 & theta<202.5),
in a wrong corner (radius>30 nm & radius<70 nm and theta<157.5 | theta>202.5), or outside of the
theoretical NPC (radius<30 nm | radius>70 nm). The simulations revealed that up to 10 nm
uncertainty, most localizations end up in the correct corner but that this accuracy quickly degrades at
higher uncertainties (Figure 3.5B). At uncertainties >30 nm, localizations were more often located in
a wrong corner than in the correct corner (Figure 3.5B). These simulations indicate that care should
be taken when working with fluorophores with a low photon budget.
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Figure 3.5 Estimation of the ELE is affected by the localization uncertainty. A localization uncertainty (0=100
nm) was added to localizations belonging to a NPC corner (radius=55 nm, theta=180) by sampling from a
Gaussian distribution. For each localization, we determined whether it was located in the correct corner
(radius>30 nm & radius<70 nm and theta>157.5 & theta<202.5), in a wrong corner (radius>30 nm & radius<70
nm and theta<157.5 | theta>202.5), or outside of the theoretical NPC (radius<30 nm | radius>70 nm). 100000
localizations were simulated per uncertainty. A) Examples of simulated localizations with 10 nm and 20 nm
uncertainty. Localizations that are located inside the correct comer are colored green, localization located in a
wrong corner are colored red and localizations located outside the NPC are colored yellow. B) Relation between
the localization uncertainty and the fraction of localizations which ends up in the correct corner (green), a
wrong corner (red) or outside of the NPC (yellow).

Altogether, the NPC appears to be a useful template to evaluate the performance of FPs and
optimize imaging conditions. However, estimation of the ELE is probably only relevant under
conditions with a good localization precision, which restricts the usability of NPCs to screen a wide
range of experimental conditions. Furthermore, while NPCs are useful for optimization of imaging
conditions, they are less suitable for the photophysical characterization of FPs due to their oligomeric
nature. In addition, creation of a stable cell-line presents substantial work, which limits the usage of
this template for the comparison of many FPs.

3.1.2.3 Immobilizing mEos4b using DNA-origamis

Searching for an in vitro immobilization platform that enables photophysical characterization and is
easily adaptable to different FPs, we investigated the usage of DNA-origamis. DNA-origamis are
frequently used for SMLM as nanorulers, easily applicable to DNA-PAINT. Jusuk et al. showed that
DNA-origamis can also be used to study the photophysical behaviors of FPs?*>. FPs can be attached to
DNA origamis via a piece of single stranded DNA (ssDNA) through maleimide chemistry, only
requiring a surface exposed cysteine on the protein. The DNA origamis, in turn, can be attached to a
coverslip via biotin-streptavidin interactions (Figure 3.6A). An advantage of this set-up is that a
second fluorophore can be attached to the DNA-origamis to enable discrimination between
fluorescent signals coming from the FP and signals coming from impurities. In addition, this second
fluorophore could enable assessment of the PCE or ELE of the FP. For this project we worked in
collaboration with the Tinnefeld lab (LMU Miinchen, Germany), who published the original paper on
the usage of DNA-origamis to study FP photophysics.

Figure 3.6 shows the DNA-origami design with mEos4b and a reference dye. Because mEos4b has no

available cysteine for maleimide labeling we designed a mEos4b construct in which we added a
cysteine on the C-terminus (mEos4b-C). A His-Tag was present on the N-terminus to facilitate
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purification (His6-mEos4b-C). During the purification, however, we noticed that the protein, despite
its His-Tag, had a poor affinity for nickel columns and was already eluted by 25 mM imidazole,
restricting the washing steps to < 5mM Imidazole. Evaluation of the purified sample by denaturing
SDS-PAGE revealed that a fraction of the protein was dimeric (Figure 3.6B, lane 1). Incubation of the
protein with a reducing agent (DTT or TCEP, lane 3 and 5) removed this dimeric fraction, suggesting
that dimerization was mediated by disulfide bond formation between the C-terminal cysteines.
Incubation of mEos4b-C with an excess of TCEP and maleimide labeled ssDNA resulted in labeling of
~40% of the proteins (lane 6). On the other hand, DTT prevented labeling of the protein, presumably
because the DTT inactivated the maleimide (lane 4). Surprisingly, addition of maleimide labeled
ssDNA to the protein sample in the absence of any reducing agent resulted in the formation of many
high molecular weight species (lane 2). The origin of these species is unclear.

Next, we proceeded with the DNA-origamis. We choose to use the new rectangular origami (NRO)**
as template structure. On this template, we added three 21nt docking strands to bind the ssDNA
labeled reference dye (AF647) and, at 35 nm distance, a docking strand for the ssDNA labeled FP
(Figure 3.6A). In addition, six biotinylated strands were incorporated into the origami for attachment
to the coverslip (Figure 3.6A). Folded origamis were incubated with the DNA labeled protein and dye
for 2-3 hours after which unbound proteins and dye molecules were removed using a 100k spin filter.
After assembly, the labeled DNA origamis were loaded onto streptavidin coated cover glasses for
PALM imaging.
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Figure 3.6 Using DNA-origamis to study FP photophysics. A) lllustration of the DNA-origami design and AFM
image of folded origamis. B) SDS-PAGE showing attachment of ssDNA to mEos4b-C after treatment by TCEP
(lane 6) to reduce the cysteine making it available for reaction with the maleimide attached to the ssDNA. C)
DNA-origamis labeled with AF647 and mEos4b were imaged under 561-nm light only (left) and 561-nm + 405-
nm light (right). mEos4b molecules were identified by co-localization with the reference dye (AF647) imaged
under 641-nm light. Histograms show the radial displacement between the AF647 signals and signals in the
mEos4b channel. Noted are the mode radial displacement (peak) and number of dye signal co-localized with a
mEos4b signal (coloc) (Figure C by Julian Bauer).

Figure 3.6C shows the first imaging results of the DNA-origamis labeled with mEos4b and AF647.
DNA-origamis where first localized by imaging the reference dye using 641-nm excitation, after which
mEos4b was imaged using 405-nm and 561-nm light. In the absence of 405-nm light (Figure 3.6C left)
there was minimal photoconversion of mEos4b. The signals co-localizing with the reference dye were
probably resulting from photoblueing and direct excitation of AF6474%44! given the close (~16 nm)
distance between the two signals. Application of 405 nm light (Figure 3.6C right), resulted in signal
presumably originating from mEos4b at the expected distance from the reference dye (~35 nm).

Although these first imaging results were promising, the samples at this state would not be usable

for photophysical studies. The reasons for this being that photoblueing and/or direct excitation of
AF647 prevented unambiguous identification of signals coming from mEos4b and that most of the
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origamis (AF647 signals) did not co-localize with a mEos4b signal while the background contained
many localizations in the Eos channel. The issues related to AF647 could maybe be solved by usage of
another fluorophore or by increasing the distance between the dye and the FP to facilitate
discrimination. The incomplete co-localization might be partly ascribed to incomplete
photoconversion but the labeling of the DNA-origamis with the FP was likely incomplete due to the
presence of free ssDNA inside the protein sample. Removal of free ssDNA from the protein sample
was complicated by abnormal behaviors of the protein construct. Firstly, the protein construct
showed poor affinity for nickel collumns (despite having a His-tag), limiting the uages of nickel
collumns to wash out the unbound ssDNA. Secondly, when we tried to remove the free DNA by ion
exchange chromatography (as in the eYFP paper?®®), the DNA labeled protein aggregated in the
column, leaving the sample unusable (Figure 3.7).
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Figure 3.7 Aggregation of DNA-labeled mEos4b inside the ion exchange column. lon exchange
chromatography was used in an attempt to purify DNA-labeled mEos4b from free ssDNA and unlabeled protein.
However, the DNA-labeled protein did not elute from the column. A) Chromatogram of the sample with the
corresponding fraction analyzed on SDS-PAGE in (B), showing elution of only unlabeled protein. C) Image of the
column after the experiment showing the presence of fluorescent protein, presumably aggregates of the DNA-
labeled mEos4b. Data and Figure by Julian Bauer.

Given that the original mEos4b construct (His6-mEos4b) exhibits good affinity to nickel columns, we
hypothesized that an interaction between N-terminal His-Tag and the C-terminal cysteine is
responsible for the decreased affinity. Such an interaction could possibly also explain why the
labeling efficiency of the protein with the DNA was relatively low (~¥40%). To investigate the
possibility that our construct design was causing problems, we designed another FP construct in
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which both the His-Tag and cysteine were located on the C-terminus (mEos4b-His6-C), similar as in
the original FP construct used by Jusuk et al., hoping that this would improve its biochemical
behavior. Unfortunately, although this construct did have a high affinity for nickel columns, DNA
labeling remained inefficient and seemed to cause aggregation. Therefore, we decided not to
continue this project with mEos4b.

3.1.2.4 Conclusion

Photophysical characterization of FPs requires a suitable immobilization platform. We found that,
while convenient, PAA gel might not always be a good option, especially when aiming to extract
information about the PCE or when full control over the environmental conditions is desired. The
NPC presents a good alternative to study the effects of illumination and environmental conditions on
the performance of FPs but is less suitable for photophysical studies due to its oligomeric nature. We
tested the usage of DNA-origamis for photophysical studies of mEos4b but, unfortunately, we were
unable to obtain a well-functioning sample. It remains to be tested whether the problems we
encountered regarding labeling and aggregation are specific to mEos4b. Notably, Jusuk et al. did
manage to study the behavior of eYFP attached to DNA-origamis.

Thus, the search for an alternative for PAA gel continues. Collaborators (J.B. Siberita and M. Sainlos,
Bordeaux Neurocampus) are working on the development of a immobilization platform based on the
SpyCatcher-SpyTag system**2. Their preliminary results are promising, providing a platform which
enables facile and specific immobilization of FPs and allows full control over the buffer conditions.
This platform could present a suitable alternative for PAA gel.

3.1.3 lllumination conditions affect the photoconversion efficiency of mEos4b
and other common PCFPs

Parts of the results of this section have been published in:

Jip Wulffele, Daniel Thédié, Oleksandr Glushonkov, and Dominique Bourgeois. mEos4b
Photoconversion Efficiency Depends on Laser lllumination Conditions Used in PALM. The Journal of
Physical Chemistry Letters 2022 13 (22), 5075-5080. DOI: 10.1021/acs.jpclett.2c00933

Green-to-red photoconvertible FPs from the EosFP family are popular fluorescent markers for PALM
imaging. Their complex photophysical behavior, however, hinders their usability in quantitative
applications. In particular blinking is a major source of error in molecular counting and single particle
tracking experiments!#4218253.254 |n spt experiments, blinking disrupts single particle tracks creating
many truncated tracks, limiting the application of advanced analysis algorithms, which often require
relatively long tracks?Y. In counting experiments, repetitive blinking causes overcounting errors if not
properly corrected for!#42%32%% Another key properties PCFPs is their photoconversion efficiency
(PCE), which is the fraction of initial green proteins that reaches the photoconverted red state. This
property is of less importance for spt but has great importance for molecular counting as incomplete
photoconversion leads to undercounting?>%>, In addition, the PCE is also a determining factor for
the achievable spatial resolution in conventional PALM imaging as it affects the effective labeling
efficiency (ELE) and thereby the Nyquist criterium3®,

Ongoing efforts are focused on improving the behavior of PCFPs, by both mutagenesis and
optimization of experimental conditions, to boost their usage in quantitative applications. Previous
work of the lab showed that application of low intensity 488 nm light during spt experiments
increases the track length by suppression of long-lived blinks when using Eos-like FPs8, The
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mechanistic explanation of this effect is that long-lived blinks in Eos-like proteins are largely due to
light induced cis-trans isomerization of the chromophore, similar to off-switching in RSFPs, with the
trans state being effectively switched back to the cis state by absorption of blue-shifted light?*8, Since
long-lived blinks also hinder counting, we hypothesized that this strategy could also benefit
molecular counting. This hypothesis was the motivation for the work described in this section,
starting with an investigation of the effects of blinking on molecular counting, leading to the finding
that the applied 405 power density in PALM experiments affects the PCE of many commonly used
PCFPs.

3.1.3.1 Off-time reduction facilitates molecular counting

Before starting experiments, we investigated the effect of long-lived blinks on molecular counting by
simulations. In particular, we wanted to test whether reduction of the off-time durations improves
counting. To do this, we ran single molecule simulations in SMIS?%, using a simplified photophysical
model of mEos4b (Figure 3.8A). We omitted green-state photophysics from the simulations to keep
constant photoconversion kinetics to not confuse changes in blinking with altered photoconversion
kinetics since both are known to affect counting. Simulations were run applying a typical PALM
illumination scheme with 500 W/cm? 561 nm and 1 W/cm? 405 nm light. To test the effect of long-
lived blinks on counting, simulations were performed with additional 488 nm light illumination,
which strongly reduced the off-time durations (Figure 3.8B). Importantly, using these simulation
conditions, 488 nm light did not affect the photoconversion kinetics nor changed the number of
blinks (Figure 3.8). After processing of the simulated data and composing oligomers of various sizes
as described in the materials and methods (section 2.7.1), counting was performed using two distinct
methods: counting by off-time thresholding as described by Lee et al.?*® and counting by blinking
statistics as described by Heilemann et al.144206:216,254
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Figure 3.8 Simulated single molecule data used for counting analysis. Single molecule simulations where
performed in SMIS using a simplified photophysical model of mEos4b (A), omitting green state photophysics.
Single molecule traces were simulated under alternating illumination with 500 W/cm? 561 nm and 1 W/cm? 405
nm light, with and without 10 W/cm? 488 nm light to reduce the red state off-times (B). Addition of 488 nm
light had no effect on the photoconversion kinetics (C) and red state blinking histograms (D).

The off-time based counting method developed by Lee et al. is based on the generation of a
calibration curve from artificial oligomers to determine the optimal time threshold (t¢) for a given
stoichiometry (see section 1.5.2.1). The calibration curves of the simulated data are shown in Figure
3.9A. Both in the prescence and absence of 488 nm light, the optimal t. decreases with increasing
stoichiometry to compensate for the decreased time between the acvtivation of different molecules.
However, in the absence of 488 nm light the optimal 1. is higher than in the prescence of 488 nm
light because of longer off-time durations (Figure 3.8B). Given that the photoconversion kinetics are
unaffected by the prescence of 488 nm light (Figure 3.8C), counting is consequently more precise in
the prescence of 488 nm light (Figure 3.9B and Supplementary Figure 1) because there is less mixing
of the fluorescence traces of different fluorophore. It should be noted, however, that while off-time
reduction by 488 nm light reduced the spread of the distribution of retrieved stoichiometries, the
average retrieved stoichiometry was always correct, also in the condition with long off-times (Figure
3.9B). However, contrary to in these simplified simulations, in real experiments, the retrieved
average stoichiometry is likely to differ from the true stoichiometry because of noise, an incomplete
labeling efficiency and possibly a mixture of oligomers of different sizes. Under these conditions, we
expect the reduced distribution by off-time reduction to be highly beneficial for counting.
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Figure 3.9 Off-time reduction facilitates molecular counting by off-time thresholding. Molecular counting of
simulated oligomers was performed as described by Lee et al. Optimal t. curves (A) were calculated from
fluorescence traces of simulated monomers under typical PALM illumination with and without 10 W/cm? 488
nm light. These optimal tc curves were used to count fluorescence traces of simulated octamers (B) with a
labelling efficiency of one under the same illumination conditions as (A).

The counting method developed by Heilemann et al. is based on the statistical analysis of the
blinking histograms (nBlink histograms) of the fluorescent protein (see section 1.5.2.2). This method
first calibrates the blinking propensity of the employed FP, denoted as the p-value, by fitting a
geometric distribution to the nBlink histogram of the monomeric protein (Figure 3.10A). This p-value
is then used to deduce the stoichiometry of unknown oligomers. Since this method only considers
the number of blinks, it is insensitive to the duration of the off-times. As a consequence, off-time
reduction by 488 nm light had no effect on the counting accuracy (Figure 3.10B and Supplementary
Figure 2). However, while this method is insensitive to the off-time duration, it is strongly dependent
on accurate determination of the p-value, as we found that a small error in the p-value results in
large errors when estimating the size of bigger oligomers (Figure 3.11A, Supplementary Figure 2).
Given that fitting of nBlink histograms is often complicated by a disproportionately large population
of molecules that do not blink, possibly due to the existence of multiple FP populations (Figure
3.11B), we suspect that off-time based counting is more appropriate than blinking based counting to
investigate the stoichiometries of larger complexes.

Altogether, the findings from these simulations motivated us to experimentally investigate the usage
of 488 nm light to facilitate molecular counting.
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Figure 3.10 Off-time reduction does not facilitate molecular counting based on nBlink histograms. Molecular
counting of simulated oligomers was performed as described by Baldering et al. nBlink histograms of simulated
monomers (A) were fitted with a geometric distribution to determine the p-value (solid lines). This p-value was
then used to fit the nBlink histograms of simulated octamers unsing a negative binominal distribution (B) to
estimate the stoichiometry (n).

116



Monomer 16-mer
0.5 0.06
0.4 0.05¢
0.04f
0.3
(T8 ('
o 0 0.03f
o o
0.2
0.02f
o 0.01-}
0 0
0 10 20 20 40 60 80

Number of blinks

Number of blinks

0.5r

0.4f

0.3F

PDF

0.2F

0.1F

p =047

—
poor fit

0

2 4 6 8 10 12 14 16 18 20
Number of blinks

Figure 3.11 Difficulties with counting using nBlink statistics. A) Counting of simulated data. A 20% error was
added to the p-value (p=0.42 instead of p=0.35), resulting in large deviations between the expected nBlink
distribution (solid lines) and measured data (yellow histograms). B) Fitting of an nBlink histogram of
experimental data (500 W/cm? 561 nm light and 1 W/cm? 405 nm light).

3.1.3.2 Off-time reduction by 405 and 488 nm light is offset by a decreased photoconversion

efficiency

To investigate the usability of 488 nm light for counting purposes, we first validated that 488 nm light
reduced the duration of the off-times of mEos4b under gPALM imaging conditions. The difference
between sptPALM and gPALM imaging is that in sptPALM imaging there is typically minimal, if not
zero, 405 nm light to ensure a very low localization density to enable accurate tracking, while for
gPALM imaging substantial 405 nm light might be needed to fully exhaust the pool of green
molecules to maximize the labeling efficiency. Figure 3.12A shows that in gPALM imaging conditions
(500 W/cm? 561 nm and 1 W/cm? 405 nm light) there is indeed additional off-time reduction by 488

nm light.
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Figure 3.12 A decreased photoconversion efficiency offsets off-time reduction by 488 nm light. Off-time
histograms (A) and the relative PCE (B) of mEos4b embedded in PAA gel at pH 8.5 under alternating excitation
with 561 nm (70 ms at 500 W/cm?), 405 nm (8.2 ms at 1 W/cm?, unless noted otherwise) and 488 nm (8.2 ms at
0-100 W/cm?) light. The photoconversion data is normalized to the final number of photoconverted molecules
under 100 W/cm? 488 illumination. Data is shown as mean # s.d. of > 3 measurements.

Since a high PCE is critical in counting experiments, we also examined the effect of 488 nm
illumination on the PCE of mEos4b. Because we were not able to determine the absolute PCE using
our PAA-based samples, we took the normalized number of photoconverted molecules after 23
minutes of imaging as measure for the relative PCE under the different illumination conditions. While
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488 nm light slightly increased the photoconversion rate during the first minutes of the
measurements, we found that high intensity 488 nm illumination (100 W/cm?) strongly reduced the
final PCE (Figure 3.12B). A reduced PCE could be explained by increased bleaching of the red state so
that molecules are bleached before they can be detected. However, although 488 nm light does
slightly decrease the red state on-times, bleaching-times and photon budget (Figure 3.13), the effect
does not seem to be large enough to explain the 4x reduced PCE (Figure 3.12B), indicating that green
state photophysics are most likely at the origin of the decreased PCE.
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Figure 3.13 Effect of 488 nm light illumination on mEos4b red state photophysics. On-time histograms (A),
Bleaching-time histograms (B), photon budget histograms (C) and histograms of the number of blinks of
mEos4b molecules embedded in PAA gel at pH 8.5 under alternating excitation with 561 nm (70 ms at 500
W/cm?), 405 nm (8.2 ms at 0-1 W/cm?) and 488 nm (8.2 ms at 0-100 W/cm?). Data is shown as mean # s.d. of >
3 measurements.

Using SMIS simulations, we investigated how 488 nm light reduces the PCE. Photoconversion of
mEos4b was simulated using a complete photophysical model of mEos4b (Table 2.3) and varying
illumination consitions (500 W/cm? 561 nm, 0 or 1 W/cm2 405 nm, and 0 or 10 W/cm2 488 nm light).
The simulations showed that the reduction of the PCE by 488 nm light is readily predicted by the
existing photophysical of mEos4b and is caused by increased green state bleaching by the additional
488 nm light (Figure 3.14B). Importantly, the simulations also showed that this reduction is only
apparent in the presence of 405 nm light. This is because in the absence of 405 nm light,
photoconversion is driven, although very ineffectively, by 561 and 488 nm light from the green
anionic state, in which case the PCE is determined by the ratio between the bleaching and
photoconversion quantum yields, which is independent of the illumination intensity, assuming all
processes are single photon (Figure 3.14A). In the presence of 405 nm, on the other hand,
photoconversion is driven from the green neutral chromophore, which has a much higher
photoconversion quantum yield than the green anionic state (in the order of ~10* vs ~107) (Figure
3.14A). In this situation, 488 nm light induced bleaching is thus decoupled from the photoconversion
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rate, so that increasing the 488 nm intensity increases green state bleaching and thereby decreases
the PCE.
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Figure 3.14 Simulations of the PCE of mEos4b under different illumination conditions. (A) Simplified
photophysical model of mEos4b to illustrate the expected effects of 405, 488 and 561 nm light illumination on
the PCE of mEos4b. (B) The PCE of mEos4b simulated under different illumination conditions. Left to right: 500
W/cm? 561 nm light (yellow bar), 500 W/cm? 561 nm and 1 W/cm2 405 nm light (purple bar), 500 W/cm? 561
nm light with 1 or 100 W/cm? 488 nm light (light and dark blue bars), and 500 W/cm? 561 nm and 1 W/cm? 405
nm light with 1 or 100 W/cm? 488 nm light (light and dark blue bars).

Having established that 488 nm light reduces the PCE in the presence of 405 nm light, we wondered
how the 405 nm light intensity by itself affects the PCE. We hypothesized that under typical PALM
imaging conditions with high intensity 561 nm light, increasing the 405 intensity would increase the
PCE by reducing the acquisition time and thereby limiting the time for the 561 nm light to bleach the
green state. Contrary to our expectations, however, we found that high intensity 405 nm light (100
W/cm?) reduced the PCE of mEos4b (Figure 3.15B), although less severely than 488 nm light. Again,
red state bleaching appeared minimally affected by the additional laser intensity (Figure 3.16),
indicating that green state photophysics are also responsible for this effect.

In addition, we plotted the red state off-times as function of the 405 nm light power density and
found that 405 nm light alone reduces the off-time durations to a greater extend than 488 nm light
at similar power densities (Figure 3.15A). This is surprising given that 488 nm light is more effectively
absorbed by the trans neutral chromophore and was shown to switch on mEos4b at a higher rate
than 405 nm light 27, The reason for this discrepancy remains unknown. One possible explanation is
that there are multiple off-states some of which might be sensitive to 405 nm light but not to 488 nm
light. This question will be further investigated in section 3.1.4.3.
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Figure 3.15 A decreased photoconversion efficiency offsets off-time reduction by 405 nm light. Off-time
histograms (A) and the relative PCE (B) of mEos4b molecules embedded in PAA gel at pH 8.5 under alternating
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excitation with 561 nm (70 ms at 500 W/cm?) and 405 nm (8.2 ms at 0-100 W/cm?) light. The photoconversion
data is normalized to the final number of photoconverted molecules under 100 W/cm? 405 illumination. Data is
shown as mean % s.d. of 2 3 measurements.
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Figure 3.16 Effect of 405 nm light illumination on mEos4b red state photophysics. On-time histograms (A),
bleaching-time histograms (B), photon budget histograms (C) and histograms of the number of blinks of
mEos4b molecules embedded in PAA gel at pH 8.5 under alternating excitation with 561 nm (70 ms at 500
W/cm?) and 405 nm (8.2 ms at 0-100 W/cm?) light. Data is shown as mean #* s.d. of > 3 measurements.

3.1.3.3 405 nm light decreases the PCE of mEos4b and other PCFPs in a nonlinear manner

While the existing photophysical model of mEos4b predicts the decrease in PCE by increasing 488 nm
illumination, it does not predict the decrease in PCE by increasing 405 nm illumination. Searching for
an explanation of the observed effect, we hypothesized that 405 nm light bleaches the green state in
a non-linear manner, meaning that, while photoconversion requires a single photon, bleaching
requires the absorption of two (or more) photons so that at higher laser intensity the bleaching
pathway becomes more important. We investigated this hypothesis by monitoring the PCE of
mEos4b under 10 W/cm? and 100 W/cm? 405 nm illumination while keeping the total illumination
dose constant by adjusting the exposure time to 82 ms or 8.2 ms, respectively (Figure 3.17A). We
found that exposure to short pulses of 100 W/cm? 405 nm light lowered the PCE of mEos4b
compared to longer pulses of 10 W/cm? light, supporting our hypothesis of a non-linear effect (Figure
3.17A). Furthermore, the photophysical behavior of the red state appeared the same under both
illumination regimes (Figure 3.17), confirming that green state photophysics are most likely
responsible for this non-linear effect.
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Figure 3.17 405 nm light reduces the PCE of mEos4b in a non-linear manner. The relative PCE (A), off-time
histograms (B), on-time histograms (C), bleaching-time histograms (D), photon budget histograms (E) and
histograms of the number of blinks (F) of mEos4b molecules embedded in PAA gel at pH 8.5 under alternating
excitation with 561 nm (70 ms at 500 W/cm?) and 405 nm (82 ms at 10 W/cm? or 8.2 ms at 100 W/cm?) light.
The photoconversion data is normalized to the final number of photoconverted molecules under 100 W/cm? 405
illumination. Data is shown as mean + s.d. of > 3 measurements.

Next, we wondered whether the presence of high intensity 561 nm light, as typical in PALM, is
necessary for the effect of the 405 nm light intensity on the PCE. This questions was raised by the
observation that high intensity 561 nm light populates the green Off state (trans neutral
chromophore)?*, which strongly absorbs 405 nm light. So, we asked whether this could be the state
from which nonlinear bleaching occurs. We addressed this question by ensemble measurements of
the photoconversion kinetics of mEos4b to minimize the amount of required 561 nm light to get
sufficient signal. PAA samples with mEos4b were exposed to 1, 10 or 100 W/cm? 405 nm light while
the fluorescence of the red state was monitored by application of 8 W/cm? 561 nm light every 500
ms. In the situation were photoconversion follows a simple three state model (Green -> Red ->
Bleached), we would expect that the peak intensity of the red fluorescence increases with increasing
405 intensity because the faster photoconversion kinetics would limit red state bleaching by 561 nm
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light. Our data, however, showed a reduced peak height under 100 W/cm? illumination compared to
1 and 10 W/cm? illumination (Figure 3.18A). Furthermore, we compared the PCE at the ensemble
level under illumination with 10 W/cm? 405 nm for 400 ms and 100 W/cm? 405 nm for 40 ms and
found that, again, the PCE was reduced with 100 W/cm? 405 nm light, even though the integrated
dose of illumination was kept constant (Figure 3.18B). Together these findings indicate that high
intensity 561 nm light is not required for non-linear bleaching of the green state by 405 nm light.
These data, however, do not exclude that the green trans-state is involved, since the trans-state may
also be formed from the cis-neutral state by absorption of 405 nm light.
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Figure 3.18 High intensity 405 nm light reduces the PCE of mEos4b in the absence of high intensity 561 nm
light. A) Time traces of the ensemble red fluorescent intensity of mEos4b molecules illuminated with 400 ms
pulses of 405 nm light at 1-100 W/cm? illumination. B) Time traces of the ensemble red fluorescent intensity of
mEos4b molecules illuminated with 40 or 400 ms pulses of 405 nm light at 100 or 10 W/cm?, respectively. The
red fluorescent intensity was recorded every 500 ms by excitation with 8 W/cm2 561-nm light for 20 ms. Data is
normalized to the maximum red fluorescent intensity under 100 W/cm? 405 illumination. Data is shown as
mean # s.d. of > 3 measurements.

It should be noted that the ensemble experiments (Figure 3.18) showed that 405 nm light decreases
the red fluorescence in a dose dependent manner, while the single molecule experiments indicated
that 405 nm light does not significantly increase red state bleaching under PALM imaging conditions
(Figure 3.16). These seemingly contradicting findings may be explained by strong red-state bleaching
by the high intensity 561 nm light used for the PALM experiments, hiding the bleaching (or switching,
see section 3.1.4.3.2!) induced by the 405 nm laser.

Searching for a solution to the reduced PCE of mEos4b under high intensity 405 nm light, we
investigated if other commonly used PCFPs show the same behavior. To this end, we monitored the
ensemble photoconversion kinetics of mEos3.2, pcStar and Dendra2, applying the same illumination
schemes as in Figure 3.18. The results, shown in Figure 3.19, reveal that all tested PCFPs exhibit a
similar behavior as mEos4b, displaying a reduced PCE under intense 405 nm illumination. We
validated these ensemble measurements by PALM imaging of pcStar using 500 W/cm? 561 nm light
and 10 or 100 W/cm? 405 nm light, similar as in Figure 3.17. Figure 3.20 shows that, similarly as for
mEos4b, 100 W/cm? 405 nm light strongly reduced the PCE of pcStar under PALM imaging
conditions. Together these results indicate that nonlinear bleaching of the green state by 405 nm
light is a common property of PCFPs.

Looking at the ensemble measurements in Figure 3.19, the kinetics of pcStar under 10 W/cm? 405
nm light are intriguing. The initial increase in red fluorescence, by photoconversion, is followed by a
rapid decrease in intensity, presumably by red state bleaching, after which the fluorescence signal
stabilizes. To our knowledge, such a behavior has not been reported before. A possible explanation
could be the presence of a 405 nm light induced dark state, which recovers in a thermal or light
induced manner, resulting in the initial decrease, during which dark state formation dominates,
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followed by the plateau phase during which dark state formation and recovery are balanced (see also

section 3.1.4.3).
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Figure 3.19 High intensity 405 nm light reduces the PCE of commonly used PCFPs. A) Time traces of the
ensemble red fluorescent intensity of mEos3.2 molecules illuminated with 400 ms pulses of 405 nm light at 1, 10
and 100 W/cm? illumination. B) Time traces of the ensemble red fluorescent intensity of mEos3.2 molecules
illuminated with 40 or 400 ms pulses of 405 nm light at 100 or 10 W/cm?, respectively. The red fluorescent
intensity was recorded every 500 ms by excitation with 8 W/cm? 561-nm light for 20 ms. Data is normalized to
the maximum red fluorescent intensity under 100 W/cm? 405 illumination. Data is shown as mean # s.d. of > 3
measurements. C-D and E-F) the same as A and B but with pcStar and Dendra2.
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Figure 3.20 High intensity 405 nm light reduces the PCE of pcStar in a non-linear manner under PALM
imaging conditions. The relative PCEs (A) and bleaching-time histograms (B) of pcStar molecules embedded in
PAA gel at pH 8.5 under alternating excitation 561 nm (70 ms at 500 W/cm?) and 405 nm (82 ms at 10 W/cm?
or 8.2 ms at 100 W/cm?) light. The photoconversion data is normalized to the final number of photoconverted
molecules under 100 W/cm? 405 illumination. Data is shown as mean #* s.d. of > 3 measurements.

Having characterized the effect of 405 nm light on the PCE in vitro, we sought to confirm this effect
under biologically relevant conditions using the Nup96-mEos4b cell line (see section 3.1.2.2). For
PALM imaging, cells were fixed and images were recorded using 500 W/cm? 561 nm light and 10 or
100 W/cm? 405 nm light for 15000 frames. Because of the high local density of the Nup96 molecules
in the NPCs, we had to reduce the exposure time of the 405 nm laser, relative to the in vitro
experiments, to 3.5 and 0.35 ms for 10 and 100 W/cm?, respectively. Under these imaging
conditions, estimation of the effective labeling efficiency (ELE), as proxy for the PCE, did not reveal a
significant difference between the data reordered using 10 or 100 W/cm? 405 nm light (Figure 3.21),
suggesting that there was no nonlinear bleaching by the 405 nm laser. The absence of nonlinear
bleaching might possibly be explained by the reduced illumination period (0.35 ms vs 8.2 ms) not
providing enough photons to induce significant bleaching, or by a delay in the formation of the
intermediate state (e.g. if it is formed downstream of the triplet state) so that after only 0.35 ms this
state is simply not yet present and can thus not absorb a second photon and bleach. Regardless of
the exact explanation, this seems to be good news for PALM imaging, as the usage of high intensity
405 nm light for longer periods is typically rare so that nonlinear bleaching of the green state by the
405 nm laser will be minimal. However, care should be taken when gradually increasing the 405
intensity during acquisitions to compensate for the decreasing pool of green molecules and when
performing experiments that do require high intensity 405 nm illumination such as high-speed PALM
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Figure 3.21 Investigation of the effect of 405 nm light on the ELE using the Nup96-mEos4b cell line. PALM
imaging of fixed Nup96-mEos4b cells (pH 8) was performed by alternating excitation with 500 W/cm? 561 nm
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light (50 ms) and 10 or 100 W/cm? 405 nm light (3.5 or 0.35 ms). A) Reconstructed PALM images. Scale bar: 500
nm. B) Estimation of the Effective Labelling Efficiency (ELE). N = 2 cells, 400-600 NPCs per cell. C) Proposed
photophysical scheme explaining non-linear bleaching of the green state by 405 nm light. Solid lines indicate
light induced processes, dotted lines indicate thermal processes.

Although the reduced illumination period provides a logical explanation for the absence of nonlinear
bleaching by the 405 nm laser, it cannot be excluded that the different environmental conditions
(NPCs vs PAA gel) played a role. The influence of environmental conditions on the effect of 405 nm
light on the PCE requires further investigations. This is of interest for the optimization of
experimental conditions for gPALM imaging and might also provide insight into the nature of the
intermediate state in the bleaching pathway. In particular, it would be interesting to test the usage
of reducing thiols, such as BME and MEA, to reduce green state bleaching because these molecules
appeared to have a photo-protective effect on the red states of mEos2 and mEos3.214%144,

3.1.3.4 Arefined model of mEos4b green-state photophysics

Based on the findings presented above we propose an updated photophysical model for the green
state of mEos4b (Figure 3.22). We propose that excitation of the green neutral chromophore can
lead to the formation of an intermediate state, which may thermally relax back or absorb a second
405 nm photon, the latter which may lead to bleaching. The competition between thermal recovery
and absorption of a second 405 nm photon gives rise to the nonlinear relationship between
bleaching and the intensity of the 405 nm laser.

Bleached  cis anionic cis neutral . By SR Vo
\ Tl Tl405 o RO R
- Q@ ) A\
. Egg W §§§§ 405 ]ntermed\ate Ble?:hed

trans  trans neutral
anionic  (off-switched)

Figure 3.22 Proposed model of mEos4b green state photophysics explaining the reduced PCE under high
intensity 405 nm light. We propose that in addition to photoconversion, absorption of 405 nm light leads to the
formation of an intermediate dark state which may thermally relax back or absorb a second 405 nm photon
leading to bleaching. The competition between thermal relaxation and absorption of a second 405 nm photon
causes the non-linear relationship between bleaching and the 405 nm light intensity. Solid lines indicate light
induced processes, dashed lines indicate thermal processes.

The exact nature of this intermediate state remains to be characterized in future work. One
hypothesis to investigate is whether this intermediate could simply be the triplet state, which is
known to be relatively long-lived in FPs (~¥5 ms at RT)%97:98100 and to strongly absorb visible light8&10°,
Alternatively, this intermediate may be a longer-lived dark state down-stream of the triplet state. In
light of these hypotheses, it would be interesting to test the effects of triplet state quenchers on the
PCE of mEos4b under high intensity 405 nm light.

It should we noted that we previsously estimated the lifetime of the intermediate state at ~15 ms

based on an assumed bleaching quantum yield of 10 and an estimated excitation rate of 7.7x10* s
(lifetime estimated as the time it takes to absorb 10° photons), which appeared to match the 8.2 ms
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illumination period**. The estimation of the excitation rate, however, contained an error leading to a
10-fold overestimation of the rate (should have been kex = 7.7x10° s2, given a power density of 100
W/cm? 405 nm light and assuming an extinction coefficient of 10* Mlcm™, see®). Given an excitation
rate of 7.7x10° s}, the argumentation no longer holds as the expected lifetime would now be ~150
ms, which is in contradiction with the 8.2 ms illumination periods. So, how can 100 W/cm?2 405 nm
light still induce nonlinear photobleaching? The answer to this question probably lies in the high
formation quantum yield of the intermediate state, presumably the triplet state. In the ‘Perspectives
(section 4), | propose a refined photophysical model of mEos4b with the triplet state (formation
quantum yield = 6.4x10°3, half-life = 5 ms, extinction coefficient = 10* M™cm™ at 405 nm, bleaching
quantum yield = 10°®) as intermediate state in the bleaching pathway from the neutral chromophore.
Simulations with this model show significant nonlinear bleaching by 100 W/cm? 405 nm light,
eventhough the triplet state only absorbs ~38 photons during its lifetime (7.7x10° s*x 5 ms).

’
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3.1.4 More (dark) secrets of mEos4b

The photophysical behavior of PCFPs is highly complex and many of their properties remain poorly
understood. In this section, | report on various unexpected behaviors of mEos4b, which were
discovered during characterization of mEos4b by NMR spectroscopy and fluorescence microscopy.

3.1.4.1 Green state heterogeneity modulates photoswitching and photoconversion

Parts of the results of this section are part of a manuscript in preparation:

Arijit Maity, Jip Wulffelé, Isabel Ayala, Adrien Favier, Virgile Adam, Dominique Bourgeois, and
Bernhard Brutscher. Conformational heterogeneity in the chromophore pocket of mEos4b impacts
the observed photoswitching and photoconversion properties. Manuscript in preparation.

NMR spectroscopy has proven to be a powerful structural tool to interrogate the dynamics of
phototransformable FPs'?23%2, To gain a better understanding of the molecular mechanisms
underlying green-to-red photoconversion of PCFPs, we studied the structural dynamics and
fluorescence properties of mEos4b during photoswitching and photoconversion by NMR
spectroscopy and fluorescence microscopy. This work was a collaboration between the teams of
Bernhard Brutscher and Dominique Bourgeois. The NMR experimental work was carried out by the
group of B. Brutscher, while the microscopy experiments and simulations were carried out by the
group of D. Bourgeois. | contributed to this work by discussions and simulations to build a
photophysical model explaining the observed photophysical behaviors. The work presented below is
a summary of the work submitted for publication, outlining the different properties that were used
to develop a refined photophysical model of the green-state of mEos4b.

3.1.4.1.1 NMR spectroscopy reveals two green state populations

To investigate its conformational dynamics, mEos4b was studied by solution NMR spectroscopy.
Inspection of the TH'*N spectrum of the green-state revealed that mEos4b adopts two conformations
(Figure 3.23A). These two states were named the A-and B-state (not to be confused with the anionic
and neutral states of the chromophore which are also often referred to as A and B!). Not all residues
of the protein showed this heterogeneity. The residues that showed distinct A- and B- peaks were
mainly located on the B-strands 2,3,11 and 10, facing the histidine and phenol groups of the
chromophore, indicating that the chemical/conformational differences are localized to this part of
the FP. Similar green state heterogeneity was observed in two other members of the EosFP family,
pcStar and mEos4b-V69T, suggesting that this heterogeneity is a common feature of EosFP variants.

Further interrogation of the properties of the A- and B-states showed that the relative occupancies of
the two states are dependent on the environmental pH and are sensitive to near-UV illumination.
Under standard NMR conditions (35°C, pH 7.5), the A-state had a relative population of ~57%. At
lower pH, the relative population of the A-state increased up to ~80% at pH 5, while at higher pH, the
population of the A-state decreased down to ~55% at pH 10 (Figure 3.23B). lllumination of the
protein by 405 nm light decreased the relative amount of the A-state down to ~30% at 25 mW/cm?
(Figure 3.23C). Monitoring of the thermal recovery of the A/B-state equilibrium (57:43) after
exposure to 405 nm light enabled determination of the exchange rate of the A- and B-populations
(kex =2 +1x102 5%,
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Figure 3.23 NMR reveals green state heterogeneity in mEos4b. A) *H-°N correlation spectrum of green-state
mEos4b. Peaks correspond to single amino acid residues of the protein as annotated. Peaks that show a
different chemical shift in the B-state than in the A-state are shown in red. B) The A-B equilibrium is pH
sensitive: at lower pH the A-state becomes more populated. The A-state population was calculated from the
relative *H-1°N peak intensities of residues with well-resolved A and B peaks. C) UV illumination shifts the A-B
equilibrium towards the B-state. Shown are the *H-*>N cross peaks of two residues (D29 and N64) with distinct A
and B peaks under illumination with 3 and 25 mW/cm? 405 nm light. Data and figures by Bernhard Brutscher
and Arijit Maity.

3.1.4.1.2 Green state heterogeneity affects photoswitching and photoconversion

Having established that the green-state adopts two distinct confirmations, we investigated the
consequences of this heterogeneity on the photophysical behaviors of mEos4b.

First, we characterized the off-switching (cis/trans isomerization) behavior of mEos4b under
illumination with 488 nm light using fluorescence microscopy. We observed that the off-switching
rate was faster during the first switching cycle than during following switching cycles (Figure
3.24A,B). Interestingly, mEos4b-E212Q and mEos4b-H62L, two mutants that do not show green state
heterogeneity, did not show this change in the off-switching rate. Given that illumination with 405
nm, which was used for on-switching, shifts the A/B-equilibrium of WT mEos4b towards the B-state,
these findings suggest that a change in the relative populations of the A- and B-states is responsible
for the change in the off-switching rate after the first switching cycle and that the A-state switches
faster than the B-state.

Next, we investigated whether green-state heterogeneity affects the photoconversion kinetics. To
test this, mEos4b was exposed to 405 nm light inside the NMR magnet while spectra were recorded
every 10 minutes to monitor green-to-red photoconversion by following the peak intensities of
residues that show well-resolved peaks in the green- and red-state (Figure 3.24D). 405 nm light was
applied in power densities ranging from 2.5 — 25 mW/cm?, a range over which the relative population
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of the A-state is gradually decreased from 57% to 30%. NMR experiments showed that while the
photoconversion rate increases with increasing 405 nm intensity, the PCE decreases from maximal
~52% under illumination with 2.5 mW/cm? to only 30% under illumination with 25 mW/cm? 405 nm
light. This observation could be explained by photoconversion mainly happening from the A-state
while bleaching mainly happening from the B-state so that when the 405 nm light intensity is
increased, the B-state is more populated resulting in relatively more bleaching compared to
photoconversion, lowering the PCE.
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Figure 3.24 Green state heterogeneity affects the off-switching and photoconversion kinetics of mEos4b. A)
Photoswitching curves of WT mEos4b and H62L and E212Q mutants. B) The off-switching rate of WT mEos4b
during the first cycle is higher than in following cycles after application of 405 nm light for on-switching. This is
expectedly because the B-state, which is increased after exposure to 405 nm light, switches slower than the A-
state. C) The switching contrast of the A-and B-state was obtained by fitting of the green fluorescence decay in
the first and second switching cycle (B) assuming different A-B populations. D) Green-to-red photoconversion
recorded by NMR. Shown are the progressions of the well-resolved green and red state 'H-°N cross peaks
corresponding to the residues D26 and F120 under illumination with 3 and 25 mW/cm? 405 nm light. Data and
figures by Bernhard Brutscher and Arijit Maity. Maity et al.

3.1.4.1.3 Building a photophysical model with support of simulations

Based on the NMR and fluorescence experiments, we developed tentative structural and
photophysical models to account for the observed photophysical behaviors (Figure 3.25).

The NMR experiments indicated the difference between the A-and B-states is due to a change in the
protonation status of residue E212, with E212 being protonated in the A-state but deprotonated in
the B-state, and a change in the tautomeric state of H62, the first residue of the chromophore
(Figure 3.25A,B). Resulting from these differences in protonation, the H-bond networks surrounding
and stabilizing the chromophore are different in the A- and B-states (Figure 3.25A,B), causing their
different photophysical properties.

The photophysical experiments showed that illumination with 405 nm light shifts the A/B-equilibrium
towards the B-state, and suggested that the A-state switches faster than the B-state and that while
photoconversion mainly happens from the A-state, the B-state is more sensitive to photobleaching
(Figure 3.25C). To confirm that this tentative model can account for the decrease in PCE when
applying more intense 405 nm light, we performed simulations using SMIS.

129



A B C A-state B-state

A-state B-state
?‘1 E144
3@ @
Q E212 H194 Q3s E212 H194
Q38 }%;4— —p Y{é\’;
1210 Q3s 1210 @ AN %@n
62 Neutral  Anionic Anionic  Neutral
H62
N
F61 61
§
Red —>
LN

Figure 3.25 Structural and photophysical models explaining green state heterogeneity. A-B) Tentative
structural models of the A-and B-states. In the A-state, E212 is protonated and forms an H-bond network with
Q38, H194 and E144. In the B-state, E212 is deprotonated which breaks the H-bond network. In addition, H62,
the first residue of the chromophore, is protonated at a different location in the A and B state, changing its H-
bonding partners. C) Proposed photophysical model explaining the observed photoswitching and
photoconversion behaviors. The A-and B-states are in thermal equilibrium in both the on-and off-states while
UV light pushes the protein towards the B-state. The off-switching quantum yield of the A-state is higher than of
the B-state, accounting for the change in off-switching rate between sequential switching cycles.
Photoconversion mainly happens from the A-state (high PC quantum yield), while the B-state is prone to
bleaching, explaining the reduced PCE under higher UV illumination conditions. Figures A and B by Virgile
Adams and Bernhard Brutscher.

Simulations were performed using a simplified version of the model presented in Figure 3.25C,
omitting green state switching and red state bleaching (Table 2.4). Estimation of the thermal
exchange rates and phototransformation quantum yields is described in the material and methods.
Assuming that photoconversion only occurs from the A-state, we were able to reproduce the co-
dependence of the A-state populations and PCE on the applied 405 nm intensity (Figure 3.26). Note
that we did not attempt to reproduce the time scale and biphasic nature of the photoconversion
kinetics observed by NMR because these were likely influenced by inhomogeous illumination of the
NMR sample.
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Figure 3.26 Simulations of the effect of green state heterogeneity on the PCE. A) Simulated red-state build up
under illumination with 2.5 — 25 mW/cm? 405 nm light. Red-state bleaching was omitted from the simulations
so that the plateau corresponds to the PCE. B-C) Comparison of the PCE (B) and A-state populations (C) obtained
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by NMR and SMIS simulations, showing that the proposed photophysical model is able to reproduce the
photophysical behaviors observed by NMR.

It is not excluded that photoconversion also happens from the B-state. To explore the possibility that
photoconversion happens from both the A-and B-state, we performed simulations in which the
photoconversion quantum yield of the B state was 10% or 100% of the photoconversion quantum
yield of the A-state (Table 2.5). These simulations showed that the light dependence of the PCE and
A-state population can still be reproduce when there is limited photoconversion (10%) from the B-
state (Figure 3.27A,B). On the other hand, when we simulated photoconversion assuming equal
photoconversion quantum yields of the A-and B-states, the simulations could no longer reproduce
the NMR observed trend in PCE (Figure 3.27C,D). These simulations support a photophysical model
in which photoconversion mainly occurs from the A-state but they also indicate that it is possible that
photoconversion also occurs from the B-state with low efficiency.
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Figure 3.27 Simulations of mEos4b photoconversion assuming photoconversion of both the A-and B-state.
Red-state build up was simulated under illumination with 2.5 — 25 mW/cm? 405 nm light using a B-state
photoconversion quantum yield 10x smaller than the photoconversion quantum yield of the A-state (A and B) or
using equal photoconversion quantum yields for the A and B states (C and D). A comparison of the PCE’s and A-
state populations obtained by simulations and NMR is shown in B and D.

It is important to note that green-state heterogeneity cannot account for the decreased PCE of
mEos4b under illumination with high intensity (100 W/cm?) 405 nm light, the phenomenon described
in section 3.1.3. Simulations with the model presented in Figure 3.25B show that under conditions
with high intensity 405 nm light, the PCE stabilizes around 19% (Figure 3.28). This is because at
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power densities >>100 mW/cm? the thermal A/B exchange rates become negligible compared to the
light-induced exchange rates so that the ratio of the light-induced A/B exchange rates determines
the A/B equilibrium. Consequently, the A/B equilibrium stabilizes at 18.3% (qysa/(qyas + qysa) =
0.0707/(0.315+0.0707) = 18.3) and so the PCE also stabilizes. Although theoretically it is possible that
405 nm light only promotes A-to-B transformation (i.e. qysa=0), this is unlikely because in this
situation the population of the A-state would drop to 0 at higher 405 nm light intenisties and
consequently, the PCE would also drop to 0. However, PALM experiments (see for example Figure
3.21) show that in conditions with high 405 nm light intensities (>1 W/cm?) there is still significant
photoconversion. Furthermore, NMR experiments show that under illumination with 250 mW/cm?
405 nm light, the A-state populations remains ~20% (data not shown), suggesting that the A-state
population does not decay to 0 but remains significantly populated even under conditions with high
intensity 405 nm light.

The other way around, the nonlinear bleaching pathway described in section 3.1.3 can also not
explain the decreased PCE under these low illumination conditions (2.5-25 mW/cm?) because the
excitation rate is too low relative to the estimated lifetime of the tentative intermediate state (~ 5
ms if triplet state) to induce a nonlinear effect. Thus, green-state heterogeneity and high-intensity
induced nonlinear bleaching are presumebly two coexisting processes that modulate the PCE of
mEos4b under different illumination regimes (Figure 3.28B).
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Figure 3.28 Green state heterogeneity cannot account for a reduced PCE under high intensity UV
illumination. A) Simulated red-state build up under illumination with 10 and 100 W/cm? 405 nm light, showing
that in both conditions the same PCE is reached. B) Tentative photophysical model of green state mEos4b

accounting for the reduced PCE observed under low (1-100 mW/cm?) and high (10-100 mW/cm?) UV
illumination conditions.

3.1.4.1.4 Discussion

NMR spectroscopy revealed that mEos4b adopts two distinct green-state conformations, which
modulate photoswitching and photoconversion. With support of simulations, we were able to
design a photophysical model to explain the NMR observed dependency of the PCE and A-state
population on the 405 nm light intensity. These findings deepen our understanding of the
photophysical behavior of PCFPs and could contribute to the development of better performing
PCFPs, for example PCFPs that only populate the photostable A-state.

The precise photoconversion pathway of PCFPs remains incompletely understood, but it is clear that
E212 plays an essential role. Our data suggest that photoconversion requires E212 to be protonated
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(starting from the A-state). Based on this finding, we propose the following photoconversion
pathway (Figure 3.29), adopted from the pathway proposed by Kim et al**”: The H-bond between
H194 and E212 is weak and fluctuates in a thermal manner. Aditionally, H62 can adopt two rotameric
states, sometimes being rotated towards E212. Excitation of the neutral chromophore in this
configuration promotes proton transfer from E212 to H62, after which photoconversion proceeds via
a concerted B-elimination mechanism. The necessity for H62 to be rotated towards E212 for
photoconversion to occur could explain the relatively low photoconversion quantum yield of PCFPs
(~10%), as this rotameric state is expectedly rare, given that it is never observed in crystal strutures of
PCFPs. In addition to this proposed main photoconversion pathway starting from the A-state,
photoconversion may also occur from the B-state, although expectedly less efficienctly.
Photoconversion from the B-state (depronated E212) may follow a similar mechanism as proposed
by Fare et al.?® with E212 acting as a base, or may proceed via the triplet state as proposed by

Lelimousin et al.»®, not requiring proton shuttling from E212.
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Figure 3.29 Proposed photoconversion mechanism of mEos4b starting from the A-state. Photoconversion
pathway based on the pathway proposed by Kim et al.*¥’, adjusted to start from the A-state according to the
NMR data. See text for details.

An important question that remains to be addressed is how this green-state heterogeneity affects
PALM imaging. In PALM experiments, the 405 nm light intensity is typically between 100 mW/cm?
and 5 W/cm? 405, which would restrict the PCE to ~20% at maximum based on the photophysical
model presented above. Various studies'**2%216 however, report photoconversion efficiencies >60%
for mEos4b and other EosFP variants, which is in contraction with the NMR observed 20%. A possible
explanation for this discrepancy is that the PCE is influenced by yellow light (561 nm), which is used
in high intensities in PALM experiments for read out of the red fluorescence. In support of this
hypothesis, preliminary NMR data by Bernhard and Arijit show that dual illumination with weak 405
and 561 nm light increases the PCE of mEos4b (see section 3.1.4.3.3!). Another possibility is that the
PCE extracted from the NMR experiments does not reflect the absolute PCE. In fact, in the NMR
experiments, photobleaching is detected as a loss of peak intensities, which is caused by
oligomerization/aggregation of the protein. It is unclear, however, how this aggregation relates to
actual photobleaching (i.e. irreversible loss of fluorescence). Lastly, differences in environmental
conditions (buffer, temperature, pH, etc.) might also have contributed to the differences in reported
PCE’s.
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3.1.4.2 Switching of green state mEos4b: fast fluorescence decay and transient
photoactivation?

During the characterization of the off-switching kinetics of mEos4b (section 3.1.4.1), Arijit noticed
that when green-state mEos4b is continuously exposed to low intensity 488 nm laser light (<
1W/cm?), the fluorescence signal sharply decays during the first two frames (Figure 3.30). Similar
behavior was observed for various Hydrozoan green-emitting FPs (data not shown). This curious
behavior prompted us to investigate in more detail the photoswitching behavior of mEos4b.
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Figure 3.30 Fast fluorescence decay during off-switching of green-state mEos4b. mEos4b molecules embedded
in PAA (pH 7.5) were illuminated with 488 nm light (150 mW/cm?) to induce off-switching and 405 nm light (260
mW/cm?) to induce on-switching (signal decays due to photoconversion). The green fluorescence intensity was
measured every 100 ms using 150 mW/cm? 488 nm light. Red arrows highlight the fast fluorescence decay
during the first frames of the off-switching period. Note: this decay is also present in the first off-switching
phase but it is less visible due to the scaling. Data and figure by Arijit Maity.

3.1.4.2.1 Characterization of the off-switching kinetics of green state mEos4b

To gain a better understanding of the fast fluorescence decay observed in the photoswitching
experiments, we first investigated the contribution of off-switching (cis/trans isomerization) to the
observed decay. To this end, mEos4b molecules were embedded in PAA gel and illuminated with 280
mW/cm? 488 nm light, in the presence and absence of 405 nm light (100 mW/cm?) to prevent
accumulation of the Off-state (trans neutral chromophore). While in the absence of 405 nm light the
fluorescence signal progressively decayed, in the presence of 405 nm light the fluorescence signal
stabilized after the initial sharp decay (Figure 3.31A), suggesting that, while the gradual decay is due
to cis-to-trans isomerization, the initial decay has another origin.

This photophysical behavior of mEos4b is reminiscent of triplet state saturation seen in rsEGFP2 and
EGFP at cryogenic temperature'®. Figure 3.31B shows simulations illustrating the effect of triplet
state saturation on the fraction of molecules in the fluorescent state. The formation rate of the
triplet state is the product of the population of the fluorescent state, the excitation rate of the
fluorescent state (kxs) and the quantum yield of intersystem crossing (ISC, i.e. triplet state formation,
gyisc). The recovery rate of the triplet state is the sum of the product of the population of the triplet
state and the thermal recovery rate (kriso), and the rate of light-induced recovery, which is the
product of the population of the triplet state, the excitation rate of the triplet state (kxr) and the
guantum yield of reverse inter system crossing (RISK, qyrisk). According to this model, formation of
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the triplet state results in a rapid fluorescence decay (rate triplet state formation > triplet state
recovery), after which the signal stabilizes when the rate of triplet state formation equals the rate of
triplet state recovery:

[Fluo] * kxs * qy;sc = [Triplet] x kxy * qygisk + [Triplet] * krqs0

The amplitude of the decay is dependent on the applied laser power density because of the thermal
component. However, because triplet state recovery is also light induced, the amplitude stabilizes
when the light induced rate is much larger than the thermal rate, at which point the amplitude
reflects the ratio between the forward ISC (FISC) and RISC rates.
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Figure 3.31 Fast fluorescence decay of green state mEos4b is reminiscent of triplet state saturation. A)
mEos4b molecules embedded in PAA gel (pH 8) were exposed to continuous 488 nm light (280 mW/cm?) with or
without additional 405 nm light (100 mW/cm?) to prevent accumulation of the Off-state (trans neutral
chromophore). The green fluorescence intensity was measured every 50 ms using an exposure time of 10 ms.
Shown is the mean #* sd of 3 measurements. B) Simulations of triplet state saturation of EGFP at CT based on the
model published by Rane et al. Inset shows the photophysical model used for the simulations. Simulation
parameters: qyisc = 0.0032; qyrisc = 0.0012; kriso = 46 s%; ECass SO = 42400 M*cm™; ECsgs T1 = 10000 M*cm™
(also see Figure 1.10).

To investigate the nature of the sharp fluorescence decay, we examined the lifetime and the
formation quantum yield of the formed non-fluorescent state. To this end, we interleaved
illumination periods of 100 ms (280 mW/cm? 488 nm) with increasing amounts of dark time (0-160
ms), thereby decreasing the amplitude of the sharp decay by allowing thermal recovery (Figure
3.32A). Altough the lifetime of the non-fluorescent state cannot be easily extracted from these
experiments because it takes more than one frame (i.e. illumination period) to reach the plateau
phase, the decreasing amplitude gives an initial idea of the lifetime, which appears relatively long as
there remains a significant non-fluorescent population with 160 ms dark time (Figure 3.32A). This
long lifetime suggests that the non-fluorescent state is not the triplet state, which is expected to live
only ~5 ms at RT®, The formation quantum yield of the tentative non-fluorescent state appears
extremely high (~3.5%, see equation above), assuming that the amplitude under continuous
illumination is ~35% (Figure 3.31A), that the half-life of the non-fluorescent state is ~100 ms (Figure
3.32A), that recovery from the non-fluorescent state is not light-induced and that the excitation rate
of the fluorescent state is 111 s (ECsss = 42214 Mcm™). This extremely high formation quantum
yield raises the question whether the laser power densities were correctly estimated. Although we
measured the laser powers before each experiment, we noticed some instabilities when working at
low percentages of the achievable laser power (<1%). This question will be addressed below.

Intrigued by the behavior of the green state of mEos4b, we tested whether similar behavior is shown
by the red state of mEos4b. Photoconverted red-state mEos4b molecules were illuminated with 5
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W/cm? 561 nm light (lowest achievable laser power on the set-up without addition of an OD filter)
with 0-128 ms dark periods in between illumination periods of 50 ms. Although, a sharp fluorescence
decay could not be observed, probably due to the relatively high laser intensity hiding the fast decay
whitin the first frame and inducing rapid off-switching, addition of dark time significantly increased
the detected fluorescence signal (Figure 3.32B). However, the red fluorescence signal did not
improve by adding more than 2 ms dark time, suggesting that the implied non-fluorescent state is
much shorter lived that the non-fluorescent green state than is observed.
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Figure 3.32 Addition of dark time increases the fluorescence signal of green and red state mEos4b. A) mEos4b
molecules embedded in PAA gel (pH 8) were illuminated with 488 nm light (280 mW/cm?) for periods of 100 ms
which were interleaved by 0-160 ms dark time. The green fluorescence intensity was measured at the beginning
of each illumination period using an exposure time of 10 ms. B) Photoswitching of red state mEos4 (PAA gel, pH
8) by 561 nm light (5 W/cm?). Illumination periods (50 ms) were interleaved by 0-128 ms dark time. Shown is
the mean + sd of 3 measurements.

Knowing that the environmental conditions can be difficult to control in PAA gel and that
polymerization of the gel produces reactive oxygen species, we tested whether under other,
biologically relevant, conditions this fast fluorescence decay could also be observed. To test this, we
used a D. radiodurans strain expressing HU-mEos4b (see section 3.2). HU-mEos4b is expressed in
high levels, allowing ensemble fluorescence measurements (Figure 3.33). Cells were manually
segmented to extract the fluorescence time-series of mEos4b.
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Figure 3.33 Characterization of the photoswitching behavior of mEos4b in D. radiodurans cells. D.
radiodurans cells expressing HU-mEos4b (see section 3.2) were illuminated with 488 nm light (250 mW/cm?)
and 405 nm light (100 mW/cm?). Shown is a fluorescence image (middle) of the cells expressing HU-mEos4b
with examples of the fluorescence time series of mEos4b and the background on the left and right, respectively.

Similar as in PAA gel, the fluorescence intensity of mEos4b molecules expressed in D. radiodurans
sharply dropped under continuous illumination with 488 and 405 nm light (Figure 3.34A). Based on
the photophysical model described above, the amplitude of the decay is expected to increase with
increasing laser power. However, although the amplitude increased from 100 mW/cm? to 250
mW/cm?, the amplitude decreased under higher illumination intensities (500 and 1000 W/cm?). This
could be explained by fast decay during the camera exposure time reducing the detected signal
(discussed in more detail below). Addition of 150 ms dark time in between the frames resulted in
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complete removal of the fast decay (Figure 3.34B), suggesting that the thermal recovery occurred
faster in the D. radiodurans cells than in the PAA gel, which could be due to differences in the
environment. Lastly, sequential imaging cycles interleaved by 10 s dark periods showed that the fast
fluorescence decay is repeatable, providing additional proof that the formed non-fluorescent state is
thermally recoverable (Figure 3.34D). Altogether, these experiments show that the observed
behavior is not an artifact caused by the PAA gel and confirm that the non-fluorescent state is
thermally recoverable.
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Figure 3.34 Fast fluorescence decay of mEos4b molecules in D. radiodurans cells. D. radiodurans cells
expressing HU-mEos4b were illuminated with 488 nm light (100-1000 mW/cm?) with and without 405 nm light
(100 mW/cm?). The green fluorescence intensity was measured every 50 ms using 10 ms exposure time. A) 488
and 405 nm light with no dark time in between illumination periods. B) 488 and 405 nm light with 150 ms dark
time in between illumination periods (50 ms). C) 488 nm light with no dark time in between illumination periods.
D) Three sequential illumination periods as in A interleaved by 10 s dark time. Shown is the mean # sd of 2
measurements.

3.1.4.2.2 Atechnical artifact?

To investigate in more detail the relation between the light intensity and the amplitude of the fast
decay, we repeated the experiments presented above in PAA gel, varying the exposure time from 1
to 50 ms. We expected that when using a short exposure time, the fast kinetics would be better
resolved and the amplitude of the decay would be increased, while when using a longer exposure
time, the fast kinetics would be hidden in the exposure time, reducing the amplitude of the fast
decay. The experiments, however, revealed markedly similar behaviors independently of the
exposure time (Figure 3.35A-C). However, when using higher light intensities (500-1000 mW/cm?),
the fluorescence intensity measured in the first frame was indeed lower than would be expected if
the fast fluorescence decay did not affect the measured intensity (Figure 3.35E-F). Underestimation
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of the initial fluorescence intensity due to fast fluorescence decay could explain why the amplitude
of the fast decay appears to decrease with higher 488 nm intensities (Figure 3.35A-C).
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Figure 3.35 Fast decay and transient photoactivation. mEos4b molecules embedded in PAA gel (pH 8) were
illuminated with continuous 488 nm light (100-1000 mW/cm?) and 405 nm light (100 mW/cm?). The green
fluorescence intensity was measured every 50 (A & B) or 100 (C) ms using an exposure time of 1 ms (A), 5 ms (B)
or 50 ms (C). The background-subtracted fluorescence intensities measured in the first frame are plotted as a
function of laser intensity using an exposure time of 1 ms (D), 5 ms (E) or 50 ms (F). The black lines show a linear
fit through the first 2 sets of data points (100 and 250 W/cm2) to guide the eye. Shown is the mean + sd of 4
measurements (A-B), or individual data points (E-F).

As mentioned above, we noticed that the 488 nm laser was unstable at low percentages of its
maximal power (<1%). Therefore, to exclude that the observed fast fluorescence decay was caused
by an illumination artifact we measured the fluorescence time-series of two other fluorescent
materials: ink from a fluorescence marker and a yellow Chroma slide (Figure 3.36). We hoped that
these materials would give a stable fluorescence signal over time, which would allow us to exclude a
technical artifact. However, the fluorescence signal from these materials followed a markedly similar
pattern as mEos4b (Figure 3.36A,B). This motivated us the measure the laser output directly using a
photodiode to exclude that the laser intensity overshoots during the first milliseconds. Although we
did not detect an overshoot, we observed that the rise of the laser intensity was relatively slow at
low powers (~5 ms) (data not shown). Therefore, we decided to place an OD2 filter in the laser path
so that we could work at higher laser powers (25-50%) at which the laser output was more stable
over time. Additionally, we used another camera, which was newly installed on the set-up (sCMOS
instead of EMCCD), to exclude any problems related to the camera. Using this set-up, the amplitude
of the fast decay was overall reduced but increased when the laser intensity was increased from 500
to 1000 mW/cm?, which was previously not the case (Figure 3.36C compare to Figure 3.35). This
could suggest that we previously underestimated the laser intensity, which could partly explain the
extremely high apparent formation quantum yield of the implied non-fluorescent state. Taken
altogether, these data suggest that the fast fluorescence decay is not due to an imaging artifact but
reflects a real photophysical response. More effort, however, is needed to carefully characterize this
behavior.
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Figure 3.36 Fast fluorescence decay controls. A) Ink from a fluorescence marker was applied on a cover glass
and imaged under continuous illumination with 280 mW/cm? 488 nm light. The green fluorescence intensity
was measured every 50 ms using 5 ms exposure time. B) A yellow Chroma slide imaged under continuous
illumination with 2 W/cm? 488 nm light. The green fluorescence intensity was measured every 50 ms using 5 ms
exposure time. C) mEos4b molecules embedded in PAA gel (pH 8) were illuminated with continuous 488 nm light
(500 or 1000 mW/cm?) with or without 405 nm light (100 mW/cm?) to prevent accumulation of the Off-state.
Images were acquired using the new sCMOS camera. Laser light was reduced using an OD2 filter to work in the
25-55% range of the laser power. Shown are the individual traces from 1-2 measurements.

3.1.4.2.3 Transient photoactivation

In addition to fast fluorescence decay, the data shown in Figure 3.35 show 2 phases of transient
photoactivation (0-2 s and 0-5 s), which is especially visible in the measurements with 50 ms
exposure time (Figure 3.35C). This behavior can also be observed in the measurements in the DR
cells but is less pronounced in these data (Figure 3.34A). These transient activations appear to occur
earlier when higher 488 nm power densities are used (Figure 3.35C), suggesting that they are driven
by 488 nm light (and not by 405 nm light). The origin of these behaviors remains to be elucidated.

3.1.4.2.4 Infrared light modulates the bleaching and photoconversion kinetics of mEos4b

The data presented above show that the apparent brightness of mEos4b is strongly reduced by the
formation of a short-lived non-fluorescent state. The nature of this non-fluorescent state remains to
be elucidated. One hypothesis to address is whether the triplet state is involved in the formation of
this state.

Before knowing about the fast fluorescence decay described above, we were already interested in
investigating the effect of the triplet state on the apparent brightness and photostability of mEos4b.
This interest was driven by the motivation to improve PALM imaging and results from other
studies®3!! showing that reduction of the triplet state lifetime can improve the photostability and
apparent brightness of FPs. Therefore, we collaborated with Agathe Espagne and Thomas le Saux
(ENS, Paris) to test the effect of infrared light, which is expected to promote RISC, on the apparent
brightness and photon budget of mEos4b.

The preliminary findings from this collaboration are shown in Figure 3.37. Bleaching of the green
state was significantly reduced by the addition of 750 nm light (Figure 3.37A), suggesting that,
indeed, reducing of the triplet state lifetime improves the photostability of green state mEos4b
(assuming the triplet sate absorbs around 750 nm, see®’8). Bleaching of the red state, on the other
hand, was accelerated by the addition of 750 nm light, although initially the apparent brightness was
increased (Figure 3.37B). This might have been due to direct excitation of the red state by 750 nm
light due to the Urbach tail effect, which would also explain the increased fluorescence signal in the
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first few frames. Another possibility could be that bleaching is accelerated due to the formation of a
750 nm sensitive radical state upon excitation of the red state by 561 nm light as was observed in
other RFPs*>. A multiphoton effect, as described in**®, seems unlikely given the relatively low power
density of the IR laser (~1-5kW/cm?). Increasing the IR wavelength from 750 to 800-900 nm
prevented accelerated bleaching but did not seem to increase the photostability of the red state
(Figure 3.37C). It would be interesting to measure the absorption spectrum of the triplet state of the
red state of mEos4b to enable optimization of the applied IR wavelength and ensure excitation of the
triplet state. Interestingly, we noticed that the photoconversion rate was slightly reduced in the
presence of IR light (Figure 3.37C). This observation might be an indication that photoconversion can
proceed via the triplet state, as has been proposed by Lelimousin et al.’®*. The minimal effect of IR
light, however suggests that the main photoconversion pathway does not involve the triplet state
(assuming we effectively excite the triplet state of the neutral chromophore with 750 nm light),
which is in line with the photoconversion pathway presented in Figure 3.29.

Altogether, these results show that IR light has the potential to modulate the photostability of
mEos4b. The increased stability of the green state under IR illumination indicates that the triplet
state plays important role in the photostability of the green state. Whether the triplet state plays a
role in the fast fluorescence decay described above (see section 3.1.4.2.1) remains to be
investigated.
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Figure 3.37 Infrared light modulates the bleaching and photoconversion of mEos4b. Preliminary results of the
effects of IR light on the bleaching and photoconversion of green and red state mEos4b molecules embedded in
PAA gel. A) Green mEos4b molecules were illuminated with 405 nm and 470 nm light to induce bleaching, while
preventing Off-state accumulation. Addition of 750 nm light (>1 kW/cm?) slowed down green state bleaching.
The strange kinetics in the first 10 frames are due to saturation of the camera. B) Photoconverted red mEos4b
molecules were illuminated with 470 nm and 565 nm light to induce bleaching. Addition of 750 nm light (>1
kW/cm?) accelerated bleaching. C) Photoconversion of mEos4b was induced by illumination with 405 nm light,
565 nm light was used to read out the red fluorescence intensity and induce bleaching. Addition of 850 nm light
appeared to slow down the photoconversion rate, while minimally affecting red state bleaching. Inset shows
zoom of the first 50 frames. Data acquired in collaboration with Agathe Espagne and Thomas le Saux.

3.1.4.2.5 Discussion

The photoswitching kinetics of green state mEos4b under low illumination intensities are affected by
fast fluorescence decay during the first frames. The data presented above indicate that formation of
a short-lived non-fluorescent state is responsible for this fast decay that reduces the fluorescence
intensity by up to ~40% depending on the illumination conditions. Recovery from this state is
presumably both thermal and light-induced, given that otherwise the fluorescence intensity is
expected to drop to zero under higher illumination intensities. The nature of this non-fluorescent
state remains to be identified. Preliminary experiments suggest that its lifetime is too long to be the
triplet state (Figure 3.32), but it could possibly be a longer-lived state down-stream of the triplet
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state. To investigate the involvement of the triplet state, it would be interesting to test the effect of
IR light on the switching kinetics of mEos4b. In addition to fast fluorescence decay, the switching
experiments revealed transient 488 nm light-induced photoactivation (Figure 3.35). This activation
might be explained by a small fraction of molecules starting in a non-fluorescent state, which is
recovered by 488 nm light (possibly the 488 sensitive off-state identified by de Zitter et al.2%8). It is
important to note that the experiments presented in this section were carried out using low
illumination intensities, revealing these different photophysical behaviors. When using higher
illumination intensities, these behaviors are expectedly hidden within the first frame.

Although, we mainly focused on the green state, the red state expectedly suffers from a similar
behavior (Figure 3.32C). Such a behavior could lead to blinking (if lifetime > frame time) or severely
lower the apparent brightness of the red state in PALM experiments (if lifetime < frame time)
because the molecules would spend a significant amount of the frame time in a non-fluorescent
state. Thus, it would be interesting to quantify this effect and investigate strategies to prevent
formation of such a short-lived non-fluorescent state, as this could greatly benefit PALM
experiments.

Altogether, the findings presented here open the door for more in depth investigations on dark/off-
state formation in mEos4b.

3.1.4.3 Atwofold effect of 405/488 nm light on red state mEos4b

During the characterization of the effects of 405 and 488 nm light on the PCE of mEos4b (section
3.1.3), we found that 405 nm light reduces the duration of the off-times of mEos4b to a greater
extent than 488 nm light (Figure 3.12 & Figure 3.13), which is inconsistent with the higher
absorbance of 488 nm light by the red Off state (trans-neutral chromophore). This inconsistency
motivated us to further investigate the effects of 405 and 488 nm light on the photophysical
behavior of mEos4b.

3.1.4.3.1 Switching of red-state mEos4b: 405 vs 488 nm light

To explain the better off-time reduction by 405 nm light, we hypothesized that, in addition to the Off
state (trans-neutral chromophore), another off-state is formed, which is only sensitive to 405 nm
light. To test this hypothesis, we monitored the ensemble red fluorescence intensity during
sequential off- and on-switching cycles, using either 405 or 488 nm light. We expected that if there is
a second off-state, only sensitive to 405 nm light, the on-switching efficiency would be higher when
using 405 nm light than when using 488 nm light.

Interestingly, the switching experiments revealed that the relative effects of 405 and 488 nm light
are strongly dependent on the applied power density (Figure 3.38). At low power density (0.1
W/cm?), on-switching with 488 nm light is faster than with 405 nm light but equally effective, which
can be explained by the higher absorbance of the Off-state at 488 nm (Figure 3.38A). At higher
power densities (1 and 10 W/cm?), the red fluorescent intensity decreased strongly during
illumination with 488 nm light but not during illumination with 405 nm light (Figure 3.38B,C),
suggesting that the protein was bleached by 488 nm light but not by 405 nm light. This observation
might be explained by the relatively high absorbance of the red On state at 488 nm, resulting in
cycling of the FP between the On and Off state eventually leading to bleaching. This behavior will be
further investigated below using simulations. Of note, under these conditions, the on-switching
efficiency appeared higher when 405 nm light was used but this is likely explained by the 488 nm
induced bleaching lowering the apparent on-switching efficiency rather than by incomplete on-
switching. At the highest tested power density (100 W/cm?, Figure 3.38D), 488 nm light induced a
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similar behavior as was seen with 1 and 10 W/cm?, while 405 nm light seemed to induce strong
bleaching. This apparent strong bleaching by 405 nm light is reminiscent of the nonlinear effect of
405 nm light on the PCE, which we ascribed to nonlinear bleaching of the green state (section 3.1.3).
Although the results presented here suggest that 405 nm light might induce nonlinear bleaching of
the red state, it is unlikely that this is responsible for the nonlinear effect of 405 nm light on the PCE
because at the single molecule level we found that high intensity 405 nm light does not decrease the
photobleaching time because bleaching is dominated by the high intensity 561 nm light used for
single molecule imaging. Thus, this finding rather suggests that similar nonlinear bleaching pathways
driven by excitation with 405 nm light might be present in both the green and red states of mEos4b.
Altogether, these experiments highlighted interesting behaviors of mEos4b but do not provide an
obvious explanation for the improved off-time reduction by 405 nm light.
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Figure 3.38 Photoswitching of red-state mEos4b with 405 and 488 nm light. Photoconverted mEos4b
molecules embedded in PAA (pH 8) were sequentially illuminated with 10 W/cm? 561 nm light to induce off-
switching and with 0.1 W/cm? (A), 1 W/cm?, (B), 10 W/cm? (C) or 100 W/cm? 405 or 488 nm light to induce on-
switching. The red fluorescence intensity was sampled every 50 ms by 5 ms exposure with 10 W/cm? 561 nm
light. Shown is the mean # sd of >3 measurements.

Intrigued by the results presented above, we tested whether we could reproduce these switching
behaviors by simulations using SMIS. We started with the default mEos4b model provided in SMIS
(Table 2.4) and simulated off-and on-switching using a similar illumination scheme as in the
experiments (Figure 3.39A). Using the set-up, the simulated switching behavior deviated from the
observed switching behavior at serval points:

e The simulated on-switching efficiency was only 60% due to bleaching of the red On-state
during off-switching. This is explained by the used bleaching and off-switching quantum
yields (10° and 1.5x107), resulting in bleaching of 40% of the molecules (10°/(10°+1.5x107))
per switching cycle. These quantum yields were based on the quantum yields estimated for
photoswitching and bleaching of mEos2 at the single molecule level¥. Our results, however,
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indicate that the bleaching quantum yield of mEos4b is much lower compared to the
switching quantum yield (at least when using low laser intensities).

e The simulated on-switching rate was lower than the experimentally observed on-switching
rate. This could be explained by either a too low on-switching quantum yield used for the
simulations or by underestimation the power density in the experiments.

e The simulated off-switching rate is lower than the experimentally observed off-switching
rate. Furthermore, in the simulations the on-state disappears for completely and the
fluorescence intensity decays to 0, while in the experiments ~10-15% of the initial
fluorescence intensity remains after off-switching. The low off-switching rate in the
simulations could again be explained by underestimation of the quantum yield or by
underestimation of the applied laser power density. The remaing red fluorescence in the
experiments likely reflects the balance between on- and off-switching by 561 nm light, given
that the Off state is sensitive to 561 nm light?'”. The Off state absorption spectrum used for
the simulations, however, did not have any absorption around 561 nm.

e 100 W/cm? 405 nm light does not induce strong bleaching, indicating that this pathway is
missing from the model.

We attempted to adjust the Off state absorption spectrum and the phototransformation quantum
yields of the photophysical model to reproduce better the experimental behaviors (Table 2.6). To
this end, we estimated the absorption of the Off state at 561 nm to be ~ 0.5 M'cm™ based on the
data provided by de Zitter et al.?” and adjusted the absoption spectrum accordingly. Furthermore,
we increased the on- and off-switching quantum yields, assuming that our estimations of the laser
power densities were correct. In addition, we decreased the bleaching quantum yield so that in each
switching cycle only ~5% of the molecules was bleached. At this point, we choose to not try to
incorporate a nonlinear bleaching pathway driven by 405 nm light to reduce the complexity. The
simulated switching curves using this adjusted model are shown in Figure 3.39B. Although the
simulations still do not fully reproduce the experimentally observed behaviors, they do confirm that
488 nm light cycles the protein between the on-and off-state leading to bleaching, while this is less
the case with 405 nm light (see simulations with 100 W/cm?) (Figure 3.39C,D). These simulations
indicate that more work is needed to refine the photophysical model of mEos4b.
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Figure 3.39 Simulations of red-state photoswitching. Simulations were performed in SMIS using a similar
illumination scheme as for the experimental data. Simulations were performed using the original photophysical
model of mEos4b (A) and a model with adapted quantum yields to reproduce more closely the experimental
data. C) Absorption spectra of the red On- and Off-state. Dashed lines at 405 and 488 nm to guide the eye. D)
Photophysical scheme illustrating the 488 nm induced cycling between the On- and Off-states which leads to
photobleaching.

Searching for an alternative explanation for the superior efficiency of 405 nm light in off-time
reduction, we hypothesized that it is possible the combination of high intensity 561 nm light and 405
or 488 nm light that makes that 405 nm light appears more efficient. To test this hypothesis, we
repeated the switching experiments presented above adding continous illumination with 100 W/cm?
561 nm light (Figure 3.40). Under these conditions, the on-switching effciency was substantially
higher when 488 nm light was used (0.1 and 1 W/cm?), which is logically explained by the higher
absorbance of the Off state at 488 nm and competition between on-and off-switching under
continous illumination with 100 W/cm? 561 nm light. In addition, under these conditions,
photobleaching appeared to proceed similarly with 405 and 488 nm light, which is likely explained by
off-switching being driven by 561 nm light so that in both conditions (405 or 488 nm) the protein is
cycled repeatedly between the Off and On state leading to bleaching (compare Figure 3.40B with
Figure 3.38B). At 10 W/cm?, 405 nm light appeared to induce strong bleaching (Figure 3.40C). The
fact that in the absence of high intensity 561 nm light, 10 W/cm? 405 nm light did not induce strong
bleaching (Figure 3.38C) suggests that there is a combinatorial effect of 405 nm and 561 nm light.
This effect does not appear to be induced by the combination of 561 and 488 nm light (Figure 3.40C).
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Figure 3.40 Photoswitching of red-state mEos4b under continuous illumination with 100 W/cm? 561 nm light.

Photoconverted mEos4b molecules embedded in PAA (pH 8) were continuously illuminated with 100 W/cm? 561

nm light to induce off-switching. Every 150 frames, on-switching was promoted by application of 0.1 W/cm? (A),

1 W/cm?, (B) or 10 W/cm? (C) for 50 frames. The red fluorescence intensity was sampled every 50 ms by 5 ms

exposure with 10 W/cm? 561 nm light. Shown is the mean # sd of >3 measurements.
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Despite our intensive investigations, we did not find an answer to the question why 405 nm light
appears to reduce the red-state off-times more efficiently than 488 nm light. In fact, all experiments
presented above support the notion that 488 nm light acts more efficiently on the red Off state.
Therefore, we decided to have a closer look at the off-time histograms (Figure 3.41). When the
histograms are plotted in log-scale (Figure 3.41A), there appears to be a clear difference in off-time
reduction by 405 and 488 nm light. However, the log-scale highlights the long off-times, which occur
with a low frequency (<1072). When the histograms are plotted in linear scale (Figure 3.41B), on the
other hand, there seems to be almost no difference between the 405 and 488 nm light. Although this
does not mean that 405 nm light is not more efficient than 488 nm light, it does provide an
explanation why we could not observe this effect at the ensemble level. We also had a second look
at the on-time and nBlink histograms. The on-time histograms show that 488 nm light increases the
fraction of short lived on-times. This was also previously observed by de Zitter et al?” and might be
explained by 488 nm light induced off-switching due to excitation of the anionic chromophore. The
nBlink histograms do not reveal any strong difference between 405 and 488 nm light although in the
presence of 488 nm light the fraction of molecules that does not blink seems to be increased.

Altogether, these data do not provide a clear indication as to why 405 nm light reduces more
efficiently the off-time duration of red-state mEos4b. A possible scenario remains that there is
another off-state, which is only sensitive to 405 nm light. It is tempting to speculate that there might
be a relation between the better off-time reduction by 405 nm light and the apparent nonlinear
bleaching of the red state induced by high intensity 405 nm light because both processes expectedly
involve a 405 nm sensitive non-fluorescent state. Whether both processes could actually involve the
same state is unclear.
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Figure 3.41 Effects of 405 and 488 nm light on the photophysical behavior of mEos4b in PALM conditions.
Figures reproduced from section 3.1.3. PALM imaging of mEos4b molecules embedded in PAA gel (pH 8.5) was
performed using alternating excitation with 561 nm (70 ms at 500 W/cm?) and 405 nm and/or 488 nm (8.2 ms
at 1-100 W/cm?) light. A) Off-times histogram in log scale. B) Off-time histograms in linear scale. C) On-time
histograms. B) nBlink histograms.

3.1.4.3.2 Identification of a 405/488 nm light induced off-state

During the switching experiments we noticed that the fluorescence intensity transiently increased
after the on-switching periods with high intensity 405 and 488 nm light (Figure 3.39C,D). This
observation is reminiscent of a recent paper published by Sun et al describing a 405 nm light induced
off-state sensitive to 561 nm light in mEos3.2%, We hypothesized that if this increase is indeed due
to recovery of a 405/488 induced off-state, it would likely be stronger at lower pH because this state
is probably formed from the neutral chromophore. We tested this idea by repeating the switching
experiments at pH 7.4 and pH 6.4 (Figure 3.42). In line with our hypothesis, the transient increase in
fluorescence after the on-switching periods became more pronounced at lower pH (Figure 3.42). Of
note, this transient increase was not only present after on-switching but also directly following the
photoconversion phase. Although these experiments support the idea that this off-state, which we
name Offneutral, is formed from the neutral chromophore, they do not provide proof that it is formed
from the cis neutral chromophore. This is because the excited cis neutral chromophore is highly
susceptible to isomerization. So, under these conditions of low pH the chromophore is rapidly cycled
between the cis and trans neutral states by illumination with 405 and 488 nm light, so that it remains
unknown whether the off-state is formed from the cis- or trans neutral chromophore.
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Figure 3.42 The photoswitching behavior of red-state mEos4b is affected by the environmental pH.
Photoconverted mEos4b molecules embedded in PAA at pH 7.4 (A) or pH 6.4 (B) were sequentially illuminated
with 10 W/ecm? 561 nm light to induce off-switching, and with 1 W/cm? or 10 W/cm? 405 or 488 nm light to

induce on-switching. The red fluorescence intensity was sampled every 50 ms by 5 ms exposure with 10 W/cm

561 nm light. Shown is the mean + sd of >3 measurements.
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Sun et al reported that recovery from this 405-induced off-state in mEos3.2 is promoted by 561 nm
light. To test whether this is also the case in mEos4b, we made an experiment at pH 6.4 where we
first photoconverted all molecules using 405 nm light after which we applied 561 nm light to induce
off-switching as usual or only applied 561 nm to read out the red fluorescence intensity but not in
between the frames (Figure 3.43A). Indeed, in the absence of additional 561 nm light, off-state
recovery was slower (Figure 3.43A), indicating that recovery is promoted by 561 nm light.
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Figure 3.43 561 nm light promotes off-state recovery. A) mEos4b molecules embedded in PAA gel (pH 6.4)
were sequentially illuminated with 405 nm (10 W/cm?) and 561 nm (10 W/cm?) light while the red fluorescence
intensity was monitored every 50 ms by 5 ms illumination with 561 nm light. Alternatively, illumination with 561
nm light during the second phase was omitted. B) Tentative photophysical model of red state mEos4b including
a 405/488 nm light induced red off-state.

Given that recovery from Offreutraiis promoted by light, we were interested to measure its absorption
spectrum. We made a first attempt to do so using a home-built spectrometer (the
CAL(AI)>DOSCOPE*#). Because all experiments were performed in PAA gel, we first tested whether
we could collect absorption spectra from PAA gel samples (Figure 3.44). However, although the
fluorescence signal followed globally the expected kinetics (Figure 3.44A-C), the absorption spectra
revealed no differences that could explain the increased fluorescence signal after illumination with
561 nm light (Figure 3.44D). Problematically, the absorption spectra were of low quality, which we
think is due to scattering of light in the PAA gel, increasing the apparent OD of the sample and
thereby lowering the signal-to-noise.
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Figure 3.44 Spectroscopic measurements of mEos4b in PAA gel. mEos4b molecules were embedded in PAA gel
(pH 6.4) and fluorescence and emission spectra were recorded before, during and after illumination with 405
nm (8 W/cm?, 40 ms per cycle) and 561 nm (14 W/cm?, 40 ms per cycle) light. A) Time-series of the integrated
red fluorescence signal (570-640 nm). The illumination scheme is shown above the figure. White boxes indicate
physical blockage of the lasers to collect complete absorption spectra (indicated by black triangles). B)
Progression (light to dark red) of the fluorescence emission spectra during the first illumination phase (405 +
561 nm) shown in (A). First, the red fluorescence signal increases due to photoconversion, after which it decays
due to off-switching and bleaching. C) Progression (light to dark red) of the fluorescence emission spectra
during the second illumination phase (561 nm only) shown in (A). D) Absorption spectra collected at the time
points indicated in (A). Data collected with the help of Virgile Adams.

Searching for an alternative to PAA gel to immobilize mEos4b that is compatible with the collection
of absorption spectra on the CAL(AI)2DOSCOPE, we tested the usage of glycerol-based samples.
mEos4b (30 mg/ml) was mixed with 50% glycerol diluted in MES (final pH 5.2 as deduced from the
ratio between the green neutral and anionic peaks) to reduce diffusion, after which the sample was
loaded into a capillary. Using these samples, we were able to collect high signal-to-noise absorption
spectra (Figure 3.45). However, the fluorescence signal did not increase after illumination with 405
nm light was stopped as was the case in the PAA gel sample (Figure 3.45A). The absorption spectra,
however, did show some interesting properties (Figure 3.45B).
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Figure 3.45 Spectroscopic measurements of mEos4b in 50% glycerol. mEos4b molecules were embedded in %
glycerol (pH 6) and fluorescence and emission spectra were recorded before, during and after illumination with
405 nm (8 W/cm?, 40 ms per cycle) and 561 nm (14 W/cm?, 40 ms per cycle) light. A) Time-series of the
integrated red fluorescence signal (570-640 nm). The illumination scheme is shown above the figure. The white
box indicates physical blockage of the lasers. Black triangles indicate the time points at which the absorption
spectra shown in (B) were collected. B) Absorption spectra collected at the time points indicated in (A). Data
collected with the help of Virgile Adam.

Firstly, given a pKa of 5.8 and hill coefficient of ~0.75, the anionic fraction of the red state at pH 5.2 is
expected to be 27% but the absorption spectra suggest that there is no anionic species while there
appears to be substantial red neutral species. Similar behavior has been reported for the PCFP LEA, in
which illumination with 400 nm was shown to promote formation of the neutral chromophore at low
pH (pH 6.3) but not at high pH (pH 7.9)1%%8, It seems counter intuitive that 400 nm light promotes
the formation of a neutral state. However, the cis neutral chromophore, which absorbs strongly
around 400 nm, is prone to isomerization!?81, So, assuming equal quantum yields for cis-to-trans
and trans-to-cis isomerization, illumination with 400 nm light will populate the trans neutral state
and thereby decrease the population of the neutral and anionic cis states. Such an effect would be
relatively stronger at lower pH because of the already larger neutral population and was also
observed in the RSFP rsFolder'?2. This explanation, however, does not explain why, at least in PAA
gel, recovery from the 405 nm induced non-fluorescent state appears to be promoted by 561 nm
light, while 561 nm light promotes Off state formation and there is no notable absorption around
561 nm (Figure 3.45B). It should also be noted that the spectrum expectedly corresponding to the
red neutral chromophore in Figure 3.45B appears to be blue-shifted compared to the spectrum
measured by de Zitter et al.?!” (peaking around 440 nm vs 470 nm), the reason for which being
unclear.

A second observation is that, although there is no visible absorption peak corresponding the red
anionic state, an absorption band around 320 nm is present after photoconversion (Figure 3.45B),
which is generally believed to correspond to transitions from SO to higher electronic states'®. The
same was seen in LEA*®, Interestingly, after dark recovery of the anionic chromophore following
exposure to 400 nm light, this 300-350 nm band of LEA was shown to change and become slightly red
shifted*?®, suggesting that this band is composed of multiple bands, of which some correspond to the
neutral and some to the anionic chromophore. More efforts are required to unravel the different
states that are formed in mEos4b under illumination.

3.1.4.3.3 Discussion
We investigated the effects of 405, 488 and 561 nm light on the red state of mEos4b, intrigued by

the observation that off-time reduction appears more efficient with 405 nm light than with 488 nm
light, despite the higher absorbance of 488 nm light by the red Off state. Although our findings do
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not present a clear explanation to this apparent contradiction, a conceivable explanation remains the
presence of a second off-state, which is only sensitive to 405 nm light. This off-state, however, is
presumably relatively rare, which has as a consequence that it cannot be detected at the ensemble
level but only appears in the off-time histograms when plotted in log-scale.

Careful inspection of the switching curves revealed the presence of a 405/488 nm light induced off-
state. This off-state, Offneutra, is likely formed from the neutral chromophore. Recovery from this
state appears to be promoted by 561 nm light. In terms of behavior, this off-state appears similar to
the off-state described by Sun et al. in mEos3.21*, However, collection of absorption spectra of
mEos4b molecules embedded in glycerol after exposure to 405 nm light at low pH (pH 5.2),
suggested that 405 nm light promotes population of the neutral chromophore and did not support
the finding that 561 nm light promotes recovery. Similar behavior has been previously observed in
the PCFP LEA448 |t is unclear whether this 405 induced non-fluorescent state in LEA is related to
the 405-induced non-fluorescent state previously described in mEos3.2. Given that recovery from the
non-fluorescent state in mEos3.2 is promoted by 561 nm light, while this is unlikely to be the case for
the non-fluorescent state in LEA, these are presumably different states. The formation of these
different states might be strongly dependent on environmental conditions, explaining why we
observed different behaviors depending on whether mEos4b was embedded in PAA gel or in glycerol.
More efforts are needed to carefully address these questions.

Assuming that Off,eutrar is recoverable by 561 nm light and mostly formed at low pH, this state may be
expected to have little effect on PALM experiments, which are typically conducted at physiological
pH and involve high intensity 561 nm light. However, formation of Off,eutra, Whether recoverable by
561 nm light or not, might have influenced the interpretation of results presented earlier in this
manuscript:

e Section 3.1.3 reports that 405-nm light-induced non-linear bleaching of the green state
lowers the PCE of PCFPs based on single molecule and ensemble experiments. Although
these experiments were performed at high pH (pH 8), it might be thought that formation of
Offneutral could have contributed to the apparent low PCE under high 405 nm light intensities
in the ensemble experiments. The single molecule experiments (Figure 3.17 & Figure 3.20)
and ensemble experiments using a constant dose of 405 nm light (Figure 3.18), however,
provide a strong indication that green state bleaching is responsible for the reduced PCE by
showing that the red-state on-and bleaching-times are unaffected by increased 405 nm light
power densities.

e Of note, Section 3.1.3 also reports that the photoconversion kinetics of pcStar, and to a
lesser extend the other PCFPs, differ from a simple green-to-red-to-bleached model (Figure
3.19). As speculated in the corresponding text, the formation of a 405 nm light induced non-
fluorescent state could explain this strange kinetics. It remains to be investigated how the
405-induced non-fluorescent state(s) described in this section influence the photoconversion
kinetics measured at the ensemble level.

e Section 3.1.4.1 describes that the PCE of mEos4b decreases with increasing 405 nm light
intensities (in the mW/cm? range) due to green state heterogeneity, based on NMR
experiments. Similar as for the experiments described above, the formation of a 405-nm light
induced (non-fluorescent) state could be expected to have affected these measurements,
assuming that this state has different chemical shifts than the fluorescent (anionic cis) state.
To investigate this possibility, NMR experiments were performed by Arijit, in which after
photoconversion by 405 nm light, 561 nm light was applied to test the presence of a 405-nm
induced state (Figure 3.46). Indeed, application of 561 nm light increased the red state
population significantly, raising the observed PCE from ~38% to ~58% (4.5 W/cm?405 nm,
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Figure 3.46A) and providing an explanation for the unexpectedly low PCE’s that were
observed by NMR (see discussion Section 3.1.4.1). However, even after application of 561
nm light, the PCE remained lower when higher 405 nm intensities were used for
photoconversion (Figure 3.46), supporting our previous conclusions.
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Figure 3.46 561 nm light increases the observed PCE by NMR. Photoconversion of mEos4b was monitored by
NMR under illumination with by 4.5 (A) or 20 (B) mW/cm? 405 nm light (shown is the progression of residue
31G). Addition of 561 nm light (0.75 W/cm?) significantly increased the signal of the red-state thereby
increasing the apparent PCE (as noted in the plots). Data and figures by Arijit Maity.

Taken altogether, the results presented in this section provide new insights into the complex
photophysics of mEos4b. Future work in the lab is aimed at elucidating what states are formed under
illumination by 405 nm light using a combination of fluorescence microscopy, NMR spectroscopy,
and possibly crystallography to gain mechanistic insights. Although such states might be expected to
have a minimal impact on PALM experiments (low 405 nm intensity, high 561 nm intensity and
physiological pH), they could strongly bias photophysical characterizations if not accounted for,
which makes such states of scientific interest (as illustrated by the unexpectedly low PCE’s observed
by NMR).
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3.1.5 Simulating the switching behavior of rsEGFP2 at cryo-temperature
Parts of the results of this section have been published in:

Angela M. R. Mantovanelli, Oleksandr Glushonkov, Virgile Adam, Jip Wulffelé, Daniel Thédié, Martin
Byrdin, Ingo Gregor, Oleksii Nevskyi, J6rg Enderlein & Dominique Bourgeois. Photophysical studies at
cryogenic temperature reveal a novel photoswitching mechanism of rsEGFP2. Journal of the
American Chemical Society. DOI: 10.1021/jacs.3c01500

One of the main focusses in the lab is the development of improved fluorescent markers for
cryoPALM. There is growing interest in cryoPALM imaging because it paves the way for correlative
SMLM and cryoEM and because cryofixation can preserve cellular structures that cannot be
preserved by classical chemical fixation. One of the challenges for cryoPALM is the lack of fluorescent
markers that efficiently activate or blink at cryogenic temperature. Although diverse FPs have been
reported to blink at CT, studies report conflicting findings and the molecular mechanisms underlying
blinking at CT remain poorly understood.

Recently, rsEGFP2, an efficient negative RSFP at RT, has been identified as a promising candidate for
cryoPALM?%, As part of her PhD work, Angela Mantovanelli tried to unravel the cryo-switching
mechanism of rsEGFP2, aiming to improve its switching properties for cryoPALM imaging. Her work
resulted in a publication reporting a novel photoswitching mechanism of rsEGFP2 at CT. The
experimental work of this project has been mainly carried out by Angela Mantovanelli, Oleksandr
Glushonkov and Virgile Adam. | contributed to this work by discussions and simulations to build a
photophysical model explaining the observed photophysical behaviors. The experimental work
presented below is a summary of the recent publication, outlining the different properties that were
used to develop a photophysical model of the photoswitching mechanism of rsEGFP2 at CT.

3.1.5.1 The photoswitching mechanism of rsEGFP2 at CT is different from its mechanism at RT

At RT, photoswitching of rsEGFP2 is mediated by efficient cis/trans isomerization of the
chromophore. Structural and photophysical characterization, however, revealed that photoswitching
of rsEGFP2 at CT proceeds via a different mechanism (Figure 3.47). While at RT the Off state
chromophore adopts a trans conformation, X-ray crystallography showed that at CT the off-state
chromophore remains in a cis configuration (Figure 3.47A,B). Furthermore, microspectrophotometry
experiments showed that the absorption spectrum of the off-state at CT is significantly blue-shifted
compared to the Off state absorption spectrum at RT (Figure 3.47C,D). Together these findings
indicate that photoswitching at CT proceeds via a different mechanism than at RT.
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Figure 3.47 Off-switching at CT does not involve cis/trans isomerization. Crystallographic views of the
chromophore pocket of rsEGFP2 in the on-state (green) and off-state (black) at CT (A) and RT (B). Progression of
the absorption spectrum of rsEGFP2 during off-switching with 488 nm light at CT (C) and RT (D). Dashed lines at
405 nm to guide the eye. Data and figures by Angela Mantovanelli and Virgile Adam. Figures adopted from
Mantovanelli et al. (2023).

3.1.5.2 355 nm light increases the on-switching efficiency at CT

Reversible photoswitching of rsEGFP2 with 488 and 405 nm light is highly efficient at RT. At CT,
however, the on-switching efficiency under illumination with 405 nm light is limited to only ~25%
(Figure 3.48A). We hypothesized that this limited efficiency could be explained by the blue-shift of
the off-state absorption spectrum at CT as shown in Figure 3.47C. This motivated us to test the usage
of a 355 nm laser, which hits the CT off-state at the left of its peak absorption. Indeed, switching
experiments showed that on-switching at CT is more efficient when using 355 nm light (~50%
efficiency) (Figure 3.48A).

The increased efficiency with 355 nm light, however, is not so easily explained. Although 355 nm light
is more efficiently absorbed by the CT off-state than 405 nm light, there is still significant absorption
at 405 nm so that on-switching is expected to be slower but equally efficient with 405 nm light.
Further investigation of the cryo-switching behavior of rsEGFP2 revealed that sequential application
of 405 and 355 nm light results in a stepwise on-switching, reaching about the same efficiency as
when using 355 nm light alone (Figure 3.48B). On the other hand, when 405 nm light was applied
after on-switching by 355 nm light, the on-state population decreased again (Figure 3.48C). Careful
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inspection of the off-state spectra under the different switching conditions revealed that these
observations can be explained by the presence of not one but two off-states (Figure 3.48D). While
one of the off-states, Off;, appeared sensitive to both 355 and 405 nm light, the other off-state, Offi,
appeared only sensitive to 355 nm light, explaining the higher on-switching efficiency under
illumination with 355 nm light. Still, it remains intriguing that Off; is insensitive to 405 nm light while
it absorbs significantly at this wavelength. In fact, although Off; is sensitive to both 355 and 405 nm
light, its sensitivity to 355 nm light appears ~20x higher than its sensitivity to 405 nm light, which can
be deduced from the required power densities to reach similar on-switching rates (see Figure 3.48A).
These observations suggest that the on-switching quantum yields at CT are wavelength dependent.
Strong wavelength dependent quantum yields have not been reported before for FPs but have been
observed in organic dyes*?. This phenomenon requires further study.

The presence of two off-states raises the question whether these two states are reached from the
same or from different on-states. Based on the data presented in Figure 3.48 we reasoned that these
two off-states are reached from two distinct non-exchanging on-states.

e The first argument was based on the photofatigue experiment with 405 nm light shown in
Figure 3.48A: While the on-switching efficiency in the first switching cycle is only ~25%, the
relative efficiency in the following cycles is much higher (>50%). This would be in line with
the presence of two on-states, one of which switches to Off;and is not recovered, explaining
the low switching efficiency in the first cycle, and one which switches to Off; and is
subsequently switched back-and-forth with a relatively high efficiency. On the other hand, if
there would only be a single on-state, we would expect progressive accumulation of Off;and
faster photofatigue.

e The second argument comes from the results shown in Figure 3.48C and D: Application of
405 nm light after on-switching by 355 nm light increase the absorbance at 320 nm,
expectedly due to repopulation of Off; (Figure 3.48D). The increase at 320 nm, however,
rapidly plateaus and does not reach the same level as when 488 nm light is applied. If there
would be only one on-state (or two exchanging on-states), we would expect that application
of 405 nm light would populate Off; to the same extend as 488 nm light because moleceules
would be expected to cycle between the on-state(s) and Off; until they are bleached or
switched to Off;. The data, however, show that the absorbance at 320 nm does not reach the
same level under illumination with 405 nm light than with 488 nm light, supporting the
hypothesis of two non-exchanging on-states.

Having characterized in detail the switching behavior of rsEGFP2 at the ensemble level, Sasha
confirmed that, also at the single molecule level, the usage of 355 nm light boosts the on-switching
efficiency of rsEGFP2 (data not shown), which is an important finding for the application of
cryoPALM. In addition, the single molecule data revealed that, besides Off; and Off, rsEGFP2 can
enter a short lived-dark state (lifetime ~110 ms), which gives rise to rapid blinking at the single
molecule level.
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Figure 3.48 lllumination with 355 nm light improves the on-switching efficiency of rsEGFP2 at CT.
Photoswitching of rsEGFP2 at CT was monitored by following its absorbance in the range of 470-500 nm (on-
state absorption) (A-C) or at 320 nm (Off1 absorption), and/or by following the fluorescence signal in the range
of 495-630 nm. A) Photoswitching was induced alternating illumination with 488 nm (1.0 kW/cm?) for off-
switching and 405 nm (0.2 kW/cm? blue) or 355 nm (0.01 kW/cm? magenta) light for on-switching. B)
Photoswitching was induced by sequential illumination with 488 nm (0.4 kW/cm?), 405 nm (0.3 kW/cm?) and
355 nm (0.025 kW/cm?) light. C) Photoswitching was induced by sequential illumination with 488 nm

(0.4 kW/cm?), 355 nm (0.025 kW/cm?) and 405 nm (0.3 kW/cm?) light. D) Progression of the absorbance at 320
nm (mainly Off1 absorption) under sequential illumination with 488 nm (0.4 kW/cm?), 355 nm (0.025 kW/cm?)
and 405 nm (0.3 kW/cm?) light. Inset shows the absorption spectra of Off: and Off.. Dashed line at 320 nm to
guide the eye. Data and figures by Angela Mantovanelli. Figures adopted from Mantovanelli et al. (2023)

3.1.5.3 Building a photophysical model with support of simulations

We hypothesized the following model to explain the observed photoswitching behaviors of rsEGFP2
at CT (Figure 3.49A): In the dark, rsEGFP2 molecules reside in two on-states, On; or On;, that do not
exchange. Upon excitation by 488 nm light, molecules may enter a short-lived dark state with a
lifetime of ~110 ms (Offshort-ived) OF their respective long-lived off-state (Off: or Off;), with Off; being
only sensitive to 355 nm light and Off, being 20x more sensitive to 355 nm than to 405 nm light.
Photobleaching likely happens from all light absorbing states, with the On:/Off: population being
more prone to photobleaching than the On,/Off population as suggested by the photofatigue
measurements.
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Figure 3.49 photophysical model used for simulations of rsEGFP2 switching at cryogenic temperature. A)
Employed photophysical model including two on-states with corresponding long- and short-lived off states.
Solid lines indicate light induced processes; dotted lines indicate thermal processes B) Absorption spectra of the
on- and long-lived off states. The raw off-state spectra were scaled according to their relative occupancy. The
wavelength dependent quantum yields of on-switching were incorporated into the off-state spectra by scaling
down the absorption of Off: at wavelengths >400 nm by a factor of twenty while setting the absorption of Off:
to zero (see inset). Dashed lines indicate 355, 405 and 488 nm to guide the eye.

To validate that this model can explain the experimentally observed behaviors, we set-up ensemble
simulations in SMIS. The switching and bleaching quantum yields were estimated from the
experimental switching data (Table 2.7). The relative populations of On;and On; (70% and 30%) were
empirically estimated using the photofatigue experiments. Wavelength depended quantum vyields
cannot be entered in SMIS, so to incorporate this behavior we scaled down the absorption spectra of
the off-states at wavelengths >400 nm (Figure 3.49B). Using this set-up, we were able to reproduce
the experimentally observed photoswitching behaviors of rsEGFP2 in silico:
1. The on-switching efficiencies with 355 and 405 nm light are close to ~50% and ~25%,
respectively (Figure 3.50A).
2. Switching with 355 nm light induces faster photofatigue so that after four switching cycles
the apparent difference in switching efficiency between 355 and 405 nm light is minimal
(Figure 3.50B).
3. Application of 405 nm light after on-switching with 355 nm light decreases the on-state
population (Figure 3.50C).
4. Application of 355 nm light after on-switching with 405 nm increases the on-state population
further to a similar level as when using 355 nm light alone (Figure 3.50D).
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Figure 3.50 Ensemble simulations of rsEGFP2 photoswitching at cryogenic temperature. A) Off-switching by
400 W/cm? 488 nm light followed by on-switching by 30 W/cm? 355 nm light or 200 W/cm? 488 nm light. B)
Repetitive switching cycles (photofatigue experiments) with 1 kW/cm2 488 nm light and 10 W/cm? 355 nm light
or 200 W/cm? 488 nm light. C) Sequential application of 355 nm (25 W/cm?) and 405 nm (300 W/cm?) light
after off-switching by 488 nm light. D) Sequential application of 405 nm (300 W/cm?) and 355 nm (25 W/cm?)

light after off-switching by 488 nm light.

Next, we used this model to investigate the possibility that both off-states are reached from a single
on-state. To simulate photoswitching with a single on-state, without designing a new model, we
added fast thermal exchange rates (kex = 100 s) between On;and On; so that they behaved as a
single state (Figure 3.51A). First, we re-simulated the photofatigue experiments (Figure 3.51B). In
agreement with our previous argumentation, 405 nm light induced rapid photofatigue due to
accumulation of Off; (Figure 3.51C). Second, we re-simulated the sequential application of 355 and
405 nm light (Figure 3.52). Again, these simulations confirmed our expectations: if there would be
only one on-state, photobleaching and accumulation of Off; would occur at the same rate and Off:
would be fully repopulated by 405 nm light alone (Figure 3.52C,D). This is in contradiction with the
experimental results (Figure 3.48), which show that repopulation of Off; plateaus rapidly (Figure
3.48D). Altogether these simulations support a model in which Off; and Off; are reached by two

distinct non-exchanging on-states (On; and On,).
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Figure 3.51 Ensemble simulations of rsEGFP2 assuming fast exchange between Onl and On2. A)
Photophysical model of rsEGFP2 cryo-switching with fast exchange between On1 and On2 (kex = 100 s2). B)
Photofatigue simulations as in Figure 3.50B with alternating illumination with 488 nm and 405 or 355 nm light
to induce off- and on-switching, respectively. C-D) Progression of the On1, On2, Off1, Off2 and Bleached
populations in the photofatigue simulations when using 405 nm light (C) or 355 nm light (D).
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Figure 3.52 Comparison of the switching behavior of rsEGFP2 at CT without and with fast exchange between
On1 and On2. Simulations of rsEGFP2 photoswitching under sequential illumination with 488 nm (400 W/cm?),
355 nm (25 W/cm?) and 405 nm (300 W/cm?) light as in Figure 3.50C. Switching was simulations assuming no
exchange (A and C) or fast exchange (B and D) between On1 and On2. The progression of the total on-state
population (On1 + On2) is shown in A and B. C and D show the progressions of the individual states.

3.1.5.4 Simulations show that 355 nm light has the potential to boost the ELE in cryoPALM

Having established a photophysical model, we used it to interrogate in silico the effect of the usage
of 355 nm light on the achievable effective labeling efficiency in cryo-SMLM. For single molecule
simulations, NPCs were virtually labeled Nup96-rsEGFP2 and blinking was simulated under
illumination with 400 W/cm? 488 nm light and 0.4 W/cm? 405 nm light or 0.08 W/cm? 355 nm light.
The power densities of the 405 and 355 nm lasers were chosen to ensure single molecule sparsity.
The simulated image stacks were processed like normal PALM data using Thunderstorm and SMAP.
The reconstructed SMLM images and ELE estimations are shown in Figure 3.53. As expected, the ELE
was almost twice as high when 355 nm light was used instead of 405 nm light (38+2.5% vs 21+1.0%
ELE), reinforcing the potential of 355 nm light to boost SMLM imaging at CT. The slight discrepancies
between the ELE estimations and the ensemble on-switching efficiencies are likely due to missed
localizations and localizations assigned to wrong corners, and due to imperfections in the model
(discussed below).
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Figure 3.53 On-switching by 355 nm light improves the effective labelling efficiency. Single molecule
simulations of rsEGFP2 at cryogenic temperature tagged to the nucleoporin Nup96. Off-switching and single
molecule imaging was achieved by 400 W/cm? 488 nm light, while on-switching was promoted by 0.04 W/cm?
355 nm light or 0.8 W/cm? 405 nm light. A) Reconstructed super resolution images showing individual nuclear
pores. Scale bar: 500 nm. B) Estimation of the Effective Labelling Efficiency (ELE) from the analysis of 100 NPCs.

3.1.5.5 Conclusion

To summarize, characterization of the switching behavior of rsEGFP2 at CT revealed novel switching
pathways proceeding via two distinct on-and off-states. We supported our experimental findings by
simulations to confirm that the observed switching behaviors could be explained by the proposed
model. Furthermore, we performed single molecule simulations to highlight the potential of 355 nm
light to enhance cryoPALM imaging.

Despite the intensive investigations, there are still remaining questions concerning the blinking
behavior of rsEGFP2 at CT. One of the most important questions is the molecular nature of the two
on-state populations. Elucidation of the underlying nature of On; and On; could inform design of FPs
with only the more photostable On,/Off; states. Another question is the nature of the off-states.
Future work is needed to address these questions.

Simulations are valuable to test how tentative models behave under specific illumination conditions
and can help to refine a photophysical model. Simulations, however, rarely reproduce the exact
experimental conditions. One limitation of the simulations presented above is that, in SMIS,
ensemble simulations can only be performed assuming tumbling fluorophores, which is obviously not
true at CT. A second limitation is that the complex laser sequences that were used in the experiments
needed to be simplified to be entered in SMIS. As a consequence of these two limitations, the
simulated switching kinetics do not fully match the experimental switching kinetics, and the quantum
yields listed in Table 2.7 should be interpreted as qualitative estimates rather than as absolute
values.

In conclusion, better understanding of the photoswitching behavior of FPs at CT is needed to inform
the design of FPs with increased switching efficiency and of optimized experimental conditions. Our
work on rsEGFP2 provides a first step in this direction, revealing the presence of two off-states,
different from the typical trans protonated off-state at RT, and demonstrating the advantage of using
355 nm light for cryo-SMLM. In our search to further improve SMLM imaging at CT, simulations
provide a powerful strategy to evaluate photophysical models and swiftly test the effect of different
imaging schemes.
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3.2 sptPALM of histone-like protein HU reveals different modes of
nucleoid remodeling in Deinococcus radiodurans

Parts of the results of this section are part of a manuscript in preparation:

Pierre Vauclare, Jip Wulffelé, Francoise Lacroix, Pascale Servant, Claire Bouthier de la Tour, Fabrice
Confalonieri, Jean-Philippe Kleman, Dominique Bourgeois and Joanna Timmins. Exposure to stress
induces rapid nucleoid remodeling and major changes in HU dynamics in Deinococcus radiodurans.
Manuscript in preparation.

3.2.1 Introduction

Stressed-induced nucleoid remodeling is a wide-spread phenomenon in bacteria, which helps them
cope with a variety of stress factors. The molecular mechanisms driving nuclear remodeling under
different stress conditions, however, remain incompletely understood.

The objective of this study was to deepen our understanding of this process. To this end we used a
combination of confocal microscopy and sptPALM to monitor the overall nucleoid morphology and
the dynamics of histone-like protein HU in D. radiodurans (DR) during normal growth and in response
to UVC irradiation. This work was a collaboration between the PIXEL and GenOM teams, combining
our expertise in quantitative super-resolution microscopy, confocal imaging and D. radiodurans
biology. Characterization of the nucleoid and cell morphologies by confocal microscopy was mainly
carried out by Pierre Vauclare and Joanna Timmins. | participated in this work by characterizing the
diffusion dynamics of HU by sptPALM. In this section, | will outline the different findings of this
collaborative work with a focus on HU.

3.2.2 Nucleoid organization and HU diffusion are growth phase dependent

The nucleoid morphology of D. radiodurans during exponential growth conditions was characterized
in detail by Floc’h et al., who showed by confocal microscopy that the nucleoid in DR cells is highly
dynamic and adopts a variety of shapes in a cell-cycle dependent manner®’°. Confocal imaging of DR
cells labeled with Syto9 and Nile red revealed this same diversity of nucleoid shapes in exponentially
growing cells (Figure 3.54A) but revelaed more compacted and homogenous shapes in early
stationary phase cells (24 h of culture). These morphological differences between exponential and
stationary phase cells were quantified by measurements of the sphericity and volume of the nucleoid
(Figure 3.54B), which showed that the average nucleoid in exponentially growing cells is less
spherical and ~2 times larger than in early stationary phase cells. Similar observations were made
using a DR strain in which nucleoid visualization was enabled by fusion of HU to the FP mCherry (HU-
mCherry, data not shown). Assesment of the HU-mCherry expression levels by westernblotting
revealed that stationary phase cells express ~5x more HU than exponential phase cells (Figure
3.54C).
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Figure 3.54 Nucleoid morphology is growth phase dependent. A) Schematics illustrating cell growth and
division, and representative confocal images of DR cells in exponential and stationary phase stained with syto9
and Nile red. B) Nucleoid sphericity and volume calculated from syto9 stained nucleoids. C) Assesment of HU-
mCherry expression by westernblot in exponential and stationary phase cells. * p<0.05, **** p<0.0001, Mann
Whitney U test. Data by Pierre Vauclare and Joanna Timmins.

To better understand the molecular mechanisms underlying this nucleoid re-organization, we
examined the diffusion dynamics of HU by sptPALM. To this end, we used a DR strain genetically
engineered to express HU-mEos4b from its native promotor. PALM imaging was performed with a
frame time of 10 ms on cells immobilized on M9DR agarose pads to limit autoblinking. Super-
resolution images of HU-mEos4b revealed a similar diversity of nucleoid shapes as were observed by
syto9 staining of WT cells (Figure 3.55A). Calculation of the apparent diffusion coefficients (Dapps) of
the HU-mEos4b molecules indicated that HU diffusion is globally decreased in stationary phase cells
(Figure 3.55B).

Given that the DR nucleoid adopts a variety of shapes in a cell-cycle dependent manner, we
wondered whether HU diffusion could be cell-cycle dependent. To investigate this question, we
plotted the Dapp distributions of HU per cell (Figure 3.55C) and extracted the median HU diffusion
coefficient per cell (Figure 3.55D). This analysis showed that HU diffusion in exponential and
stationary phase cells is rather homogenous on a cell-to-cell basis and confirmed that the apparent
diffusion of HU-mEos4b is significantly reduced in stationary phase cells (Figure 3.55D). These
findings do not exclude that HU diffusion may be to some extent cell-cycle dependent. To really
address this question, cells would have to be classified as a function of the stage of the cell cycle.
Unfortunately, this analysis is currently not possible because cell-cycle classification is based on
progression of the septum, which is revealed by staining the cell membrane with Nile red. Nile red
labelling, however, interferes with PALM imaging of mEos4b because both fluorophores emit in the
red. A green emitting membrane dye could circumvent this issue, but such a dye is currently not
available. An alternative to membrane staining could be to group cells based on their nucleoid
morphology (given that nucleoid morphology is cell-cycle dependent), but this is not straightforward
because the different nucleoid shapes are less recognizable by sptPALM than by confocal imaging,
which might be due to movements of the nucleoids during the relatively long (10 minute) sptPALM
data collections.
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Figure 3.55 HU diffusion is growth phase dependent. A) Top row: Overlay of tracks and super-resolved images
of HU-mEos4b in exponential and stationary phase cells. Bottom row: Representative super-resolved images of
HU-mEos4b in exponential and stationary phase cells. B) Histograms of the apparent diffusion coefficient
(Dapp) calculated from the 4-step mean square displacement (MSD) in exponential (n = 231, 3 independent
experiments) and stationary (n = 196, 4 independent experiments) phase cells. C) Histograms of the Dapp of
individual cells in exponential and stationary phase (n = 200-400 tracks per cell). D) Swarm plot of the median
Dapp per cell. Box plots indicate the median, the lower and upper quartile, and the min and max. ****
p<0.0001, Mann Whitney U test.

3.2.2.1 Confinement complicates characterization of the diffusion behavior of HU

What is the biological meaning of the decreased HU diffusion in stationary phase cells? HU diffusion
is often described by a two-population model consisting of a DNA bound state and a diffusive state,
which also interacts with the DNA but in a very transient manner (Figure 3.56)2%27°, The second
state, thus, actually consists of two states: a freely diffusive state and a DNA bound state, but
because these states rapidly exchange they are detected as a single state by sptPALM. Considering
this model, globally decreased HU diffusion could be due to an increase in the fraction of the DNA
bound population or due to a decrease in the diffusion coefficients of one or both states. A
decreased diffusion coefficient of the DNA bound state could be due to decreased DNA motion,
assuming that DNA mobility significantly offsets the apparent diffusion of DNA bound proteins as was
shown by Bettridge et al?’®. In fact, Zhu et al. showed that in E. coli DNA mobility is decreased in
stationary phase cells (8x10°® pm?/s vs 2x10% um?/s)3¥. Decreased diffusion of the diffusive state
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could be due to increased interaction with the DNA or again, decreased DNA mobility. To investigate
these different possibilities, we analyzed in more detail the Dapp histograms.

2 population model 1 population model
Stracy et al. (2019) Floc'h et al. (2019)
Bettridge et al (2020)

HU —
DNA ™= ~) : ol
State | State Il State |
DNA bound Diffusive Diffusive

Figure 3.56 Models of HU diffusion. HU diffusion is typically described by a 1- or 2- population model. The 2-
population model consists of 2 states: a state (State I) that is bound to the DNA (for the duration of single
particle tracks) and another state (State I1) that is diffusive but still transiently interacts with the DNA lowering
its apparent diffusion. State ll, thus, actually consists of two states: a freely diffusive state and a DNA bound
state, but because these states rapidly exchange they are detected as a single state by sptPALM. The 1-
population model only consists of the diffusive state.

Although HU diffusion is often described by a two-population model, Floc’h et al identified only a
single diffusive population of HU-PAmCherry in exponential phase D. radiodurans cells (Dapp =
~0.32 um?/s) (Figure 3.56). Therefore, we first tested whether the Dapp histograms of HU-mEos4b
could also be described by a single population model (Figure 3.57A). However, the histograms of
both the exponential and stationary phase cells could not accurately be described by a single
population (Figure 3.57A). In addition, HU-mEos4b appeared much less diffusive than was reported
for HU-PAmCherry (Dapp ~ 0.095 um?/s vs Dapp ~ 0.32 um?/s). This difference might be partly
explained by differences in imaging schemes and sample handling. Notably, we noticed that diffusion
of HU-mEos4b increased over time after sample preparation (see Figure 2.8), showing that sample
handling can affect the observed HU diffusion. Furthermore, the HU-PAmCherry strain was difficult
to handle because the PAmCherry signal was very variable and often bleached quickely (J. Timmins,
personal communication).
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Figure 3.57 Fitting of the Dapp distributions of HU-mEos4b in exponential and stationary phase cells. Dapp
distributions obtained from exponential phase (top row, light blue) and stationary phase (bottom row, dark
blue) cells were fitted with a one-population model (A), a free two-population model (B) or a global two-
population model in which Dapp1 (corresponding to the DNA-bound population) is shared between exponential

and stationary phases.

Because a 1-population model did not well describe the data, we tested whether we could fit the
Dapp histograms with a 2-population model. First, we performed a free fit on both the exponential
and stationary phase data. Figure 3.57B shows that the Dapp distributions are well described by a 2-
population fit. The fits suggest that in stationary phase the diffusion of both HU states is decreased
(0.060 vs 0.078 um?/s and 0.13 vs 0.16 pum?/s) but that the relative populations of the two states
remain similar in exponential and stationary phases (46%:54% vs 44%:56%).

Decreased diffusion of both states could be caused by decreased DNA mobility as explained above.
However, the diffusion coefficients Zhu et al. reported for the DNA in exponential and stationary
phase cells (*10* pm?/s and ~10°® um?/s) are orders of magnitudes lower than the apparent diffusion
coefficients of HU in DR. This finding seems in contradiction with the finding of Bettridge et al. that
DNA mobility offsets the apparent diffusion of DNA bound HU in E. coli*’®. This contradiction may be
partly explained by differences in imaging conditions: while Zhu et al. monitored DNA mobility at the
second to minute time scale, thus presumably detecting effects from DNA replication and
segregation, Bettridge et al. evaluated DNA mobility at the ms timescale, only detecting local
wiggling/jiggling of the DNA. It is, however, unclear how both studies dealt with the localization
uncertainty, which is known to offset the apparent diffusion of molecules in sptPALM. Especially
given the low mobility of the DNA, the localization uncertainty can be expected to significantly
contribute to its apparent mobility. In view of this notion, it remains uncertain whether changes in
DNA mobility could significantly affect the apparent diffusion of HU in exponential and stationary
phase cells. To investigate this question, DNA mobility should be monitored at the ms timescale
(similar as the HU-mEos4b experiments) in both exponential and stationary phase cells and carefully
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analysed, accounting for the localization precision. Unfortunately, although we have D. radiodurans
strains with fluorescently labeled oriC and ter sites, which could be used for this purpose, these
strains only show fluorescent foci during exponential phase, making a comparison between
exponential and stationary phase impossible. It is unclear why fluorescent foci cannot be
distinguished in stationary phase cells.

Although we could not experimentally address the question of DNA mobility, we tested whether the
diffusion behavior of HU-mEos4b could be described by a model assuming that changes in DNA
mobility do not significantly affect the apparent diffusion of HU in exponential and stationary phase
cells. To this end, we fitted the diffusion histograms with a global two-population model, sharing the
diffusion coefficient of the supposedly DNA-bound state (Dapp1) (Figure 3.57B). Both the histograms
of the exponential and stationary phase cells could be well-described by this global fit. The fit
suggests that the difference in HU diffusion between exponential and stationary phase could be due
to a shift in the relative populations (23%:77% vs 46:54%) rather than due to differences in the
apparent diffusion coefficients (Dappl = 0.061 um?/s, Dapp2 = 0.14 pum?/s vs 0.13 pm?/s).

As an alternative analysis, we also evaluated the diffusion behavior of HU-mEos4b using vbSPT, an
analytical tool which can extract the number of diffusive states, the diffusion coefficients and relative
populations of those states and the transition rates between the states directly from experimental
data?’2. To prevent overfitting, however, we imposed a two-population model. vbSPT identified two
populations with diffusion coefficients of 0.080 um?/s and 0.25 um?/s, and of 0.071 um?/s and 0.20
um?/s in exponential and stationary phase cells, respectively (Figure 3.58). The relative populations
and transitions rates of the identified states were comparable between exponential and stationary
phase cells (~ 30%:70% and ki>= ~7 s, ko= ~20 s?) (Figure 3.58). Transition rates of ~7 and ~20 s’
translate into half-lifes of about ~99 ms and ~35 ms for State | and State Il, respectively. A half-life of
35 ms suggests that many of the 5 localization tracks used to compute the Dapp histograms (Figure
3.57) contain a state transition. These transitions might not be detected by the tracking software
swift because the tracks are relatively short (see section 2.6.3.1). Fitting of the Dapp distributions
(Figure 3.57), however, could be affected by such state transitions. The diffusion coefficients
extracted by vbSPT are higher than those estimated from the Dapp distributions but the relative size
of the slow population (State 1) is estimated to be higher by vbSPT, compensating for the higher
diffusion coefficients. Globally, the analysis by vbSPT is in agreement with the MSD analysis
presented above, showing that HU diffusion is decreased in stationary phase cells.

Exponential phase Stationary phase

ka1 =

20s" /‘\ /\ ;3 o

State Il

State Il o
29% _ 26% ,
D= 0.25 pm?/s D= 0.20 pm?/s
State |
State | kyz = 74%
% 6.2s" D= 0.071 pm?s
Kiz = D= 0.080 um?/s

Figure 3.58 Diffusion behavior of HU-mEos4b estimated by vbSPT. Diffusion coefficients and exchange rates
derived from the single particle tracks of HU-mEos4b by vbSPT imposing a two-population model to prevent
overfitting.

So far, our analysis has not accounted for localization uncertainty, temporal averaging, fast state
transitions and confinement, all of which are known to affect the observed diffusion in sptPALM
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experiments. Consequently, the fitted Dapps and Dapps extracted by vbSPT do not reflect the true
diffusing behavior of HU-mEos4b. To uncover the true diffusing behavior of HU-mEos4b in DR, we
adopted the strategy recently described by Stracy et al. (2021), which is based on the usage of
simulations to estimate unbiased diffusion coefficients.

The localization uncertainty (o) offsets the measured Dapp by o2 /At, where At is the frame time.
We evaluated the contribution of the localization uncertainty to the apparent diffusion of HU-
mEos4b using fixed cells. Chemical fixation of DR cells disrupts the nucleoid morphology (Figure
3.59A) but this should not affect the estimation of the Dapp. The measured Dapp of HU-mEos4b in
the fixed cells was 0.050 um?/s (Figure 3.59B), substantially lower than the expected Dapp based on
the localization uncertainty estimated by Thunderstorm (~25 nm -> Dapp = 0.063 um?/s, Figure
3.59C), in view of the slow diffusion of HU-mEos4b (~Dapp = 0.1 um?/s). This discrepancy raises the
guestion whether Thunderstorm overestimated the localization uncertainty or whether the
measured Dapp was underestimated. To address this question, we estimated the average
localization uncertainty using the nearest neighbor analysis method described by Endesfelder et al®**.
Using this method, we found an average localization precision of ~20 nm (Figure 3.59D),
corresponding to a theoretical Dapp of 0.040 um?/s, suggesting that both the uncertainty and Dapp
were overestimated. Thunderstorm calculates the localization uncertainty from the intensity of the
localizations and user specified camera parameters. Slight deviations between the specified
parameters and the actual properties of the camera could be responsible for the overestimation of
the localization uncertainty. The measured Dapp, on the other hand, might have been overestimated
due to incomplete fixation or tracking mistakes. Although visual inspection of the tracks suggested
that almost all molecules were immobile, the fit of the Dapp distribution (Figure 3.59B) seemed to be
right shifted from the actual peak of the histogram. Therefore, we choose to use the Dapp of 0.040
um?/s, calculated from the nearest neighbor analysis. Table 3.1 lists the estimated Dapp values of
HU-mEos4b corrected for the localization uncertainty. It should be noted that this correction
assumes that the offset due to localization uncertainty is independent of the diffusion coefficient of
the molecule, which may not be true for fast moving molecules whose detection suffers from motion
blur. This could be taken into account by correcting the calculated Dapp on a track-to-track basis
using the average localization uncertainty of each track. For HU-mEos4b, however, this seemed
unnecessary because its localization uncertainty in living cells was similar as in fixed cells, probably
because of its low diffusion coefficient.
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Figure 3.59 Apparent HU diffusion in fixed cells. A) Representative bright field and super-resolved images of
fixed DR cells expressing HU-mEos4b. B) Dapp distribution of HU-mEos4b in fixed cells with a 1-population fit. C)
Distribution of the localization uncertainty of HU-mEos4b molecules in fixed cells and estimation of the
theoretical offset in apparent diffusion coefficient based on the mean uncertainty. D) Estimation of the average
localization precision by nearest neighbor analysis and calculation of the corresponding Dapp. n = 43000 tracks
from 2 independent experiments.

Table 3.1 Dapp values of HU-mEos4b corrected for localization uncertainty. The Dapp values of HU-mEos4b in
exponential and stationary phase cells were estimated using two different methods: a free and global two-
population fit of the Dapp distributions. Shown are the estimated Dapp’s corrected for the contribution of the
localization uncertainty (0.04 um?/s).

Exponential phase Stationary phase
State | (um?/s, %) State Il (um?/s, %)  State | (um?/s, %) State Il (um?/s, %)
Free fit 0.038 (44%) 0.12 (56%) 0.020 (46%) 0.090 (54%)
Global fit 0.021 (23%) 0.10 (77%) 0.021 (46%) 0.090 (54%)

Next, we assessed the effects of confinement and temporal averaging of the apparent diffusion of
HU-mEos4b using the simulation software SMIS?%®. To this end, we simulated diffusion of molecules
with diffusion coefficients ranging from 0.1 to 10 um?/s using segmented nucleoids of exponential
phase D. radiodurans cells as confining volume. Simulated data were analyzed using the same
workflow as was used for experimental data to determine the apparent diffusion coefficient (Figure
3.60). The simulations revealed that the apparent diffusion coefficient is significantly lower than the
underlying true diffusion coefficient. For example, molecules with a true diffusion coefficient of 5
um?/s had an apparent diffusion coefficient of only ~2 um?/s (Figure 3.60A). From these simulations,
we generated a calibration curve by plotting the extracted Dapp against the true D, after subtracting
the contribution from the localization uncertainty (10 nm -> 0.01 um?/s) (Figure 3.60B).
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Figure 3.60 Confinement affect the apparent diffusion. sptPALM simulations were performed in SMIS using 3D
segmented DR nucleoids as virtual sample. Simulations were performed with diffusion coefficients ranging from
0.05 um?/s up to 10 um?/s. The simulated data were analyzed in the same way as the experimental data using
Thunderstorm, SWIFT and MATLAB A) Dapp distributions of four selected simulations with a 1-population fit. B)
Calibration curve obtained by plotting the apparent diffusion coefficient (Dapp fitted) against the simulated
diffusion coefficient (D true). Data fitted with a mono-exponential model to guide the eye.

We noticed that, although each simulation only contained a single diffusive population, the Dapp
distributions were not well-described by a one-population fit and that the quality of the fits
decreased with increasing diffusion coefficients (decreasing R?, Figure 3.60A). Smigiel et al?®°
reported that the diffusion of molecules at the border of a confining volume appears slower than in
the center of a confining volume due to reflection of the molecules from the border. Such an effect
results in the apparent presence of multiple diffusive populations and could explain why the Dapp
distribution from the simulated data could not be well-described by a one-population model. To
examine whether the simulated data suffered from this ‘border effect’, we generated heat maps of
the average jump distance per pixel. Figure 3.61 shows the heat maps of simulated molecules with
diffusion coefficients of 0.1 um?/s and 1 um?/s, revealing that, indeed, diffusion appears to be slower
at the borders of the confining volumes and that this effect becomes more pronounced at higher

diffusion coefficients.
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Figure 3.61 The apparent diffusion is decreased at the border of confining volumes. Diffusion was simulated in
SMIS using segmented DR nucleoids as virtual sample. Shown are heat maps of the average jump distance (nm)
per pixel of simulations with D = 0.1 um?/s and D = 1 um?/s. Pixel size = 200 nm.

To evaluate whether confinement is sufficient to explain the appearance of multiple populations in
the simulated data, we performed simulation in an unconfined volume. The unconfined simulated
data could be well-described by a single population model (Figure 3.62, right panel), confirming that
confinement creates heterogeneity in the apparent diffusion of molecules diffusing with the same
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diffusion coefficient. Note, that the Dapp is still underestimated (Dapp = 0.2 um?/s vs Dinpyt = 0.3

um?/s) due to temporal averaging (see section 1.5.3.1.4).

Next, to examine whether confinement could be sufficient to explain the appearance of two
populations in the experimental data, we compared the Dapp distributions and single population fits
obtained with the simulated data (D=0.3 pm?/s) with those obtained with the experimental data
(HU-mEos4b, exponential phase) (Figure 3.62). This comparison revealed that the Dapp distribution
from the experimental data deviated more from the single population model than the simulated data
(lower R?). This difference became even more pronounced when the Dapp was calculated from 16
instead of 4 displacements per tracks (Figure 3.62, bottom row). Here, it should be noted, however,
that the segmented nucleoids used for the simulations were of rather low quality (pixel size = 200
nm) and likely overestimated the real nucleoid volume, which could partly explain why the fit on the
simulated data was better than on the experimental data. For comparison, we also performed
simulations using E. coli shaped volumes (rod of 0.5 um by 2 um). Compared to the simulations using
the segmented DR nucleoids, the simulations using the E.coli shaped volumes were more severely
impacted by confinement (lower R?), which is likely because the E.coli shaped volumes were smaller
than the segmented DR nucleoids. Lastly, we generated heat maps of the average JD per pixel of HU-
mEos4b in exponential and stationary phase cells (Figure 3.63). In contrast to the simulated data
(Figure 3.61), no obvious decrease in diffusion can be observed at the borders of the nucleoids in the
experimental data (Figure 3.63). Based on these comparisons, it cannot be excluded that there are
truly multiple populations present in the experimental data.
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Figure 3.62 Comparison of the Dapp histograms of experimental and simulated data. Dapp histograms with
one-population fits of a subset of exponential phase HU-mEos4b experimental data (left panel) and of SMIS
simulations (D = 0.3 um?/s). Dapps were calculated from 4 (upper row) or 16 (bottom row) displacements per
track. SMIS simulations were performed using virtual samples based on segmented exponential phase DR
nucleoids and E.coli shaped volumes (rod of 0.5 um by 2 um) to simulate confined diffusion (central panels), or
on a large box (67 um x 67 um x 3 um) to simulate unconfined diffusion (right panel).
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Figure 3.63 Heat maps of HU-mEos4b diffusion in the DR nucleoid. Shown are representative heat maps of the
average jump distance (nm) per pixel of HU-mEos4b in exponential and stationary phase DR cells. Pixel size =
200 nm.

Although we cannot exclude that there are truly two populations present in the experimental data,
their appearance is convoluted by confinement effects. To test whether the diffusion coefficients of
multiple populations can still be accurately extracted under such conditions, we performed
simulations using the segmented DR nucleoids with two diffusive states with varying diffusion
coefficients and relative populations (Figure 3.64). We started with a simulation (Default) with two
diffusive states with relative populations of 50%:50% and diffusion coefficients of 0.1 um?/s and 0.2
um?/s. We choose these diffusion coefficients because the resulting apparent diffusion coefficients
are comparable to the Dapps extracted from the experimental data. The Dapp distribution from this
simulation was best fitted to a two-population model with relative populations of 60% and 40% with
diffusion coefficients of 0.063 um?/s and 0.18 um?/s, respectively. Using the calibration curve
presented in Figure 3.60B to correct the measured Dapps for confinement and temporal averaging,
the true (unbiased) diffusion coefficients were estimated to be 0.10 um?/s and 0.33 pm?/s,
respectively (Table 3.2). It is interesting to note that while the one-population simulations could not
be fitted with a one-population model (Figure 3.60A), this two-population simulation is well-
described by a two-population model. This is likely because the two simulated populations have
largely overlapping Dapp distributions so that the two-population fit can adjust to describe the
resulting convolutions from the two populations with the confinement effects. As a consequence,
although the fit appears good, the extracted diffusion coefficients and relative populations are not
fully accurate. We investigated whether changes in the relative populations or diffusion coefficients
could be detected, at least qualitatively (Figure 3.64). However, we found that while some changes
could be accurately detected, for example increasing Dapp2 from 0.2 um?/s to 0.5 um?/s, others
were not correctly detected, for example changing the relative populations from 50%:50% to
10%:90% (Figure 3.64, Table 3.2).
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Figure 3.64 Simulations with two diffusive populations. Simulations with two diffusive populations were
performed in SMIS using segmented DR nucleoids as confining volumes. Simulated data were analyzed using
Thunderstorm, swift and MATLAB and the Dapp histograms were fitted with a two-population model (fitted

values noted in the respective plots). Simulations were performed with varying diffusion coefficients and
populations (true simulation parameters are noted above the corresponding plots).

Pretending that the simulated State | represents molecules bound to the DNA, we tested whether
the estimation of the diffusion coefficients and relative populations could be improved by a global fit,
in which the diffusion coefficient of State | (Dapp1) would be shared across all simulations (only
including the four simulations with Dapp1 = 0.1 um?/s) (Figure 3.65, Table 3.2). Indeed, overall, the

global fit improved the estimations. However, Dapp2 was consistently overestimated and the
changes in the relative populations remained under estimated (Table 3.2).
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Figure 3.65 Global fitting of simulated two-population sptPALM data. Simulations with two diffusive

populations were performed in SMIS using segmented DR nucleoids as confinement volume. Simulated data

were analyzed using thunderstorm, swift and MATLAB and the Dapp histograms were fitted with a global two-
population model with Dapp1 as shared parameter (fitted values noted in the respective plots, R?=0.991).
Simulations were performed with varying diffusion coefficients and populations (true simulation parameters are

noted above the corresponding plots).

Table 3.2 Unbiased diffusion coefficients extracted from free and global fits on simulated sptPALM data with
two populations. Unbiased diffusion coefficients were calculated from the fitted diffusion coefficients using the
calibration curve presented in Figure 3.60.

Ground truth Unbiased Dapp1
(rm?/s), occupancy
(%)

Dappl=0.1(50%)  0.10 (60%)

Dapp2 = 0.2 (50%)

Dappl=0.1(10%)  0.12 (48%)

Dapp2 = 0.2 (90%)

Dappl=0.1(90%)  0.10 (79%)

Dapp2 = 0.2 (10%)

Dappl =0.15(50%) 0.13 (55%)

Dapp2 = 0.25 (50%)

Dappl=0.1(50%)  0.10 (48%)

Dapp2 = 0.5 (50%)

Altogether, confinement hinders the accurate extraction of diffusion coefficients and relative

Free fit

Unbiased Dapp2
(km2/s), occupancy

(%)
0.33 (40%)

0.33 (52%)
0.33 (21 %)
0.34 (45%)

0.52 (52%)

Global fit
Unbiased Dappl
(1m?/s), occupancy

(%) (%)

0.10 (58%) 0.31 (42%)
0.10 (37%) 0.29 (63%)
0.10 (82%) 0.42 (18%)
0.10 (48%) 0.53 (52%)

Unbiased Dapp2
(mm?/s), occupancy

populations from sptPALM data due to reflection of molecules from the borders of the confining

174



volume, decreasing their apparent diffusing and creating heterogeneity in the apparent diffusion of
the ensemble of molecules, leading to distortion of the Dapp histogram (Figure 3.61, Figure 3.62).
Although the simulations show that relatively big changes can still be extracted from Dapp
distributions, at least qualitatively, changes in states with largely overlapping Dapp distributions are
not accurately extracted due to convolution with the heterogeneity created by confinement (Table
3.2). While we cannot exclude that there are multiple diffusive populations of HU-mEos4b in DR cells,
the Dapp distributions of the supposedly different populations are largely overlapping and the
difference between exponential and stationary phase cells are relatively small (Figure 3.57). In D.
radiodurans cells this confinement effect may be further complicated by the large variety of nucleoid
shapes present in exponentially growing cells, adding extra heterogeneity to the data. Moreover,
considering that confinement lowers the apparent diffusion coefficient, it cannot be excluded that
the apparent decrease in diffusion of HU-mEos4b in stationary phase DR cells is an artifact from the
increased level of confinement in the smaller stationary phase nucleoids. Aditionally, analysis of the
tracks by vbSPT revealed that the Dapp histograms of HU-mEos4b might be affected by state
transitions within tracks (Figure 3.58). Given these complications, we refrain from drawing further
conclusion about the diffusion behavior of HU-mEos4b in exponential and stationary phase DR cells.

3.2.3 UVCirradiation elicits acute nucleoid remodeling

Having characterized the DR nucleoid under normal growth conditions, we next investigated how the
DR nucleoid respondes to DNA damage induced by UVC irradiation. First, we examined the survival of
DR cells after irradiations with increasing doses of UVC. We found that cells in exponential and early
stationary phase are equally resistant to UVC irradiation (Figure 3.66A), in line with a previous study
showing that exponential and early stationary DR cells are equally resistant to gamma-irradiation and
heat stress*°. Characterization of the nucleoids revealed a dose-dependent decrease in nucleoid
volume and increase in sphericity in exponential phase cells, while the nucleoid of the early
stationary phase cells maintained its already high sphericity and reduced volume (Figure 3.66B,C).
Based on these findings we selected two UVC doses for more in depth characterizations: 1.9 and 12
KJ/m?2. We selected 1.9 KJ/m?as ‘sublethal’ dose because this dose induced maximal nucleoid
compaction in exponential phase cells (Figure 3.66C), without severely affecting cell survival (Figure
3.66A, between 25 and 50% survival after 48h). We selected 12 KJ/m? as ‘lethal’ dose because it
killed most cells (Figure 3.66A, < 0.001% survival after 48h).
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Figure 3.66 UVC irradiation affects DR survival and nucleoid morphology. A) Survival curves of D. radiodurans
cells in exponential and stationary phase, and of E. coli cells in exponential phase after exposure to UVC light. B)
Confocal images of non-irradiated and irradiated DR cells labeled with Nile red and Syto9. C) Nucleoid volume
and sphericity of exponential and stationary phase cells after UVC irradiation. **** p<0.0001, Kruskal-Wallis
test. Data by Pierre Vauclare and Joanna Timmins.

Next, we assessed whether HU diffusion changes in response to these two doses of UVC irradiation.
Given that UVC irradiation elicits similar morphological changes as stationary phase (nucleoid
rounding and compaction), we hypothesized that HU diffusion would be decreased after exposure to
UVC irradiation. Surprisingly, sptPALM revealed that HU diffusion is increased rather than decreased
in irradiated cells (Figure 3.67). Given that the nucleoid volumes are decreased after irradiation, this
increase in diffusion cannot be ascribed to confinement effects, indicating that this is a real biological
response. Increased HU-mEos4b diffusion could be seen in both irradiated exponential and
stationary phase cells, suggesting that the acute response to UVC irradiation is independent of the
growth phase. Furthermore, HU diffusion was increased in response to both the sublethal and lethal
doses of UVC irradiation, suggesting that the initial changes in nucleoid reorganization are
independent on whether the cells are able to recover or not.

Careful inspection of the changes in HU diffusion in response to UVC irradiation (Figure 3.67),

suggests that exponential phase cells respond more strongly than stationary phase cells and that in
stationary phase cells the increase in HU diffusion is dose-dependent (median median Dapp per cell:
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0.10 pm?/s after 1.9 KJ/m? UVC, 0.11 um?/s after 12 KJ/m? UVC), while this relation appears absent in
exponential phase cells (median median Dapp per cell: 0.21 um?/s after 1.9 KJ/m? UVC, 0.17 um?/s
after 12 KJ/m? UVC). Although these observations are potentially very interesting, we noted that,
overall, the measurements at TO were more variable than measurements of non-irradiated (NIR) cells
and of cells after a certain time of recovery (see below). This is possibly explained by the delay
between irradiation and imaging (20 to 30 minutes), related to sample preparation. We cannot
exclude that variations in this time delay might have resulted in cells being in slightly different stages
of nucleoid remodeling explaining the observed variation in HU diffusion. Such imprecisions in timing
could be averaged out by a large number of experiments, but this is challenging with sptPALM
because it is a time-consuming technique. Because of these reasons we refrain from drawing more
in-depth conclusions from these data.
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Figure 3.67 HU diffusion changes after exposure to UVC. A) Representative super-resolved images of
exponential and stationary phase DR cells expressing HU-mEos4b before and after irradiation with 1.9 or 12
KJ/m? UVC (scale bar = 3 um). B) Swarm plots of the median Dapp per cell after irradiation with UVC. Box plots
indicate the median, the lower and upper quartile and the min and max. C) Histograms of the apparent
diffusion coefficients of HU after irradiation. Grey lines show the Dapp histograms previously obtained on NIR
exponential or stationary phase cells as a reference. (n = 30-150 cells from 2-3 independent experiments). ****
p<0.0001, Kruskal-Wallis test, relative to NIR cells.

3.2.4 HU diffusion changes progressively after exposure to UVC irradiation

After characterizing the acute changes in nucleoid organization induced by UVC irradiation, we set
out to monitor nucleoid remodeling during the recovery from UVC induced damage. To this end,
irradiated cells were incubated in fresh 2xTGY medium and allowed to recover at 30°C in a shaking
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incubator. Samples were taken at various time points to follow the changes in nucleoid organization
by microscopy. Measurements of the cell densities showed that cultures irradiated with a dose of
1.9 KJ/m?had a growth delay of ~4 hours compared to non-irradiated cells, while cultures irradiated
with a dose of 12 KJ/m? showed minimal growth (Figure 3.68A, Figure 3.69A).

Characterization of the nucleoid morphology by confocal imaging revealed that after an initial phase
of nucleoid compaction (0-2 hours post IR), the nucleoids of the cells irradiated with 1.9 KJ/m?
expanded and adopted irregular shapes, while the nucleoids of the cells irradiated with 12 KJ/m?
remained compacted and spherical (Figure 3.68B-D, Figure 3.69B-D). In fact, the average volume of
the nucleoids of the cells irradiated with 12 KJ/m? progressively decreased over 9 hours (Figure
3.69C) while there was an increasing number of anucleate cells (Figure 3.69D), suggesting that the
DNA in these cells was degraded. After 24 hours of recovery, the cells irradiated with the sublethal
dose (1.9 KJ/m?) had reached early stationary phase as judged from their cell shape and nucleoid
morphology (Figure 3.68B). Although most cells appeared normal, there was still a fraction of cells
that had expanded abnormal nucleoids (Figure 3.68B-D). Likely, these cells were unable to recover
from the UVC induced damage. In addition to the morphological changes of the nucleoid, imaging of
cells expressing HU-mCherry showed that HU is transiently upregulated and sequentially
downregulated in response to sublethal UVC irradiation (Figure 3.68E). Notably, after 24 hours of
recovery, when the cells seemed to have reached early stationary phase, HU levels appeared
increased compared to NIR exponential phase cells (Figure 3.68E), similairly as in NIR stationary
phase cells (Figure 3.54C). Only a slight increase in HU levels was detected in the cells irradiated with
a lethal dose of UVC (Figure 3.69E), which is likely due to impairment of the protein synthesis
machinery in these heavily damaged cells.
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Figure 3.68 Progressive nucleoid remodeling in response to sublethal UVC irradiation. DR cells (WT and HU-
mCherry) in exponential phase were irradiated with 1.9 KJ/m? UVC light and allowed to recover for 0-24 hours
before various measurments were taken to follow the recovery process. A) Cell density measurements. B)
Representative confocal image of WT cells stained with syto9 and Nile red post-irradiation. C) Nucleoid volume
and sphericity 0-24 hours post-irradiation. D) Classification of the nucleoid morphologies 0-22 hours post-
irradiation. Blue shades indicate normal nucleoid morphologies, orange/red shades indicate abnormal nucleoid
morphologies. E) Mean fluorescence intensity of HU-mCherry per nucleoid 0-24 hours post irradiation. * p<0.05,
*** p<0.001, **** p<0.0001, Kruskal-Wallis test, relative to NIR cells. Data by Pierre Vauclare and Joanna
Timmins. Figure adopted from Vauclare et al.
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Figure 3.69 Nucleoid remodeling in response to lethal UVC irradiation. DR cells (WT and HU-mCherry) in
exponential phase were irradiated with 12 KJ/m? UVC light and allowed to recover for 0-24 hours before various
measurments were taken to follow the progression of the cell and nucleoid morphology. A) Cell density
measurements. B) Representative confocal image of WT cells stained with syto9 and Nile red post-irradiation.
Arrows indicate examples of micronucleoids. C) Nucleoid volume and sphericity 0-9 hours post-irradiation. D)
Classification of the nucleoid morphologies 0-9 hours post-irradiation. Blue shades indicate normal nucleoid
morphologies, orange/red shades indicate abnormal nucleoid morphologies. E) Mean fluorescence intensity of
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HU-mCherry per nucleoid 0-7 hours post-irradiation. * p<0.05, *** p<0.001, **** p<0.0001, Kruskal-Wallis test,
relative to NIR cells. Data by Pierre Vauclare and Joanna Timmins. Figure adopted from Vauclare et al.

sptPALM imaging of HU-mEos4b revealed the same diversity in nucleoids shapes as seen by confocal
microscopy post-irradiation with 1.9 KI/m?. Representative super-resolved images are shown in
Figure 3.70A with examples or rounded and expanded nucleoids indicated by yellow and orange
arrows, respectively. After the initial increase in HU diffusion directly post-irradiation, HU diffusion
appeared to decrease progressively until reaching after 24 hours a diffusion that could not be
distinguished from that of non-irradiated stationary phase cells (Figure 3.70B,C).
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Figure 3.70 HU diffusion during recovery from sublethal UVC irradiation. DR cells expressing HU-mEos4b were
irradiated with 1.9 KJ/m? UVC after which they were allowed to recovered in fresh 2xTGY medium at 30°C. HU
diffusion was monitored after 0, 1, 3, 6 and 24 hours of recovery by sptPALM. A) Representative super-resolved
images of HU-mEos4b. Arrows indicate examples of round (yellow) and expanded (orange) nucleoids. B)
Histograms of the apparent diffusion coefficients (Dapp). Grey lines show the diffusion in non-irradiated
exponential phase (solid line) or stationary phase (dashed line) cells. C) Swarm plots of the median Dapp per cell
after irradiation with UVC. Box plots indicate the median, the lower and upper quartile and the min and max. (n
=30-130 cells from 3-4 independent experiments). **** p<0.0001, Kruskal-Wallis test, relative to NIR
exponential (TO-T6) or stationaty (T24) phase cells.

We noted that post UVC irradiation there was a large cell-to-cell variability in HU diffusion (Figure
3.70C and Figure 3.71A). We hypothesized that this variability could be related to the variability in
nucleoid morphologies. To investigate this possibility, we visually inspected the tracks belonging to
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cells with certain nucleoid morphologies (Figure 3.71C). HU diffusion appeared the highest in cells
with rounded nucleoids, with HU molecules exploring the entire nucleoid. In expanded nucleoid, on
the other hand, HU diffusion seemed more restricted. To quantitatively assess this observation, we
classified the cells into 4 categories based on their nucleoid morphology: structured (normal for
exponential phase cells), round, expanded and stationary phase like. After classification, we
examined again the median Dapp per cell (Figure 3.71B). Indeed, after 1 and 3 hours of recovery, HU
diffusion appeared the highest in the cells with round nucleoids. After 0 and 6 hours such a relation
could not be observed. Furthermore, even after classification of the nucleoid morphologies, HU
diffusion appeared highly variable between cells in the same class, suggesting that nucleoid
morphology cannot fully predict HU diffusion. It should be noted, however, that the classification
from the sptPALM images was challenging; it was especially difficult to distinguish between cells with
structured and expanded nucleoids. Possibly, in the future, this analysis could benefit from deep
learning programs to classify the cells automatically and in a less biased way (see for example the
ZeroCostDL4Mic platform*3142),
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Figure 3.71 Cell-to-cell variability in HU diffusion post UVC irradiation. A) Dapp histograms of HU-mEos4b of
single cells 3 hours post-irradiation with 1.9 KI/m? UVC. B) HU-mEos4b tracks overlaid with super-resolved
images of the corresponding nucleoids. Shown are examples of cells with round and expanded nucleoids 3 hours
post irradiation. Tracks are color coded by diffusion coefficient (low-> high = purple-> yellow). C) Swarm plots of
the median Dapp per cell after 0-24 hours post irradiation with UVC. Cells were classified into four classes based
on their nucleoid morphology: structured (struct, normal for exponential phase cells), round, expanded and
stationary phase nucleoid (stat). Box plots indicate the median, the lower and upper quartile and the min and
max.
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Next, we assessed HU diffusion in cells irradiated with a lethal dose of UVC irradiation at different
time points post-irradiation (Figure 3.72). In line with the observations made by confocal microscopy,
the nucleoids appeared to stay compacted up to 3-6 hours post irradiation after which they seemed
to disintegrate (Figure 3.72A). After 24 hours, most cells appeared to be anucleate and HU seemed
to be spread throughout the cells (Figure 3.72A). sptPALM of HU-mEos4b showed that HU diffusion
was increased on average and stayed increased up to 24 hours post-irradiation (Figure 3.72B,C).
However, there was no clear progression in the changes in HU diffusion. One-hour post irradiation,
HU diffusion seemed to peak before it transiently decreased 3- and 6-hours post-irradiation before
increasing again 24 hours post irradiation (Figure 3.72C). Possibly, this trend could be explained by
the progressive shrinkage of the nucleoids seen by confocal microscopy, resulting in increased
confinement and consequently decreased apparent HU diffusion 3-6 hours post-irradiation. The
increased diffusion after 24 hours could be explained by the absence of a nucleoid in most of the
cells, allowing HU to explore the entire cell volume. However, care should be taken not to over-
interpret these data considering the large cell-to-cell variability and the limited number of
experiments (1-2 depending on the time point). This experiment remains to be repeated before
further conclusions can be drawn.
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Figure 3.72 HU diffusion stays increased following lethal UVC irradiation. DR cells expressing HU-mEos4b were
irradiated with 12 KJ/m? UVC after which they were allowed to ‘recover’ in fresh 2xTGY medium at 30°C. HU
diffusion was monitored after 0, 1, 3, 6 and 24 hours of recovery by sptPALM. A) Representative super-resolved
images of HU-mEos4b. Arrows indicate examples of round (yellow) and micro (orange) nucleoids and anucleate
cells (red). B) Histograms of the apparent diffusion coefficients (Dapp). Grey lines show the diffusion in non-
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irradiated exponential phase cells. C) Swarm plots of the median Dapp per cell after irradiation with UVC. Box
plots indicate the median, the lower and upper quartile and the min and max. (n = 38-198 cells from 1-2
independent experiments). **** p<0.0001, Kruskal-Wallis test, relative to NIR exponential phase cells.

3.2.4.1 DNA mobility in non-irradiated and irradiated cells

The increased mobility of HU-mEos4b after UVC irradiation could be explained by reduced
interactions between HU and the DNA and/or by increased mobility of the DNA, increasing the
apparent mobility of DNA-bound HU. In fact, DNA mobility has been shown to be increased upon

damage in eukaryotic cells, where it has been proposed to facilitate homology search and DNA
repair393'453'454.

To test whether increased mobility of the DNA could be, at least partly, responsible for the increased
mobility of HU-mEos4b after UVC irradiation, we monitored the mobility of the DNA in non-
irradiated and irradiated DR cells (1.9 KJ/m?, 1 hour of recovery) with fluorescently labeled oriC and
ter sites (Figure 3.73). Fluorescent labeling of the oriC and ter loci was achieved using the parS/ParB
system as published previously3’%*'!, Fluorescently labeled loci appeared as bright foci which could
be localized and tracked like single molecules in sptPALM. Tracking of the oriC and ter foci was
performed using a frame time of 1 s and 10 W/cm? 488 nm light (100 ms exposure time). Under
these conditions, foci could be imaged for approximately 100-200 frames before bleaching.
Detection of the foci by Thunderstorm, however, was relatively poor due to a high fluorescence
background arising from freely diffusing ParB-GFP molecules, resulting in the recontruction of many
short tracks (~15-30 frames). More efforts are required to optimize the sample preparation and
analysis pipeline to extract high-quality long tracks or oriC and ter foci. Cells were co-labeled with
HU-mCherry for visualization of the nucleoid.
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Figure 3.73 DNA mobility in non-irradiated and irradiated DR cells. A) Representative tracks of the oriC and ter
foci (purple) in non-irradiated (NIR) and irradiated (UVC, 1.9 KJ/m?) cells after 1 hour of recovery. Cells were co-
labeled with HU-mCherry for visualization of the nucleoid. B) Dapp distribution of the oriC and ter sites in non-
irradiated and irradiated cells after 1 hour of recovery fitted to a one-population model. Scale bar = 500 nm.
n=475-1000 tracks (~50-80 foci) from 2 experiments.

Figure 3.73A shows representative images of tracks from oriC and ter foci overlayed on fluorescence
images of the HU-mCherry labeled nucleoid. In non-irradiated cells, oriC foci were spread throughout
the nucleoids, while ter foci were mostly located in the center of dividing nucleoids, in line with
previous observations®”®. After irradiation, nucleoids were rounded and oriC and ter foci were
located at the edge or center of the rounded nucleoids. In both non-irradiated and irradiated cells,
the oriC and ter foci appeared mostly immobile (Dapp = ~5-6x10* um?/s) with no apparent difference
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between the non-irradiated and irradiated cells or the oriC and ter foci. Although these data are not
of high enough quality to conclude that there really exists no differences between these conditions,
they show that the mobility of the DNA is negligible compared to the increased mobility of HU-
mEos4b after irradiation (see the tracks in of HU-mEos4b Figure 3.72A), suggesting that the increase
in HU-mEos4b mobility is largely due to reduced interactions with the DNA. It should be noted that,
here, it is assumed that the diffusion of the oriC and ter sites is representative for the entire genome,
which might not be the case, expecially for the ter site, which has been proposed to be anchored to
the cell division machinery3*3%, This assumption could be addressed by tracking of other loci on the
genome.

3.2.5 Discussion

Stress-induced nucleoid remodeling in a wide-spread phenomenon in bacteria. Using a combination
of confocal imaging and sptPALM, we characterized the morphological changes of the nucleoid and
the dynamics of HU in the highly stress-resistant bacterium D. radiodurans during stationary phase
and in response to UVC-induced DNA damage. Imaging revealed that the nucleoid of D. radiodurans
adopts a rounded and compacted morphology during stationary phase and in response to UVC
induced damage. However, despite the morphological similarities, sptPALM showed that the
diffusion dynamics of HU are drastically different: while HU diffusion is decreased during stationary
phase, it is increased after exposure to UVC irradiation. Given that we did not detect notable changes
in DNA mobility after irradiation, the increased HU diffusion is likely due to reduced interactions with
the DNA. During the recovery from sublethal irradiation, HU diffusion gradually decreased until
reaching that of non-irradiated stationary phase cells 24 hours post-irradiation. On the other hand, in
cells irradiated with a lethal dose of UVC irradiation, HU diffusion remained increased up to 24 hours
post-irradiation.

Nucleoid compaction during stationary phase is believed to protect the genomic DNA from damage.
In E.coli, one of the key regulators of DNA compaction is Dps, which is drastically upregulated during
stationary phase3¥’. On the other hand, in D. radiodurans, which expresses 2 Dps variants, Dps1 is
present independent of the growth phase while Dps2 is upregulated in response to oxidative
stress*?424 It remains, thus, unknown how DNA compaction during stationary phase is regulated in
D. radiodurans. Our results indicate that, in D. radiodurans, HU is upregulated during stationary
phase and is tightly associated with the DNA (Figure 3.54C, Figure 3.55), which could suggest that HU
contributes to the increased compaction during stationary phase, possibly by polymerizing on the
genomic DNA, causing DNA stiffening and bundling®7-3%,

Nucleoid compaction in response to UVC irradiation is thought to stabilize the DNA and facilitate
repair. In UVC irradiated E.coli cells, the nucleoid has been shown to sequentially compact and
expand in a SOS dependent manner before cell division restarts3?%33, We observed a similar
morphological progression in irradiated D. radiodurans cells (sublethal dose, Figure 3.68). Obsbu and
Skarstad proposed that the initial phase of compaction serves to stabilize the DNA and repair double
stranded breaks, while repair of other lesions mainly happens during the decompacted stage®3. This
hypothesis is in line with studies in eukaryotic cells showing that the chromatin decondenses in
response to DNA damage to facilitate repair3®34>>, Although most cells appeared to recover from 1.9
KJ/m?2 UVC, the nucleoids of a fraction of the D. radiodurans cells remained dramatically
decompacted up to 24 hours (Figure 3.68). These cells were typically larger in size and lacked a
septum, suggesting the cell growth was initiated but cell division was blocked. Castro et al. showed
that E. coli cells that are deficient in DNA repair proteins reach the expanded nucleoid stage but are
unable to restart cell division after UVC irradiation, suggesting that DNA repair is required before cell
division is restarted®2. So presumebly, the D. radiodurans cells that maintained expanded nucleoids
were unable to repair all their DNA damage, prohibiting them from restarting cell division.
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Interestingly, acute nucleoid compaction and rounding was also observed in lethally irradiated DR
cells (Figure 3.69), suggesting that this acute compation is mostly a passive process, assuming that
the lethal dose of UVC almost instantly kills the cells. We propose that this passive response is
mediated by UVC-induced changes in cell metabolism and/or physico-chemical changes at the
protein (notably HU) and/or DNA level. For example, changes in transcription and translation activity
might contribute to the remodeling of the nucleoid after exposure to UVC, as arrest of transcription
and translation has been shown to have a big influence on the morphology of the bacterial
nucleoid*®%7, Aditionally, damage to the cytoskeleton might also affect the nucleoid organization
post-irradiation®®. Finally, it is tempting to speculate that the reduced interaction post-irradiation
between HU and the DNA contributes to the reorganiztaion of the nucleoid (Figure 3.67). Notably,
Bettridge et al. observed that mutations of HU, which reduce its interaction with the DNA (increased
diffusion), can lead to both nucleoid compaction and nucleoid expansion in E.coli depending on
which residues are mutated?®’®. It is important to note that, although the interaction between HU and
DNA appears to be reduced after irradiation, HU remains strictly associated with the nucleoid,
indicating that the interaction between HU and the DNA is not completely lost. Future work is
required to uncover how the interaction between HU and the DNA regulated. Previous studies
proposed that the interaction between HU and the DNA is regulated by phosphorylation and
acetylation3%43%537 \While phosphorylation has been shown to enhance DNA binding of HU3%,
acetylation is expected to reduce its affinity for DNA3®’, It will be interesting to investigate if HU is
modified in response to UVC irradiation, especially considering that the RDR has been reported to
include acetyltransferases*. In addition to modification of HU, UVC induced modifications of the
DNA (i.e. damage) might also influence the interaction between HU and the DNA post-irradiation.

Nucleoid expansion was not observed in the D. radiodurans cells irradiated with 12 KJ/m? UVC
(Figure 3.69). Instead, the nucleoids in these cells were often off-center and appeared to become
progressively smaller before disappearing completely (Figure 3.69D). Using simulation, Joyeux and
colleagues showed that the nucleoid preferentially locates at the edge of a bacterial cell, where the
curvature of the cell wall is the highest, suggesting that in healthy cells active processes keep the
nucleoid centered3?. In D. radiodurans, the ter loci of chromosome | has also been shown to be
specifically located at the centre of cells at all stages of the cell cycle until the final step of
cytokinesis, strongly supporting a model in which the chromosome is actively anchored by a yet
uncharacterized process to a specific position of the cell*”°. This active process might be impaired in
the strongly irradiated cells, causing the nucleoid to collapse and drift towards the edge of the cell.

In addition to the altered diffusion dynamics of HU, the expression levels of HU also appeared to be
changed after UVC irradiation. Imaging of HU-mCherry suggested that in response to sublethal
irradiation, HU is transiently upregulated (1 hour post-irradiation) after which it is downregulated (3-
9 hours post-irradiation) (Figure 3.68E). In eukaryotic cells, DNA damage has been shown to lead to
removal and degradation of histones, which has been proposed to enhance DNA mobility and
repair?®48, Given the histone-like functions of HU, it is conceivable that HU is downregulated for
similar reasons. This seems, however, in contradiction with the initial upregulation of HU shortly
after irradiation. Possibly, during the first phase of nucleoid compaction, high levels of HU are
required to stabilize the severely damaged DNA, while during the second expanded phase, when
severe lesions such as double stranded breaks have already been repaired, DNA stabilization is no
longer required to the same extend and HU levels are decreased to facilitate the repair of the other
lesions.
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Figure 3.74 Proposed model of stress-induced nucleoid remodeling in D. radiodurans. Schematics illustrating
the main nucleoid morphologies observed by confocal microscopy and the diffusion dynamics of HU as
measured by sptPALM in cells entering stationary phase and in response to sublethal and lethal doses of UVC
irradiation.

Besides the biological findings discussed above, this work also pinpointed a challenge for sptPALM
studies in bacterial cells, namely that the high level of confinement creates an apparent
heterogeneity in the diffusion of the molecules. Although this effect does not prohibit extraction of
useful information from sptPALM studies, it is important to be aware of this effect and not over-
interpret extracted data. In D. radiodurans, this effect might be further aggravated by the diversity of
nucleoid shapes.

In conclusion, our data show that, despite the morphological similarities, the mechanisms underlying
nucleoid remodeling in response to UVC irradiation and upon transition into stationary phase are
distinct. Figure 3.74 presents a tentative model of the different phases of nucleoid remodeling in D.
radiodurans in response to UVC irradiations. Further work is required to unravel the precise roles of
HU and investigate the involvement of other NAPs.
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4 Perspectives

Quantitative PALM presents a collection of powerful techniques that can provide insights into
macromolecular organizations and dynamics at the nanoscale in cellulo. Yet, the wide-spread
application of quantitative PALM techniques is limited by the complex photophysical behaviors of the
employed fluorophores and the need for sophisticated analyses. In this context, the aim of my PhD
work was to investigate these challenges, aiming to design strategies to facilitate quantitative PALM
experiments. To this end, my thesis consisted of two parts: the photophysical characterization of
phototransformable FPs, and the application of sptPALM to study stress-induced nucleoid
remodeling in D. radiodurans.

In conclusion of this work, Figure 4.1 shows a schematic of the workflow and requirements for the

development of improved PCFPs and experimental designs for quantitative PALM imaging,
highlighting current weaknesses and potential solutions. This scheme is further explained in the text

below.
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Figure 4.1 Development of improved PTFPs and experimental designs for quantitative PALM. A better
understanding of the photophysics of PTFPs may inform the rational design of better perfoming FPs and of
optimized experimental conditions, both of which could greatly benefit the application quantitative PALM.
Shown are the different steps and requirements for the development and application of such improved PTFPs
and experimental conditions. Questions marks highlight challenging steps/requirements, as also identified in
this thesis. Steps in which simulations could contribute are marked by ‘SMIS’, referring to the simulation
software developped in the lab. The different steps/requirements are discussed in more detail in the text below.

4.1 The complex photophysics of PTFPs hinder PALM experiments

The application of quantitative PALM methods is hindered by suboptimal fluorophore behaviors,
including blinking and incomplete photo-activation or -conversion.
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We showed that the applied 405 nm light intensity has a strong effect of the PCE of mEos4b, and
other PCFPs, due to modulation of green state heterogeneity at low intensities (< 1W/cm?, section
3.1.4.1) and due to nonlinear bleaching, possibly via the triplet state, at high intensities (10-100
W/cm?, section 3.1.3). This reduction of the PCE by 405 nm light is problematic for PALM imaging
because it lowers the effective labeling efficiency, lowering the achievable spatial resolution (Nyquist
criterion), and complicating counting experiments.

Furthermore, we showed that a short-lived non-fluorescent state lowers the apparent brightness of
the green state, and likely also the red state, of mEos4b (section 3.1.4.2), and that 405/488 nm light
promotes the formation of a non-fluorescent red state (section 3.1.4.3). The formation of short-lived
non-fluorescent states reduces the detected fluorescence signal in PALM experiments, thereby
degrading the localization precision, while the formation of longer-lived non-fluorescent states gives
rise to blinking, hindering single molecule counting and tracking.

Lastly, we reported on a novel photoswitching mechanism of rsEGFP2 at CT and showed that the
usage of 355 nm light, instead of standard 405 nm light, can improve the effective labeling efficiency
when and thereby the achievable spatial resolution in cryoPALM experiments (section 3.1.5).

Altogether, the findings from these photophysical studies add to our understanding of FP
photophysics and show how complex photophysical behaviors can impact (quantitative) PALM
experiments.

4.2 Building a refined photophysical model of mEos4b

Intensive photophysical and structural characterization of mEos4b revealed a variety of behaviors
that could not be explained by the existing photophysical model of mEos4b (see sections 3.1.3 and
3.1.4). Based on the findings presented in this thesis and existing literature on EosFP variants (and
related FPs), | propose an updated photophysical model of mEos4b (Figure 4.2 and Supplementary
Table 1).
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Figure 4.2 Refined photophysical model of mEos4b. Tentative photophysical model of mEos4b based on results
presented in this work and existing literature. See section 6.2.1 for an overview of all states. Arrows pointing
outside the model indicate bleaching. All light absorbing states can bleach but for simplicity only arrows
indicating nonlinear bleaching pathways are shown. The colors of the arrows reflect which commonly used
wavelengths induce the transition (purple: 405 nm; cyan: 488 nm; yellow: 561 nm; rainbow: various
wavelengths). Dotted arrows indicate thermal transitions. Dashed lines indicate fast equilibria (between anionic
and neutral chromophores). The thickness of the arrows reflects the relative rate or quantum yield of certain
transitions.

mEos4b is a green-to-red PCFP, also behaving as a (slow) negative RSFP in both its green and red
states. Photoconversion mainly occurs from the neutral green chromophore by excitation with near-
UV light. The exact photoconversion mechanism remains elusive, but based on NMR data we
propose that photoconversion mainly proceeds as shown in Figure 3.29. Residual photoconversion
may also occur from the anionic chromophore, possibly involving primed photoconversion as seen in
Dendra-like PCFPs%"%8, The green and red states of mEos4b are both prone to cis/trans isomerization,
with the trans state having a pKa of >>10 (= negative RSFP), affecting the photoconversion kinetics*
and causing long-lived blinks in single molecule expeirments (see e.g. Figure 3.12).

NMR experiments (section 3.1.4.1) revealed that the green state of mEos4b is heterogeous and
forms two structurally distinct states (A and B), which differ from each other in the protonation
status of E212 and the tautomeric state of H62. Detailed characterization revealed that the A/B
equilibrium can be modulated by pH and by 405 nm light, and suggested that photoconversion
mainly occurs from the A-state, while the B-state is more prone to bleaching. As a consequence of
the different photophysical characteristics of the A- and B-states, the PCE of mEos4b decreases with
increasing 405 nm light intenisties (MW/cm? range) due to increased population of the B-state
resulting in increased bleaching. A/B partitioning is not observed in the red state (recent data not
shown).

Given its high formation quantum yield (0.1-1%), long lifetime (~5 ms) and high light sensitivity8&1%,

the triplet state is expected to play a central role in the photophysical behavior of mEos4b. We found
that usage of high intensity 405 nm light (100 W/cm?) decreases the PCE of mEos4b, which we
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proposed is due to nonlinear bleaching involving an intermediate state formed from the neutral
chromophore (section 3.1.3). This intermediate state is expectedly the triplet state (or a down-
stream state). Furthermore, the triplet state of the green anionic chromophore is likely the starting
point of the formation of diverse dark/off-states causing blinking (Offss)?** and fast fluorescence
decay under continuous illumination (Offy, section 3.1.4.2). Similairly in the red state, the triplet
state expectedly presents an entance gate to various dark/off-states, including a 405 nm light
sensitive off-state formed from the anionic chromophore (Off4s, section 3.1.4.3.1) and a 561 nm
light sensitive off-state formed from the neutral chromop