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Abstract

The main objective of this thesis is to explore brain and artiĄcial neural network connectivity
from a graph-based perspective. While structural and functional connectivity analysis has been
extensively studied in the context of the human brain, there is a lack of a similar analysis
framework in artiĄcial systems. To address this gap, this research focuses on two main axes.

In the Ąrst axis, the main objective is to determine a healthy signature characterization of the
human brain resting state functional connectivity. A novel framework is proposed to achieve
this objective, integrating traditional graph statistics and network reduction tools to determine
healthy connectivity patterns. Hence, we build a graph pair-wise comparison and a classiĄer
to identify pathological states and rank associated perturbed brain regions. Additionally, the
generalization and robustness of the proposed framework are investigated across multiple datasets
and variations in data quality.

The second research axis explores the beneĄts of brain-inspired connectivity exploration of artiĄ-
cial neural networks (ANNs) in the future perspective of more robust artiĄcial systems develop-
ment. A major robustness issue in ANN models is represented by catastrophic forgetting when
the network dramatically forgets previously learned tasks when adapting to new ones. Our work
demonstrates that graph modeling offers a simple and elegant framework for investigating ANNs,
comparing different learning strategies, and detecting deleterious behaviors such as catastrophic
forgetting. Moreover, we explore the potential of leveraging graph-based insights to effectively
mitigate catastrophic forgetting, laying the foundations for future research and explorations in
this area.

Résumé

LŠobjectif principal de cette thèse est dŠexplorer la connectivité cérébrale et celle des réseaux de
neurones artiĄciels dŠun point de vue de leur connectivité. Un modèle par graphes pour lŠanalyse
de la connectivité structurelle et fonctionnelle a été largement étudié dans le contexte du cerveau
humain, mais un tel cadre manque encore pour lŠanalyse des systèmes artiĄciels. Avec lŠobjectif
dŠintegrer lŠanalyse de la connectivité dans les système artiĄciels, cette recherche se concentre sur
deux axes principaux.

Dans le premier axe, lŠobjectif principal est de déterminer une caractérisation de la signature saine
de la connectivité fonctionnelle de repos du cerveau humain. Pour atteindre cet objectif, une
nouvelle méthode est proposée, intégrant des statistiques de graphe traditionnelles et des outils de
réduction de réseau, pour déterminer des modèles de connectivité sains. Ainsi, nous construisons
une comparaison en paires de graphes et un classiĄeur pour identiĄer les états pathologiques et
idéntiĄer les régions cérébrales perturbées par une pathologie. De plus, la généralisation et la
robustesse de la méthode proposée ont été étudiées sur plusieurs bases de données et variations
de la qualité des données.

Le deuxième axe de recherche explore les avantages de lŠintégration des études de la connectivité
inspirée du cerveau aux réseaux de neurones artiĄciels (ANNs) dans la perspective du développe-
ment de systèmes artiĄciels plus robustes. Un problème majeur de robustesse dans les modèles
dŠANN est représenté par lŠoubli catastrophique qui apparaît lorsque le réseau oublie dramatique-
ment les tâches précédemment apprises lors de lŠadaptation à de nouvelles tâches. Notre travail
démontre que la modélisation par graphes offre un cadre simple et élégant pour étudier les ANNs,
comparer différentes stratégies dŠapprentissage et détecter des comportements nuisibles tels que
lŠoubli catastrophique. De plus, nous soulignons le potentiel dŠune adaptation à de nouvelles
tâches en contrôlant les graphes aĄn dŠatténuer efficacement lŠoubli catastrophique et jetant ainsi
les bases de futures recherches et explorations dans ce domaine.
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4 Contents

The brain is certainly one of the most investigated human organs and still remains
one of the most cryptic. Understanding how the brain works is one of the greatest
challenges of current neuroscience with multiple implications across diverse disciplines
such as: anatomy, psychology, clinical neuroscience, but also philosophy, ethics, and
more contemporary domains such as neuromorphic computing, automated systems,
and artiĄcial intelligence.

In a clinical perspective, the progress of technology and the advancement of imaging
techniques have given the possibility to obtain an accurate and precise reproduction
of the brain anatomy, including neurons and blood vessels, together with a real-time
monitoring of brain functionality with signiĄcant impacts on human health.

These advances manifest in a spectrum of applications. To name a few, they range from
the application of artiĄcial intelligence algorithm for the analysis of computed tomog-
raphy scans for traumatic brain injury patients (Brossard et al. 2021), the integration
of uncertainty estimation into sclerosis lesion segmentation (Lambert et al. 2022), to
the pioneering development of magnetic resonance Ąngerprinting protocols (Christen
et al. 2014; Delphin 2022), or to the innovative use of microbubbles with ultrasound
to breach the blood-brain barrier and design new drug transport (Meairs et al. 2007).
Certainly, the use of advance methods to assist clinicians in their work is of particular
interest to obtain accurate and early diagnosis, as it happens in breast cancer detection
(Yoon et al. 2023), providing the development of new disease biomarkers.
However, an autonomic diagnosis tool alone does not equate to a comprehensive un-
derstanding of disease mechanisms, which remains of crucial importance for treatment
reĄnement.

From this point of view, the emergence of network neuroscience holds great promise
for its ability of providing a simple model for brain exploration. Certainly, the brain
naturally acts as a network, both structurally and functionally and at different ag-
gregation scales: synapse connections among single neurons, interconnections among
neuronal regions, and cooperative connections among hemispheres. All these types
of relations can be elegantly modeled as graphs on which well-founded mathematical
deĄnitions Ąnd a natural application. The use of such a graph model particularly
for functional connectivity exploration can provide fascinating results and advance our
comprehension of brain mechanisms under diverse states. When coming to the study of
neurological disorders, network neuroscience can be crucial for identifying speciĄc non-
invasive biomarkers and for the deĄnition of new therapies. For instance, in Alzheimer
and Parkinson disease or for region mapping before surgical intervention (Fox et al.
2010; Du et al. 2018; Zhang et al. 2021; Oujamaa 2020; Nandakumar et al. 2021).

It is no coincidence that deep learning models simulating brain information processing
are organized into networks. These artiĄcial neural networks comprise multiple units
or neurons and are constructed with increasingly complex and intricate structural ar-
chitectures. Since their introduction, artiĄcial neural networks (ANNs) have been
developed to emulate the information processing, learning, and decision-making mech-
anisms of biological neural systems and have been studied with the aim of addressing
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fundamental questions about how humans perceive the world, store and recall infor-
mation, and how this information inĆuences their behavior (Rosenblatt 1958; Bengio
et al. 2015; Hassabis et al. 2017).

With this purpose, many research laboratories actively work towards creating ANN
models that resemble the human brain more closely (Stanford ArtiĄcial intelligence
Laboratory, Center for Brains, Minds, and Machines, Google Brain, etc.).

The integration of neuroscience and artiĄcial intelligence extends beyond the develop-
ment of brain-inspired neural network systems and bio-inspired algorithms (Hassabis
et al. 2017). From neuroscience to artiĄcial intelligence, the study of the brain can
lead to the design of more robust, interpretable, and explainable artiĄcial systems.
In fact, many algorithms Ąnd inspiration in natural intelligence or are constrained to
learn through human-features (Klyuzhin et al. 2022; Ilyas et al. 2019). On the oppo-
site direction, contributions of artiĄcial intelligence into neuroscience allows to read the
human mind, with the development of recent models able to reconstruct images from
human brain activity recorded during functional magnetic resonance imaging (Takagi
et al. 2023; Nishimoto et al. 2011; Poldrack 2011; Mensch et al. 2021; Zhang et al.
2022b) or to Ąnely understand how information is processed in different brain areas
(Bashivan et al. 2019; Kanwisher et al. 2023).

In light of this productive integration and exchange between neuroscience and artiĄcial
intelligence, the Multidisciplinary Institute of ArtiĄcial Intelligence in Grenoble dedi-
cates a research axis to the development of robust and understandable Neuromorphic
systems by leveraging psychology, cognitive science, informatics, neuroscience, neu-
roimaging, mathematics, and statistics. It is within this overarching framework that
this Ph.D. project Ąnds its roots, spanning both the Neuroscience Institute of Greno-
bleŠs Functional Neuroimaging and Brain Perfusion team and the Laboratoire Jean
KuntzmannŠs Statify team, with collaboration with the Psychology and Neurocogni-
tion Laboratory LPNC.

Particularly, the general scope of this thesis is to provide a network-science perspec-
tive for neuroscience into the analysis of human brain functional connectivity
networks, and for a brain-inspired artificial neural networks robustness assess-
ment.

Both branches share the development of innovative network analysis tools allowing an
original integration.

The former research branch, concerning human brain functional connectivity explo-
ration, aims to ultimately establish a network signature of a population group, to
enhance our comprehension of the underlying brain mechanisms implicated in patho-
logical dysfunction and possibly reĄning the nosology of brain disorders. To achieve
this objective, a novel framework is proposed, integrating established graph statistics
and network reduction tools, to determine connectivity patterns. Hence, we build a
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graph pair-wise comparison and a classiĄer to identify pathological states and rank
associated perturbed brain regions.

The latter research branch, concerning ANNs, speciĄcally addresses artiĄcial intelli-
gence robustness issue by developing a brain-inspired framework of analysis to detect
the occurrence of catastrophic forgetting. While the connectivity of the brain has
been extensively studied and modeled, there is a limited number of works conducted
in this area for ANNs and our proposal lays the foundation for future research and
explorations in this area.

Following this main division, the present dissertation is organized into two main parts
dedicated to these two distinct research axes.

The Ąrst part begins by contextualizing and providing background on functional brain
connectivity graph modeling. It reviews the state-of-the-art in this domain and in-
troduces the principal research questions. Chapter 1 also includes a concise recall of
graph theory deĄnitions. Chapter 2 introduces our main contribution, by giving its
motivations and culminating in the deĄnition of an innovative nodal equivalence rela-
tion for characterization of individual graph and graph collections at both global and
local scale. Chapter 3 demonstrates the beneĄt of our proposal in four applications
in human functional connectivity: characterizing generative synthetic data and real
data, analyzing healthy subjects, developing a pathological classiĄer, and exploring
data qualityŠs inĆuence on local characterization.

The second part of this manuscript is dedicated to artiĄcial neural network systems.
Chapter 4 introduces the robustness challenges in the development of artiĄcial intel-
ligence systems, focusing into the paradigm of continual learning and reviewing the
existing strategies and scenarios in this context. Subsequently, Chapter 5 proposes a
brain-inspired approach to analyse feedforward neural network by the development of a
resting state graph model for ANNs. The Ąnal chapter, Chapter 6, applies our approach
to characterize and explore different continual learning strategies on two architecture
and image recognition tasks.

The appendix supplements our work with related studies, including investigations into
data-quality considerations in functional brain connectivity in a topological data anal-
ysis fashion and the application of a graph-based model for the detection of adversarial
attacks in ANN models.
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Human Brain Connectivity





Chapter 1

Context and Background

Abstract
In this chapter, we delve into the analysis of functional connectivity (FC) studies, with
a special focus on methods adopting a graph perspective. We show the diversity across
studies and the resulting controversies on results. We introduce graph-theory concepts
and graph descriptor commonly considered in functional connectivity studies. We em-
phasize the significance of interpretability and explainability in FC analysis, highlight-
ing their role in understanding underlying physio-pathological mechanisms. We define
these concepts in the context of the multilevel abstraction present in graph-based meth-
ods. Furthermore, we present generative network models that serve as effective tools
for the comparative assessment of real data against synthetic counterparts. Finally, we
identify the requirements for a comprehensive FC analysis framework, emphasizing in-
terpretability, adaptability, group characterization, individual differences tracking, and
local perturbation detection.
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1.1. Functional Connectivity 13

1.1 Functional Connectivity

The human brain represents only 2% of the total body mass, yet it is remarkably
energy-demanding, consuming 20% of the bodyŠs energy even at rest (Rolfe et al. 1997;
Fox et al. 2010). Neurons require oxygen and glucose for their activity, which are not
stored directly in the cells, and instead supplied through blood Ćow. When neurons
are activated, nearby capillaries experience increased blood Ćow to meet the energy
demands. This results in a localized change of brain oxygenation levels which can be
detected by functional magnetic resonance imaging (fMRI). Introduced in the early
1990s, fMRI captures the blood oxygen level-dependent (BOLD) signal as measure of
brain activity (Ogawa et al. 1990; MansĄeld et al. 1977; Pauling et al. 1936; Kwong
2012). The increase in the oxygenated hemoglobin alters the local magnetic properties
of the blood, which can be detected by the fMRI scanner (Fig.1.1). The BOLD signal
is commonly used to create activation maps, showing which brain regions are involved
in speciĄc tasks or responding to stimuli (Lv et al. 2018). Broadly, fMRI Ąnds nu-
merous applications in neuroscience and clinical studies, for instance in the detection
of pathologies, or the design of new treatments (Fox et al. 2010; Wang et al. 2010;
Bobholz et al. 2007).

Figure 1.1 – Principle of fMRI: when neurons are activated, nearby capillaries
respond by increasing blood Ćow to meet the energy demands. This results in
a localized change in brain oxygenation levels, causing variations in the magnetic
properties of blood. By quantifying these magnetic Ąeld changes, fMRI can mea-
sure the Blood Oxygen Level-Dependent (BOLD) signal, providing a non-invasive
method to visualize and study brain activity. Adapted from Karunakaran et al.
2021.

fMRI allows to study brain activation during speciĄc tasks and to acquire brain images
while the scanned subject is at rest, letting the mind wandering and without perform-
ing any speciĄc task. Resting state fMRI (rs-fMRI) has gained attention since it allows
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to scan patients who may struggle with task-based instructions, such as those with
neurological or psychiatric conditions or pediatric patients.

In the analysis of rs-fMRI we can distinguish two different approaches: functional seg-
regation and functional integration1 (Lv et al. 2018; Friston 2011). The former focuses
on understanding the speciĄc local functions of individual brain regions with the objec-
tive of associating to each region a particular function. On the other hand, functional
integration analyses the brain in terms of the relationships or connectivity between
different brain areas, considering the whole brain as an interconnected network. Our
work adopts an integration point of view and explore the statistical dependencies or
correlations between the activity of different brain regions. We call this functional
connectivity (FC).

There are multiple metrics and methods currently used for functional connectivity stud-
ies: independent component analysis (ICA), seed-based FC analysis and graph-based
analysis (Lv et al. 2018; Friston 2011; Van Den Heuvel et al. 2010).

ICA is a data-driven technique used to identify independent components in brain activ-
ity. It aims to separate the brain data into independent sources that represent distinct
functional networks. While ICA can be effective in identifying individual components,
it may not provide a comprehensive view of the whole brain network and its global
properties (McKeown et al. 1998; Calhoun et al. 2009; Zuo et al. 2010; Varoquaux
et al. 2010b; Beckmann et al. 2004; Calhoun et al. 2001).

Seed-based FC analysis involves selecting a speciĄc brain region - named the seed - and
examining its functional connectivity with other regions in the brain. This method is
useful for investigating the connectivity of a speciĄc region of interest. However, it
focuses on pairwise connections and may not capture the complex interactions and
global properties of the entire brain network (Biswal et al. 2010; Joel et al. 2011; Tang
et al. 2021; Job et al. 2020; Bluhm et al. 2009; Fox et al. 2005; Fox et al. 2007).
Here, we assume a network perspective and adopt a graph-based analysis approach
(Sporns 2016; Bullmore et al. 2009; Mheich et al. 2020; Bassett et al. 2017b; Smith
et al. 2011; Vico Fallani et al. 2014). In this approach, the brain is modeled as a graph,
a properly deĄned mathematical object which allows to encode the relationships among
multiple units. Particularly, in our work, units represent brain regions and their rela-
tionships is encoded in edges.

This model offers several advantages, allowing to analyze the topology of brain net-
works, investigate local and global properties, and explore functional relationships be-

1Note that here we refer to segregation and integration at the brain level. The same concepts can
be found when considering a network model, see Def.1.13, Def.1.14 in Sec.1.2.3
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ciĄc brain regions deĄned a priori. This approach enables the comparison of graph
instances among different subjects while preserving regional identity, making it par-
ticularly useful for clinical studies. Another approach is to deĄne vertices based on
previously-speciĄed coordinates and to include nearby voxels within the region, or
even to consider each voxel as graph node.

On the other hand, data-driven approaches employ clustering algorithm or dictionary
learning to deĄne regions of interests, without prior anatomical information (Abraham
et al. 2013; Varoquaux et al. 2011; Bhanot et al. 2019).

The second requirement for graph-modeling is given by the edge deĄnition, correspond-
ing to the choice of an estimator of FC interaction among brain regions. An established
way to quantify the strength of interaction between a pair of regions is given by the
Pearson correlation coefficient between signal of aggregated regions (Hlinka et al. 2011.
The used of Pearson correlation implicitly assumes that the temporal order of the sam-
ples within each time series and their mutual interaction can be disregarded. Other
methods adopt partial correlations, tangent space of covariance matrices, mutual in-
formation, etc (Smith et al. 2011; Dadi et al. 2019; Richiardi et al. 2013).

In the following, we adopt as FC estimator the Pearson correlation at a speciĄc fre-
quency scale, obtained by the application of the discrete wavelet transform (Achard
et al. 2006; Achard et al. 2012). The discrete wavelet allows to decompose each fMRI
time series into a set of compactly supported basis functions that are uniquely scaled
in frequency and located in time. The use of wavelets considers the long-memory prop-
erties of fMRI time series and produces estimation with known variances based on the
number of data points at each scale.

Recently, methods have been developed to simultaneously account for noise and intra-
regional correlation impact, i.e. the correlation of signals within a region, on the
inter-regional correlation estimation (Lbath et al. 2023; Achard et al. 2020).

After estimating functional connectivity using graph-based approaches, some authors
apply a graph-Ąltering procedure to reĄne the network representation (Vico Fallani et
al. 2014; De Vico Fallani et al. 2017; Achard et al. 2006; Achard et al. 2007). This step
aims to select the most important weights and determine an unweighted graph, which
can be crucial for better interpretation the underlying brain connectivity patterns.

Various Ąltering procedures exist, and they can vary across studies. Some methods are
based on topological properties of the graph to identify the most signiĄcant connec-
tions (Bordier et al. 2017; Chen et al. 2008; Achard et al. 2006; Ferrarini et al. 2009).
Others focus on determining a unique connected component within the graph, ensur-
ing that all nodes are connected and form a coherent network (Bassett et al. 2006a).
Proportional thresholding is another common technique, where a threshold is applied
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intelligence, it is not surprising that such classiĄcation methods are based on machine
learning techniques: systems which learn directly from data in order to take decision
without speciĄc instructions (Valliani et al. 2019; Du et al. 2018).These methods offer
notable beneĄts, as they can uncover subtle patterns emerging directly from data that
might not be apparent through traditional analyses. A commonly approach within clas-
siĄcation methods employs machine learning algorithms trained on a set of extracted
graph features (Richiardi et al. 2013; Craddock et al. 2009).

Other classiĄcation methods directly deĄne a similarity score or a network pair-wise
distance and apply it to cluster or classify different brain states (Wills et al. 2020).
Finally, the development of network embedding and graph neural network (GNN)
methods has also found captivating applications within network neuroscience. Nu-
merous existing techniques have now embraced GNNs to classify different brain states
(Bessadok et al. 2022a). Network embedding methods aim to represent nodes in a
graph as low-dimensional vectors while preserving a speciĄc proximity function. By
transforming nodes into continuous vector representations, network embedding facili-
tates the application of existing machine learning algorithms on graph data. GNNs can
also be interpreted as network embedding methods, since they provide a low-space rep-
resentation of a graph into a latent space. With respect to classic network-embedding
methods, the hidden representation is optimized for the speciĄc classiĄcation task.

The diversity in FC analysis methods is accompanied by a multitude of studies that
are grounded in varying FC estimation and acquisition parameters. To provide an
overview of this diversity, we present in the following subsection the outcomes of a
PubMed literature search.

1.2.1 PubMed Literature Search

A literature search has been conducted on PubMed on the 30th September 2021 using
the query: (resting state) graph fMRI connectivity (comparison OR prediction). The
results were Ąltered from 2016 to 2021, two reviews paper were discarded, together
with studies concerning small animals or task MRI, resulting in a total of 196 entries.
Full results can be found in Tab. A.1 in Appendix A. Among the results 58% of the
papers apply classical statistical methods, while 24% use a classiĄcation-based method
(See Tab. 1.1)

To give an idea of the data variability in pre-processing and acquisition parameters,
we extract magnetic Ąeld, repetition time, number of acquired volumes and scanning
time, and eyes condition (open, closed, or cross-Ąxing). Concerning the network model
after the pre-processing step, we select the considered frequency band and the chosen
regions deĄnition if given by pre-deĄned atlas. Finally, we collect the number of sub-
jects, the analyzed group labels, and the data availability. These details were manually
extracted from the text. To envisage an automatic extraction process, it is essential
to establish a standardized format for presenting data, ensuring enhanced comparabil-
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Besides, the eyes condition at the scan can not be discarded. Generally, there are three
different possibilities: subjects are instructed to close their eyes, to keep their eyes
open or to Ąx a colored cross in a screen. Studies have been conducted for assessing
the difference in brain connectivity depending on the eye condition at scan (Zou et
al. 2015; Patriat et al. 2013; Barry et al. 2014; Petro et al. 2022; Yuan et al. 2014;
Agcaoglu et al. 2019), demonstrating the need of a standard acquisition method to
improve studies comparability and data pooling .

This diversity hampers study results comparison and multi-site functional connectivity
data sharing. To cite a dramatic example, we report a review on ParkinsonŠs Disease
where different resting-state functional connectivity conditions results into contradic-
tory conclusions. These results are reported in Tab. 1.2 adapted from Tessitore et al.
2019.
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Table 1.2: Summary of the methods and results from the studies on Parkinson
disease which adopt a graph-based analysis included in the review by Tessitore et
al. 2019. PD: Parkinsonian patients HC: healthy controls.

Reference Subjects Main Ąndings

Sang et al.
2015

26 early PD 30
HC

Decreased global efficiency in PD compared to
HC. Increased nodal centrality in bilateral pal-
lidum, inferior parietal lobule, and medial supe-
rior frontal gyrus, and decreased nodal centrality
in caudate nucleus, supplementary motor areas,
precentral gyrus, and middle frontal gyrus in PD
compared to HC

Berman et al.
2016

19 PD 16 HC
Increased local efficiency in central executive net-
work and salience network.

Fang et al.
2017

26 early PD 19
HC

Decreased nodal degree, global efficiency, local
efficiency and characteristic path length within
the Sensorimotor network (SMN) and visual net-
work in PD compared to HC. Higher nodal de-
gree, global efficiency and local efficiency, and
lower characteristic path length within default
mode network (DMN) and cerebellum in PD
compared to HC. Lower cluster coefficient in tha-
lamus and caudate nucleus in PD compared to
HC

Suo et al. 2017 153 PD 81 HC

Decreased clustering coefficient, global efficiency,
and local efficiency, and increased characteristic
path length as well as decreased nodal central-
ities in the SMN, DMN, and temporal-occipital
regions in PD compared to HC

De Schipper et
al. 2018

107 PD 58 HC

Increased eigenvector centrality within fron-
toparietal regions in PD compared to HC. In-
creased connectivity in the SMN and VN in PD
compared to HC

Hou et al. 2018
20 early akynetic
PD 20 HC

Lower nodal centralities in the occipital lobe and
areas of the limbic system and higher nodal cen-
tralities in frontal and temporal regions in PD
compared to HC

Tuovinen et al.
2018

16 early PD 16
HC

At baseline, increased connectivity between cere-
bellum and SMN as well as decreased connectiv-
ity between motor regions and cingulate cortex in
PD compared to HC. At 1.5 years follow-up, in-
creased cerebellum connectivity within itself and
to the caudate nucleus, thalamus and amygdala
in PD compared to HC
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In recent times, a consensus protocol for functional connectivity analysis has been es-
tablished for the brain of rats (Grandjean et al. 2023), which provides a standardized
and reliable methodology for analyzing functional brain networks in rats. Similarly,
efforts are being made to reach a consensus protocol for human brain functional con-
nectivity analysis, which would ensure the comparability and repeatability of results
across different studies (Wang et al. 2023a; Botvinik-Nezer et al. 2020).

Concerning modeling steps for fMRI, we point out the work by Dadi et al. 2019 which
proposes a comprehensive analysis of the impact of the main choices in terms of dis-
crimination power. However, the work does not consider graph-based approaches for
functional connectivity analysis.

Given the advantages of graph-based approaches in studying brain networks, future re-
search needs to investigate the impact of different choices on graph representations of
functional connectivity networks. This could involve exploring the inĆuence of various
graph construction methods, graph Ąltering procedures, and graph theoretical metrics
on the discriminative power and interpretability of the resulting network representa-
tions. Such an analysis would contribute to a more comprehensive understanding of the
methodological choices that impact the study of brain connectivity using graph-based
approaches.

1.2.2 Recall Graph-Theory

In this section, we introduce the adopted graph notation, more details on graph-theory
can be found in the works by Newman 2012; West et al. 2001; Van Steen 2010; Barabási
2013. A visualization of the main graph descriptors can be found in Fig. 1.6.
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Figure 1.6 – Visualization of common graph descriptors classically considered in
FC studies. (a) Standard deĄnition of node and edges, (b) visualization of regular,
small-world and random graph regime, (c) extreme example of the considered nodal-
statistics. Adapted from Jacunski et al. 2013

Definition 1.1 (Graph). A graph G is a pair G = (V , E).
Here, V is a set of vertices or nodes. Each node represents a unit of the network we
are considering.
E ⊆ V × V is the set of edges among the nodes, encoding the presence of a special
relationship among pairs of units.

Within the context of FC network modeling, each node represents a region of the brain.

Definition 1.2 (Weighted Graph). A graph G is said to be weighted when it is
equipped with a weight function W : E → R

+
0 which associates to each edge a value.

This value reĆects the magnitude or strength of the encoded relationship.

In the following, we will deal with unweighted graphs: we can interpret unweighted
graphs as special case of weighted graphs where each edge is assigned the same weight,
which is equal to 1.

Definition 1.3 (Directed Graph). A graph G is a said to be directed if its edges e ∈ E
are ordered pair of nodes (u, v) u, v ∈ V , representing a connection from vertex u to
vertex v.

Definition 1.4 (Undirected Graph). A graph G is said to be undirected when each link
represents a bi-directional relationship. e ∈ E is then a pair of nodes e = ¶u, v♢ u, v ∈
V encoding the presence of a connection among the vertices u, v.
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In this context of FC networks, the pairs of nodes are not ordered, thus, the consider
graphs are undirected. In the following, the terms vertex, node, and unit are used
interchangeably, as are the terms link and edge.

Definition 1.5 (Adjacency Matrix). The adjacency matrix A of an unweighted graph
G, is a binary matrix deĄned as follows:

A = (auv)u, v∈V =





1 if ¶u, v♢ ∈ E
0 otherwise

For an undirected graph A is symmetric.

The adjacency matrix is one of the ways to represent a graph which directly encodes
the presence of edges.

Definition 1.6 (Node Neighborhood). We deĄne the nearest-neighborhood, Ąrst-order
neighborhood, or simply the node neighborhood of node u as the set N (u), which
includes all nodes connected to u.

We denote N the cardinality of V .

Definition 1.7 (Complete Graph). A graph is complete if every pair of distinct vertices
is connected by an edge. A complete graph of N nodes has exactly

(
N
2

)
= N(N−1)

2
. Each

nodeŠs neighborhood in a complete graph includes all the other nodes.

Definition 1.8 (Graph sparsity). We refer to graph sparsity as the ratio between the
number of edges in the graph and the number of all possible edges among the set of
nodes:

Sparsity =
♣E♣(
N
2

) .

A graph whose Sparsity = 1 is the complete graph and vice versa.

Definition 1.9 (Path on a graph). In a graph, a path is an ordered sequence of vertices
(v1, v2, ..., vk) where each consecutive pair of vertices is connected by an edge.
The length of a path in a graph is one less than the number of vertices it includes:
Length(v1, v2, ..., vk) = k − 1. This corresponds to the number of edges a walker on
node v1 needs to cross to reach node vk.
A path is said to be a cycle if it starts and ends at the same vertex, while traversing
only distinct vertices in between.

Definition 1.10 (Minimum Path Length). Given a graph G, the minimum path length
between two vertices u and v is the smallest number of edges a walker must traverse
to move from vertex u to vertex v.
A path from u to v of length the minimum path length between u and v is said a
shortest path between u and v.
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If no path exists between node u and v, we say node u is unreachable from v and
conversely. In such case, we set their minimum path length to +∞.

Definition 1.11 (Completely Connected Graph). A graph G is said to be completely
connected (or simply connected) if the minimum path length between every pair of
distinct vertices is Ąnite.

Definition 1.12 (Minimum Spanning Tree). A minimum spanning tree (MST) of a
graph is a subset of its edges which identiĄes a sub-graph connecting all its vertices
without any cycles and having the lowest possible total edge weight.
A graph can admit many MSTs.

1.2.3 Classical Statistical Comparison

A classical statistical comparison analysis can concern global or local graph descriptors.
As global-level statistic, we report the notions of global and local efficiencies which are
commonly used to quantify the small-worldness of functional networks (Bassett et al.
2006b; Bassett et al. 2017a; Liao et al. 2017; Achard et al. 2007).

Global Descriptors

The concept of small-world network was originally introduced by Watts et al. 1998 and
used to characterize networks which exhibit a good balance between short-distance con-
nections among neighbors nodes and long-distance connections between non-proximal
nodes.

Definition 1.13 (Global Efficiency). We deĄne the global efficiency of a graph G as:

Eglobal(G) =
1

N(N − 1)

∑

u ̸=v∈V

1
Lv,u

(1.1)

where Lu,v is the minimum path-length between node u and v.

Definition 1.14 (Local Efficiency). The local efficiency of a graph G is computed as
the mean over all nodes of the node efficiency Enodal(u):

Elocal(G) =
1
N

∑

u∈V

Enodal(u) =
1
N

∑

u∈V

1
NN (u)(NN (u) − 1)

∑

j ̸=k∈N (u)

1
Lj,k

(1.2)

where N (u) is the set of nodes that are nearest-neighbors of the u and NN (u) = ♣N (u)♣.

Global efficiency in a network quantiĄes the network capacity for efficient information
transfer across all nodes, potentially at high distance. The global efficiency reĆects
network information integration. On the other hand, local efficiency focuses on neigh-
borhood communication and can be interpreted as a measure of network segregation,
i.e. the presence of node groups highly connected among them with short-distance
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paths (Sporns 2013; Deco et al. 2015). By considering global and local efficiency mea-
sures, networks can be categorized into three types: regular networks exhibit high local
efficiency and low global efficiency, random networks show low local efficiency and high
global efficiency, while small-world networks strike a balance between both efficiencies,
positioning themselves between regular and random networks (Fig. 1.6 (b) ).

Global and Local Efficiency in FC: small-world brain networks. Human brain
FC networks studies - and more broadly various brain networks, even spanning different
species- report a small-world topology (Watts et al. 1998; Achard et al. 2006; Bullmore
et al. 2009; Wang et al. 2009; Bassett et al. 2010; Rubinov et al. 2015; Varoquaux et al.
2012). This organization is hypothesized to emerge from the evolutionary process to
simultaneously optimize the cost of neuronal resources and the efficiency of information
transmission (Bullmore et al. 2012; Samu et al. 2014). Notably, connections among
anatomically adjacent brain regions are preferred to optimize the resource cost, while
long-distance connections are required for faster information integration (Vértes et al.
2012; Chen et al. 2013b).

Finally, we refer to nodal statistics on a graph as any possible application on the set of
nodes of the graph sG : V → s(V), which is a function of the adjacency matrix. Given
a nodal statistics, its graph average corresponds to a global graph descriptor and we
denote it as

s̄(G) =
1

♣V♣
∑

v∈V

sG(v) (1.3)

Local Descriptors

In the following deĄnitions (Def. 1.15-1.20), we report nodal statistics commonly used
in functional connectivity studies (Hallquist et al. 2018; Richiardi et al. 2013; Mheich
et al. 2020). These nodal statistics can be associated with small-world properties of
human brain (Liao et al. 2017) or with its modularity structure (Bullmore et al. 2009).
A supporting visualization can be found in panel (c) of Fig. 1.6.

Definition 1.15 (Degree). The degree of a node v represents the number of edges
incident to the node

deg(v) =
∑

u∈V

avu.

Definition 1.16 (Degree distribution). The degree distribution P (k) is the ratio be-
tween the number of nodes with degree equals to k and the total number of nodes
N .

The degree and the degree distribution are among the fundamental graph descriptors
that are commonly analyzed to understand the connectivity and structural characteris-
tics of a network (Newman 2003; Newman et al. 2001; Broido et al. 2019; Albert et al.
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2002).

Degree in FC: brain networks exhibit hubs. The nodal degree in FC networks
is frequently employed to identify speciĄc hub regions. These hubs are characterized
by having a signiĄcantly high number of connections - or generally high centrality - in
the network (Cole et al. 2010; Wang et al. 2010; Zuo et al. 2012). Numerous studies
provide evidence for the presence of these hub regions in human brain networks, which
serve to connect different parts of the brain (Power et al. 2013; Tomasi et al. 2011;
Van den Heuvel et al. 2013). The presence of hubs is reĆected in the heavy tail of
the observed degree distribution of FC networks (Liao et al. 2017; Bassett et al. 2008;
Achard et al. 2006; Bassett et al. 2017a; Heuvel et al. 2008; Eguiluz et al. 2005). A
signiĄcant portion of studies on FC networks report degree-based hub detection results
(Crossley et al. 2014; Guo et al. 2020; Hallquist et al. 2018; Saghayi et al. 2020b).

Definition 1.17 (Clustering coefficient). We deĄne the clustering coefficient of a node
v as a function of the number of triangles (i.e. group of three nodes) through the node
itself.

Cc(v) =
2T (v)

deg(v)(deg(v)− 1)
.

The clustering coefficient can be considered an alternative measure of nodal efficiency,
capturing network segregation by quantifying the presence of edges between pairs of
node neighborhoods (Watts et al. 1998; Newman 2009).

Clustering coefficient in FC: brain networks modularity. As the clustering
coefficient provides insights into how a node tends to form interconnected groups, its
average serves as a quantiĄcation of the networkŠs modularity. Modularity refers to the
extent to which a network can be divided into node groups that have a high number of
connections among themselves but few connections within each group. These groups
are referred to as modules. The presence of modules in brain networks reĆects the
localization of information in densely clustered nodes. The brainŠs modular structure
is counterbalanced by the presence of hubs, ensuring the maintenance of the small-
world network property for efficient communication (Liao et al. 2017; Ferrarini et al.
2009; Sporns 2013). The brainŠs modularity structure has also been extensively studied
(Laurienti et al. 2009; Ferrarini et al. 2009; Meunier et al. 2009; Chen et al. 2013a;
Bhanot et al. 2023) in network neuroscience. Within these studies, the clustering
coefficient and its average have been analyzed and applied to characterize different
brain states and conditions (Eguiluz et al. 2005; Richards et al. 2018; Sala-Llonch et
al. 2014; Bullmore et al. 2009; Saghayi et al. 2020b; Supekar et al. 2008; Zimmerman
et al. 2018).

Definition 1.18 (Betweenness centrality). We deĄne the betweennes centrality of a
node given σ(s, t), the number of shortest paths from node s to t, and σ(s, t♣v) the
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number of shortest paths from s to t through v as

B(u) =
∑

s,t∈V

σ(s, t♣u)
σ(s, t)

.

Betweenness centrality is especially valuable when examining how information traverses
a network model. Nodes with high betweenness centrality play a crucial role as bridges
for information Ćow, and their identiĄcation can highlight signiĄcant nodes in the
network (Freeman 1977).

Definition 1.19 (Closeness centrality). The closeness centrality measures the facility
of connection of a node with respect to all the other nodes in the graph and it is deĄned
as follows

Cs(v) =
N − 1

∑
u ̸=v d(v, u)

where d(v, u) the shortest-path distance between v and u

Withing the notion of closeness centrality, a central node is a node which is close to all
the other in the vertices set (Bavelas 1950).

Definition 1.20 (II-order centrality). The II-order or second-order centrality is deĄned
as the standard deviation of return times of a simple random walk starting in node v

S(v) = lim
M→∞

√√√√ 1
♣M − 1♣

M∑

k=1

Ξu(k)2 −
[ 1
M − 1

M∑

k=1

Ξu(k)
]2

with Ξu(k) the k-th return time of the simple random walk starting in u to u.

The second-order centrality was introduced to reevaluate the importance of node
bridges (Kermarrec et al. 2011), which facilitate information Ćow and connect dis-
tinct parts of a network, even if they are not strictly on the shortest paths (Fig. 1.6
(c)).

Centralities in FC networks: hubs detection. As previously mentioned, brain
networks are characterized by the presence of hub regions. A hub can be deĄned
as a vertex which occupies a central position among all other nodes in the network.
This central position might simply correspond to regions exhibiting a high number of
connections (Def. 1.15). However, the adopted deĄnition of centrality impacts the
identiĄcation of this central position. Different centrality measures may identify differ-
ent hubs with varying properties (Sporns et al. 2007; Rubinov et al. 2010; Zuo et al.
2012). The selection of these statistics is fundamental for hub detection within FC net-
works, particularly when the aim is to compare changes in hubs across different brain
states. This may require testing different nodal statistics separately to identify the one
that most effectively distinguishes between diverse groups, based on the speciĄc pathol-
ogy or task under consideration (Achard et al. 2006; Oldham et al. 2019; Achard et al.



30 Chapter 1. Context and Background

2012; Crossley et al. 2014; Power et al. 2013; Joyce et al. 2010; Drakesmith et al. 2015).

Finally, to conclude this section concerning statistical comparison method, we present
the deĄnition of hand-crafted index that provides motivations to our research. ItŠs
worth noting that various engineered indices have been presented in the literature.
Notably, the Graphlet Degree Vector, which investigate the presence of sub-patterns
within functional connectivity graphs to characterize healthy subjects (Finotelli et al.
2021b).

Here, we report the hub disruption index, introduced by Achard et al. 2012. This index
allows to detect differences between groups in the identiĄcation of hubs and their re-
organization (Fig.1.7). We reformulate the original deĄnition by explicitly mentioning
the dependence on s, the adopted centrality.

Definition 1.21 (s-nodal disruption). We notate a group of graphs having the same
vertices set as G = ¶Gk = (Vk, Ek) s.t. Vk = V♢ and, given a nodal statistics s, we
consider the group mean nodal statistics

sG(v) =
1
♣G♣

∑

Gk∈G

sGk
(v).

We deĄne the s-nodal disruption of the graph G having same nodal set, with respect
to the group of graphs G as

κs(v) = s(v)− sG(v) (1.4)

Definition 1.22 (Hub disruption index). Given the s-nodal disruption of a graph
G with respect to the group G, we deĄne the hub disruption index of G, κs(G), as
the coefficient of the linear regression of κs(v) as dependent variable and sG(v) as
independent variable

κs(v) = κs(G)sG(v) + β (1.5)

with β the value of κs(v) when the sG(v) = 0. A toy example of the computation of
κs(G) can be found in Fig. 1.7.
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The second category of classiĄcation methods under consideration relies on the use
of a graph distance or a similarity score (Mheich et al. 2020; Wills et al. 2020). The
use of graph distances and similarity scores determine an underlying metric space on
graphs, which allows to compute the individual distance between different subjects.
This permits the identiĄcation of clusters and the delineation of boundaries between
these groups. Despite the existence of numerous graph metrics, including those that
consider both structural and feature-based aspects simultaneously (Vayer et al. 2020;
Thual et al. 2022), there is currently no conclusive evidence regarding an optimal
distance metric to be employed in FC networks. Furthermore, there is a lack of graph-
metrics speciĄcally deĄned to handle brain graph.

Finally, the third group includes reduction tools such as network embedding or GNN
methods (Cui et al. 2018; Hamilton 2020; Schieber et al. 2017; Zhang et al. 2022c). A
network embedding is a dimensional reduction tool which maps a graph into a vector
space by preserving speciĄc graph features. Recently, the nodal embedding method
node2vec (Grover et al. 2016), which associates to each node a vector, was applied
to brain network characterization in Rosenthal et al. 2018. Embedding methods can
be applied to deĄne new network similarity (Nikolentzos et al. 2017) and being used
for pathological discrimination (Carboni et al. 2021a; Lostar et al. 2020; Morris et al.
2017) or brain network evolution prediction (Göktaş et al. 2020).

GNNs (Cheung et al. 2020; Hamilton 2020; Bronstein et al. 2017), also Ąnd applications
in network neuroscience (Bessadok et al. 2022a; Ménoret et al. 2017; Mhiri et al. 2020)
as tool to process graph-structured data. The basic operation in GNN consists in
aggregating feature vectors of the node neighborhood to update the node representation
across different layers (See Fig. 1.9).
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1.3.3 Barabási-Albert model

The Barabási-Albert model generates a graph Gn,m by favoring speciĄc attachments
(Barabási et al. 1999). It starts from a star graph of m + 1 nodes and attaches the
n − m − 1 remaining nodes to the m existing nodes with high degree. In that case,
the number of edges expected is given by the sum of the Ąrst m edges of the initial
graph with (n −m − 1)m edges created by attaching new nodes until the graph has
n vertices leading to the sparsity value equals to m(n−m)

(n

2
) . In this case, having Ąxed n

and the level of sparsity l, there are two possible choices for m, corresponding to the
solutions of

m2 −mn+ l

(
n

2


= 0.

The existence of real solutions to the previous equations is only guaranteed for l ≤ n2

4(n

2
)

and in that case, it always has two positive solutions. We considered both cases, re-
ferring to BA1 and BA2, respectively for the lower and the highest root. Due to
the constraints of existence of real solutions, all networks generated according to a
Barabási-Albert model are sparse (Del Genio et al. 2011).

1.3.4 Degree sequence preserving model (DSP)

The degree sequence preserving (DSP) model is based on the conĄguration model
(Barabási et al. 1999). In this case, we will build degree sequence preserving copy
of graph coming from real dataset. The construction is also constrained by a given
sparsity ration, thus, given the correlation matrix associated with a real graph and
given a sparsity ratio, we threshold the correlation matrix to obtain a binary version
with the number of edges corresponding to the Ąxed sparsity. Then, we extract the
degree sequence and randomly generate a new graph that preserves the given degree
sequence. Since the degree of each node is Ąxed, we obtain a synthetic graph which
has the same sparsity as its real version. In such a way, for all sparsity values we
considered, we obtain the synthetic graphs whose elements are the model version of
the corresponding real graphs. An example of the simulated DSP networks is shown
in Fig. 1.11.

1.3.5 Economical preferential attachment model (EPA)

The economical preferential attachment (EPA) model has been deĄned to reproduce
functional brain networks (Vértes et al. 2012). The probability of observing a connec-
tion between two regions, u and region v is given by

pu,b ∝ ( deg(u) deg(v))γ(du,v)−η

where deg(u) is the degree of node u and du,v is the Euclidean distance in anatomical
space between u and v. Since we want to generate network at Ąxed sparsity, given a
real network, we Ąrst extract its degree distribution. Next, we compute the pu,v of all
possible pairs of nodes and then we select the edges with highest probability until we
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the research Ąeld (Hallquist et al. 2018; Cwiek et al. 2022). We have identiĄed several
requirements for the development of a general analysis framework for FC networks:

• the framework should take into account existing and interpretable classical net-
work statistics;

• it should be adaptable to different type of pathologies or datasets, allowing for
the tuning or selection of appropriate graph statistics to suit speciĄc applications;

• the framework should enable group characterization, facilitating the comparison
of network properties among different populations;

• it should also be capable of tracking subject individual differences, acknowledging
the unique brain connectivity patterns exhibited by individuals;

• the framework should allow for local characterization, enabling the detection of
local perturbations or anomalies within brain networks.

While we recognize the importance of developing classiĄcation methods for automatic
diagnosis, our primary focus is not solely on competing for classiĄcation accuracy with
existing methods. Instead, we aim to design an approach that is both adaptable and
interpretable at group and individual level and at global and local network scale. This
approach, presented in the next chapter, aims to bridge the gap between classical
graph descriptors and advanced network classiĄcation techniques, ultimately providing
an original characterization of healthy and pathological brain networks.



Chapter 2

Structural Pattern

Abstract
This chapter introduces a novel mathematical framework for functional connectivity
network analysis. It beginnings by providing an overview of two prior studies that
investigate nodal reorganization within functional connectivity networks. These explo-
rations provide the motivation for the formulation of a graph structural pattern -the
core definition of our work. Our newly introduced structural pattern finds also find
inspirations in the concept of nodal automorphically equivalence relations prevalent in
complex networks.
At the basis of our proposal is the introduction of a new nodal-statistics-based equiva-
lence relation which allows to fill the gap between classical nodal statistics and network
dimensional reduction tools.
This novel approach not only permits the combination of a multitude of nodal statistics
for network analysis, but also enables the characterization of networks at both individual
and group levels, global and local scales.
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2.1 Motivations

Based on a paper written in collaboration with Michel Dojat and Sophie Achard, published in 2021

IEEE 18th International Symposium on Biomedical Imaging (ISBI). (Carboni et al. 2021a)

In several application scenarios which focus on complex network studies, being able to
determine node roles has proven to be relevant (De Arruda et al. 2014; Weng et al.
2007; Borgatti et al. 2009; Finotelli et al. 2021a; Iacopini et al. 2020). Historically, the
notion of node roles has been introduced in social science structural theory (Borgatti
et al. 1992b) with at least two different conceptions: structural equivalence and struc-
tural isomorphism. According to the former, nodes are equivalent if they share exactly
the same neighbors. For the latter, nodes are equivalent if there exists an automor-
phism which maps the Ąrst node to the second and vice versa. The nodal structural
equivalence is related to the way nodes are connected with the other nodes in the graph
and allows to take into accounts the existence of patterns and sub-networks.

In the context of social networks, the structural equivalence determines the role an
agent recovers in a network, identifying peculiar node corresponding to inĆuencers or
grouping together agents with similar roles.

Recently, node roles analysis has been applied to various application domains such
as web graphs (Meghabghab 2002), technological or biological networks (Rossi et al.
2014). Different algorithms have been proposed to detect structural equivalence classes
in a single network by evaluating similarity metrics among nodes (Yu et al. 2021; Jeh
et al. 2002; Chen et al. 2020).

In the case of brain connectivity networks, previous works characterized neurological
deviations by looking for hub nodes in a collection of graphs (Achard et al. 2012).
This research conducted by Achard et al. 2012 demonstrates a reconĄguration of these
hub nodes among comatose patients compared to a control group. As shown in Fig.
2.1, high-connected nodes in healthy controls exhibit a decrease in the number of
connections in comatose patients, while low-connected nodes in healthy controls show
an increase number of connections in comatose patients.
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Figure 2.1 – Hub disruption index with respect to the degree of functional net-
works in comatose patients. The x-axis shows the mean degree of nodes in healthy
volunteers, while the y-axis displays the difference in mean degree of nodes between
the two groups. Abnormal hub nodes exhibit reduced degrees in comatose patients
(e.g., precuneus) with respect to their high degress in the healthy group. Conversely,
non-hub nodes display increased degrees in patients (e.g., angular gyrus), compared
to their low healthy group degrees. The hub disruption index is quantiĄed by the
slope of the Ątted (red) line, and node color indicates inter-group degree differences.
Adapted from Achard et al. 2012 with permission.

From this outcome, it becomes evident that the characterization of nodal roles within
functional connectivity networks holds the promise of elucidating the neurological im-
plications underlying brain connections. Furthermore, it highlights the necessity for
extending the structural equivalence concept to encompass a collection of graphs.

From a mathematical point of view, the organization of nodes can be captured through
the concept of graph automorphism, which is deĄned as follows:

Definition 2.1. An automorphism of a graph G = (V , E) is a bijection π between G
and itself such that:

∀u, v ∈ V, ¶u, v♢ ∈ E ⇐⇒ ¶π(u), π(v)♢ ∈ E

If two vertices are connected in G their images through the map π must be connected
too. An obvious automorphism is the identity map, however not-obvious automorphism
could exist.

Definition 2.2. Two nodes v, w ∈ V are structurally isomorphic or automorphically
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2016; Borgwardt et al. 2005; Cardillo et al. 2013; De Domenico et al. 2015; Hu et al.
2020). However, while many graph comparison metrics already exist (Wills et al. 2020;
Schuld et al. 2020), there is no evidence of a method for comparing them, moreover,
none of them directly address the detection of differences at the nodal level or it has
been showed to be adapted for functional connectivity characterization.

The contributions of this work are fourfold. First, we deĄne a structural equivalence
relation on a graph node-set based on nodal statistics (any functions on the node-set).
The proposed deĄnition allows determining node role classes according to statistics
values. The main innovation of this deĄnition is given by the possibility of identifying
the graph structural pattern based on an original combination of as many statistics as
desired.
Second, we deĄne two global measures of a statistics set which determine parsimony
and heterogeneity of its elements. These measures only depend on the graph structure
and can be used for statistics selection or graph complexity evaluation (Bianconi 2007).
Third, we propose to compare graphs with the same vertices according to their struc-
tural patterns similarity. Indeed, thanks to the identiĄcation of node classes, we can
compare different graph instances throughout the evaluation of the similarity of their
structural patterns.
Finally, we propose a framework to determine node categories in a network group which
allows to characterize the group at a nodal level and to discriminate nodes according
to their role.
A visualization of our proposal is depicted in Fig. 2.5.

2.2.1 Structural equivalence for undirected unweighted graph

We propose to identify the graph structural pattern with the equivalence classes of a
newly deĄned equivalence relation.

Definition 2.3. We propose to deĄne an equivalence relation ∼s, associated with a
statistics s, on the nodes set V of a graph as follows:

v ∼s u ⇐⇒ s(u) = s(v). (2.1)

Definition 2.4. For a nodal statistics having as s(V) a dense and continuous subset of
R, the equivalence is deĄned up to a Ąxed positive small ϵ: v ∼s u ⇐⇒ ♣s(u)−s(v)♣≤ ϵ
(Fig. 2.6).

As ∼s is an equivalence relation on V , it is possible to Ąnd its induced partition P on
V ,

Definition 2.5.

Ps =
V
∼s

= ¶[a]l,∼s
∀l ∈ s(V)♢, (2.2)

which deĄnes the structural pattern of G associated with the statistics s,
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if its induced partition is trivial.

Definition 2.9. An orthogonality measure for a given nodal statistics set on a graph
can be assessed by computing the number of nodes in nontrivial classes on its associated
partition:

OG(S) =
♣¶v ∈ V s.t. #[v]∼S

̸= 1♢♣
♣V♣ (2.8)

OG(S) is the ratio between the number of nodes in nontrivial classes and the total
number of vertices and corresponds to an orthogonality score.

By deĄnition, S is perfectly orthogonal if and only if OG(S) = 0.

2.2.2 Structural equivalence for graph collections

Structural pattern comparison

Graphs that have the same node set can be compared by evaluating the correspondence
between their structural patterns. The node set constraint can be easily circumvented
when two graphs do not share all the nodes, by including all nodes to the graphs
vertices set and allowing the network to be composed of more connected components.
Indeed, each network can be seen as the union of one strongly-connected component
with as many single disconnected vertices as needed. We propose to compare structural
patterns as follows. Let G,G ′ be two graphs having same vertices V and let S be a
statistics collection whose associated partitions are PS , P

′
S on G,G ′ respectively.

Definition 2.10. Given bijective mapping from PS , P
′
S to an initial segment of the

natural numbers as enumerations, let c(vi), c′(vi) be the enumeration of the classes of
vi, the correspondence structural pattern score between G,G ′ is deĄned as:

C(G,G ′) = max
π∈Π

1
♣V♣

♣V♣∑

i=1

X (π(c(vi)) = c′(vi)) (2.9)

where Π is the set of all coupling between the elements in PS and the elements in P ′
S

and X is the indicator function. A possible implementation of C(G,G ′) in polynomial
time is given by the Hungarian algorithm (Kuhn 1955) for assignment problems with
a complexity O(max¶♣PS ♣, ♣P ′

S ♣♢3) which in the worst case equals O(♣V♣3).
The correspondence structural pattern score can be applied for two different purposes:
to evaluate structural pattern similarity between two graphs (Fig. 2.5 (b)) or to eval-
uate the similarity of structural patterns associated with different statistics collection
on the same graph (Fig. 2.9). Since at least one class of PS shares one element with
one of the classes in P ′

S , C(G,G ′) ≥ 1
♣V♣

. As a consequence, even perfectly orthogonal
statistics set of a graph can exhibit a correspondence pattern score higher than zero
(Fig.2.9 (c)). If for every class in PS there exists one class of P ′

S having all and only its
elements, then PS = P ′

S and C(G,G ′) = 1. The opposite is also true: same partitions
determine a correspondence structural pattern score equals to 1. More general prop-
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erties of the deĄned global measures can be found in the Sec. 2.2.3.
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Nodes distinctiveness or similarity

Since eligible automorphisms can only map nodes within classes, a node in a trivial class
(one element class) is always a Ąxed point. Thus, to provide a group characterization
at nodal level, we propose to enumerate for each node its participation into nontrivial
classes as a measure of the nodeŠs propensity not to be a Ąxed-point of admissible
automorphisms. The more a node appears in nontrivial classes, the more it shows
common properties with some other nodes in the graph. The persistence of a node
to belong to a class in an entire graph group reveals the presence of shared properties
among the group for the given node, i.e. hubs nodes, peripheral nodes, etc (Fig. 2.5
(c)). Thus,

Definition 2.11. given a graphs group G = ¶Gk = (Vk, Ek) s.t. Vk = V♢, and a
statistics collection S we count the percentage of participation of each node of V in
nontrivial classes:

∀v ∈ V NPPS
G(v) = NPPG(v) =

♣¶Gk ∈ G s.t. #[v]Gk
∼S
̸= 1♢♣

♣G♣ (2.10)

with [v]Gk
∼S

the class of v in Gk in the partition induced by S. In the following, with
abuse of notation, we suppose S Ąxed and avoid to explicitly repeat the dependency. A
high percentage of participation means the node shares its role in many graph instances
in the group, while at the opposite a node which does not share its role consistently
shows a distinctiveness behavior in the considered graphs collection.

2.2.3 General properties

Properties of PC

Note that all the listed properties are true also for P̂C.

Observation 1. On the same graph the PC increases on increasing collections of nodal
statistics (Fig. 2.8).

Observation 2 (PC for vertex-transitive graph). the PC of every nodal statistics
collection equals zero for vertex-transitive graph.

Observation 3. If the PC of a nodal statistics collection equals the PC of one of its
elements, then the correspondence structural patterns score of the structural pattern
associated with the collection and the one of that element is 1.

Observation 4. If the PC of a graph equals 0 for one collection of statistics, then the
graph does not admit nontrivial automorphisms.

Observation 5. If two graphs are isomorphic than their PC is the same for all statistics
collection.
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Relation with network ensembles entropy Our proposed method serves a spe-
ciĄc purpose, focusing on introducing novel statistical tools adapted for the analysis
of brain functional connectivity networks. However, its signiĄcance extends beyond
its primary objective, as it also holds relevant implications for prior publications that
aimed to characterize the complexity of networks (Bianconi 2007; Bianconi 2009; Bo-
gacz et al. 2006). In particular, when adopting a statistical-mechanics approach, an
ensemble of networks possessing speciĄc structural properties can be effectively exam-
ined through its associated entropy. The number of eligible automorphisms of a graph
corresponds to the number of permutations of its adjacency matrix. Following Bogacz
et al. 2006, the partition function of the ensemble of a given topology G = (V , E), with
Aut(G) the set of automorphism of G, is deĄned as

Definition 2.12 (Partition function of the network ensemble).

Z(G = (V , E)) =
∣∣∣
♣V♣!

♣Aut(G)♣
∣∣∣. (2.11)

We denote PC∗ the PC computed for a collection of statistics whose equivalence relation
corresponds to the automorphisms relation. Then, we have

PC∗ = ♣log
1
Z
♣ (2.12)

PC∗ = ♣− log Z♣ (2.13)

PC∗ = log Z (2.14)

entropy ∝ PC∗ (2.15)

This is in line with the idea that a higher level of order in the graph structure is
associated with lower entropy, indeed for vertex-transitive graphs the entropy reaches
is minimal value at zero (Bianconi 2007; Bianconi 2009). A comparison with-in entropy
and PC∗ can be found in Table 2.2. Note that in the Ąrst and last examples the statistics
collection choice does not affect the PC.
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Properties of Correspondence of structural pattern score

Observation 9. All graphs deĄned on the same node set, having same degree sequence,
have a correspondence of structural patterns associated with the degree statistics equals
to 1.

Observation 10. The minimum values of structural pattern score is given by 1
♣V♣

Observation 11. If on the same graph, the structural patterns score of different nodal
statistics reaches the minimal value, then the nodal statistics are perfectly orthogonal.

2.3 Summary and conclusion

Graph models become largely used in real world applications and many nodal statistics
have been proposed for node roles detection. However, the most informative statistics
for graph comparison is highly dependent on the observed data and combining more
statistics can be relevant.

We propose a mathematical framework with the speciĄc purpose of providing new
statistical tools for the analysis of brain functional connectivity networks.

We introduce a nodal-statistics-based equivalence relation and propose an innovative
way to combine nodal statistics for graph structural pattern detection. We will use
this notion to compare different graphs and characterize graph family deĄned on the
same node set. As the equivalence relation depends on a collection of nodal statistics,
we deĄne a power coefficient and an orthogonality score to evaluate parsimony and
heterogeneity of the collection. Such coefficients can be used as revisited measure of
nodal statistics dependency.

We deĄne a graph similarity based on node roles and a mathematical tool to detect
nodes persistently different from others, by computing the percentage of participation
in nontrivial classes. Interestingly, nodes which tend to persistently belong to trivial
class are likely to play peculiar roles in the graphs, while at the opposite nodes with a
high participation, appear to share similar property with other nodes.





Chapter 3

Applications

Abstract
In this chapter, we present experiments demonstrating the benefit of a graph struc-
tural pattern approach in functional connectivity brain networks, both for characteri-
zation and in classification task. We compare real data with synthetic models, achieve
consistent characterizations of healthy brain connectivity, enable pathological condition
differentiation, and highlight the impact of time-series length on regional characteriza-
tion. These findings underline the potential of our framework in comprehensive brain
network analysis.
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In this chapter, we present experiments leading to key results regarding the appli-
cation of a graph structural pattern characterization in functional connectivity brain
networks. First, we provide a brief overview of the databases we utilized. To ensure
the generalizability of our method and to demonstrate its adaptability, we made an
effort to incorporate a wide range of data. However, as we elucidate in the previous
chapter, it is crucial for the data to adhere to speciĄc criteria to ensure the robustness
of the results.

The four main experiments are organized as follows. First, a comparison between real
data and synthetic generative models is provided. This serves as a proof of concept,
illustrating that graph structural patterns have the capacity to capture information
unique to brain connectivity networks.

In the second experiment, we detail how we achieved a consistency results across healthy
subjects from various databases. This endeavor results in a comprehensive healthy
characterization of brain connectivity.

Our third experiment pertains to a classiĄcation method for distinguishing between
different pathological conditions. This method is effective even in discerning subtle
differences among groups with varying symptomatology.

Lastly, we explore the inĆuence of the length of time-series on regional characterization.
We recommend the use of long acquisition time to effectively capture relevant patterns.

Overall, these results showcase the potential of utilizing graph structural patterns in
analyzing functional connectivity brain networks, encompassing generalization across
healthy subjects, discrimination between pathological conditions, and the signiĄcance
of data length in regional characterization.

3.1 Databases

3.1.1 Preprocessing of rs-fMRI data

The data preprocessing is based on the resting state fMRI pipelines developed by V.
Muĳoz-Ramírez, M. Dojat, C. Delon-Martin and S. Achard at the Grenoble Institute of
Neuroscience (Muĳoz-Ramírez et al. 2021). The pre-processing requires an anatomical
scan and the resting state acquisition. It encompasses several essential steps, as outlined
below and summarized in Figure 3.1.

• Anatomical segmentation: the Ąrst step involves segmenting the anatomical data
using the Statistical Parametric Mapping (SPM) software. This segmentation
process categorizes each voxel into anatomical structures within the brain.

• Resting state realignment and conversion: in this step, the 4D resting state data
is realigned, which ensures that the time series data for each voxel is temporally
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Figure 3.1 – Scheme for BOLD time-series extraction from fMRI acquisition. Fig-
ure adapted from Richiardi et al. 2013.

aligned with the others. Additionally, the data is converted from a 4D volume to
a series of 3D slices.

• Atlas registration: the adopted atlas is registered to the native space of the resting
state data. This alignment allows for mapping brain regions onto the subjectŠs
volumes for subsequent analyses.

• Artifact detection: the pipeline includes a procedure to detect artifacts within
the resting state data. Artifacts can arise from various sources, such as motion
or physiological noise, and their identiĄcation is essential to ensure data quality.
Points associated with a motion of more than 2mm are discarded.

These steps collectively form the preprocessing pipeline for the rs-fMRI data, aiming
to enhance the quality and reliability of subsequent analyses. The use of this pipeline
helps to align the anatomical and functional data, correct for potential artifacts, and
prepare the data for further investigation into graph structural patterns and functional
connectivity within the brain.

3.1.2 Adopted network inference protocol

The deĄnition of the functional network is achieved throughout different phases shown
in Fig. 3.2. First, the acquired fMRI data are aggregated over regions which are
determined according to an anatomical labeling. Particularly, depending on the desired
granularity, we adopt one of the following atlas for our analysis: AAL90, AAL16, and
AICHA (Tzourio-Mazoyer et al. 2002; Rolls et al. 2020; Joliot et al. 2015). These
atlases divide the brain into 90, 116 and 384 regions of interest (ROI), respectively.
The choice of atlas depends on the speciĄc research question and the desired resolution
of analysis. For each ROI, we estimate a unique time series signal by averaging the
fMRI time series over all voxels in each parcel, weighted by the proportion of gray
matter in each voxel.
The following stage consists in the application of the discrete wavelet transform to the
fMRI time series. Thanks to this procedure, each time series is decomposed into a
set of compactly supported basis function, which are uniquely scaled in frequency and
located in time. As a results, for each subject, different fMRI time series at distinct
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3.2 (1) Synthetic Data and Real Data

Based on a paper written in collaboration with Sophie Achard and Michel Dojat and published in Phys-

ical Review E. (Carboni et al. 2023b)

In this section, we aim at providing interpretation of the different deĄned measures of
interest of the previous chapter, namely the Power Coefficient and the Orthogonality
score over a single graph, the Correspondence of Structural Pattern as pair-wise simi-
larity score among networks and Ąnally the local characterization of a graph collections
through the nodal percentage of participation in nontrivial classes (NPP). For this ex-
tent, we evaluate our framework on synthetic data, as null-models for which we have
a clear understanding of the underlying topological structure, and compare them with
real data to show as a proof of concept that our proposal captures meaningful brain
network information.

3.2.1 Material

We consider different generative graph models and compare them according to their
sparsity level, deĄned as the ratio between the edge count on the graph and the edge
count in a complete graph having the same nodes. In generating synthetic graphs,
we constraint the number of nodes to 90 to align with the corresponding real dataset,
AAL90 (Tzourio-Mazoyer et al. 2002). We examine ER, WS and BA1,BA2 models,
together with a synthetic version of corresponding real networks coming from HCP:
DSP conserving the same observed degree distribution, and EPA and EC models. As
real data, we consider the 200 networks coming from HCP dataset (Tab. 3.1). When
analyzing graph at Ąxed sparsity, we select 0.1 which guarantees that each extracted
network belongs to small-world regime corresponding to global and local efficiencies
comprised between the ones of ER graph and ones of the complete graph (Achard
et al. 2007; Latora et al. 2001, Fig. 3.3). We consider the classical nodal statistics
previously deĄned: degree, clustering coefficient, and the three centrality measures of
betweenness, closeness, and second-order. We refer to the previous chapter for the
deĄnition of the different considered metrics (Chapter 2).

3.2.2 Results and Discussion

Power Coefficient.

In Fig. 3.4, we report the clustering coefficient P̂C on different generative models and
real connectivity graphs with respect to their sparsity ratio. We can appreciate the
different behavior of P̂C across models and sparsity levels.

As expected, for every nodal statistics the P̂C equals zero when computed over the
complete graph (corresponding to the sparsity ratio of 1). In this case, all nodes are
automorphically equivalent and it is not possible to extract any equivalence class.
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Orthogonality Score.

We evaluate the mean of the orthogonality values over all samples of adjacency ma-
trices at different sparsity values for HC obtained using AAL90. We remind that
the orthogonality can be interpreted as a measure of redundancy and independence
between different nodal statistics over a speciĄc network. SpeciĄcally, across brain
network analyses it can provide information on the underlying structure of the graph
and justifying which structural properties are the predominant ones.

Differences are observed, particularly within the context of the iShare dataset. A dis-
tinct iShare mean orthogonality curve is reported with respect to closeness centrality
and II order centrality, which exhibit notably elevated orthogonality coefficients in re-
lation to other pairs of statistical measures ( Fig. 3.12). Indeed, these two nodal statis-
tics show a negative correlation on the extracted iShare graphs and their associated
structural pattern partitions appear to highly overlap, resulting in high orthogonality
score. Healthy brain connectivity networks extracted from iShare do not display nodes
that serve as alternative bridge connections linking different modules of the network.
An example of node which provide alternative bridge connections is illustrated in the
visualization of second-order centrality in Fig. 1.6). This dissimilar behavior could
be originated by the difference in scanning conditions, particularly eye conditions at
scan. Previous research has indicated the presence of differences in functional connec-
tivity, particularly in visual and auditory networks (Agcaoglu et al. 2019; Patriat et al.
2013), that might arise due to these variations. These discrepancies could potentially
lead to distinct estimations of the networkŠs modularity structure, ultimately reĆected
in the structural patterns highlighted by the second-order centrality. However, further
investigations into the impact of eye conditions on the structural patterns are necessary.

To statistically validate the presence of different orthogonality curve, we employed
ANOVA test to the orthogonality values across dataset at different sparsity. The re-
sults demonstrated signiĄcant differences (p < 0.05) among the considered groups for
closeness centrality and second-order centrality.

No statistical difference is reported for the other nodal statistics pair. To assess this
HC consistency results, we built a classiĄer to perform a multi-class discrimination by
detecting the provenance of the datasets. As it happens in conventional machine learn-
ing practices in the Ąeld of network neuroscience, we interpret the orthogonality score
as global graph-descriptor and adopt it as feature of a K-Means algorithm (Richiardi
et al. 2013).

To evaluate the performance of the classiĄer, we apply a 10-fold stratiĄed cross-
validation approach. In this approach, the entire set of available subjects was divided
into 10 groups of equal size, while maintaining the proportion of each class within
each provider. During each run of the experiment, one group is used as the test set,
while the remaining groups are used as the training set. The evaluation results are
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Table 3.4: Regression parameters between nodal participation of different HC
groups for different pairs of statistics.

Degree - betweenness C. Degree - Clustering Coefficient
R-value Standard Error R-value Standard Error

HCP - iShare 0.8 0.036 0.7 0.047
HCP - Chu-Str 0.7 0.044 0.5 0.050
iShare - Chu-Str 0.7 0.071 0.6 0.094

Discussion

We show that healthy control populations, with different sizes and acquired in differ-
ent centers, provide similar orthogonality curves; the minimum of the curve is always
reached at the same sparsity value, except for iShare. This exhibited difference is prob-
ably due to the use of a different preprocessing chain and a change in the absolute values
of the estimated correlations. Indeed, iShare correlations matrices have lower values
leading to reach the minimum orthogonality values for lower sparsity. Particularly, in
iShare dataset, selecting higher levels of sparsity determines the estimation of spurious
edges since they are associated with very low correlation. Additionally, the convexity of
the orthogonality curves can be used to evaluate the complexity of the graphs structure
at different sparsity levels. Indeed, as the sparsity increases to 1, the graphs become
much more close to a complete graph in which all edges are observed. In this case,
all nodes are equivalent, independently of the considered pair of nodal statistics. On
the contrary, for very low sparsity levels, different pairs of nodal statistics capture the
same graph information and show no-minimal orthogonality scores. When the orthog-
onality curve reaches the minimum, the pair of statistics is as close as possible - for
the considered statistics set - to the perfect orthogonality on the given graph structure.
At this sparsity level, the combination of statistics places many nodes in trivial class,
capturing node speciĄc behaviors and revealing the presence of particular structural
properties on the extracted graph.

3.4 (3) Discrimination of Patients Population

In this section, our focus is on demonstrating the advantages of our proposal within the
context of pathological discrimination and characterization. SpeciĄcally, we begin by
applying our proposal to comatose patients, driven by the insights gained from previous
Ąndings related to nodal re-organization, which served as a foundation for establishing
the structural pattern.

Subsequently, we validate that a comparison utilizing the scores derived from the struc-
tural patterns effectively distinguishes between comatose patients and healthy individ-
uals. Furthermore, we utilize the nodal participation percentage to detect regional
perturbations of the patients group versus the healthy controls.
As a second application, we extend a similar framework to Parkinsonian patients. This
serves a dual purpose: to classify recently diagnosed patients from the healthy control
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group and to identify subtle distinctions among patients.

We conduct a comparison with existing state-of-the-art classiĄcation techniques. Fi-
nally, we present a synthesis of our observations from a neuroscientiĄc interpretation
perspective.

3.4.1 Comatose Patients

Based on a communication written in collaboration with Michel Dojat and Sophie Achard accepted for

XXIXème Colloque Francophone de Traitement du Signal et des Images - GRETSI 2023 ( Carboni

et al. 2023c)

To demonstrate the advantages of our proposed framework in real-world data scenarios,
we begin by examining the functional networks of individuals in comatose state. Data
are provided by Chu-Str and counts 20 HC and 17 comatose patients (CO). Among
the comatose patients, twelve experienced cardiac and respiratory arrest, two patients
experienced hypoglycemia, two others fell into a coma after a gaseous embolism inci-
dent, and one patient had extracranial artery dissection.
The task of distinguishing between subjects with differing levels of consciousness through
the analysis of functional networks poses a multifaceted challenge that is not readily
apparent. Previous studies have encountered difficulties in detecting signiĄcant changes
in graph metrics when contrasting comatose patients with their healthy counterparts.
Nonetheless, as previously mentioned, it has been observed that disruptions in hub
connectivity yield discriminatory outcomes in comatose patient classiĄcation (Achard
et al. 2012).

Orthogonality coefficient

Our analysis commences with an assessment of the variations in orthogonality scores
across diverse levels of sparsity. Demonstrating the efficacy of orthogonality as a com-
prehensive global index of the underlying graph structure topology, we unveil its capa-
bility to effectively differentiate between the healthy controls group and patients. In
contrast, the utilization of the corresponding standard metric fails to provide a distinct
discriminatory insight. This observation underscores the superiority of orthogonality
as a discerning feature, enabling clearer discrimination and deeper understanding of the
underlying graph structure differences between these two distinct groups. In Fig. 3.14,
we show the difference in employing the orthogonality coefficient of pair of nodal statis-
tics with resepct tothe use of the corresponding global average in detecting differences
across the groups.

Drawing inspiration from conventional machine learning practices in the Ąeld of network
neuroscience, we interpret the orthogonality score as global graph-descriptor and adopt
it as feature of K-Means algorithm (Richiardi et al. 2013). This integration allows us
to effectively cluster orthogonality curves that share similarities, ultimately enabling
the grouping of coherent patterns. Moreover, this approach empowers us to predict the
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de novo PD patients and a control group of healthy individuals within the comparable
age range, as provided by the Gin-Chuga database.

Throughout this investigation, the higher discrimination power emerges when com-
bining between closeness centrality and clustering coefficient (Fig. 3.15). When in-
vestigating the different group orthogonality curves (reported in Fig. 3.21) a mean
orthogonality is observed in Parkinsonian patients in comparison to the healthy con-
trol group. This indicates a discernible distinction in the distribution of triplets of
fully connected nodes between the patient and control networks and nodes occupying
central position. These Ąndings provide compelling evidence of potential network-level
variations that may be indicative of the underlying physiological differences between
the two groups.

Correspondence of structural pattern score

As a second step in PD exploration, we evaluate the possibility of comparing networks
by using the correspondence structural pattern score.This evaluation spans a range of
sparsity levels, ranging from 0.1 to 0.9, with incremental steps of 0.1. These sparsity
levels are associated with the considered nodal statistics and their pair combinations.
Our approach involves the training of a SVM classiĄer, where the correspondence
structural pattern score serves as a pivotal input.*1.

To benchmark, our classiĄcation results are compared with a selection of methods that
have been used in the literature in a classiĄcation task of functional brain connectivity
networks. We select some representative methods with the constraint of relying on a
preĄxed-atlas correlation estimation and being applied in disease classiĄcation tasks.
A Ąrst class of approaches directly uses correlation matrices or second-order matrices
(i.e. tangent Pearson) as input of an SVM or other types of classiĄer (Rish et al. 2009;
Heinzle et al. 2012; Dadi et al. 2019; Varoquaux et al. 2010a; Schirmer et al. 2021).
We implement this Ąrst class (M1) by selecting the best classiĄer in accuracy among
(SVMs, Random forest, Ridge classiĄer, K-nearest neighbor and naive Bayes classiĄers)
fed by the extracted matrices. As a second class of approaches (M2), we consider a
graph-based method relying on the normalized Laplacian spectrum computation. The
eigenvalues of each graph are used as input-features of the SVM classiĄer. Similar
methods have been proposed to detect network patient alterations (Haan et al. 2012;
Mostafa et al. 2019; Mheich et al. 2020; Schirmer et al. 2021). Next, we select the
HyperConnectome AutoEncoder HCAE (M3) as representative of graph neural network
(GNN)-based approaches (Banka et al. 2020). (M3) learns embedding features from a
brain graph (one graph per subject) and has been applied for brain state classiĄcation
(Bessadok et al. 2022b). Finally, we consider a method (M4) that has been proposed
for the classiĄcation of early PD patients. We implement a modiĄed version of the
algorithm proposed by Long et al. 2012 which only relies on functional connectivity

1The code is made publicly available at https://gricad-gitlab.univ-grenoble-alpes.fr/carbonil/

regional-differentiation-based-on-graph-nodal-statistics-for-functional-brain-connectivity-networks-characterization/
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correlation matrices, instead of requiring multimodal information. ClassiĄcation results
are reported in Tab. 3.7, we recall the deĄnition of sensitivity and speciĄcity.

Sensitivity =
True Positives

True Positives + False Negatives
(3.1)

SpeciĄcity =
True Negatives

True Negatives + False Positives
(3.2)

In our method, we indicate the best combination of sparsity level and nodal statistics
(NS).
It is worth noticing that the best performances of classiĄcation for PD vs HC are
obtained at low sparsity range, which corresponds to the small-word network regime.

Table 3.7: ClassiĄcation results for repeated stratiĄed fold cross validation max-
imizing the global accuracy. K has been Ąxed to 8 for having at least three test
samples and results are averaged over 100 runs (SD). Sens: sensitivity, Spec: speci-
Ącity, Acc: accuracy. SD: Standard deviation. Sp: Sparsity, NS: Nodal statistics,
CL Coeff: Clustering Coefficient, C: centrality, Bet: Betweenness, Cl: Closeness. In
our method, we indicate the best combination of sparsity level and nodal statistics
(NS).

Task Method
M1 (SD) M2 (SD) M3 (SD) M4 (SD) Ours (SD) Sp. NS

HC vs PD-de novo
Spec 0.42 (0.44) 0.40 (0.44) 0.35 (0.48) 0.47 (0.45) 0.63 (0.43)

0.3 CL. Coeff. (A)Sens 0.86 (0.28) 0.85 (0.30) 0.64 (0.48) 0.73 (0.36) 0.95 (0.15)

Acc 0.65 (0.25) 0.63 (0.25) 0.42 (0.15) 0.61 (0.27) 0.79 (0.21)

HC vs (PD-H,PD-I)
Spec 0.19 (0.35) 0.49 (0.44) 0.0011 (0.030) 0.19 (0.36) 0.19 (0.34)

0.3 Bet. C.+ Cl. C. (B1)
Sens 0.81 (0.25) 0.75 (0.25) 0.99 (0.051) 0.72 (0.28) 0.94 (0.15)

Acc 0.61 (0.20) 0.67 (0.21) 0.66 (0.11) 0.54 (0.23) 0.67 (0.17) 0.3 II Order C. + Cl. C. (B2)

PD-I vs PD-H
Spec 0.67 (0.35) 0.66 (0.33) 0.41 (0.37) 0.69 (0.36) 0.44 (0.38)

0.1 CL. Coeff. (C)Sens 0.59 (0.33) 0.24 (0.34) 0.69 (0.32) 0.51 (0.35) 0.85 (0.24)

Acc 0.63 (0.24) 0.61 (0.24) 0.56 (0.22) 0.59 (0.23) 0.66 (0.21)

Our classiĄcation results highlight the presence of a nodal reorganization associated
with different nodal statistics in the presence of ParkinsonŠs Disease and during its
progression in early stages. The overall classiĄcation scores obtained for all the methods
are not really high reĆecting the difficulties to discriminate the patients at this stage of
the pathology progression (HY <3). It is worth mentioning that when the duration of
scanning is longer (Grenoble), the classiĄcation scores are improved for all the methods
(HC vs PD-de novo). Possibilities to improve accuracy results may come from the use
of a multimodal approach taking into account changes in structural MRI (Long et al.
2012).

Nodal Percentage of Participation

Finally, to obtain an interpretable characterization at the nodal level of a the group of
brain connectivity networks G = ¶G1,G2, . . . ,Gm♢ of different subjects, we propose to
evaluate the persistence of distinctive node role in the group. SpeciĄcally, we identify
nodes whose role is highly distinctive as the nodes in a trivial class: a class with no
other node. On the other hand, a node whose role is shared with at least another node
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Table 3.8: List of regions signiĄcantly different in HC vs PD de novo.

MFG_L Frontal_Mid_2_L MOG_R Occipital_Mid_R
IFGoperc_R Frontal_Inf_Oper_R FFG_R Fusiform_R
ROL_R Rolandic_Oper_R SPG_L Parietal_Sup_L
SFGmedial_L Frontal_Sup_Medial_L SMG_L SupraMarginal_L
MCC_L Cingulate_Post_L ANG_R Angular_R
CAL_R Calcarine_R STG_R Temporal_Sup_R
CUN_R Cuneus_R MTG_R Temporal_Mid_R
SOG_ L/R Occipital_Sup_L/R ITG_R Temporal_Inf_R

Table 3.9: List of signiĄcantly different regions in HC vs (PD-I, PD-H).
PreCG_L/R Precentral_L/R CAL_L/R Calcarine_L/R SFG_L/R Frontal_Sup_2_L/R
CUN_L/R Cuneus_L/R IFGoperc_R Frontal_Inf_Oper_R LING_L/R Lingual_L/R
IFGtriang_L/R Frontal_Inf_Tri_L/R SOG_L/R Occipital_Sup_L/R IFGorb_L/R Frontal_Inf_Orb_2_ L/R
MOG_L/R Occipital_Mid_ L/R ROL_R Rolandic_Oper_R IOG_L/R Occipital_Inf_ L/R
SMA_L/R Supp_Motor_Area_ L/R FFG_ L/R Fusiform_ L/R OLF_L Olfactory_L
PoCG_L/R Postcentral_L/R SFGmedial_R Frontal_Sup_Medial_R SPG_L/R Parietal_Sup_L/R
PFCventmed_L/R Frontal_Med_Orb_L/R IPG _L/ Parietal_Inf_L REC_L/R Rectus_L/R
SMG_L SupraMarginal_L OFCmed_L/R OFCmed_L/R ACC_L/R Cingulate_Ant_L/R
ANG_L/R Angular_L/R OFCant_L/R OFCant_L/R PCUN_L/R Precuneus_L/R
OFCpost_R OFCpost_R PCS_R Paracentral_Lobule_R OFClat_L/R OFClat_L/R
PUT_R Putamen_R INS_L/R Insula_ L/R HES_L Heschl_L
ACCmid_L Cingulate_Mid_L/R STG_L/R Temporal_Sup_ L/R MCC_L/R Cingulate_Post_ L/R
TPOsup_L/R Temporal_Pole_Sup_L/R HIP_L Hippocampus_L MTG_L/R Temporal_Mid_L/R
PHG_L/R ParaHippocampal_L/R TPOmid_L/R Temporal_Pole_Mid_ L/R AMYG_R Amygdala_R
ITG_L Temporal_Inf_R CERant_L/R Cerebellum_Ant_L/R THAL_L Thalamus_L
N_Acc_R Nucleus_Accumbens_R

frontal gyrus and the posterior cingulate in the Default Mode Network, whose dis-
ruption is associated with cognitive decline, and calcarine cortex and cuneus which,
in accordance with the literature, show progressive connectivity deterioration during
the premotor phase (Tessitore et al. 2019; Muĳoz-Ramírez et al. 2019). 11 regions are
located in the right hemisphere and 6 in the left one, with only the occipital superior
gyrus being affected in both hemispheres, suggesting an asymmetrical distribution of
abnormal regions in de novo patients which can be related with the lateralisation of
PD. When comparing HC with PD patients with visual symptoms, more regions are
impacted probably due to the diseaseŠs progression. We select two combinations of
nodal statistics and sparsity that reach the same global discriminative power (B1) and
(B2). We detect a signiĄcant PP difference in 86 regions for the Ąrst combination and
77 regions in the second. In accordance with the literature (Gao et al. 2016; Tessitore
et al. 2019; Marques et al. 2022), we report a signiĄcant difference in the anterior
cingulate cortex (ACC), the nucleus accumbens (N_ACC), the cerebellum anterior
(CERant), thalamus (THAL), the amygdala (AMYG) and the Supplementary Motor
Area (SMA). Interestingly, the detected perturbed regions largely overlap in the two
combinations and greater disruption coefficients θs are observed when comparing HC
against PD patients with visual abnormalities compared to de novo PD patients (Fig.
3.22).

Our study contributes to the understanding of PD progression, detecting multiple
regions associated with the disease at an early stage, a more advanced stage, and with
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different visual symptoms.

3.5 (4) Reliability

The primary objective of this section is to provide recommendations for determining
the minimum time-series length to conduct robust regional-level analyses in functional
connectivity. To achieve this goal, we focus on healthy control (HC) subjects with ex-
tended time-series scans, speciĄcally those containing 1000 or more data points coming
from iShare and HCP. Our approach involves a subsampling of these lengthy time-
series to extract shorter versions, each comprising n consecutive data points. For each
of these shortened time-series, we proceed to estimate a new connectivity matrix.
Moreover, we will consider an attacked version: where a predetermined number of
randomly selected edges from each real network undergo re-wiring. The re-wiring is
considered valid only if the obtained network is still completely connected.

This process allows us to compare the nodal statistics at the local level across these
diverse estimations. By analyzing the variations in nodal statistics resulting from dif-
ferent time-series lengths, we gain insights into the impact of the number of acquired
volumes on functional connectivity patterns. Ultimately, this investigation aims to sug-
gest the appropriate time-series length required to ensure the robustness and reliability
of regional-level functional connectivity analyses.

3.5.1 Material and Method

To assess the difference across different estimations, differing in time-length, we eval-
uate Intra-Class Correlation Coefficient (ICC) and Bland-Altman plot over the nodal
values and their group average (Koo et al. 2016; Altman et al. 1983; Giavarina 2015;
McGraw et al. 1996).
These analyses quantify the reliability and agreement between measurements derived
from network estimated with different time-series lengths.
The former, it has been deĄned as a different form of Pearson correlation coefficient
and it is used to evaluate the reliability of different raters or test-retest consistency. In
our evaluation, as suggested by McGraw et al. 1996; Koo et al. 2016, we consider the
ICC deĄned for a two-way mixed-effects models for absolute agreement, corresponding
to ICC(A,1) following the notation by McGraw et al. 1996. In fact, we assume in our
model that the choice of a set of time-series lengths determines a raters population
whose reliability needs to be assessed. Reporting the result of measurements into a ta-
ble where each column corresponds to a measurement obtained with a different points
number in the time-series, and each row corresponds to a distinct brain region subject
to measurement evaluation, the ICC(A,1) is given by the following equation:

ICC(A, 1) =
MSR −MSE

MSR + (k − 1)MSE + k
n
(MSC −MSE)

(3.4)
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where MSR = mean square for rows (across raters); MSE = mean square for error,
MSC = mean square for columns; n = number of subjects; k = number of raters.

We interpret the reliability score according with the work by Koo et al. 2016 as reported
in Table 3.10.

Table 3.10: Reliability interpretation based on ICC values.

ICC Reliability
ICC ≤ 0.5 poor
0.5 < ICC ≤ 0.75 moderate
0.75 < ICC ≤ 0.9 good
0.9 < ICC excellent

It is important to highlight that while the ICC traditionally assumes that all raters are
equivalent, in our speciĄc context, these raters are distinguishable due to the variations
in time-series lengths. Consequently, it becomes crucial to consider not only the ICC
but also to complement its evaluation with the Bland-Altman (BA) plot (Bland et al.
1986). By doing so, we can gain a more comprehensive understanding of the agreement
and disagreement patterns between measurements from different time-series lengths.
The presence of any noticeable trends or discrepancies, as indicated by the BA plot,
can provide further insights into the nature of measurements and potential biases in-
troduced by varying time-series lengths.

The BA graphical approach can compare each measurement to a supposed gold-standard
method. SpeciĄcally, we assume the measurement performed on the network estimated
on the complete time-series as the gold-standard reference. However, it is worth notic-
ing that a disagreement between measurements obtained from estimations with varying
volume numbers in the acquisition does not necessarily indicate which of the two mea-
surements should be favored.
In situations of perfect agreement, the mean difference between measurements should
ideally be equal to zero and not show any tendency with respect to the average of the
two methods. We evaluate the BA plot according to the criteria proposed by Giavarina
2015. Particularly, we determine if there exists a systematic or proportional bias when
comparing a measurement against its gold-standard by Ąnding a regression line of the
difference of the estimated methods over their mean. A poor agreement is deducted if
it is possible to Ąnd a well-Ątted regression line.

We conduct our analysis on the iShare and HCP datasets. Within this framework,
we generate updated dataset denoted as iSharen and HCPn, each corresponding to
new versions of adjacency matrices derived from time-series containing n consecutive
points.
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Yet, considering only the ICC results can be misleading. It seems to report generally
good reliability already when considering only 200 points. Finer analysis conducted
with the Bland-Altman plots reveals additional insights.
For instance, we consider the case of clustering coefficient for which the corresponding
BA plots are displayed in Fig. 3.26 in both datasets and different conĄgurations.
Despite showing an excellent ICC score (0.91) for the iShare dataset group average at
500 points, a closer examination of the corresponding BA plot reveals the tendency to
overestimate the group average in regions exhibiting higher average difference scores.
This trend persists until at least 800 time-series points are employed for the network
estimation, highlighting the complexity of the reliability assessment. Interestingly, our
proposed NPP seems to stabilize before at 700 points.
A similar pattern is discernible in the HCP dataset, where biases gradually fade away
after 800 points for both group average and NPP estimations. This underscores the
importance of considering complementary methodologies, such as BA plots, to gain a
more comprehensive understanding of the reliability landscape together with the ne-
cessity for extended data acquisition when local FC characterization is aimed.
In Fig. 3.27, a visual representation of the NPP is presented for various nodal statistics,
regressed over the standard dataset. The depicted curves exhibit a gradual convergence
to the Ąnal estimated values as the considered time-series lengths increase. Again, this
observation emphasizes the importance of extended time-series in achieving more ac-
curate and stable estimations.

A comparative analysis is then conducted by juxtaposing these results with the cor-
responding attacked versions showcased in the last row of Fig. 3.27. Evidently, the
estimation of randomly spurious edges results in very different curves, showing that
the employment of shorter time-series lengths is capable of capturing meaningful FC
information, but requires longer estimation for stabilizing.

Consequently, we advocate for the adoption of time-series consisting of at least 800
data points to ensure better consistency and reliability in FC studies, in lines with
previous studies (Termenon et al. 2016; Noble et al. 2019).
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Notably, the use of our novel graph orthogonality score uncovers subtle distinctions be-
tween network groups and, particularly when applied to pathological and healthy con-
trol networks, it detects differences which would be overlooked by the associated nodal-
statistics in conventional methods. Simultaneously, it preserves consistency among
healthy controls coming from various databases.
In order to measure individual similarity, built upon these structural patterns, we deĄne
the correspondence structural pattern score. Our Ąndings reveal high correspondence
between real networks in comparison to synthetic generative models, demonstrating the
capability of structural pattern characterization to capture meaningful functional con-
nectivity (FC) information. The versatility of our framework is investigated through
its application across various pathologies, effectively discerning even between nuanced
symptomatic differences in Parkinsonian patients.

While our result as classiĄcation scores may not surpass other existing methods in FC,
the signiĄcance of our proposal lies in its ability to identify globally affected underlying
structures within pathologies and to detect anomalies at the regional level. Notably,
the deĄnition of the nodal participation enables the ranking of perturbed regions when
comparing different functional connectivity network groups, detecting the homotopy
brain property and emphasizing the advantages of local characterization.

It is interesting to observe how different pathological conditions are better distinguished
by different nodal statistics combination, revealing the need of considering a variety
of graph properties (Fig. 3.15). This phenomenon suggests that various pathological
contexts and neurophysiological mechanisms impact the brainŠs functional connectivity
in distinctive ways.

Finally, our investigation into the reliability of regional measurement advocates for the
importance of acquiring long time-series data when seeking precise local characteriza-
tions. Particularly, reliability and accuracy of edge estimation play a crucial role in
drawing meaningful conclusions from network data. Even a small deviation or error in
edge estimation can lead to signiĄcant differences in the resulting network structural
pattern and properties. Thus, we propose an extension of our framework to address
uncertainty in edge estimation, as outlined in Appendix A.3. While the theoretical
foundations are robust, empirical experimentation is essential to validate the potential
beneĄts of this extended framework and it is object of on-going work.

3.6.1 Limitations

Our work, while yielding valuable insights, faces several limitations primarily rooted
in the nature of the data employed in our experiments. It is important to observe
that, especially when applying classiĄcation methods, the dataset sizes are relatively
small (Helwegen et al. 2023). In light of this, our evaluation heavily relies on cross-
validation techniques, enabling us to assess the modelŠs performance across multiple
train-test splits. Furthermore, a crucial aspect already highlighted in our literature re-
view, pertains to the reliance on speciĄc acquisition hyper-parameters for our results.
The extension of our methodŠs applicability to datasets originating from various sources
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with varying data quality remains a challenge that necessitates future evaluation and
validation.
Moreover, although our framework exhibits good results in classifying distinct condi-
tions, other existing FC classiĄcation methods, mainly not-based on a graph estimation,
reports better classiĄcation accuracy. Emphasizing our primary objective, our frame-
work excels in identifying and characterizing the inherent structural changes rather
than solely prioritizing state-of-the-art classiĄcation scores. Our emphasis lies in the
interpretability and utility of the underlying structural patterns rather than in classiĄ-
cation performance. Finally, we focus on a predetermined collection of nodal statistics
and their pairwise combinations. The selection of these nodal statistics was inĆuenced
by prior research, and the inclusion of pairs of nodal statistics can facilitate the results
interpretation. However, it is worth noting that the framework does offer the Ćexibility
to investigate all conceivable combinations and relevant nodal statistics.

3.6.2 Future work

In moving towards the practical integration of FC graph-based methods for clinical ap-
plications, it is imperative to establish a golden standard for the entire pipelineŮfrom
fMRI data acquisition to network estimation and similarity deĄnition. The current
multi-steps process involving graph modeling and subsequent analysis presents chal-
lenges to research comparability and inhibits the realization of FC as a reliable disease
biomarker.
Indeed, a real FC biomarker application in clinical contexts might still be some distance
away and and its realization is not guaranteed. Yet, as it may be the case for Parkinson
Disease, embracing a multimodal approach could be the key (Long et al. 2012). Just as
a clinician considers a patientŠs complete medical history and various diagnostic tests
rather than relying solely on a single data point, mathematical discrimination models
should leverage all pertinent modalities available. Integrating multiple data streams
can enrich the accuracy and robustness of the analysis, potentially yielding more pow-
erful diagnostic tools.

Furthermore, the emergence of end-to-end learning frameworks that commence with
raw image data and culminate in predictive outcomes holds promise for improved
accuracy. This approach may garner greater interest in clinical practice, potentially
diminishing the current emphasis on network science methodologies. However, research
on this shift may focus on model explainability.

Considering our analysis framework, it can be extended speciĄcally to handle equiva-
lence over the graphs in a family. In this case, the group version nodal statistics assigns
a value (or an interval) to each node in the vertices-set, such as the average per node of
the statistics across multiple graph instances (or its Ąrst-third quartile interval). Then,
we could introduce the corresponding nodal equivalence relation whose nodes are equiv-
alent if their average of nodal statistics is the same (or fall in the same interval). In
this case, the deĄnition of the structural pattern corresponds to an average structural
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pattern of a virtual average graph. The graph family version of power coefficient and or-
thogonality corresponds to the traditional deĄnition on this average graph. The ability
of the average structural pattern to characterize the group of graphs could be explored.

Finally, the generality of our proposal enables application across diverse domains. The
concept of structural patterns of our methodology, has broader applicability in other
different Ąelds such as social science, protein analysis, urban networks, and more gener-
ally in network structured data. The Ćexibility of our proposal will allow an application
beyond neuroimaging, extending into various domains where structural patterns may
hold signiĄcance.





Part B

Artificial Neural Networks





Chapter 4

Context and Background

This chapter provides an overview of the context, background, and related works con-
cerning the applications of network science to artificial neural networks (ANNs). Ini-
tially, ANNs are formally defined, accompanied by an introduction to the adopted nota-
tion. Thus, continual learning paradigm is introduced in relation with the development
of robust artificial systems. Different learning scenarios and existing continual learning
strategies are presented and categorized. Particularly, we propose to distinguish con-
tinual learning strategies which are biologically inspired from those algorithmic-based.
Finally, the chapter briefly revisits network science applications for designing sparse
or more effective artificial neural networks, as well as existing research related to our
work.
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4.1 Artificial Neural Networks

The history of artiĄcial neural networks can be traced back to the 1940s when McCul-
loch and Pitts introduced the Ąrst formal neuron (McCulloch et al. 1943). This Ąrst
neuron model was based on the idea that complex inputs could be simpliĄed and cate-
gorized into a binary decision. Later, in 1949, Hebb introduced the concept of synaptic
modiĄcation, suggesting that learning occurs through the strengthening or weakening
of connections among neurons (Hebb 1949). Then, in 1958, Rosenblatt developed the
perceptron, the Ąrst artiĄcial neuron (Rosenblatt 1958). The perceptron consisted of
multiple input combined together to produce a single output.

In the following years, advancements continued to be made in the Ąeld of neural net-
works. In 1986, Rumelhart introduced the multilayer perceptron, which allowed the
construction of more complex networks by combining many perceptrons in hierarchical
structure composed of multiple layers (Rumelhart et al. 1986).

Definition

From a mathematical point of view, we deĄne an artiĄcial neuron as a parametric
function ϕw,b which transforms an input vector x into an output value y. Similarly,
an artiĄcial neural network (ANN) is a mathematical function that processes informa-
tion from the input to the output by applying a hierarchical combination of artiĄcial
neurons. The way the neurons (or units) are combined together determines the ANN
architecture. Such architecture can be easily represented as a graph, whose vertices
are the units and the oriented links represent a linear transformation applied to the
output of the Ąrst connected unit and being the input of the second connected unit
(See Fig. 4.2).

The architecture determines the number of layers (list of neurons having the same
input), the number of units per layer, and the presence and orientation of edges among
the units. The nonlinear transformation function σw,b associated to each unit is called
activation function. The activation function mimics the stimulation of a biological
neuron by transforming multiple inputs into an output value. Common examples of
activation functions are the sigmoid function σ(x) = 1

1+e−x or the RectiĄed Linear Unit
(ReLU) function σ(x) = max(0, x) shown in Fig. 4.1.

It has been proven that an artiĄcial neural network can approximate any continu-
ous function with inĄnity precision level (Hornik et al. 1989). This property of ANN
models, named expressiveness, together with their adaptability to different tasks
has allowed ANN to Ąnd applications in multiple domains reaching or even exceeding
human-like performances (Esteva et al. 2017; Silver et al. 2016; Rajpurkar et al. 2018).
According to their architecture, artiĄcial neural network can be grouped in different
structure classes: Feedforward Neural Network, Convolutional Neural Network, Re-
current Neural Network, Bolztmann Neural Network, Spiking Neural Network or com-
binations of this modular architecture. In our work, we mainly consider feedforward
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input a label (i.e. an image labeled by category). The neural network processes a
set of inputs and produces the corresponding outputs. During the training phase, the
objective is to obtain as output label the desired one, (or as close as possible). This is
achieved by optimizing an objective function. Such a function measures the distance
(the error) between the NN outputs and the desired ones, thus the goal of a supervised
classiĄcation learning is to learn the prediction function f : X → Y given a set of
K labeled data ¶(xk, yk)♢K

k=1, x
k ∈ X , yk ∈ Y . This corresponds to the optimization

problem:

min
fW∈F

1
K

K∑

k=1

L(yk, fW(xk)) (4.3)

where X ,Y are respectively the data space and the label space, F is the set of func-
tion between X ,Y , the pair (xk, yk) are the data points and their labels, L is a loss
function which computes the error between yk and f(xk). Given fW the parametric
function associated to a considered artiĄcial network, the optimization problem reduces
in Ąnding the optimal weights

Ŵ = arg min
W

1
K

K∑

k=1

L(yk, fW(xk)). (4.4)

In the following, when it is not needed to precisely identify the synaptic weights in a
layer, we will enumerate the parameters of W simply as Wj, adopting an enumeration
which does not take into account the hierarchical structure of the ANN.
A solution to Equation 4.4 can be achieved by gradient descent and backpropagation
(Cauchy et al. 1847; Rumelhart et al. 1986), which applies the chain rule of derivative
from the output to the input in order to determine the partial derivative of the loss
function with respect to each synaptic weight in the neural network . Each weight
wl−1,l

i,j is updated iteratively during the training process by subtracting the product of
the learning rate η and the partial derivative of the loss function L with respect to
the weight as wl−1,l

i,k ←− wl−1,l
i,j − η ∂L

∂w
l−1,l
i,j

. In practice, the iteration is repeated until

convergence and grants reaching a global optimum if L is convex.

Classification Evaluation

In a classiĄcation task of supervised learning, the evaluation metric associated with
the performance of the ANN is typically given in terms of accuracy.

Definition 4.1. The accuracy in a classiĄcation task is given by the ratio of the
number of correct classiĄcations and the total number of tested samples.

Accuracy =
number of correctly classiĄed samples

total number of classiĄed samples
(4.5)

Adam Optimizer. From an implementation point of view, instead of updating the
weights at every single sample, a commonly used learning algorithm is stochastic gra-
dient descent which employs small batches of randomly sampled training examples to
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Algorithm 1 Adam: Stochastic Optimization, adapted from Kingma et al. 2014.

Require: η: Stepsize
Require: β1, β2 ∈ [0, 1): Exponential decay rates for moment estimates
Require: f(θ): Stochastic objective function with parameters θ
Require: θ0: Initial parameter vector

1: m0 ← 0 ▷ Initialize 1st moment vector
2: v0 ← 0 ▷ Initialize 2nd moment vector
3: t← 0 ▷ Initialize timestep
4: while θt not converged do
5: t← t+ 1
6: gt ← ∇θft(θt−1) ▷ Get gradients w.r.t. stochastic objective at timestep t
7: mt ← β1 ·mt−1 + (1− β1) · gt ▷ Update biased Ąrst moment estimate
8: vt ← β2 · vt−1 + (1− β2) · g2

t ▷ Update biased second raw moment estimate
9: m̂t ← mt/(1− β1

t ) ▷ Compute bias-corrected Ąrst moment estimate
10: v̂t← vt/(1− β2

t ) ▷ Compute bias-corrected second raw moment estimate
11: θt ← θt− 1− η · m̂t/(

√
v̂t + ϵ) ▷ Update parameters

12: end while
13: return θt ▷ Resulting parameters

4.1.1 Robust Artificial Neural Network

Despite the expressiveness of neural network model, a major challenge in training ar-
tiĄcial neural networks is represented by their generalization ability, i.e. the ability
to associate good output to new input samples which are unseen during the training
phase. In some cases indeed, the model may be affected by the overĄtting phenomenon,
where the learned function is a very good approximation on the training dataset, but
failed when applied to the test data (see Fig. 4.3).

In the development of a robust neural network model, the generalization issue re-
mains a challenge in two different settings: static generalization ability, where the
neural network is expected to be able to generalize to unseen sample extracted from
the same distribution (or from distribution-shift) inside a given Ąxed class set; dynamic
generalization ability, where the neural network is expected to generalize to previously
unseen tasks by re-using previously learned information and after a new training ses-
sion. The desiderata of a robust neural network model are listed in Table 4.1.
In the following chapters, we consider the dynamic generalization ability, where a neu-
ral network model is trained in sequential manners (for static generalization ability in
ANN see for instance Neyshabur et al. 2018; Novak et al. 2018; Arbel et al. 2023; Pitas
et al. 2019). Moreover, our contribution to adversarial attacks robustness is reported
in the Appendix B.4.
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natural intelligence is faced by a continuous adaptation to new information, artiĄcial
systems are usually trained under the assumption of a static environment (De Lange
et al. 2021; Hadsell et al. 2020). Natural intelligence is able to have a continual adap-
tation to new tasks across a lifetime and even to re-use previously learned ability for
faster learning or consolidation of previously seen tasks. An entire research program
about lifelong learning aims at reproducing this process in artiĄcial systems. This
is the opposite of the static-assumption, where the training of a neural network is per-
formed over a training dataset and the learned function is assumed to generalize to
unpreviously seen samples. However, in real life, agents are continuously faced with
new information, reinforcing the need of developing a model which can continuously
learn and adapt to new tasks. A Ąrst attempt to implement lifelong learning in arti-
Ącial systems is represented by a continual learning paradigm, where neural networks
are trained sequentially over different datasets. See Tab. 4.2 for a proper deĄnition of
sequential and related learning paradigms.

Table 4.2: Glossary of different learning paradigms. For more details see for in-
stance Chen et al. 2018.

Learning Paradigm Definition

Offline Learning the training phase consists of a unique learning ses-
sion, where all the samples in the training data are
presented to the NN.

Online / Incremental /
Continual / Sequential
Learning

the training phases consists of multiple learning ses-
sions, where new samples for training appear across
learning sessions.

Transfer Learning the training phase consists of at least two sessions
where the learned information of the Ąrst phase is
transfer to the second phase, yet at the end of the
last learning session the model is evaluated only on
its performance of the last-seen dataset.

Curriculum Learning the training phases consists of multiple learning ses-
sions where the order is set a priori in order to go
from the easiest task to more difficult ones.

Reinforcement Learning an agent is trained based on a system of rewards to
perform a particular task.

Metalearning the agent is trained to learn the best learning strat-
egy.

Lifelong Learning a special case of online learning which also implies
a faster learning while going through the learning
sessions.

One major issue is the occurrence of the catastrophic forgetting phenomenon when
neural networks are trained in sequential sessions. This phenomenon manifests when
a neural network model, as it adapts to new tasks, loses its capability to execute the
previously learned ones.
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As we are mainly interested in ANN behavior as brain-model, we concentrate into
brain-inspired approaches which includes regularization method, replay methods
and architecture based methods (Chang et al. 2021; Hadsell et al. 2020; Parisi et al.
2019; De Lange et al. 2021; Aimone et al. 2009; Kempermann et al. 2004; Draelos et al.
2017). A visualization of our proposed categorization can be found in Fig.4.6. Our
categorization is based on the framework proposed by Wang et al. 2023b, but it also dis-
tinguishes between biologically-inspired strategies and algorithmic-based approaches.
The latter category includes optimization-based strategies that directly operate in the
optimization programs, as well as problem-reframing-based strategies that involve the
use of self-supervised learning or pre-training the model prior to commencing the con-
tinual training sessions.

The Ąrst family has been inspired by the replay mechanism observed in rodents and
humans (McClelland et al. 1995; OŠReilly et al. 2014; Liu et al. 2019c), where neural
activity patterns are replayed during sleep as a means of memory consolidation (Fig.
4.7 (b)).

Figure 4.7 – Brain-inspiration of continual learning strategies. The human brain
adopts different continual learning strategies which have served as inspiration in the
development of ANN continual learning strategies. Adapted from Chang et al. 2021.

For ANNs, two implementations have been introduced: the rehearsal approach where
some of the previously seen samples are reused with the current samples to learn, and
the pseudo-rehearsal approach where artiĄcially generated new examples are introduced
to represent previously learned knowledge. We consider two rehearsal approaches:
Sample Replay that stores randomly previously seen samples (Lomonaco et al. 2021)
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and GDumb that selects the stored samples by asymptotically balancing the class
distribution (Prabhu et al. 2020). Both methods require to Ąx a memory budget
corresponding to the maximum number of samples that can be stored and re-use across
learning session. GDumb algorithm allocates an equal number of samples for each
learning session. When facing a new class, it gradually removes samples from the
memory belonging to the class with the maximum number of samples, substituting
them with samples from the new class. A visualization of this process is shown in Fig.
4.8.

Figure 4.8 – Visualization of GDumb learning strategy process. Adapted from
Prabhu et al. 2020.

For the pseudo-rehearsal approach, instead, we evaluate the Dream Net strategy
(Mainsant et al. 2021) developed by our collaborators in Grenoble. Dream Net re-
quires an output layer composed of several neurons corresponding to the input (Auto-
associative or Auto-encoder part) and several neurons corresponding to the number of
classes (Hetero-associative or part). Dream Net architecture learning process can be
divided into three phases:

1. The Learning Net at each learning session, learns real features from the class of
the session and pseudo-features from the previously learned classes.

2. The Learning Net at the end of the learning session transfers its weights to
Memory Net

3. Memory Net captures the learned function using a re-injection sampling proce-
dure. The re-injection sampling procedure consists of the following steps: inject
a random noise input vector and re-inject the replication vector obtained at the
output of the auto-associative part of Memory Net at its input and so on. At
each re-injection, Auto and Hetero associative outputs of Memory Net are con-
served to create pseudo-examples. After several re-injection, a pseudo-examples
database is obtained that contains pseudo-features and corresponding pseudo-
labels obtained after each re-injection (data from the Ąrst inference is not kept).

A visualization scheme of the Dream Net learning procedure can be found in Figure
4.9.
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The regularization methods have been developed to retain the most important weights
while learning new classes. Their bio-inspiration relies on the hypothesis that con-
tinual learning relies on task-speciĄc synaptic consolidation, making certain synapses
less plastic and stable over time (Clopath 2012). For instance, experiments with mice
demonstrate that a strengthening of excitatory synapses occurs at new skill acquisition
(Yang et al. 2009), leading to an increased volume of speciĄc spines. The increased
volume persists despite the subsequent learning of new tasks and is associated with the
persistence of performance of the very Ąrst learned task several months later. When
these spines are removed the task is forgotten (Cichon et al. 2015; Hayashi-Takagi
et al. 2015, panel (a) Fig. 4.7). Among the ANNs regularization methods, we con-
sider Elastic-Weight-Consolidation (EWC), Synaptic Intelligence (SI) and Learning
without Forgetting (LwF) strategies (Kirkpatrick et al. 2017; Zenke et al. 2017; Li
et al. 2017b). EWC and SI are structural regularization methods (Li et al. 2017b)
that constrain relevant weights to stay close to their old values. The major difference
between these two approaches is given by the estimation of important weights. EWC
relies on an offline estimation of the Fisher information matrix while SI proposes an
online computation of the importance of a synapse being proportional to the product
of its weight and the activity of the post-synaptic neurons.

EWC penalizes excessive movements in learning new task from the just obtained op-
timal weights. At each learning session t, a regularization term is added to the loss
function Ltw constraining the new learned weights to stay close to the previous learned
one:

Ltw = L♣Dt
+
∑

c

λ

2
Fc(wc − ŵc t−1

)2 (4.6)

where Ltw is the loss function at the learning session t with weights parameters w,
L♣Dt

is the loss function evaluated on the dataset associated to the learning session t, c
is an enumeration of the weights, λ is the regularization hyperparameter assessing the
importance of previously seen task with respect to the new one, Fc is the Fisher matrix
at session t − 1 corresponding to an estimation of the importance of each parameter
in solving the optimization problem over Dt−1 and ŵt−1,c is the optimal c-th weight
determined at session t− 1. The Fisher information matrix

F = E

( ∂

∂w
log f(X ; w)

)2
∣∣∣∣w
]

is computed at the end of each learning session. SI proposes a regularization parameter
in the loss function of each learning step by introducing a surrogate loss whose minimum
is reached for the previously determined optimal weights parameters. SpeciĄcally, the
actual loss function becomes

Lw t
= L♣Dt

+ ψ
∑

c

Ωt
c(wc − ŵc t−1

)2 (4.7)

where ψ is an hyperparameter corresponding to the inĆuence of the previously learned
tasks, ŵc t−1

is the previously determined optimal parameters and Ωt
c is the proposed
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new estimation of parameters importance which is updated online as follows:

Ωt
c =

∑

t′<t

ωt′

c

(∆t′

c )2 + ξ
(4.8)

ωt′

c is the parameter speciĄc contribution to changes in the total loss, obtained by sum-
ming at each weight update iteration of the training phase the product of the individual
gradient ∂L

∂wc
and the parameter update. This corresponds to write the change of the

loss function over the entire training phase as sum of inĄnitesimal changes across each
iteration per individual parameter. ∆t′

c corresponds instead to the difference between
the parameter value at two consecutive iterations, which is simply given by the gradient
descent rule, and ξ is introduced to ensure a non-zero denominator.

While EWC and SI directly operate by regularizing the model parameters, functional
regularization approaches, such as the LwF strategy, penalize changes in the input-
output function of the neural network. This is achieved by constraining the predictions
obtained by applying the current model to remain close to the predictions obtained by
applying the previously learned model to samples from the current dataset Dt.

Finally, the third class of methods which dynamically update the network architecture
are inspired by neurogenesis happening in adult mammalian brain when learning new
information (Kempermann et al. 2004; Aimone et al. 2009 (c) panel Fig. 4.7). These
methods can dynamically increase the architecture model by adding neurons, layers
or sub-networks, or instead freezing part of the model while learning over the other
in static conditions. Architecture-based approaches have the main issue of scalability,
since the architecture continues to expand while more tasks are added (Parisi et al.
2018; Yoon et al. 2017; Draelos et al. 2017). The LwF strategy requires neurogenesis:
the model architecture is updated by the addition of a node in the output layer corre-
sponding to the new observed class, together with the inclusion of all the connections
from the last hidden layer to the output one.

The LwF loss function can be separated in two parts: Lold and Lnew with the inĆuence
of previously seen tasks being weighted by the hyperparameter α0. The equation 4.9
is given by :

Lt = αoLold♣
Dt

(yt
i , f

t−1(xt
i)) + Lnew♣

Dt

(yt
i , f

t(xt
i)) (4.9)

The difference between the current model and the previous one is given by the addition
of a node in the output layer corresponding to the new observed class, together with
the inclusion of all the new parameters from the previous layer and the output one.
Lold is computed using the parameters learned during the session t− 1 for the sample
belonging to the current dataset Dt and corresponds to

Lold(f t−1(xt
i), y

t
i) = −

t∑

t′=1

Υ(f t−1(xt
i)) log Υ(f t(xt

i)) (4.10)
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which is the sum over the available labels of the difference between the recorded output
from previous model and the current output, rescaled by the Υ function as

Υ(fk(xk
i )) =

(fk(xk
i ))1/ζ

∑k
t′=1 f

t′(xt′

i )
(4.11)

where ζ is a hyperparameter regulating the smoothness of the classes probability dis-
tribution. Lnew is a chosen loss function computed for the dataset Dt.

Other architecture-based strategies propose to freeze part of the neural network to
force the appearance of specialized sub-networks (Rusu et al. 2016; Turner et al. 2021;
Draelos et al. 2017).
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4.3 Network Science in ANNs

Since the development of ANNs and over the years, there has been an interest in
using insights from cognitive neuroscience to improve their performances (Marblestone
et al. 2016; Hassabis et al. 2017; Khacef et al. 2018; McCulloch et al. 1943; Hebb
2005; McClelland et al. 1986). Particularly, artiĄcial intelligence practitioners can Ąnd
inspiration from biological intelligence and natural mechanisms for the development of
new models (Hassabis et al. 2017).

However, despite the seminal bio-inspiration in ANNs design, many tools introduced
for brain information processing investigation have not been fully used to study ANN
behaviors. Among these, graph modeling has shown to be a powerful framework widely
used in neuroscience to study brain structural and functional connectivity (Petersen
et al. 2015; Bullmore et al. 2009; Wang et al. 2010; Sporns 2022; Barabási 2013).

In this section, we review related works about network science applications in ANN
models (comprehensive reviews be found in Chung et al. 2023; Kaviani et al. 2021).
Most part of the previous works in this direction concerns the structure of the ANN
itself, i.e. its architecture, to achieve faster convergence and better results. Large
part of the literature focuses on HopĄeld neural network (HopĄeld 1982; Stauffer et al.
2003; Kaviani et al. 2021), which is a particular ANN composed of a set of neurons all
connected in a regular structure and which simulates memory. On the other hands,
concerning feed forward neural network, many works explore the use of architectures
characterized from a network science point of view. For instance, various works have
explored the possibility of connecting neurons in ANN to build small-world, scale-free
or sparse ANN instead of traditional feed forward network with the objective of im-
proving performances, having faster convergence or reducing the model dimension.

Small-world neural network was Ąrst proposed in Simard et al. 2005. The author
trained different layered neural network after rewiring a different number of connections
between neurons making the architecture transit from a regular structure to a random
one, passing by the small-world architecture and evaluate the effect of introducing
long-jump links between neurons of different layers. The inĆuence of complex topology
in artiĄcial neural network performance was later on explored in different applications,
but remain a controversial topic (Erkaymaz et al. 2012; Erkaymaz et al. 2014; Jiang
2009; Zheng et al. 2010). Scale-free topology was instead applied and evaluated across
multiple datasets in Mocanu et al. 2016.

Regarding work for network characterization, recently complex network tools have been
used for the analysis of both trained and untrained ANNs. In La Malfa et al. 2021;
La Malfa et al. 2022, the authors apply complex network theory to deep ANNs of
different types (feed forward neural network, convolutional NN, etc.). Their ANNs
characterization is based on metrics distribution over weighted directed graphs.

A motif discovery process has been proposed in Zambra et al. 2020, where the authors
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characterize multi-layer perceptrons during the learning phase by detecting different
patterns of connection of groups of four or Ąve units. Their method is used to compare
different weights initialization in multi-class classiĄcation. While the proposed frame-
work has promising results, the motif search can become computationally expensive
while the dimension of ANN increases (Masoudi-Nejad et al. 2012; Patra et al. 2020).
In their application, the ANN size appears quite small (30-20 units and 3 layers).

Next, the work of Scabini et al. 2021 extends complex network techniques to detect dif-
ferent neuron types and to relate their presence to the performance of fully connected
neural networks. Their framework considers only weighted graphs and an Offline learn-
ing setting.

A different graph model deĄnition is proposed in Hanczar et al. 2020, where the ANN
decision process for a binary classiĄcation task is based on the deĄnition of a relevance
network per class, obtained through the computation of the layer-wise relevance prop-
agation (LRP) score (Bach et al. 2015). While LRP has been deĄned and it is mainly
used to determine input features contributing to the Ąnal classiĄcation, the authors
originally propose to use the class relevance network as a human-understandable deci-
sion process. Their approach associates each unit with the Ąnal decision, providing a
human-understandable decision process, but requires expert knowledge insertion.

Finally, a new approach has been proposed in Corneanu et al. 2019 by the deĄnition
of a functional network obtained by the computation of Pearson correlation among
activation units. Multiple instances of functional networks across training epochs are
then compared using topological metrics in order to assess the model evolution during
the learning process. In their approach, the ANN model is considered as a structural
network and its weights and architecture are not considered.

In the next chapters, we present our collaborative work on the use of graph to study
ANN connectivity and explore different continual learning strategies.
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In this chapter, we present our original graph-based analysis model for ANN connec-
tivity. This work aims to bridge the gap between neuroscience and artificial neural
networks by introducing a graph modeling framework, a powerful tool widely used in
studying brain structural and functional connectivity. Our approach, largely inspired by
a brain framework analysis, introduced the definition of ANN functional connectivity at
rest and a corresponding induced-graph definition. Thus, we introduce graph-informed
features for the characterization architecture at different learning sessions and graph-
informed pruning and weight-injection methods. Finally, we present the adopted eval-
uation metric and their interpretation in terms of plasticity and stability of artificial
models. This proposal lays the foundation for the development of a graph-features-
informed learning strategy. At the end of the chapter, we discuss relevant related works
and limitations.



124 Chapter 5. Graph-Based Analysis of ANN Connectivity

Contents

5.1 Introduction 126

5.2 Graph-based method for ANN connectivity analysis 126

5.2.1 Activation Network and Induced Graph . . . . . . . . . . . . . . 127

5.2.2 Graph statistics of interest . . . . . . . . . . . . . . . . . . . . . . 129

5.2.3 Graph-informed Features . . . . . . . . . . . . . . . . . . . . . . . 129

5.2.4 Network Surgery: Nodal Role IdentiĄcation . . . . . . . . . . . . 131

5.2.5 Graph-informed Weight Injection . . . . . . . . . . . . . . . . . . 131

5.3 Evaluation Metrics 133

5.4 Related Works and Limitations 134





126 Chapter 5. Graph-Based Analysis of ANN Connectivity

5.1 Introduction

Despite the seminal bio-inspiration in ANNs design, many tools introduced for brain
information processing investigation have not been fully used to study ANN behavior.
Among these, graph modeling has shown to be a powerful framework widely used in
neuroscience to study brain structural and functional connectivity (Petersen et al. 2015;
Bullmore et al. 2009; Wang et al. 2010; Sporns 2022; Barabási 2013). In this chapter,
we propose to explore how such a framework can be elegantly and interestingly used to
investigate the ANN properties and particular behaviors. A conceptual visualization
of our proposal can be found in Fig. 5.1.

As a case of study, we concentrate on the sequential learning process where ANNs are
trained on an ordered series of tasks as shown in Fig. 4.4 (Buzzega et al. 2020; Hadsell
et al. 2020). This process mimics how the brain continuously learns and adapts to new
tasks (Milgram et al. 1987; Pascual-Leone et al. 2005). As neuroscientiĄc literature re-
ports, brain connectivity changes are associated with new learning tasks (Casimo 2018;
Vico Fallani et al. 2010; Zouridakis et al. 2007), we explore, using graph modeling, the
corresponding ANN connectivity changes. In particular, we investigate how speciĄc
graph statistics are modiĄed during a continual learning framework and the conditions
that led to catastrophic forgetting (i.e. the performance of previously learned tasks
dramatically decreases when new tasks are learned in a sequential manner by stopping
training on task A while beginning training on task B, Fig. 4.4 Panel B).

An overview of the brain-inspired perspective of the proposed graph-based analysis of
ANNs is proposed at the beginning of the chapter.

In the following, we refer to an architecture, a learning strategy, a Ąxed order of training
sessions, and the general classiĄcation task associated with the database as a config-
uration.

All our graph modeling analysis of ANNs across sequential learning sessions aims to
extract information on how the network adapts to new tasks and how it preserves
knowledge of previous tasks from a connectivity point of view. This can potentially
provide insights into the plausible neural mechanisms underlying continual learning in
the biological neural networks and in reverse inspire the design of more efficient and
biologically-plausible continual learning artiĄcial systems.

5.2 Graph-based method for ANN connectivity anal-

ysis

From a trained ANN, we build a corresponding graph model starting from its archi-
tecture: the units (i.e nodes) present in each layer and the presence and orientation
of edges among the units. Indeed, we extract the activation network at rest (see Def.
5.1), similar to a brain resting-state connectivity analysis (van den Heuvel et al. 2010),
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by feeding to a trained ANN an input sample of 1-entries. Then, we perform a graph
Ąltering procedure to determine the most active units and the strongest connections (B
panel Fig. 5.1). This results in an induced graph that is oriented from the input layer
to the output layer, and its structure is encoded by its adjacency matrix A = (anm).

For each conĄguration, we extract as many induced resting-state graphs as learning
sessions.

Unlike biological connectivity graphs, the feedforward ANN is a partite graph with a
Ąxed structure where edges exist only between consecutive layers.

5.2.1 Activation Network and Induced Graph

We consider an ANN model to be uniquely identiĄed by an architecture graph and a
synaptic weight function which determines the parameters of each artiĄcial neuron by
associating a weight to each edge.
The weights are uniquely determined at the end of the training process, we denotate
wl−1,l

i,j the weight associated with the edge connecting the i-th node of layer l − 1and
the j-th node of layer l. Note that the input layer corresponds to l = 0.
At each input sample x processed by the ANN model, we can associate an activation
network deĄned by the computation of the sequence of linear and nonlinear transfor-
mations applied to the input and associate to each unit, its activation value σ and to
each edge, the resulting value of the corresponding transformation. In biological terms,
the activation network can be thought of as the map of the brain response to a stimulus
x. In particular, each unit i in layer l is associated with an activation ul

i:

ul
i = σ(

∑

j

wl−1,l
j,i ul−1

j + bi) (5.1)

where σ is the activation function and b is a Ąxed bias term, w and b are the parameters
of the artiĄcial neuron function.

Definition 5.1. Inspired by the concept of brain resting-state connectivity analysis,
where the brain activation map is determined at mind-wandering, we deĄne the acti-
vation network at rest feeding to the ANN a vector of ones to simulate the process
of a non-task-related-information.

With this procedure, the ANN is not engaged in any speciĄc cognitive task, and we
can assess the intrinsic functional organization of the artiĄcial system. The activation
network at rest results in a set of artiĄcial neurons that are spontaneously active and
functionally connected with each other in the absence of true external inputs. The
vector of ones can serve as a simple way to activate the network at rest, by providing
a constant input to all the nodes, yet different choices (random noise, periodic signals,
average of the considered data, ..) can be envisaged in future explorations. Thus, for
the units in the input layer, we Ąx u0

i = 1. The weights of the edges in the following
layers of the activation network at rest are given by
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w̃l−1,l
i,j = wl−1,l

i,j ul−1
i (5.2)

Hence, for the Ąrst hidden layer, we have w̃0,1
i,j = w0,1

i,j u
0
i = w0,1

i,j and for the subsequent
layer, we simply apply (5.2) again with u1

i the output of the Ąrst layer. Even if for
the Ąrst layer w̃0,1

i,j equals in value w0,1
i,j , they formally correspond to two very distinct

concepts, being w the parametric synaptic weights of the artiĄcial neural network
function and w̃ the weights function associated to the edges of a graph.

Finally, we perform a graph Ąltering procedure for both the nodal features - to deter-
mine the most active units - and edges weights - to determine the strongest connections.
As Ąnal results of this procedure, we obtain a binary directed graph, i.e. every two
nodes are either connected either disconnected with edges direction going from the
input layer to the output. Note that the number of nodes and edges in the activa-
tion network only depends on the architecture graph of the model which is Ąxed for
all conĄgurations. The graph Ąltering procedure can be performed by choosing the
number of units to extract in each layer, and the desired total number of edges with
respect to a given criterion (for instance to observe particular graph properties). This
corresponds to determine a weight threshold WT such that the number of edges whose
graph weights are greater in absolute value of WT equals the chosen graph sparsity.
Similarly, on the nodal features, we can Ąlter out units whose activation is not greater
than an activation threshold AT.

Definition 5.2. We deĄne the induced graph obtained by Ąltering the activation
network at rest of a trained neural network as G(NN)

G(NN) = G = (V , E) : (5.3)

V = ¶(l, i) s.t. i ∈ ¶1, . . . , H(l)♢, l = 0 or (l ∈ ¶1, . . . , L♢ and ul
i > AT)♢ (5.4)

A = (a(l−1,i),(l,j)) (l−1,i),(l,j)∈V
l∈¶1,...,D♢,

i∈¶1,...,H(l−1)♢,
j∈¶1,...,H(l)♢

=





+1 if ♣w̃l−1,l
i,j ♣> WT

0 otherwise
(5.5)

where A is the adjacency matrix (Fig. 5.2), L the depth of the ANN and H(l) the
number of units in layer l.

Note that after applying the graph-Ąltering procedure, some nodes can be disconnected
from the resulting graph and the existence of a unique connected component can be
guaranteed by the addition of one single edge. However, in our simulations, a unique
connected component was always observed with some disconnected units whose weights
were not signiĄcant in absolute values to be included in the resulting induced graph.
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Figure 5.2 – A toy example of an induced graph. Left: NN architecture graph.
Center: The induced graph at rest. Right: Visualization of the statistics of interest
for the gray node.

5.2.2 Graph statistics of interest

The Ąxed structure of the graphs we analyze only allows edges between two consec-
utive layers. As a result, graph statistics like diameter or centrality measures, which
detect the graph shape, are not expected to provide valuable additional insights when
comparing the same architecture trained with different strategies. Hence, we focus
on in-degree and out-degree of units in the hidden layers, deĄned in Eq. 5.7. These
statistics respectively count the number of incoming and outgoing edges, capturing the
amount of information Ćow through each unit (See Fig. 5.2). Thus, the value in minus
out degree can be used to rank nodes in the hidden layer. In the following, we omit
the dependency on l and only indicate with i the node (l, i).

Definition 5.3.

degin(i) =
∑

(l−1,j)
j∈¶1,...,H(l−1)♢

a(l−1,j),(i) (5.6)

degout(i) =
∑

(l+1,j)
j∈¶1,...,H(l+1)♢

a(i),(l+1,j) (5.7)

In particular, we consider the quantity

S (i) = degin(i)− degout(i) (5.8)

and we distinguish two types of nodes: nodes belonging to the interquartile range of
S and nodes in the tail of S . An example, with S having average in zero, can be
visualized in Fig. 5.3

5.2.3 Graph-informed Features

We enumerate the T learning sessions, and notate base the Ąrst one, at the end of
each training session we determine an induced graph. Thus, for each conĄguration
(an architecture, a learning strategy, a database, and the learning order), we extract
T induced graphs. In the following we include the subscript t corresponding to the
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(a) Interquartile node,
S (i) = 0 with zero the
median of S

(b) Tail node which is
channeling the informa-
tion S (i) > Q3

(c) Tail node which is
irradiating the informa-
tion S (i) < Q1

Figure 5.3 – Examples of interquartile and tail nodes.

learning session, for the induced graph extracted at session t we consider the statistics
St. Moreover, we deĄne the following graph features.

Definition 5.4. We deĄne the Maximum Unit Change in Equation 5.9.

Maximum Unit Change = max
i∈¶1,...,H(l)♢

t∈¶1,...,T ♢

∣∣∣St(i)−St−1(i)
∣∣∣ (5.9)

where H(l) is the number of units in layer l.

Next, we determined the number of units in the tail of St at each learning session,
given by vt in Equation 5.10.

vt =
∑

i∈¶1,...,H(l)♢

χ¶j♣St(j)<Q1t♢(i) + χ¶j♣St(j)>Q3t♢(i) (5.10)

Q1t, Q3t are the Ąrst and third quartiles of St(j) distribution.

In general, we can expect St(i) to be positive. Yet, a node hosting a negative Ćow
may exist. It corresponds to a neuron receiving little information and spreading it
irrespective to all output units. Vice versa, a very high St(i) value represents a neuron
aggregating multiple information into a few output units. The extracted graph feature
Maximum Unit Change represents the maximum consecutive change in the Ćow of one
hidden neuron across two learning sessions. Each vt quantiĄes the number of units in
the hidden layer whose Ćow does not belong to its interquartile range.

Definition 5.5. Next, we deĄne the Consecutive Tail Persistence as the percentage of
tail units in the tails of consecutive learning sessions (i.e. in the tail of both St−1 and
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St).

Definition 5.6. Finally, we deĄne the Tail Persistence as the percentage of units
which are in the tail of S1 after the learning session of the base task and in the Ąnal
distribution ST after all learning sessions.

5.2.4 Network Surgery: Nodal Role Identification

We are interested in determining the behavior of hidden units according to their value
in St(i). In particular, for each model and conĄguration NN, we notate the ordered
list of trained networks as NN = (NN1, . . . ,NNt, . . . ,NNT ). At each learning session
t, we extract the associated induced graph and compute for each hidden unit i the
statistics St(i). Thus, we compute the Ąrst and third quartiles Q1t, Q3t. We denote
wl,l+1

i,j (t) the synaptic weights between the i-th unit of layer l and the j-th unit of layer
l + 1 of the model NNt obtained after the t-learning session, L is the depth of the NN
and HA the number of units in the auto-associative part of the output layer, if any.
We propose the following deĄnitions.

Definition 5.7. We deĄne a version NN
τ = (NN1,τ , · · ·NNT,τ ) which only preserves

the weights of units outside the interquartile in-out degree interval, namely in the tail.

NNt,τ : wt,τ
(i),(l+1,j) =





0 l = L− 1 and HA ≤ j ≤ HA + T and

i ∈ ¶k ♣Q1t < St(k) < Q3t♢
wl,l+1

i,j (t) otherwise

. (5.11)

Definition 5.8. Second, a complementary version of the previous one, which discards
the weights of units in the tail. We notate this version NN

τ̄ = (NN1,τ̄ ,NN2,τ̄ , · · · ,NNT,τ̄ ).
NNt,τ̄ :

wt,τ̄
(i),(l+1,j) =





l = L− 1 and

wl,l+1
i,j (t) HA ≤ j ≤ HA + T and

i ∈ ¶k ♣Q1t < St(k) < Q3t♢
0 otherwise

. (5.12)

A schematic visualization of these pruned versions is shown in Fig. 5.4.

5.2.5 Graph-informed Weight Injection

We propose three procedures across consecutive sessions to recall previously learned
classes: a forward weights injection without Ąne-tuning, backward weights injection
without Ąne-tuning and a weight constraint with Ąne-tuning.
We denote τ 1, τ 2, · · · , τT the hidden units in the tails of the distribution of St(i),t=1,...,T .
Given a NN, we deĄne three new ordered lists, as follows:
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Definition 5.11. the weights injection with Ąne-tuning procedure is deĄned as

NN
WIF = (NN1,WIF, · · · ,NNT,WIF)

in which at each step the hidden units in the tail are detected and their weights frozen,
before training in the new task as shown in Fig. 5.5.
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Y1
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Architecture

Trainable weights

X1

X2

Y1
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Y3

Task 2

Frozen weights
Trainable weights

Figure 5.5 – Weights injection with Ąne-tuning procedure. At each learning session,
the weights among hidden units in the tails and the output units in the hetero
associative part are frozen. Thus, the model is trained for the new task.

5.3 Evaluation Metrics

Since the occurrence of catastrophic forgetting is related to the stability-plasticity
dilemma, we propose to evaluate each architecture and strategy on these two properties
by the estimation of the following metrics based on the accuracy of the different learned
classes. These metrics have been proposed in Kemker et al. 2018, here we originally
interpret them with the stability and plasticity properties

Definition 5.12.

stability := Ωbase = 1
T −1

∑T
t=2

αbase,t
αideal

(5.13)

plasticity := Ωnew = 1
T −1

∑T
t=2 αnew,t (5.14)

where T corresponds to the total number of learning sessions, αnew,t is the test accuracy
for the class immediately learned at session t, αbase,t is the test accuracy of the class
learned during the Ąrst session (base set) after t new learning sessions and αideal is
the offline method accuracy on the base set, which can be assumed to be the ideal
performance. To determine αideal we train the architecture in one single learning session
with a unique dataset including the entire classes.

In continual learning, we notate local accuracy the accuracy of the last learned class,
and global accuracy at each learning session as the accuracy of all the seen classes.

We quantify the stability with Ωbase that measures the ability to retain the class learned
during the Ąrst session (base session), after learning the successive sessions; and the



134 Chapter 5. Graph-Based Analysis of ANN Connectivity

plasticity with Ωnew that measures the performance in learning a new task (See B-C
panels in Fig. 4.4). Unless a model outperforms the offline model accuracy on the base
set αideal, stability and plasticity vary between [0, 1]. Note that the occurrence of the
catastrophic forgetting phenomenon is directly quantiĄed by the stability metric: low
stability implies forgetting.

5.4 Related Works and Limitations

Induced-graph definition. The proposed graph-based analysis is based on a unique
induced graph deĄnition, while for its estimation it does not require any input data, by
essentially propagating the weights themselves across the different layers, the meaning
of the induced graph is not explored with respect to the learned function. Other ways
to deĄne the graph need to be explored in future work, together with the exploration
of the relation of the extracted induced graph and the neural network model from
a statistical-based point of view. In particular, in our work in adversarial attacks
(Appendix B.4), we explored a different way to deĄne the induced graph, by associating
to each sample a thresholded network where each edge (i.e. each synaptic weight) is
associated to its inĆuence on the output. This is achieved by applying the layerwise
relevance propagation LRP (Bach et al. 2015, Montavon et al. 2019). LRP offers
the possibility of a more detailed analysis of the information Ćow per sample within
the neural network from a graph perspective. Alternatively, an average graph could
be used to associate each conĄguration and learning session with a unique activation
graph. However, the representative power of such a graph might be a concern.

Similarly, other graph deĄnition, such as the functional network proposed in Corneanu
et al. 2019 also merit comparison and exploration. These alternative approaches could
provide valuable insights into the behavior and performance of the neural network in
different scenarios.

Relation with hard-pruning. Our thresholding procedure to determine the induced
graph is similar to a magnitude-based pruning process (Kim et al. 2015; Han et al.
2015b; Han et al. 2015a), where low magnitude weights are turned-off in neural net-
work models to obtain smaller number of parameters. The main difference is given by
the fact that our process requires the propagation of an input vector from the input
to the output. Yet, given the choice of employing a ones-vector as input, the weights
extracted from the Ąrst layer are obtained by selecting the strongest weight-magnitude,
as done in hard-pruning (Kim et al. 2015; Han et al. 2015b; Han et al. 2015a). Our
approach - similarly to hard-pruning techniques - implicitly adopts weight magnitude
as predictor of weight to the output. Previous works (Olden et al. 2002; Olden et al.
2004) demonstrate that the use of weight values for assessing variable contributions in
neural networks reach high performance with low computational cost.

Graph-statistics. The adopted method remains general and can be adapted to take
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into account different choices of graph-statistics. As a Ąst preliminary exploration, we
consider a single graph-statistics given by the combination of in- and out-degree. Yet,
many other nodal statistics exist and need to be considered in future works. Specif-
ically, the choice of the statistics S is based on the concept of network Ćow, indeed
intuitively it captures the amount of information which is processed by each unit in
the network.

In the next chapter we applied our proposed graph modeling to the ANNs for the
exploration of different continual learning strategies on two classiĄcation tasks.
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In this chapter we propose as case of study the characterization of various learning
strategies on continual learning scenario. Particularly, we consider two different clas-
sification task and related architectures. We perform three experiments to thoroughly
assess the graph-based framework’s ability to recognize different deleterious behaviors
arising from various learning strategies in continual learning scenarios. Moreover, we
introduce the notion of plasticity/stability-critical unit set and design the pruning ex-
periment to obtain a fine-grained analysis at the unit level of the considered learning
strategies. Our graph modeling manage to identify units with slight norm changes in
weights across learning sessions, without requiring input data processing.
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6.1 Introduction

In this chapter, we explore the previously proposed framework for the characterization
of sequential learning process of ANNs. This process mimics how the brain continu-
ously learns and adapts to new tasks (Milgram et al. 1987; Pascual-Leone et al. 2005).
As neuroscientiĄc literature reports, brain connectivity changes are associated with
new learning tasks (Casimo 2018; Vico Fallani et al. 2010; Zouridakis et al. 2007), we
explore, using graph modeling, the corresponding ANN connectivity changes. In par-
ticular, we investigate how the speciĄc graph statistics is modiĄed during a continual
learning framework and the conditions that lead to catastrophic forgetting.
We consider two simple ANNs architectures (an input layer, a hidden layer, and an
output layer) sequentially trained in a simple handwritten digit recognition task and in
a more complex face emotion recognition task using respectively the MNIST database
(Deng 2012; LeCun et al. 1989) and the FER+ database (Goodfellow et al. 2013a;
Barsoum et al. 2016).

In both cases, we train the ANN architectures using different learning strategies (Lomonaco
et al. 2021) in various learning session orders. In particular, we compare brain-inspired
learning strategies speciĄcally developed to reduce catastrophic forgetting occurrence
(McClelland et al. 1995; French 1999). To ensure comparability of architecture, we
focus on the analysis of changes occuring over a Ąxed graph structure, thus we do not
consider neurogenesis strategies which require a change in the architecture structure
as new tasks are learned.
To achieve a baseline comparison, we will also consider Finetune and Cumulative
strategies. In the former nothing is done to avoid catastrophic forgetting, while in the
latter the architecture is subsequently trained using all previously seen training data
up to the task of the current session as it happens in Offline training.

6.2 Material

6.2.1 Handwritten Digit Recognition

Database

Despite being a universal task, digit handwriting is inĆuenced by individual uniqueness
in the formation and appearance of the digits (Jain et al. 2008). Educated humans
gain expertise in recognizing handwritten digits all along their existence, from early
school training, when such an ability is acquired, to adult life during which the ability
is continuously reĄned to adapt to recognize distorted samples or more personal style
(Legault et al. 1992).

Training an artiĄcial system to be competitive with humans in a handwritten digit
recognition task is a fundamental step in human-machine interaction (LeCun et al.
1995; Ciregan et al. 2012; Kumar et al. 2018; Niu et al. 2012; Pashine et al. 2021).
In this Ąeld, the MNIST database Deng 2012 is widely used for benchmarking various
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image recognition algorithms. The database contains a total of 60,000 training and
10,000 test images of handwritten digits, each of which is 28x28 pixels in size, written
by more than 500 different writers (LeCun et al. 1995). The digits range from 0 to 9
as grayscale images.

Architecture and Learning Strategies

Different ANN architectures and algorithms of varying complexity have been proposed
to tackle the classiĄcation of the MNIST dataset (Baldominos et al. 2019; Ciregan et al.
2012; Jarrett et al. 2009. Due to the objective of our case of study, we used the MNIST
database in a simple feedforward architecture deĄned as follows: an input layer of 784
units, a hidden layer of 512 units, and the output layer with 10 output neurons. Thus,
the images were Ćattened before being fed into the ANNs. Comparable architectures
are used in the literature for learning strategies evaluation (Goodfellow et al. 2013b;
Kirkpatrick et al. 2017; Zenke et al. 2017; Lomonaco et al. 2021).

We trained this architecture using different learning strategies (hyperparameters details
are reported in Table 6.1):

• Sample Replay (Lomonaco et al. 2021)
• GDumb (Prabhu et al. 2020)
• SI (Zenke et al. 2017)
• EWC (Kirkpatrick et al. 2017)
• LwF (Li et al. 2017b)
• Cumulative
• Finetune

Table 6.1: Hyperparameters of the considered learning strategies in MNIST set-
tings.

Hyperparameters
Units in [input, hidden, output] Activation functions Optimizer Loss function

[784, 512, 10] [relu, softmax] Adam Cross-entropy

For each architecture and learning strategy, we tested different randomly orders of
learning sessions. In Table 6.2, we report for our simulations, the achieved results in
stability,plasticity, last global accuracy Ωall (Ωall = 1

T −1

∑T
i=2

αall,i
αideal

as deĄned in Kemker
et al. 2018.
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Table 6.2: Complete list of the trained conĄguration results on the handwritten
digit recognition database MNIST. Acc: global accuracy after training on all ses-
sions.

Order Strategy Acc. stab. plas.

(A) 1036457928 Sample Replay 0.80 0.77 0.90
GDumb 0.23 0.00 0.32
EWC 0.12 0.14 1.00
LwF 0.15 0.21 0.99
SI 0.13 0.19 1.00
Finetune 0.11 0.08 1.00
Cumulative 0.72 1.00 0.59

(B) 2813047569 Sample Replay 0.60 0.94 0.55
GDumb 0.54 0.42 0.63
EWC 0.31 0.03 0.99
LwF 0.46 0.11 0.97
SI 0.45 0.12 0.98
Finetune 0.14 0.00 1.00
Cumulative 0.68 1.00 0.59

(C) 1204673985 Sample Replay 0.82 0.56 0.88
GDumb 0.41 0.00 0.53
EWC 0.15 0.00 1.00
LwF 0.23 0.00 0.98
SI 0.22 0.00 0.99
Finetune 0.11 0.00 1.00
Cumulative 0.80 1.00 0.65

(D) 4816203957 S. Sample Replay 0.68 0.91 0.72
GDumb 0.48 0.24 0.57
EWC 0.25 0.00 0.99
LwF 0.37 0.07 0.98
SI 0.32 0.02 0.99
Finetune 0.17 0.00 0.99
Cumulative 0.73 1.00 0.62

(E) 6031925487 Sample Replay 0.78 1.01 0.80
GDumb 0.46 0.64 0.53
EWC 0.26 0.18 0.99
LwF 0.31 0.36 0.98
SI 0.29 0.31 0.99
Finetune 0.17 0.00 1.00
Cumulative 0.70 1.02 0.52

...
...

...
...

...

Order Strategy Acc. stab. plas.
...

...
...

...
...

(F) 941752386 Sample Replay 0.73 1.00 0.80
GDumb 0.40 0.84 0.42
EWC 0.20 0.43 0.99
LwF 0.26 0.68 0.98
SI 0.24 0.53 0.99
Finetune 0.12 0.15 1.00
Cumulative 0.71 1.00 0.45

(G) 9480712653 Sample Replay 0.70 0.89 0.74
GDumb 0.44 0.00 0.55
EWC 0.24 0.00 0.99
LwF 0.31 0.00 0.91
SI 0.29 0.00 0.96
Finetune 0.13 0.00 1.00
Cumulative 0.65 1.01 0.55

(H) 6180534972 Sample Replay 0.76 0.97 0.75
GDumb 0.42 0.89 0.44
EWC 0.18 0.46 0.99
LwF 0.30 0.78 0.97
SI 0.25 0.72 0.99
Finetune 0.13 0.14 1.00
Cumulative 0.70 1.00 0.60

(I) 2784903165 Sample Replay 0.64 0.97 0.70
GDumb 0.47 0.62 0.56
EWC 0.23 0.38 0.99
LwF 0.37 0.52 0.91
SI 0.29 0.52 0.96
Finetune 0.12 0.10 1.00
Cumulative 0.76 0.98 0.70

(J) 2536790418 Sample Replay 0.69 0.98 0.73
GDumb 0.47 0.69 0.51
EWC 0.21 0.17 0.98
LwF 0.33 0.49 0.95
SI 0.24 0.28 0.98
Finetune 0.14 0.00 1.00
Cumulative 0.83 0.99 0.68

6.2.2 Face Emotion Recognition

Database

In human social interaction, the ability to identify other beings feeling and emotions is
crucial, particularly to adapt the individualŠs behavior. Emotion recognition is mainly
achieved, but not exclusively, by decoding non-verbal information and in particular fa-
cial expressions. Many social cognition studies focus on understanding emotion recog-
nition in humans, for instance detecting speciĄc region contributions (in particular in
the amygdala Adolphs et al. 1994; Adolphs et al. 1995; Calder 1996; Breiter et al.
1996; Morris et al. 1996; Davis et al. 2001; Pessoa et al. 2010; Anderson et al. 2000) or
deĄning functional activation at different emotional faces processing (Fusar−Poli et al.
2009; Gómez et al. 2020; Liao et al. 2021; Underwood et al. 2021).
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Automatic systems and ANNs for facial expression recognition have also been intro-
duced (Kumari et al. 2015; Mehta et al. 2018; Li et al. 2020). Available databases
mainly cover the six basic emotions: Anger, Fear, Sadness, Disgust, Surprise and Hap-
piness (Ekman 1992a; Ekman 1992b; Ekman et al. 1978) and a Neutral emotional state.
Here, we considered the Fer+ databases (Goodfellow et al. 2013a; Barsoum et al. 2016).
This database contains 35,685 grayscale 48x48 pixels images with all the basic emotions
and covering all ages, gender, and ethnicity, the labels are provided by 10 crowd taggers.

Architecture and Learning Strategies

We follow the work of Mainsant et al. 2021 which introduces an ANN allowing con-
tinual learning without the requirement of neurogenesis, nor the necessity of an oracle
about learned or data to be learned, as well as data privacy issues for facial emotion
recognition.
In a preliminary step, we performed a feature extraction employing a pre-trained
ResNet50 model provided by Wang et al. 2018a. A visualization of ResNet50 ar-
chitecture can be found in Fig. 6.1. The feature vectors used as input of our NN
architectures were obtained after the Ćatten operation of ResNet (indicated by a red
rectangle in Fig. 6.1).
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Figure 6.1 – ResNet50 model architecture. The features vector taken as the input
of the last fully connected layers is extracted in correspondence of the red box. The
Convolutional Blocks extract features changing the input dimensions. The Identity
Blocks extract features without changing the input dimensions.

The 2048-feature vectors are then fed into the following Ąxed architecture:

- input layer of 2048 units corresponding to the size of features extracted from
images;

- hidden layer with 1000 neurons;
- output layer.

We evaluated Dream Net together with the other learning strategies (as listed in Table
6.3). Note that the methods do not entirely share the same architecture: indeed
Dream Net requires an output layer composed of several neurons corresponding to the
input (Auto-associative or Auto-encoder part) and several neurons corresponding to
the number of classes (Hetero-associative or part). While this part is used both for
training and evaluation of the model, the Dream Net activation network at rest is
obtained by discarding all the units coming from the auto-associative part and their
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related edges, so that only the part of the ANN directly involved in the classiĄcation
task is retained. This guarantees a fair comparison with the other learning strategies
and architectures.

Table 6.3: Hyperparameters of the considered learning strategies on Fer+ settings.

Strategy Hyperparameters
Units in [input, hidden, output] Activation functions Optimizer Loss function

Cumulative* [2048, 1000, 2055] [relu, sigmoid] Adam* Binary Cross-entropy
Finetune* [2048, 1000, 2055] [relu, sigmoid] Adam Binary Cross-entropy
Dream Net [2048, 1000, 2055] [relu, sigmoid] Adam Binary Cross-entropy
Cumulative [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

GDumb [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
Sample Replay [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

EWC [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
LwF [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
SI [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

Finetune [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

Dream Net architecture was sequentially trained with different learning strategies and
in different learning sessions. We tested 7 choices of emotion orders so that each class
is learned in the Ąrst position, followed by random order choice.

The different learning conĄgurations are listed in Tab. 6.4, with the learning orders
notated by A: angry, D: disgust, F: fear, H: happy, S: sad, Su: surprise, and N: neutral.
The model setting performance evaluation is based on the last global accuracy and on
the metrics proposed in Kemker et al. 2018.
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Table 6.4: List of the trained conĄguration results on the face emotion recognition
database Fer+. Acc: global accuracy after training on all sessions.

Order Strategy Acc. stab. plas.

(A) ADFHSSuN Cumulative 0.99 1.01 0.67
Cumulative* 0.76 1.03 0.81
Dream Net 0.71 0.81 0.84
Sample Replay 0.57 0.52 0.95
GDumb 0.61 0.57 0.79
EWC 0.10 1.15 0.00
LwF 0.34 0.00 0.83
SI 0.34 0.00 1.00
Finetune* 0.02 0.00 1.00
Finetune 0.032 0.19 0.17

(B) DAHSNSuF Cumulative 0.76 1.00 0.40
Cumulative* 0.76 1.03 0.84
Dream Net 0.77 1.00 0.82
Sample Replay 0.54 0.54 0.26
GDumb 0.52 0.53 0.25
EWC 0.099 0.00 0.17
LwF 0.34 0.19 0.17
SI 0.34 0.19 0.17
Finetune 0.032 0.00 1.00
Finetune* 0.34 0.00 1.00

(C) FHSuDNSA Cumulative 0.78 0.86 0.39
Cumulative* 0.76 1.56 0.81
Dream Net 0.51 1.31 0.32
Sample Replay 0.57 0.68 0.14
GDumb 0.62 0.81 0.27
EWC 0.099 0.00 0.17
LwF 0.34 0.22 0.17
SI 0.34 0.22 0.00
Finetune 0.099 0.00 1.00
Finetune* 0.099 0.00 1.00

(D) HADNSFSu Cumulative 0.76 1.01 0.67
Cumulative* 0.76 0.99 0.81
Dream Net 0.71 1.00 0.86
Sample Replay 0.56 0.54 0.35
GDumb 0.43 1.00 0.40
EWC 0.099 0.00 0.17
LwF 0.34 0.24 0.33
SI 0.34 0.24 0.17
Finetune 0.12 0.00 1.00
Finetune* 0.34 0.00 1.00

...
...

...
...

...

Order Strategy Acc. stab. plas.
...

...
...

...
...

(E) SNDFSuAH Cumulative 0.77 0.52 0.50
Cumulative* 0.77 1.00 0.85
Dream Net 0.71 0.99 0.90
Sample Replay 0.37 0.60 0.33
GDumb 0.37 0.80 0.25
EWC 0.099 0.00 0.17
LwF 0.34 0.23 0.17
SI 0.34 0.23 0.00
Finetune 0.26 0.00 1.00
Finetune* 0.36 0.00 1.00

(F) SuDFNHAS Cumulative 0.76 0.33 0.57
Cumulative* 0.76 1.00 0.86
Dream Net 0.71 0.93 0.92
Sample Replay 0.41 0.68 0.30
GDumb 0.34 0.66 0.41
EWC 0.099 0.00 0.17
LwF 0.34 0.20 0.17
SI 0.34 0.20 0.00
Finetune 0.13 0.00 1.00
Finetune* 0.13 0.00 1.00

(G) NDSuFHSA Cumulative 0.76 0.77 0.68
Cumulative* 0.76 1.00 0.83
Dream Net 0.56 0.79 0.58
Sample Replay 0.34 0.84 0.20
GDumb 0.34 0.77 0.43
EWC 0.099 0.51 0.17
LwF 0.34 0.61 0.00
SI 0.34 0.20 0.17
Finetune 0.098 0.00 1.00
Finetune* 0.098 0.00 1.00

6.3 Experiments

Following the standard human brain functional connectivity analysis framework, we
performed two types of experiments on the induced graph G(NN) of various NNs: a
global setting recognition and a nodal role identiĄcation. For the former, we assumed
that the induced graphs of a NN contained enough information to identify its learning
settings. For the latter, we associated nodal graph statistics with a functional property
of the artiĄcial system. In particular, we performed a network surgery, by removing
hidden units according to their statistics value. Thus, we evaluated the stability and the
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plasticity performance: if removing the units had a strong negative effect, thus the units
are considered as critical. In particular, we deĄned a set of units as stability-critical
(resp. plasticity) if by pruning all its units, we observed negative changes in terms of
stability (resp. plasticity) performance. If the evaluation performance in the pruned
version is increased, then we deĄned the unit set as stability/plasticity-inhibitorial.

6.3.1 Experiment 1: Characterization

At a global level, we show how this brain-inspired framework can be used to extract
interpretable statistics which allow the detection of conĄgurations affected by catas-
trophic forgetting. Moreover, the same statistics can be used to group together con-
Ągurations that apply the same learning strategies. Similarly to human brain studies
where functional connectivity allows to discriminate across brain states, the Ąrst ob-
jective of our analysis was to demonstrate that a graph-based connectivity analysis of
ANNs could discriminate architectures according to different learning strategies. Par-
ticularly, we explored the possibility of correctly identifying models whose learning was
affected by catastrophic forgetting. To this extent, we considered the induced graphs
of each conĄguration in different learning settings. We determined the threshold to
guarantee in and out degrees statistics followed a similar power-law distribution (an
example is shown in Fig. 6.2).

In this line, we Ąrst propose a general learning strategy characterization Experiment
1 (Characterization). For each conĄguration, we determine the number of hidden
units in the tail of St together with the Maximum Unit Change.

We characterize the different learning strategies by comparing these graph-based fea-
tures and by using them for their identiĄcation in a reduced space.

Moreover, we validate the use of the degree statistics by investigating the relationship
among units in the tail and the norm changes of their synaptic weights across the
different learning sessions.

Given the T + 1 features per conĄguration, we determined the principal components
and perform a K-Means Clustering algorithm in the reduced space. Thus, we evaluated
the consensus score by computing the adjusted rand index where the true labels are
given by the learning strategies or by two classes affected by catastrophic forgetting, not
affected which corresponds to the conĄgurations where stability < 0.5, stability ≥ 0.5.

Handwritten Digit Recognition task

We observe similar distribution across the different learning strategies, except for the
Finetune model. The Maximum Unit Change value is under 100 in continual learning
strategies and Cumulative, but equals to 179.7± 34.0 for the Finetune model (Fig. 6.3
Top Left). The tail persistence units shows the peculiar behavior of Cumulative and
Finetune models for which the information is subsequently overwritten: their consecu-
tive persistence is severely lower compared to other strategies and only less than 40%
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synaptic weights of units in the tail of the distribution of S , and another version that
nulliĄes the weights of the tail units. Since the distribution of St changes across the
learning session, we deĄne a copy of each trained ANN in the order sequence, with each
pruned copy at the t-th learning session obtained by looking at the St distribution.

These pruned ANNs ordered by learning sessions are respectively denoted NN
τ and

NN
τ̄ , while the standard sequence (i.e. where no pruning is applied) is notated NN.

We evaluate the difference between the stability/plasticity of the standard model and
its corresponding pruned version: a strong difference corresponds to a critical stabil-
ity/plasticity unit (i.e. when the units are pruned the performance decreases dramat-
ically), while a low positive difference corresponds to a robust unit (i.e. the pruned
units do not affect the performance). Finally, a negative difference identiĄes plastic-
ity/stability inhibitory units, i.e. units whose synaptic weights have a negative effect
on its plasticity/stability.
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low in the standard version, shows strongly improved performance for the pruned
sets. Indeed, we can identify the tail units as stability-inhibitory: pruning them has a
beneĄcial effect in recalling the basal task, reaching a maximum stability performance
of almost 0.46 for the Ąrst training session on the class corresponding to the digit 4
(Fig. A.7). The GDumb approach behaves similarly to the Finetune or the Cumulative
models depending on the standard performance: it exhibits a beneĄcial effect of pruning
the tail when the standard performance is poor and critical behavior in general pruning
when the standard performance is higher. A stronger effect is observed when pruning
the interquartile range units.

Concerning plasticity, a common general behavior across all learning strategies is a
stronger plasticity-critical behavior of the tail units: when their weights are set to zero
the plasticity performance is dramatically reduced. The pruning of the interquartile
range also affects the plasticity, but with less effect, especially for the Finetune model.
We report in details the local accuracy at each learning session (Right Fig. 6.7). We
can notice how in the Finetune model, the NN

τ has positive local accuracy and for a
few learning sessions has comparable results with the standard version. In the regu-
larization methods, a transition between the best local accuracy pruned performance
exists, with the interquartile having better results at the beginning of the learning
sessions and the tail in the following phases.

Face Emotion Recognition task

The Cumulative model distributes the stability properties across all units indepen-
dently by the distribution of S . This leads to a dramatic decrease of the stability
performance for the pruning versions. Concerning the plasticity property, we detect a
higher criticality for the units in the interquartile range. For Dream Net, all pruned
settings have very poor results for new tasks, with the extreme case of the model with
tailing removing NN

τ̄ that has a zero Ωnew. Different results are observed for the Fine-
tune model, where the pruning versions, keeping only the weights in the tail, reach the
same Ωnew that the standard one.
On the contrary of Cumulative and Dream Net, where none pruned copy reaches similar
performances, for Finetune, the NN

τ is a good pruned copy of the complete standard
model.

6.3.3 Experiment 3: Weights-injection

The weights injection experiment aims at validating the identiĄed stability/plasticity
relation at the hidden unit level and assessing the biological assumptions.

In particular, we assume that injecting the weight of a set that is plasticity-critical for
the learning of a task into its consecutive trained architecture can ensure the ability
to perform such a task after the learning of new tasks. More generally, we aim at
verifying if the injection of stability-critical units in a model with low stability can
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The evaluation of these injections is reported in terms of difference in performance
between the receiver model, which goes through the weights injection process, and
the standard model that doesnŠt receive any weight injections. The performance is
measures on stability and plasticity metrics. If the performance difference is positive,
it indicates that injecting weights has positively impacted the modelŠs performance.
Conversely, a negative difference suggests a detrimental effect.

This experimental approach introduces a novel learning strategy for continual learning
that leverages graph-information about the neural networkŠs architecture. The weights-
injection procedure is related to the concept of transfer incremental learning where
transfer learning methods (Weiss et al. 2016; Zhuang et al. 2020; Boukli Hacene et al.
2018 are applied in continual learning scenarios (Masana et al. 2022; Boukli Hacene
et al. 2018.

Handwritten Digit Recognition task

A clear increase in the plasticity is observed when Ąne-tuning is used to retrain the
model (NNW IF ), even if the number of trainable parameters is reduced with respect to
the Finetune learning strategy. An interesting result is observed in terms of stability
especially in the Finetune and rarely in some conĄgurations of the EWC, LwF and SI
strategies, where a slightly beneĄcial effect is observed by injecting the weights in the
sequential model Fig. 6.9. In the Replay methods and Cumulative, where a Ąne-tuning
procedure that preserves the tail units gives better results in the plasticity.

Face Emotion Recognition task

Concerning the stability, the weights injection procedure without tuning, outperforms
the standard for Finetune and Dream Net.Results in plasticity show that only with a
Ąne-tuning procedure, we are able to learn new tasks. Note that the FWI injection
procedure in Finetune, signiĄcantly affects the plasticity performance, but never reach-
ing the zero (Fig. 6.10).
In the Finetune model, the weight injection procedure without Ąne-tuning increases
the standard performance, indeed when evaluating the global accuracy results in the
Finetune model and its weights-injection setting, we observe that when learning a few
tasks the weight injection signiĄcantly outperforms the standard version (Fig. 6.10),
loosing however the adaptability to new tasks.
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6.4 Summary and conclusion

In this study, we leverage a novel research framework in which ANNs are studied
starting from their connectivity properties. This framework enables us to integrate
the biological inspiration of ANNs into their analyzing tool by proposing a way to
Ąll the gap between brain connectivity studies and the analysis of the information
Ćow in ANN. Utilizing this research framework, we concentrate our analysis on the
catastrophic forgetting issue. Our objective was to determine the relationship between
existing learning strategies that alleviates the catastrophic forgetting phenomenon and
general graph connectivity features. We showed that a simple graph-induced deĄni-
tion and the extraction of interpretable graph features are important indicators of the
stability properties of an ANN model being enough to detect the learning strategies
applied to the same ANN architecture learning to perform the same task.
This study investigates the utility of implementing memory consolidation or task-
speciĄc synaptic consolidation, by distributing unequally the stability and plasticity
properties in the ANN units. We report good stability in online learning strategies in
the presence of a persistence of tail units with strong synaptic weights across the learn-
ing sessions. We showed in the weight-injection experiment how a Finetune model can
retrieve previous information when such persistence is brutally forced with the FWI
technique. While such persistence can be expected for the regularization methods, it
surprisingly appears to be present in replay methods too, suggesting that both methods
can induce similar distribution in the strength of the connection in the hidden units.
Surprisingly, replay methods achieve the same result of constraining synaptic weight
updates across learning sessions, without requiring hyperparameter tuning, unlike reg-
ularization strategies. Our graph modeling and the chosen graph statistics are able
to detect the units whose weights slightly change in norm across the learning session.
This is highly valuable for our graph modeling at rest, which does not estimate the
importance of weights given true input data, but whose only relation with data is given
by the determined weights after training.

We observed that the low performance of regularization methods is associated with the
similarity of behavior between the Finetune strategy.
When coming to more complicated tasks, major differences are revealed between the
Cumulative and the Dream Net replay methods. First, Dream Net and Cumulative
have opposite behavior in the network surgery experiment: any pruning technique of
the Cumulative conĄguration destroys the stability, while for Dream Net the pruning
increases stability at the cost of diminishing plasticity. This suggests that the use of
a dropout technique in the training phase of Dream Net, can result in better stability
results.

The results in the pruning experiments capture the difference between multiple tasks
learning in one session and sequential learning: while offline learning automatically
distributes the connections and their strength across the hidden units for the differ-
ent tasks, sequential learning imposes strong task-speciĄc synaptic weights on a few
connections which are continuously overwritten and substituted. Thus, catastrophic
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forgetting is alleviated when these connections are not erased but slightly adapted to
the subsequent tasks.

In the Finetune model, the proposed graph statistics detect the lottery ticket winner
(i.e. a pruned version of the model with the same performance as the entire network
and less redundancy (Frankle et al. 2018)). We found that the model which only
preserves the weights of the tail units reaches the same performance of the standard
one, despite the number of preserved units. This is in line with pruning literature
results which determine a very small subnetwork having almost the same performance
as the complete model (Wolinski 2020; Tanaka et al. 2020). Remarkably, we prove that
the high plasticity of a Finetune model is strongly related by units in the tail of the
distribution and that a simple weights-injection across sequential models can enhance
its stability.
Yet, none of the weights-injection procedure can be suitable for the design of new
continual learning strategy and more works is needed for the design of a graph-informed
learning strategy overcoming catastrophic forgetting.

6.4.1 Limitations

Besides laying down the foundation for a graph-statistics-based study of the learning
process in ANN, we mainly show empirical Ąndings of post-training ANN model charac-
terization. However, the training process in an ANN is not negligible and by deĄnition
highly dependent on the dataset used for training (Ramyachitra et al. 2014; Ali et al.
2019; Djolonga et al. 2021; Song et al. 2022). This is the major weakness preventing
results generalization of a post-training analysis: results may change when different
tasks or datasets are used, or even by testing a different learning order. We tackle
some generalization induced by the order of learning sessions, by randomly testing
different orders since testing all possible orders becomes quickly intractable.

In addition, our proposal is only applied to a feed-forward ANN model having a unique
hidden layer. In deeper neural networks, we may observe different results depending
on the considered hidden layers, as different robustness was observed associated with
different layers (Zhang et al. 2022a).

6.4.2 Future work

Many studies have already introduced the need for more complex neural network archi-
tectures, giving both brain-inspired motivations and graph-based topological require-
ments (Sussillo et al. 2009; Mocanu et al. 2016; Mocanu et al. 2018; Hasson et al.
2020; Liu et al. 2021; Kaviani et al. 2021), hence indicating possible future research
directions to extend the present work to different architectures.

In addition to existing work that promotes the graph-based approach to deĄne new
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ANN architectures (Elsken et al. 2019; Leijnen et al. 2020) we introduce for the Ąrst
time, the graph-based analysis of the connectivity at rest of ANNs.

We have used graph modeling and graph-based statistics to analyze trained ANNs in a
continual learning framework. By studying different models which differently address
the catastrophic forgetting issue, we show that it is possible to identify models with
different performances based on simple features extracted from a binary graph obtained
considering the strongest weights connection. We propose to identify critical hidden
units according to the performance of pruned version model which turns off neurons
according to their in-out degree values in the induced graph. The results show that the
selected statistics and choice of hidden unit sets in the tail or interquartile range can
be used to identify critical unit sets for the stability and plasticity of the corresponding
conĄguration.

Finally, as it happens in the brain, we conclude that the hidden units in ANN are
not homogeneous in recalling previously learned information or at adapting to newly
learned information. These results lay down the foundations to study how the learning
process in ANN using graph-theory tools, providing insights into the occurrence of
catastrophic forgetting and the presence of a stability-critical set of neurons.
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General Conclusion

To conclude, this work explores the integration and synergistic collaboration across
various multidisciplinary Ąelds. We propose an integration between artiĄcial systems
practitioners, neuroscientists and network science researchers. Particularly, our objec-
tive is to propose a graph-based analysis of artiĄcial neural network and brain connec-
tivity. This translates into twofold objectives: on one side the proposal of an innovative
way to characterize functional connectivity network groups, on the other side, the ex-
tension of a brain-inspired method for artiĄcial neural networks analysis. As we have
pointed out, a more stringent integration and collaboration between these domains
have signiĄcant promise for advancing our understanding for both brain function and
pathology and artiĄcial neural network robustness.

Throughout this work, we have stressed the importance of establishing a gold-standard
analysis framework for functional brain connectivity with graph-based approach. Po-
tentially, such a framework will serve as a common ground, facilitating consistent in-
terpretation of results and enhancing reliability. Furthermore, it is crucial for the
neuroimaging community to prioritize ensuring the quality of data and establishing
standardized protocols for acquiring resting-state fMRI data. This effort is essential to
lay a strong foundation for the development of functional connectivity studies research.
Despite the multitude of existing functional connectivity methods and studies, we stress
the importance of the deĄnition of a method which can detect the regional organiza-
tion of brain network. We have identiĄed the criteria a functional connectivity analysis
method should fulĄl: consider interpretable classical network statistics; demonstrate
adaptability to diverse pathologies or datasets, allowing the customization of graph
statistics to match speciĄc application cases; provide a framework for characterizing
groups; possess the capability to account for individual differences among subjects; and
enable localized characterization, to facilitate the identiĄcation of regional disruptions.
We make a signiĄcant contribution in this regard. We introduce a novel framework that
leverages classical network statistics to identify structural patterns within graphs. We
assess the adaptability of this proposal across various pathologies and by collecting data
from multiple databases. We show that distinct pathologies necessitate the employ-
ment of speciĄc nodal statistics to accurately differentiate pathological networks from
healthy controls. Finally, we detect regional perturbation in line with literature results.

Coming to the integration of brain-inspired methodology to artiĄcial neural network
connectivity studies, we make efforts for adapting a brain analysis framework to the
analysis of artiĄcial neural networks. This approach is based on the deĄnition of an
induced-graph associated to a trained neural network architecture. Applied to contin-
ual learning strategies, our method effectively detects catastrophic forgetting through
simple topological information. This approach has the potential to help in deĄne more
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robust artiĄcial systems, more closely emulating the human brain connectivity. From
this standpoint, it is crucial to embrace relevant metrics for evaluating robustness, for
instance speciĄcally focusing on plasticity and stability within the context of contin-
ual learning paradigms. Within the proposed experiments, we cast doubt upon the
traditional concept of exchangeable units in artiĄcial neural network. By evaluating
the modelŠs performance across a range of pruning scenarios, we manage to connect
speciĄc units to particular class predictions.

Although there is additional space for exploration, for instance for the use of induced-
graph topological characteristics in the design of new continual learning strategies,
our contribution effectively proposes an integration of network science principles into
artiĄcial neural networks analysis in a brain-inspired perspective.
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A.1 PubMed Query Results

Table A.1: Query Results on Pubmed. MF: magnetic Ąeld, Num Vol: Number of
Acquired Volumes, ScD: Scan Duration, Fr: resting-state considered frequency, EC:
eyes condition, Num S: Number of Subjects

MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Abdallah
et al. 2019

3 3000 200 10Š ROIs

Abdelnour
et al. 2018

3 2000 199 6Š38Ť 0.01-0.08 OX AAL90

Abdelnour
et al. 2021

3 2000 199 6Š38Ť 0.01-0.08 O AAL90

Adhikari
et al. 2017

3 2500 768 30Š 0.009-0.08 O DK2

Amiri et
al. 2020

3 3000 330 16Š30Ť 0.01-0.1 C AAL90

Audrain et
al. 2018

3 2000 180 6Š 0.008-0.09 C Brainnetome3

Bachmann
et al. 2018

3 3000 140 7Š <0.02

Bansal
et al. 2021

3 2200 0.01-0.1 C DK

Behfar
et al. 2020

3 3000 155 7Š O

Ben Simon
et al. 2017

3 2500 0 0.01-0.08 OX

Bharath et
al. 2016

3 3000 185 9Š40Ť C Craddock

Billings et
al. 2018

3 645 900 9Š40 wavelet O voxel

Blommaert
et al. 2020

1700 254 7Š

2Desikan-Killiany,Desikan et al. 2006
3Fan et al. 2016
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Brenner et
al. 2018

3 2000 210 8Š <0.15 HAO4

Campabadal
et al. 2020

3 2500 10Š <0.01 C

Cao et al.
2017

3 1500 210 5Š15Ť 0.01-0.10 C5 voxel

Carotenuto
et al. 2020

3 3000 240 12Š 0.008-0.09 MNI6

Cary et al.
2017

3 2000 600 20Š <0.08 O Power

Chen
2019a

3 720 4666 58Š O ROIs

Chen
2019b

3 2000 8Š 0.009-0.08 O Power

Chen et al.
2019

3 2000 240 8Š 0.01-0.08 C AAL90

Chirumamilla
et al. 2016

3000 AAL116

Chockanathan
et al. 2019

3 1650 250 412Š5 0.038-
0.076

AAL16

Chockanathan
et al. 2018

3 1650 250 412Š5 C

Collantoni
et al. 2019

1.5 2009 250 8Š22Ť 0.005− 0.1 C ROIs

Cope et al.
2018

3 2430 269 11Š

Cordova et
al. 2020

3 2500 120 5Š ROIs

DallŠAcqua
et al. 2017

3 2220 140 5Š19Ť 0.01-1 C AAL90

De Micco
et al. 2021

3 1508 240 6Š 0.01-0.08 C ROIs

Schipper et
al. 2018

3 2200 200 7Š29Ť <0.01 C

Deng et al.
2016

3 3000 137 6Š51Ť 0.01-0.08 voxel

Diez et al.
2019

5000 6Š40Ť O

Dong et al.
2020

3 1900 216 7Š12Ť 0.01-0.08

4Harvard-Oxford atlas Smith et al. 2004
5natural sleep
6Montreal Neurological Institute
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Douw et
al. 2020

3 1800 200 6Š 0.06-0.12 C Brainnetome

Duncan et
al. 2016

3 1500 200 5Š 0.01-0.1

Eldaief et
al. 2017

3 2500 <0.08 O

Erdeniz et
al. 2017

1.5 2640 11Š 0.01Ű0.08 OX AAL90

Fan et al.
2021

3 2000 240 8Š 0.01-0.08 C AAL90

Figueroa-
Jimenez
et al. 2021

3 2000 220 6-9Š OX

Finotelli et
al. 2018

1.5 2500 160 6Š06Ť <0.01 C HOA7

Finotelli et
al. 2019

3 2000 5Š 0.01-1 C AAL90

Fitzsimmons
et al. 2020

3 2100 ROIs

Fujimoto
et al. 2020

3 1000 360 6Š OX

Fulong et
al. 2020

3 2030 240 8Š32 0.01Ű0.1 O

Gaudio et
al. 2018

1.5 3560 80 6Š44Ť 0.01-0.08 AAL116

Gerchen et
al. 2017

3 1370 5Š08Ť

Gilson
et al. 2019

3 2400 244 9Š46Ť 0.01-0.1

Hahn et al.
2021

3 2080 1505 52Š17Ť 0.01-0.1 AAL90

Han et al.
2020

3 2000 204 6Š56Ť 0.009-0.08 C Power

Han et al.
2019

3 2000 200 8Š 0.01-0.08 Power

Hart et al.
2016

3 2420 269 10Š51Ť wavelets

He et al.
2016

3 2000 225 7Š30Ť O

He et al.
2017

5Š wavelet
0.05-0.1

AAL90 /
HOA

7Harvard–Oxford Atlas
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Herzberg
et al. 2021

3 2500 140 5Š57Ť 0.009Ű0.08

Ho et al.
2017

3 2000 256 8Š32Ť 0.009-0.08

Hojjati et
al. 2019

3 3000 140 6Š 0.01Ű0.08 O Dosenbach

Hojjati et
al. 2018

3 3000 140 7Š 0.01Ű0.08 O AAL90
/Dosen-
bach

Holla et al.
2020

3 2000 303 10Š 0.01Ű0.09 O Power

Honnorat
et al. 2017

3000 120 6Š 0.01-0.08

Hou et al.
2019

3 2000 154 5Š08Ť 0.01-0.1

Hrybouski
et al. 2021

4.7 3000 200 10Š <0.1

Huang
et al. 2019

3 2500 230 9Š35Ť 0.008-0.01 ROIs

Huang
et al. 2017

3 1000 360 6Š 0.01-0.1 C Voxel

Hou et al.
2019

3 2000 242 8Š 0.01-0.1

Iordan
et al. 2017

3 2000 235 7Š50 0.01-0.1 OX Power

Kang et al.
2016

3 150 7Š30Ť Voxel/AAL90

Kato et al.
2021

2500 198 8Š15 0.01-0.1 C

Kesler
et al. 2017

3 2000 216 7Š12Ť 0.008-0.09 C AAL90

Kharabian
Masouleh
et al. 2017

3 2000 300 10Š 0.005-0.1 C

Kim et al.
2020b

3 3000 7Š30Ť ROIs

Kirshenbaum
et al. 2022

3 2000 180 6Š C Brainnetome

Klooster et
al. 2019

3 2000 10Š12Ť 0.1-0.01

Kong et al.
2021

3 2000 240 8Š 0.01Ű0.08
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Lee et al.
2017

3 3000 100 5Š 0.009-0.08 C ROIs

Leming et
al. 2019

3 3000 256 8Š56Ť C AAL116

Levakov et al.

2021

8 3 645 10Š 0.008Ű0.08 Schaefer
7 1000 0 0.0005

Li et al.
2017a

3 2000 240 8Š 0.01-0.08 C voxel /seed
based

Lin et al.
2016

4 2500 10Š 0.009-0.08 C seed-based

Lin et al.
2019

3 3000 100 5Š 0.01Ű0.1 Power

Lindner et
al. 2018

3 2500 0.008-0.09 OX AAL90

Liu et al.
2019a

3 2000 240 8Š 0.01-0.08 AAL116

Liu et al.
2019b

3 2000 230 7Š40 0.01Ű0.08 C ROIs

Liu et al.
2017

3 2000 180 6Š 0.06-0.1 OX AAL90

Liu et al.
2018

2000 200 6Š40 0.01Ű0.08 C AAL90

Long et al.
2021

3 2000 150 5Š OX

Luppi et
al. 2021

3 2000 7Š20Ť
x39

0.008-0.09 C Schaefer10/
Brain-
netome

Makovac
et al. 2018

1.5 2520 5Š wavelets
0.05Ű0.1

Mandelli
et al. 2016

3 2000 240 480 0.008-0.15 C seed-based
ROIs

Mao et al.
2021

2000 210 420 0.01-0.08 C

Maximo et
al. 2017

3 1000 419 6Š59Ť 0.008-0.08 O KsRN11

Mazrooyisebdani
et al. 2020

3 2600 5Š 0.009Ű0.08 C ROIs

Mijalkov et
al. 2017

3 2400 210 8Š29 0.01-0.08

8two different datasets are considered in the same paper
9x3: the scan is repeated 3 times

10Schaefer et al. 2018
11Koyama’s Reading Network Koyama et al. 2010
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Mirakhorli
et al. 2020

3 3000 140 7Š AAL2

Neudorf et
al. 2020

3 720 1200 14Š24Ť Shen12/
voxels

Neumann
et al. 2021

3 2500 200 8Š20 0.008-0.1 13 Voxels

Ogawa
2021

3 720 0 0.0005

Openneer
et al. 2020

3 2300 215 8Š24Ť 0.008-0.08 OX

Osadchiy
et al. 2019

3 2000 10Š 0.008-0.08 C ROIs

Paldino et
al. 2017

3 2000 300 10Š <0.01 variable14

Petersen et
al. 2016

1.5 2000 240 8Š 0.01-0.08 NSI15 seed based

Pezoulas et
al. 2017

3 720 91 01Š05Ť OX

Prajapati
et al. 2021

3 123 Dosenbach

3 2400 220 8Š48Ť 0.01-0.1
Puig et al.
2018

1.5 2500 240 10Š 0.01Ű0.08

Rangaprakash
et al. 2019

3 600 1000 10Š 0.01-0.1 O Craddock

Ray et al.
2017

3 2000 OC ROIs

Regner et
al. 2016

3 2000 150 5Š 0.008-0.15 C ICA

Ribeiro de
Paula et al.
2017

3 2000 C DK

Roberts et
al. 2017

3 2000 188 6Š16 C ROIs

Rodriguez
et al. 2021

3 2000 300 5Š <0.15

Ryan et al.
2018

3 1500 0.01Ű0.1 OX Seed

12Shen et al. 2013
13no specific instructions, keep their head still and avoid movements
14The number of nodes in each patient’s network ranged from 511 to 841 (mean: 684; standard

deviation: 68)
15no specific instructions
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Sadeh
et al. 2019

3 3000 6Š O

Saghayi et
al. 2020a

3 5Š HOA

Sako et al.
2019

3 2000 0.01-0.08 C

Sato et al.
2018

1.5 2000 180 6Š 0.01-0.1 OX seed based

Sen et al.
2021

2000 6Š C ROIs

Shaw et al.
2021

3 2000 0.008-0.09

Sheffield et
al. 2016

3 2300 60Š 0.009-0.08 Power

Simpson et
al. 2019

1.5 3000 200 6Š 0.00765-
0.068

OX AAL90

Song et al.
2019

2000 0.01-0.08

Sourty
et al. 2016

3 3000 121 6Š03Ť O ICA

Storti et al.
2017

3 2200 256 9Š23Ť 0.008-0.1 C ROIs

Subramanian
et al. 2020

3 3000 200 10Š 0.01-0.1 OX

Sun et al.
2017a

3 2000 240 8Š 0.01-0.1 OX AAL90

Sun et al.
2017b

3 2550 210 9Š 0.01-0.1 AAL90

Surampudi
et al. 2019

3 720 1200 14Š24Ť 0.01Ű0.08 OX

Taya et al.
2016

3 2000 163 5Š26Ť 0.01-0.1 O AAL90

Taya et al.
2018

3 2000 163 5Š 0.06-0.012 O HOA

Tomasi et
al. 2017,

3 720 1200 14Š24Ť 0.01Ű0.08 OX ROIs

TroĄmova
et al. 2021

3 2000 300 10Š 0.008-0.09 ROIs

Tumati et
al. 2020

3 3000 140 7Š 0.009-0.08 C 7 different
subnet-
works

Vaghi et al.
2017

3 2470 10Š 0.049Ű0.101 OX AFNI
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

Vancea et
al. 2019

0.009-0.08 O ROIs

Váša et al.
2018

3 3000 104 5Š12Ť clustering

Vatansever
et al. 2020

3 3000 180 9Š

Vergara et
al. 2018

3 2000 152 5Š04Ť 0.01-0.15 OX

Wagner et
al. 2019

3 2090 285 9Š55 0.01-0.08 OX ROIs

Wang et al.
2020a

3 3000 133 6Š45Ť 0.01-0.08 C Power

Wang et al.
2020b

3000 6Š20Ť 0.01-0.1 OX

Wang et al.
2019

3 2000 250 8Š20 0.01-0.08 C BN24616

Wang et al.
2018b

<0.0167 ROIs

Welton et
al. 2020

3 2200 191 7Š HOA

Wirsich et
al. 2017

3 3600 21Š 0.04-0.09 C Destrieux

Xiang et
al. 2019

4,7 0.01-0.1 O Brainnetome

Xiao et al.
2021

3 3000 124 6Š 0.01-0.1 OX Power

Xie et al.
2021

3 720 1200 14Š24Ť 0.043-
0.087

OX DK17

Xu et al.
2020b

3 2000 240 8Š 0.01Ű0.1 C AAL90

Xu et al.
2020a

3 2000 240 8Š06 0.01Ű0.1 C Power/
AAL90

Yang et al.
2020a

2000 266 8Š52 0.01-0.08 C

Yin et al.
2016

1.5 3000 132 7Š06Ť 0.01-0.08 C ROIs

Zhang
et al. 2016

3 720 1200 14Š24Ť OX AAL116

Zhang
et al. 2018

3 2000 10Š <0.01 C freesurer

16Wang et al. 2019
17desikan-killiany
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MF
(T)

TR
(ms)

Num
Vol.

ScD
(min)

Fr (Hz) EC 1 Atlas

ù Zhao et
al. 2019

3 3000 140 7Š Craddock

Zhao et al.
2017

1.5 2000 120 4Š 0.01Ű0.1 C AAL90

Zheng
et al. 2020

3 2000 6Š 0.01-0.08 C

Zhu et al.
2021a

3 720 1200 14Š24Ť 0.01Ű0.08 OX Brodmann

Zhu et al.
2021b.

3 2400 200 8Š40Ť <0.15 ICA

Zhu et al.
2018

3 2000 8Š 0.01-0.1 C Voxels

Zhuang et
al. 2021

3 2000 242 8Š04 0.01Ű0.1 C AAL9018

Zimmerman
et al. 2019

3 2000 304 10Š 0.008Ű0.08 HOA

Supplementary Results on the Orthgonality

Table A.2: Accuracy results obtained when comparing the orthogonality curves of
single nodal statistics or over the combination of all the Ąve considered statistics.
Discr. Task: Discrimination task.

Discr. Task Degree Betweenness C. Clustering Coeff. Closeness C. II Order C. All
CO 0.78 0.81 0.58 0.82 0.56 0.79
PD 0.62 0.62 0.80 0.62 0.66 0.75

Data-center 0.35 0.53 0.36 0.31 0.31 0.25

Atlas On the HCP and iShare dataset, we compare the effect of the atlas choice on the
orthogonality curves in Fig. A.1. The orthogonality of degree and clustering coefficient
seems invariant with respect to the atlas choice, while closeness centrality and II order
centrality orthogonality approaches one, meaning that for Ąner atlas the modularity
structure of the graph for every sparsity is stronger. Interestingly, the orthogonality
curves of the two datasets appear to be consistent: minimum and maximum reached at
the same sparsity level. That reveals the orthogonality is capturing the presence of some
graph substructures proper of the considered dataset. Interestingly, the orthogonality
curves of the two datasets appear to be consistent: minimum and maximum reached
at the same sparsity level. That reveals the orthogonality is capturing the presence of
some graph substructures proper of the considered dataset.

18re-parcellated into 1024 regions equal volume size
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A.3 Structural Pattern under Uncertainty Graph

Estimation

In network analysis, the reliability and accuracy of edge estimation play a crucial role
in drawing meaningful conclusions from network data. As we showed in our previ-
ous chapter even a small deviation or error in edge estimation can lead to signiĄcant
differences in the resulting network structure and properties.

In this section, we propose an extension of our proposal to take into account uncertainty
in edge estimation. In our structural equivalence deĄnition the implications of even a
single spurious edge on the overall estimation of equivalence classes underline the need
for a rigorous approach to address this uncertainty.
To address this challenge, we extend our proposal into the realm of fuzzy networks,
adopting the framework introduced by Raimondo et al. 2021. This extension allows
us to encapsulate the inherent uncertainty in edge estimation within our structural
equivalence analysis.

To consolidate our Ąndings and showcase the real-world applicability of our approach,
we present a Ąrst attempt of application, revealing the beneĄt of considering uncer-
tainty in practical network equivalence analysis scenarios.

A.3.1 Fuzzy Network Definition

The work of Raimondo et al. 2021 proposes to replace traditional nodal statistics with
their uncertainty estimation. In particular, they replace the adjacency matrix with a
weighted matrix where each entry corresponds to the probability of existence of the
corresponding edge.

P =




π1,1 . . . π1,N
...

. . .
...

πN,1 . . . πN,N


 (1.1)

The corresponding associated graph can be interpreted as a complete graph including
all possible edges among nodes each one weighted by its probability of existence πi,j.
Let us consider a single node in the fuzzy representation of the complex network (Fig.
A.6). The node v is connected to N − 1 edges, and each edge is associated with an
independent probability of being present. Due to this uncertainty, the conventional
deĄnition of node degree, which represents the number of edges connected to a node,
no longer applies. This is because the node can have all possible degrees simultaneously,
each with a certain probability.

Definition A.1 (Degree of a node in a fuzzy network). Following Raimondo et al.
2021, we deĄne the degree of a node in a fuzzy network as a random variable de-
scribed by its probability distribution, which depends on the probabilities πu,v. The
probability of node v having degree dv = k corresponds to the probability of having k
successes in a sequence of N −1 independent Bernoulli trials with success probabilities
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Similarly, we can deĄne the other nodal statistics in terms of probability distributions.
We refer to Raimondo et al. 2021 for the complete details.

Definition A.2 (Clustering coefficient of a node in a fuzzy network). In a standard
network, the clustering coefficient of a node is deĄned as a function of the number of
triangles including the node itself (See Def. 1.17), normalized with respect to the node
degree.
In a network of N nodes, each node may be tied to t closed triangles in

(
N−1

t

)
distinct

conĄgurations. The probability of each conĄguration c is given as a function of the
probability of existence of each edge involved in the corresponding triangle:

qc = P


 ⋂

i,j∈Sc

eij


 ·


1− P


 ⋂

i,j∈Sc

eij






where Sc is the event set of all pairs of nodes associated to the conĄguration c, and
Sc is its complementary set. Again, assuming that the existence of each edge is an
independent random variable as in (Equation 1.2), the conĄgurations are mutually
disjoint events. Thus, the probability that the node i has a clustering coefficient equals
to k is given by:

P (cci = k) =
∑

c∈C̃i

qc =
∑

c∈C̃i

qc, (1.5)

where C̃i represents the set of conĄgurations in which node i has a clustering coefficient
equal to k.

While all nodal statistics can be potentially adapted from deterministic graphs to
fuzzy networks, the primary challenge in effectively determining their distribution for
each node arises from the vast number of potential event conĄgurations that must be
considered. This becomes especially intractable for nodal statistics that involve higher
orders of neighborhood information, such as centrality measures. Keeping track of all
these conĄgurations can quickly become unmanageable.

In the following, we extend the notion of structural equivalence associated with a nodal
statistics interpreted as a random variable.

A.3.2 Nodal-statistics-based equivalence relation with uncer-
tainty

Here, we extend the notion of node structural equivalence to the degree in a fuzzy
network. We re/use the notation introduced in the previous chapter. Let s be the
degree as random variable and let u, v be two nodes of the graph, we Ąrst determine
the probability of u ∼s v, P(u ∼d v).
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P(u ∼d v) = P(deg(u) = deg(v)) = P(du = dv) =
∑

k

P(du = k, dv = k) = (1.6)

we re-write eq. 1.6 as sum of independent events as:

=
∑

k

(
P(du = k, dv = k♣euv = 1)P(euv = 1) + P(du = k, dv = k♣euv = 0)P(euv = 0)

)
= (1.7)

=
∑

k

((
P(du = k♣euv = 1)P(dv = k♣euv = 1)P(euv = 1)

)
+
(
P(du = k♣euv = 0)P(dv = k♣euv = 0)P(euv = 0)

))
=

(1.8)

=
∑

k

(
P(du = k♣euv = 1)P(dv = k♣euv = 1)πuv + P(du = k♣euv = 0)P(dv = k♣euv = 0)(1− πuv)

)
=

(1.9)

we denote F u
k the set of all subsets of k edges selected from ei1, . . . , eiN excluding eiu

P(u ∼d v) =
∑

k

(
πuv

∑

S∈F v
k−1

∑

T ∈F u
k−1

∏

j∈S

πuj

∏

l∈T

πvl

∏

p∈S̄

(1− πup)
∏

q∈T̄

(1− πvp) (1.10)

+ (1− πuv)
∑

S∈F v
k

∑

T ∈F u
k

∏

j∈S

πuj

∏

l∈T

πvl

∏

p∈S̄

(1− πup)
∏

q∈T̄

(1− πvp)


(1.11)

Equations 1.10 line gives the probability of two nodes being degree equivalent. This
probability results in a pair-wise relation among nodes which, unlike what happened
when the edges are supposed to be stably reconstructed, can not be directly extended
in its corresponding induced partition. Indeed, such construction requires to Ąnd all
possible 2N subsets of V which can be equivalence classes and associated them with
their corresponding probability.

Our proposal, is thus to extend the structural equivalence for fuzzy network by con-
sidering equivalent nodes whose nodal-statistics-distribution are close enough given a
distribution metric, as follows:

Definition A.3 (Structural Equivalence with nodal statistics s distribution). Given
a distance d among distributions, we say two nodes of a fuzzy network u, v to be
structurally equivalent u ∼s v if and only if

u ∼s v ⇐⇒ d(s(v), s(u)) ≤ ϵ (1.12)

where s(v) indicates the distribution of the statistics s for node v. The choice of d
requires to properly evaluate which type of relation we would like to capture.
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ABSTRACT

In Neurosciences, networks are currently used for represent-

ing the brain connections system with the purpose of deter-

mining the specific characteristics of the brain itself. How-

ever, discriminating between a healthy human brain network

and a pathological one using common network descriptors

could be misleading. For this reason, we explored network

embedding techniques with the purpose of brain connectivity

networks comparison. We proposed first the definition of

representative graph for healthy brain connectivity. Then,

two classification procedures through embedding are intro-

duced, achieving good accuracy results in different datasets.

Moreover, the intriguing power of this technique is given by

the possibility of visualizing networks in a low-dimensional

space, facilitating the interpretation of the differences be-

tween networks under diverse conditions e.g. normal or

pathological.

Index Terms— Network classification, MRI, low dimen-

sional space, graph comparison.

1. INTRODUCTION

In various contexts, network embedding technique has been

developed for performing analysis on a single graph. This

technique has been proven to work for different applications,

such as node classification or link prediction. An efficient

network embedding algorithm is capable of capturing the rel-

evant features of the graph and reproduce them in a low-

dimensional Euclidean space.

In the context of Neurosciences, networks are used to repre-

sent the set of connections between brain regions with eventu-

ally the aim of distinguish pathological versus healthy states.

However, such a distinction could be missed based on the net-

work descriptors commonly used. Indeed there is no clear ev-

idence of a best measure to be used in the discrimination of

different brain states [1]. As a results each process focuses on

specific descriptors which differ from pathology to pathology

or requires hand-crafted index to reveal a dissimilarity (i.e.

[2]). In this study, we investigate the use of network embed-

ding with the goal of applying to human brain connectivity

network classification. Moreover, the intriguing power of the

embedding in our domain is given by the possibility to vi-

sualize the connectivity network in a low-dimensional space,

which allows to determine which brain regions and properties

are peculiar of the given network and are fundamentals for

the normal vs abnormal classification process, providing in-

terestingly new knowledge about the pathological conditions.

2. MATERIAL AND METHODS

2.1. Data: brain connectivity networks definition

The definition of brain connectivity networks was achieved

through out different phases proposed in [3]. First, the func-

tional MR images (fMRI) acquired at rest were aggregated

over 90 regions defined according to the anatomical label-

ing in [4]. For each parcel, a unique time series signal was

determined by averaging the fMRI time series over all vox-

els of the parcel, weighted by the proportion of gray matter

in each voxel, obtained by individual structural image tissue

segmentation, to take into account for the partial volume ef-

fect. The following stage consisted in the application of the

discrete wavelet transform to each mean fMRI time series. As

a result, for each subject, different fMRI time series at distinct

scales, associated to different intervals of frequencies, were at

our disposal. Since it has been observed that the resting state

information activity is mainly captured at a frequency lower

than 0.1Hz, the correlation among regions was estimated only

for this frequency band. Finally, by thresholding the correla-

tion matrix, a binary matrix was defined. This matrix cor-

responded to the adjacency matrix of the brain connectivity

network, whose nodes were given by the parcels. The thresh-

old was tuned for each subject in order to compute a binary

matrix with a given non-zeros entries number; in our experi-

ments it has been set to 400. Table 1 indicates the resting state

datasets we used in our experiments extracted from different

databases.

Dataset name Number of Data

Total Class 1 Class 2

HCP test retest [5] 100×2 - -

Coma [2] 37 20 Control 17 Comatose

Young&Elderly [6] 26 15 Young 11 Elderly

Table 1. List of the databases used including different classes

of subjects. HCP: Human Connectome Project.

XXXII Appendix B. Related Work



2.2. Nodal embedding

Network embedding can be seen as a dimensionality reduc-

tion tool which maps a network into a vector space. We

focussed on nodal embedding, namely a mapping function

which maps a graph into a bag-of-vector where each vector is

associated to a single vertex of the graph.

Among the available methods, we selected node2vec em-

bedding algorithm [7] which has been proven of being able

to capture the structural equivalence of nodes. node2vec

is based on the Skip-gram architecture which is used to learn

a features representation of words based on their context [8].

In the case of network, the concept of context is translated

into the one of neighborhood. Precisely, node2vec defines

a flexible notion of a node’s neighborhood depending on spe-

cific characteristics we are interested in, such as those ob-

tained by structural relations or by similar relationships be-

tween the neighborhoods. Note that neighborhood is not de-

fined based on a unique similarity function, but can be de-

fined via two searching strategy. For each vertex, the al-

gorithm computes a neighborhood set of a given number of

nodes. The breadth-first sampling (BFS) considers the neigh-

borhood of a node as nodes which are immediate neighbors of

the source. Whereas, the DFS neighborhood is composed by

nodes which are sequentially sampled at increasing distances

from the node itself. node2vec allows to smoothly interpo-

late between BFS and DFS.

In synthesis, the node2vec embedding function is deter-

mined by the following parameters: d dimension of the em-

bedding space, N number of random walks per node used to

estimate the proximity matrix, L random walk length, k size

of the neighborhood set for each node, p return parameter and

q in-out parameter controlling the sampling strategy (small

p → BFS, small q → DFS).

Setting the parameters’ values referring to a single graph’s

embedding would result in the necessity of using different pa-

rameters for each single graph. However, in this way we loose

the possibility of a fair graphs comparison. Because our pur-

pose is to capture the class features for different graphs, we

propose to set these parameters according to the results ob-

tained for a graph comparison for which we know the ground

truth. To clarify, we would like to perform a graph embed-

ding for which the computed similarity index for the same

class is maximized, while the similarity index between differ-

ent classes is minimized. The obtained embedding, thereby,

would eventually be able to capture the shared characteris-

tic of a group of graphs. Since all the graphs in our datasets

are comparable in terms of the number of nodes and edges,

we chose to tune the parameters based on the HCP dataset.

This dataset provides test and retest data for the same sub-

jects. Thus, using this unique dataset for the tuning, we ex-

pected to maximize the similarity index between graphs of the

same subject, forcing the embedding to capture the character-

istics which were relevant in brain connectivity. Indeed, a

parameters configuration which estimates similar embedding

for similar graphs, was assumed to capture the intrinsic nature

of the corresponding brain connectivity network.

The final parameters’ values were d = 3, N = 20, L =

2×network diameter, k = 3, p = 1, q = 2.

2.3. Pyramid graph matching kernel

In our project, we are interested in comparing networks which

belong to different classes, healthy vs pathological subjects

or for patients sub-typing. This comparison could be directly

performed in the network space; however, our purpose was to

explore the potentiality of embedding in the analysis of brain

connectivity. With this goal, we found the work [9] newswor-

thy. In particular, inspired by the pyramid match kernel used

in computer vision, the authors have designed an equivalent

version for graphs, named pyramid matching graph kernel.

The main idea of the algorithm was to count the matching of

vectors in the embedding space at different resolution levels.

We reproduced their setting using node2vec as embedding

algorithm. In the embedded space, given a number of level, a

grid of cells having increasing size in one dimension for each

level was computed. Two vectors corresponding to the same

region in the brain were matched if they belonged to the same

cell. Each matching was weighted according to the dimension

of the corresponding region. Counting the number of match-

ings between two embedded graphs allowed to compute their

similarity.

2.4. Representative graph

Previous works have defined, for a class, an average graph in

the network space, taking into account the average of the ad-

jacency matrices or selecting edges present in all the graphs

of the class. We propose an innovative approach using a net-

work embedding algorithm. It requires labeled graphs with

labeled nodes. Note that all graphs have the same number

of nodes. Having at our disposal a labeled set of graphs, we

considered all the networks which belong to the same class.

For each node, we considered the set of the embedding vec-

tors obtained through the mapping of all graphs of the class.

Then, we averaged components by components and computed

the barycenter. The output of this process was a set of vectors,

where each vector was associated to a given node in the graph.

This output can be interpreted as a virtual embedding of a rep-

resentative graph. In fact, we were implicitly assuming that

the vector position in the embedding space should be related

to the label associated to the node. Moreover, since the em-

bedding was supposed to capture the structural equivalence of

nodes, we hypothesized that for individuals belonging to the

same class, same brain regions exhibited the same connectiv-

ity pattern.

2.5. Classification procedure

We propose to compare two classification procedures through

embedding, standard SVM vs a graph representation of a class
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C1 - MA C1 - SD C2 - MA C2 - SD

COMA 0.83 0.019 0.75 0.025

Y&E 0.59 0.045 0.62 0.051

Table 2. Classification performances over all the datasets

through the two different classification procedures. MA -

mean accuracy and SD - standard deviation computed on 100

experiments.

(see Fig.1). For both procedures, we computed the embed-

ding of all networks using node2vec. As a result, each

graph was converted into a set of vectors. We randomly deter-

mined a subset of the dataset as the training set. The remain-

ing data formed the candidates for classification (testing set).

The training set was partitioned into two classes.

FIRST CLASSIFICATION METHOD

KERNEL- SVM

the used kernel is the PYRAMID 

GRAPH MATCHING KERNEL (PGMK)

SECOND CLASSIFICATION METHOD

• COMPUTATION OF THE 

REPRESENTATIVE OF EACH CLASS IN 

THE TRAINING DATA

• CLASSIFICATION  COMPUTING THE 

PROXIMITY WITH THE 

REPRESENTATIVE
proximity calculated with PGMK

DATASET OF 

NETWORKS

node2vec EMBEDDING 

OF EACH NETWORK

BAG-OF-VECTORS 

DATASET

Fig. 1. Classification procedure scheme

2.5.1. First classification procedure: C1

We calculated the gram matrix using the pyramid graph

matching kernel. Then, we used kernel-SVM to predict the

labels on the candidates in the testing set. The kernel used

was the pyramid graph matching kernel.

2.5.2. Second classification procedure: C2

This procedure used the average graph as a representative for

each class for the comparison. The average embedding graph

was computed for each class. To classify the testing set, we

computed the pyramid graph matching similarity index be-

tween each candidate and the two graph representatives of the

classes. We predicted the graph label, according to the more

similar graph.

3. EXPERIMENTS AND RESULTS

First, we compared the representative networks obtained from

the different groups of controls coming from the different

datasets. The first three graphics in Fig. 2 is illustrating the

robustness of the construction of the representative graphs ob-

tained from the three different datasets acquired in different

conditions, but preprocessed using the same methods. Sec-

ond, we ran the two classification procedures 100 times for

the datasets. Each time the embedding and the training sets

were computed in a repeated random sub-sampling validation

framework. We observed a slightly variability in terms of ac-

curacy depending on the datasets.

4. DISCUSSION

Network representation is largely used in Neurosciences for

structural or functional brain connectivity studies. In this pa-

per we explored the applicability of the network embedding

approach for brain connectivity investigation. We calibrated

the embedding method parameters based on one dataset con-

sidered as the ground truth. It is important to mention that

this was not done to improve performances but to favor a

certain pattern on the data. Besides, the dataset used for

calibration was indeed very different in term of acquisition

conditions (different centers, different MR scanners) that the

other datasets we considered then for classification perfor-

mances testing.

Our preliminary results demonstrate, using datasets coming

from different databases, that a network embedding approach,

combined with standard classification methods, provides

good performances for separating two different families of

graphs representative of pathological states (brain trauma,

coma) versus healthy conditions or normal aging connectiv-

ity changes (young vs elderly). The performances were very

similar for all the datasets, representative of very different

clinical situations, with the classification method that used

a graph representative of a class of subjects versus the more

standard SVM method. This demonstrates that our definition

of the graph representative of a class was valid. However, we

notice that SVM provided the best performances for the coma

dataset being able of capturing the dissimilarity between the

two classes without any prior selection of graph descriptors

neither requiring the definition of a specific measure [2]. The

performances remained appreciable for Young&Elderly.

Our classification scores are good, but not excellent. How-

ever, we consider that our procedure should not be only

evaluated on its classification results. Indeed, the major inter-

est of network embedding is to facilitate the interpretation of

the differences in a low-dimensional space between networks

(see Fig. 2). This is highly valuable in Neurosciences where

networks may be representative of brain connectivity under

different conditions e.g. normal or abnormal. Thus, even

whether previous works may report better classification per-

formances, we assume that a network embedding procedure

provides an additional value: the possibility of determining a

signature for the class.

The use of global descriptors for graph characterization has

been proven not to be enough for detecting some differences

between graphs [2]. Our achievement shows the power of our

embedding method for graphs comparison in capturing the

meaningful features of the network. Even if further analysis
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Abstract. Objective. Functional magnetic resonance imaging (fMRI) allows the

construction of functional brain networks, offering a tool to probe the organization

of neural activity. The objective of this study is to investigate persistent homology in

such networks. Specifically, we evaluate the importance of node label information and

the necessity for multiscale approaches. Approach. In this work, persistent homology

(PH) is first applied to a density-based filtration. In addition, we propose a procedure

to extract label information from persistent homology summaries of labeled graphs.

We then investigate its ability to discriminate between real data and surrogate data

generated from null models, as well as between healthy subjects and comatose patients.

Main results. We first show our proposed label-informed approach outperforms

standard PH-based methods in the aforementioned discrimination tasks. Furthermore,

the performance of our proposed procedure is comparable to that of standard matrix

distance or thresholding-based methods, which intrinsically account for node label

information. Significance. Understanding network organization is critical to the

identification of brain dysfunctions related to pathological conditions, as well as probing

the influence of age difference, states of consciousness, or neurological disorders,

with eventual applications to diagnosis and long-term prognosis. The multiscale

nature of functional networks provides a significant challenge for their analysis, which

is frequently done by studying binary graphs resulting from the application of an

arbitrary threshold. PH offers a framework for bypassing this issue. We outline in

this work some of the limitations of PH and show the importance of multiscale and

multi-density approaches.

Keywords: : resting-state functional magnetic resonance imaging (rs-fMRI), brain

connectivity networks, generative models of networks, graph distance, persistent

homology
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1. Introduction

In recent years, efforts to understand the human brain have been made by modeling

it as a complex network [1]. Advances in magnetic resonance imaging technology have

allowed to introduce structural and functional networks [2]. They have mainly been

characterized through the various tools and concepts from graph theory and network

sciences, such as small-worldness [3], degree distribution, rich-club coefficient, etc.

A widely used approach to define functional brain networks requires parcellating the

rs-fMRI signal with a predefined anatomical atlas, giving us the N nodes of the graph

[4]. For each node, the rs-fMRI time series is estimated as the average of voxel activity in

the corresponding parcellated region. Taking a similarity measure for each pair of nodes

yields a dense adjacency matrix, to which one generally applies a threshold, in order to

obtain a sparse binary graph [5, 6, 7, 3]. An important issue with this approach is the

choice of a threshold. In the literature, this choice is based on correlation distribution

properties, the average degree, connectivity [8], graph regime, multiple testing, or to

optimize a metric such as discrimination accuracy, etc. To avoid this, analyses can

be conducted at multiple density levels [9]. However, there is a lack of attention to

multi-density approaches exploring and summarizing information in functional brain

networks.

Moreover, purely graph-based methods are often limited to global or local statistics,

only presenting information at the scale of the whole graph or of a single node

neighborhood [10]. Persistent homology is a topological data analysis (TDA) approach

that produces multiscale summaries from a point cloud or a distance matrix. Persistent

homology tracks homological features, in short, the number of connected components

and the number of topological cavities (equivalent to a circle or a hollow sphere in

dimensions 1 and 2, or to higher dimensional cavities), by building simplices. This

is a way to look at structures in the graph that are orders higher than the dyadic

relationships the edges of the graph represent [11]. The interest in higher-order

interactions has taken off in recent years, whether in the broader context of complex

systems modeling [12, 13] or in structural [14] or functional brain networks [15, 16, 17],

with notable findings in aging and neurodegenerative disorders. Another argument

that has been advanced in favor of persistent homology is that it is easily applicable

to biological data, which is often highly dimensional and lacks a natural concept of

distance [18]. For instance, in neuroscience network data it has been applied to

differentiate healthy subjects and subjects with neural disorders [19, 20, 21], study

the influence of psychotropic substances and sedatives [22, 23] or to analyze neuronal

network simulations [24, 25].

One of the main goals of functional connectivity network studies is detecting and

recognizing brain dysfunctions related to pathological conditions. Indeed, functional

networks offer a unique way of extracting new noninvasive biomarkers [26] that provide

a powerful understanding of physio-pathological mechanisms. Recognizing a given

pathology by analysis of the functional connectivity requires graph comparison distances,
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similarities functions, or statistical tools (efficiency, small-worldness, global or nodal

statistics [27], spectral graph analysis, edit distances...) [28]. For this purpose, it is

imperative to be able to precisely quantify whole-brain variations that can arise in

different cohorts, probing the influence of age differences, states of consciousness, or

neurological disorders. To show the benefit of our proposed framework in real data

applications, we consider functional networks of comatose patients. Discriminating

between subjects within different states of consciousness using functional networks is

a difficult task: previous work did not detect significant modifications in graph metrics

between comatose patients and healthy controls, but what appears to be a reorganization

of network hubs [29]. Here, we propose a new distance among brain networks that

combines homological features and regional information.

We are particularly interested in applications of TDA in functional brain networks.

To that end, we consider null models which generate surrogate correlation matrices as

benchmarks of real data. This permits the identification of relevant features captured

by a persistent homology approach in brain connectivity. Null models are ubiquitous in

network neuroscience [30]. For instance, they allow one to test the statistical significance

of graph features of empirical networks against a null hypothesis. Furthermore, null

models which can be tuned to reproduce a specific graph layout offer a tool for comparing

graph distances and understanding which properties they capture.

In this work, we present applications of persistent homology that allow insights

into functional brain connectivity networks without requiring an arbitrary threshold

choice to obtain binary graphs. Persistent homology is newly applied to a density-

adjacency matrix to probe its ability to discriminate between real data and surrogate

data generated from null models, as well as between a set of healthy subjects and

comatose patients. However, while persistent homology summaries are multiscale, they

forego critical information: the identity of nodes and edges. Indeed, these summaries,

such as the persistence diagram or Betti curves, do not depend on the labeling of nodes.

We introduce distances taking into account the node labeling, and explore them in the

above-mentioned tasks.

This paper explores four main directions: (i) a novel density-based filtration, (ii)

label-informed distance on persistence diagrams, useful in non-permutation invariant

settings, (iii) application to null-models and comatose-control discrimination, and (iv)

gain insights on the construction of null models from real brain data.

2. Materials and methods

2.1. Data

We consider a set of resting-state functional networks from the Human Connectome

Project (HCP) [31] to investigate the general properties of topological features of brain

graphs. To investigate how significant these features are, attempts will be made to

cluster a second dataset of 20 healthy controls and 17 patients in a comatose state [29] (8

B.2. Label-informed persistence diagrams comparison XXXIX



Multiscale comparison of functional brain networks 4

patients were dropped due to excessive head motion). The patients were between 21 and

82 years old, had an initial Wessex Head Injury Matrix (WHIM) score between 1 and 37

(on a scale that goes from 0, meaning deep coma, to 62, meaning full recovery), and were

scanned between 3 and 32 days after the acute medical event. Twelve of them fell into a

coma following a cardiac and respiratory arrest, two after going into hypoglycemia, two

after a gaseous embolism and one after an extracranial arterial dissection. Six months

following their fall into a coma, 9 patients had died, 5 remained in a vegetative state

and 3 made a recovery.

Data were corrected for head motion and co-registered with the subject’s structural

MRI images. This allowed mapping fMRI images to a customized parcellation template.

The data were not spatially smoothed and, unless specified, did not undergo any

cerebrospinal fluid, white matter, or gray matter regression. The process needed to

go from raw blood-oxygen-level-dependent (BOLD) image sequences to a meaningful

functional connectivity graph comprises multiple steps, each with its set of assumptions

and consequences on the final network. For example, in the case of global signal

regression, that is, regressing over average of the whole image, it has been established

that one has to make a choice between discarding some neural signals and keeping

non-neural nuisances [32].

2.2. Functional connectivity network construction

The measurements were parcellated into N = 90 regions using the Automated

Anatomical labeling (AAL) template [33]. For each region, the time series were

estimated by averaging over all voxels, weighted by the proportion of gray matter in each

voxel (estimated through structural MRI) and corrected for head motion. Correlations

were estimated between Daubechie’s wavelets coefficient between all pairs of time series.

Analysis was restrained to the frequency interval 0.04-0.08 Hz. See [29] for additional

details.

2.3. Functional connectivity network representation

A graph G = (V,E) is a collection of nodes or vertices V and edges linking those vertices,

i.e., each element in E is an element of V × V . There is a range of ways to represent

a graph, here it will be represented by its adjacency matrix, usually denoted A. An

adjacency matrix is a symmetric matrix where each off-diagonal element aij is a weight,

representing a chosen attribute of the relation between nodes i and j.

Using the correlation matrix between the regional wavelet coefficients C, we

construct the graph adjacency matrix A:

A = 1− |C|. (1)

To neutralize the effect of inter-subject fluctuations in the values of the correlations,

an alternative matrix can be defined by considering the density-based adjacency matrix

Ã, computed using the level of edge-appearance as follows:

XL Appendix B. Related Work
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ãij =
2uij

N(N − 1)
, i ̸= j, (2)

where ãij is the normalized index of the uij
th off-diagonal element of matrix A,

ordered according to the absolute value of the correlations. In this new matrix, the

order between each off-diagonal element is respected, but these new values are spaced

at a constant interval 2
N(N−1)

.

2.4. Null models for functional connectivity

Null models are an ubiquitous tool in network neuroscience [30]. By offering a way

to generate networks according to a simplified model, they allow benchmarking of the

properties of empirical networks against the null hypothesis provided by a given model.

Comparing null models and empirical functional connectivity allows for the

appreciation of null model properties and improved understanding of the information

captured by various distances. Here, four null models for correlation networks are

presented, each conserving some features from an initial functional connectivity matrix

[30]. First, we consider the Zalesky matching algorithm, which generates correlation

matrices with a given average correlation and variance between correlations [34]. This

is achieved through generating an N +1 normally distributed random vectors of length

T xi, y ∼ N (0, I) (i ∈ {1, . . . N}), with I the T -dimensional identity matrix. Then, the

values of xi are repeatedly adjusted as xi ← xi+ay until the desired average correlation

between the vectors is obtained. The process is repeated with a different number of

time points T until the correlation variances also match.

As a second model, we consider a spatiotemporal one which generates time series

imitating spatial and temporal autocorrelation from the regional time series of a given

examination of a subject [35]. Here, the model is applied to the regional wavelet

coefficients.

The last two null models are a phase randomization model, generating new time

series where each regional time series has the same power spectrum, and an Erdös-Rényi

model, where each correlation value is randomly distributed.

2.5. Persistent homology

Persistent homology is a mathematical formalism from the larger field of topological

data analysis, that allows the production of multiscale summaries of point cloud or

graph distance matrices [36], such as Betti numbers and persistent diagrams.

Starting from a distance matrix, simplicial complexes are built, using a rule

denominated filtration, at each possible scale in the matrix. At each step, the appearance

and disappearance of topological features are tracked. These features correspond to the

dimension of pth homology group [37], with p a non-negative integer. Essentially, the

number of 0-dimensional features is the number of connected components, and higher

B.2. Label-informed persistence diagrams comparison XLI
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In persistent homology, there is some freedom in how simplices are built. For

its lower computational cost relative to the other options, in this work, and in most

persistent homology applications, the Vietoris-Rips filtration is used. In this setting,

a simplex is in the relevant simplicial complex if all its 1-faces or edges are. Edges

are successively added to the simplicial complex when the corresponding value in the

adjacency matrix is equal to or lower than the given filtration parameter. In this work,

instead of using correlation values, the homology groups are computed at each scale of

the density-based adjacency matrix.

A way to present this topological information is to plot the Betti curves of the Betti

numbers against the filtration values, which can be either inter-correlations or density

levels. Another way is to plot the death values of features against their birth values.

This yields a persistence diagram in the eighth plane delimited by the b = d and d = 0

lines.

Let us consider the following example. The first row of Figure 2 presents simplicial

complexes with β0 = 1 and β1 = 0. In all those 3 cases, there exists at least one

cycle, but each corresponds to the boundary of a simplex. For the second row, each

simplicial complex has β1 = 1. The first two have a unique representative: ABCD and

ABCDEFGHIJ, while the last one has multiples, with two of them disjoint: ACEGI and

BDFHJ. This illustrates both the robustness of persistent homology with regard to the

general structure and the limitations of its discriminative power.

From the examples given here, it also seems that β1 > 0 is a signature of a relatively

low clustering coefficient (i.e., the proportion of possible triangles). This shows how these

features could be significant. Taking the analogy of friendship networks, it means that

there is a cycle of length 4 with some gap with A and C both being friends with B and

D, but neither A and C nor B and D are. This might indicate either a pure coincidence

or some hidden organizational principle.

2.6. Comparing persistence diagrams

We first recall various distances between persistence diagrams.

The p-Wasserstein distance between measures µ, ν, p ∈ [1,∞[ is

Wp(µ, ν) =

(
∫

X×X

c(x, y)p dπ(x, y)

)1/p

(4)

where π(x, y) is the optimal coupling between µ and ν under cost c(·, ·)p. In these

works, the focus is mainly on the 1-Wasserstein distance.

Another common option is the bottleneck distance, which is the p→∞ limit of the

p-Wasserstein distance:

Bo(µ, ν) = lim
p→+∞

Wp(µ, ν). (5)

For a, b two discrete distributions, the optimal transport distance can be expressed

as
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takes into account both labels and graph structure by taking a weighted sum of two

terms representing each aspect. The label term is equivalent to the distance introduced

here for a general cost matrix M .

In the following, the persistence diagrams and the Wasserstein distances between

them are computed using giotto-tda, with an error tolerance of 0.01 [40]. The optimal

transport distance dOT between the persistence diagram is computed with the POT

package [41].

2.7. Comparing edges of labeled graphs

A simple distance between labeled graphs would be to look at the Frobenius norm of

the difference of adjacency matrices P,Q.

dF(P,Q) =
1

2

||P −Q||F
||P ||F + ||Q||F

(9)

with ||P ||F =
[

∑

i,j p
2
ij

]1/2

the Frobenius norm of matrix P (with a normalization

factor to facilitate its interpretation).

In the context of thresholded graphs, node labels can be used to compare graphs.

For A,B two sets, the overlap similarity is

Overlap(A,B) =
|A ∩ B|

min(|A|, |B|)
(10)

and the overlap distance

dO(A,B) = 1−Overlap(A,B). (11)

In our setting, A,B correspond to two sets of node label pairs, associated to edges in

the thresholded graph.

2.8. Quantitative group comparison

In order to have a more quantitative understanding of the various distances presented

here we evaluate them in a group comparison task. The distance matrix structure makes

it complicated to find groups if one only considers pairwise distances. To counteract

this issue, the distance matrix will be treated as if it were a matrix of observations and

fed to clustering algorithms. While debatable, this approach allows exploring this kind

of group structure using simple and proven clustering algorithms: KMeans, hierarchical

clustering with complete linkage, and spectral clustering on the nearest-neighbors graph

[42].

The performance of the clustering algorithms will be evaluated using the adjusted

mutual information (AMI):

AMI(X;Y ) =
I(X;Y )− E [I(X;Y )]

max(H(X), H(Y ))− E [I(X;Y )]
(12)

B.2. Label-informed persistence diagrams comparison XLV



Multiscale comparison of functional brain networks 10

where H(X) is the Shannon entropy of the random variable X and I(X;Y ) the

mutual information between random variables X and Y . The AMI takes values 1 for a

perfect clustering and has an expected value of 0 for a random assignment of labels [43].

3. Results

3.1. Density-based adjacency matrix

In this section, we first compare the correlation- and density-based adjacency matrices

on real-world data. The plot of the inter-subject Frobenius distance for the coma cohort

is depicted in Figure 3. In the upper diagonal, which corresponds to the density-based

matrices, a clear separation between the comatose and healthy subjects is apparent.

However, the two groups cannot be distinguished when using the correlation-based ad-

jacency matrices.

Figure 3: Frobenius distances on the coma dataset. Lower diagonal: normalized

Frobenius norm for correlation adjacency matrices A. Upper diagonal: normalized

Frobenius norm for density-based adjacency matrices Ã.

By varying the density of the graphs, one can also determine an optimal density

threshold value at which groups can be clustered. To that end, we apply clustering

algorithms on the overlap distance. Moreover, comparing different densities provide

insights on the underlying structure of different graph groups. For healthy subjects

and comatose patients, the results are presented in Figure 4a, and in Figure 4b for
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Figure 4: Adjusted mutual information score (AMI) for density edge overlaps: (a) 20

healthy controls and 17 patients in a comatose state (b) 20 healthy controls and 17

random matrices (symmetric, with normal iid off-diagonal elements).

random graphs compared with healthy controls and comatose patients. Random graph

adjacency matrices are generated as symmetric matrices, with normal independent and

identically distributed (iid) off-diagonal elements.

At lower densities, it is obviously impossible to cluster between groups. Starting

from a density of ∼ 10−3—which corresponds to a four-edge graph—the different chosen

algorithms improve and, eventually, cluster groups perfectly for all problems with a

relatively low density. Here, the fMRI measurements of the comatose patients stray

markedly away from the healthy controls and appear collectively closer to each other

than to the random graphs (see Table 1). But when individually comparing these two

groups with random graphs, more edges are required to discriminate comatose patients

from random graphs than healthy subjects from random graphs.

When comparing functional brain graphs to random graphs, this gives an estimate

of the scale at which the structure starts to fade away. For non-random graphs, it gives

the scales at which the variations get drowned in the noise.

3.2. Betti numbers

Figure 5 presents the Betti curves of the different rs-fMRI correlation matrices and their

null models using the density-based filtration, which does not require any thresholding

step. The latter are presented in the first two rows.

3.2.1. Null models. Both Erdös-Rényi and phase randomization models exhibit fast

percolation, reaching a single connected component at low density (Figure 5a). The

β1 and β2 curves also have similar behavior, with a localized peak where the maximal

value is slightly lower for the phase randomization model (Figure 5b and Figure 5c).

The Zalesky and spatiotemporal models exhibit slightly different behavior, with a slower

B.2. Label-informed persistence diagrams comparison XLVII
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Table 1: Graph density thresholds at which each clustering algorithm starts and

stops to cluster the relevant groups perfectly. coma+/coma- correspond to the

smallest/highest density threshold which perfectly identifies healthy and comatose

subjects. randh+/randh- are analogously defined for random graphs and healthy

subjects. randc+/randc- similarly corresponds to random graphs and comatose subjects.

k-means hierarchical spectral

coma+ (1.3± 0.1) · 10−2 (8.8± 0.3) · 10−3 (1.68± 0.01) · 10−2

coma- 0.81 0.79 0.75± 0.02

randh+ (2.3± 0.3) · 10−3 (1.7± 0.3) · 10−3 (1.4± 0.3) · 10−3

randh- 0.87 0.90 0.97

randc+ (1.3± 0.1) · 10−2 (1.0± 0.1) · 10−2 (4.9± 0.1) · 10−2

randc- 0.79 0.70 0.75

decrease in the β0 curve (Figure 5d), particularly in the case of the spatiotemporal model.

The β1 and β2 features are on average more present in the Zalesky graphs than in the

spatiotemporal graphs, and tend to appear at lower densities in the former than in the

latter (Figure 5e and Figure 5f).

Betti numbers hence seem to capture some characteristics that are specific to each

null model.

3.2.2. Real data. Betti curves highlight the importance of the preprocessing of brain

graphs, and synthesize how it influences the dependencies of the large number of random

variables at play. Here, we compare three preprocessing strategies. The first (HCP)

corresponds to only taking the wavelet correlation between time series, while the other

ones include a regression on white matter and cerebrospinal fluid (WM & CSF), with the

last adding global signal regression (GSR), which are common preprocessing step. For

β0, additional signal regressions make the curve fall faster, meaning that fewer regions

are poorly connected to the main connected component (Figure 5g). For β1, β2, the

curves follow each other at low and high densities but reach higher maxima (Figure 5h

and Figure 5i). However, it seems that there is an important variability in the number

of features, making it hard to reach conclusions that could be generalized over the entire

cohort.

For the healthy subject/comatose patient cohort, there are limited deviations

between the mean Betti curve, and they are restricted to some density intervals

(Figure 5j, Figure 5k, Figure 5l). However, the shape of the confidence interval for the

coma group indicates that there are some patients who present Betti numbers noticeably

higher than that of the group average and are probably driving it up.

Finally, it seems Betti numbers mostly capture preprocessing differences, and are

not sufficient to clearly identify the different groups.
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Figure 6: persistence diagrams (a) of functional connectivity of a healthy subject (b) of

a comatose patient (c) of a spatiotemporal null model (d) of a Zalesky null model (e) of

a phase randomization null model and (f) of an Erdös-Rényi model.

HCP subject, comatose patient, spatiotemporal and Zalesky model all exhibit similar

behavior: fewer features with most of them having a short lifetime, and fuzzier separa-

tion between β1- and β2-dominated scales.

Furthermore, we consider the distance between persistence diagrams without label

information (cf. Figure 7). For the healthy subject and comatose patient cohort, the

1-Wasserstein distance does not capture the difference between the two groups. Most

subjects and patients seem equidistant to each other, with a handful of outliers being a

greater distance away from the main group. The bottleneck distance presents a similar

behavior.

Meanwhile, for the null models, the Wasserstein distance clearly discriminate

between three groups: phase randomization, Erdös-Rényi and a third group including

healthy subjects, spatiotemporal, and Zalesky models. The bottleneck distance only

separates the latter from a single group containing both phase randomization and Erdös-

Rényi models.
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Figure 7: Upper triangle: Bottleneck distance. Lower triangle: 1-Wasserstein

distance. (a) Distance matrices for 20 healhty subjects and 17 comatose patients and

(b) 10 healthy subjects with 10 realizations of each of the four null models (phase

randomization, Erdös-Rényi, spatiotemporal, Zalesky).

3.4. Node-label information

It appears that the persistence diagram alone is not enough to identify fine differences

in true functional network data, unlike a simple overlap approach combined with

density-based thresholding. Hence, taking into account the node ordering is essential

to effectively compare functional networks. Thus, we evaluate our proposed node-label

informed distance on the persistence diagrams.

First, we apply the overlap distance to the coma dataset and to null models at

a density of 0.05 (approximately the percolation density in random graphs, but this

remains an arbitrary choice). Results are reported in the upper diagonal of the matrices

in Figure 8. A simple inspection of the distance matrix reveals a high separation between

comatose and healthy subjects. Similarly, in the comparison of null models and real

data, the overlap distance clearly groups apart healthy subjects from the null models.

Nevertheless, this distance does not differentiate between the various null models.

Then, we compute the edge comparison optimal transport distance which is

reported in the lower diagonal of matrices in Figure 8. The distance is obtained by

consideringH0,H1, andH2 homological features. A clear separation between the healthy

subjects and the comatose patients is apparent. Similarly to the overlap distance,

the optimal transport edge comparison distance separates real data from null models.

Moreover, contrary to the overlap distance, our proposal clusters together the phase

randomization and Erdös-Rényi models.

Finally, we quantitatively compare all the considered distances by their reached

adjusted mutual information score (AMI) for the clustering task in the coma dataset

(See Table 2).

The overlap, the Frobenius and our proposed edge comparison optimal transport
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Figure 8: Edge comparison optimal transport distance de,012 between edges of the

persistence diagrams (with β0, β1, β2 features, lower triangle) and overlap distances

between edges at density 0.05 (upper triangle), (a) of 20 healthy subjects and 17

comatose patients (left) and (b) 10 healthy subjects with 10 realizations of each of

the 4 null models (right, phase randomization, Erdös-Rényi, spatiotemporal, Zalesky).

Table 2: Adjusted mutual information score of different distances for the clustering of the

healthy subjects and comatose patients. The distances are dO,τ = 0.05 the edge-overlap

distance for thresholded matrices at density level 0.05, dF the Frobenius-distance, Wp

the p-Wasserstein distance between persistence diagrams, Bo the Bottleneck distance

between persistence diagrams, de,k1k2k3 the edge comparison optimal transport distance

on the persistence diagram with homology features Hk1 , Hk2 , Hk3 .

k-means hierarchical spectral

dO,τ = 0.05 1 1 1

dF 1 0.59 1

W1 0.04 0.04 0.03

W2 0.06 0.06 0.06

Bo 0.06 0.06 0.12

de,012 1 0.32 1

de,0 0.74 0.32 0.74

de,1 0.16 0.06 0.07

de,2 0.05 -0.02 0.05

de,01 0.84 0.41 1

de,12 0.00 0.00 0.25

de,012 de,01 distances all succeed in realizing a perfect clustering of the healthy-coma

cohort. However, the standard Wasserstein and Bottleneck distances do not manage to
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cluster the data, with an AMI in the order of 0.05.

Node label information is hence crucial to high-quality persistence diagram

comparison.

4. Discussion

4.1. Threshold

As far as the authors know, this work is the first attempt to use graph-density weighted

persistence diagrams for the analysis of dense weighted graphs. This original approach is

grounded in our results presented in Figure 3 where the Frobenius distance of correlation

matrices fails to detect any difference between healthy subjects and patients. It seems

that in functional brain connectivity correlation rank is more informative than its

value. Commonly, functional connectivity matrices are thresholded before performing

downstream analysis. A common task in neuroscience research is to differentiate

multiple classes. Thus, the threshold can be defined to optimize the clustering separation

as it is done in Table 1. The inter-subject comparison appears easier when simply

defining a distance through the intersection of the edge sets of thresholded, binary

graphs. Yet, this exclusively requires a supervised approach. Indeed, in these cases, the

density threshold needs to be learned on data with known class assignments. The benefit

of this approach is also highlighted by the perfect AMI score of the overlap distance-

based clustering reported in Table 2. This is the only distance to have a perfect score in

all three considered algorithms. However, it should be noted that the distance dO was

applied to a thresholded matrix, where the density was chosen to maximize the AMI.

This means these results might not hold in general settings where the threshold choice

is not optimized for the AMI, or in unsupervised cases.

4.2. Graph-comparison and label information

Recent developments in the study of complex systems and the increase of data that can

be naturally modeled as networks have led to an explosion of graph-centric problems.

From this arises the need to develop approaches to compare graphs, for example, in order

to establish the properties of a given molecule, proteins, etc. Despite the great interest

in graph distances, relatively few methods are engineered to take into account edge and

node labels, compared with the proliferation of permutation invariant distances [44].

While introducing labeled and weighted edges brings an additional layer to the task, it

allows leveraging alternative approaches in order to quantify graph similarity.

The traditional persistent homology approach allows the comparison of brain

functional connectivity networks without requiring a threshold choice or supervised data.

Indeed, one of the main arguments for the use of persistent homology is its multiscale

approach. However, classical persistent distances fail to capture the variability between

the comatose patients and healthy subjects (Figure 7). This might be due to the

permutation invariant representation which does not take into account node labeling.
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This is especially precarious for functional brain networks, where nodes are brain regions

and are obviously distinct from each other.

Moreover, standard methods might be limited to discriminating groups with

radically different underlying graph structures, as it happens for null models in Figure 7.

This issue can be partially solved by including in the persistence diagram distance the

label information of the edges associated with the appearance and disappearance of each

feature.

This allows a considerable increase in the AMI score, reaching a perfect separation of

the coma and control groups. While it offers an appealing baseline, it remains somewhat

limited from an interpretation standpoint. Nevertheless, the H0 persistence might be

interpreted as an implicit node-wise threshold, where one keeps roughly only the most

significant edge for each node.

4.3. Real Data

Our reported persistent homology results in real data with different preprocessing reveal

the effect of preprocessing on the Betti numbers, and thus on high-order graph structure

(Fig. 5). This highlights the importance of documenting the applied framework for

inferring brain networks from fMRI time series. This also suggests that studies on

the effect of preprocessing on connectivity require more attention. Our application

to the coma cohort is highly valuable since discriminating between subjects within

different states of consciousness is a difficult task. With the exception of the Frobenius

and traditional persistence diagram distances, all the considered distances manage to

perfectly cluster patients and controls (Figure 7, Table 2). Interestingly, the pairwise

distance between patients and controls is approximately the same as the distance

between patients. It would seem that healthy controls are organized along a similar

pattern while comatose patients are not.

4.4. Null models

A qualitative comparison of persistence diagrams shows that the Zalesky and the

spatiotemporal model can roughly reproduce the persistent homology of empirical

functional brain networks (Figure 6). The persistence diagrams of Phase randomization

and Erdös-Rényi models are similar one to another, but markedly different from the

others.

This visual inspection is reinforced by the results on the considered distances

(Figures 7, 8). Interestingly, when considering theW1 distance the real data are grouped

together with the Zalesky and spatiotemporal model. This means that real data birth

and death feature distribution can be approximated by considering a dominant Gaussian

signal and adjusting the noise of individual regions in order to match the correlation

distribution or by capturing limited spatial and temporal auto-correlations from the

fMRI data. Meanwhile, the amplitude of the persistence diagrams appears to vary

across real data and these two models. This leads to high bottleneck distances and
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prevents grouping them all together. The opposite is observed for phase randomization

and Erdös-Rényi models: they are grouped together by bottleneck distance and not

by W1. Moreover, they are also gathered by the edge comparison optimal transport,

suggesting they might produce similar label feature distribution.

Both considered label-based distances differentiate the spatiotemporal and Zalesky

null models from empirical data, but not from each other (Figure 8). This might be

expected for the latter, since it does not take into account any label information to

generate surrogate matrices, but is more surprising for the former. Hence, these label-

dependent distances demonstrate that even null models that input some kind of spatial

information do not reproduce label-dependent behavior.

None of the null models we consider manage to reproduce the real data label

organization. From a quality control perspective, this helps ensure that the inferred

networks carry meaningful information and are not overcome by noise.

4.5. Limitations and perspectives

For somewhat large networks, persistent homology stays limited to the lower dimensions,

as the computational cost for computing higher-order features increases exponentially as

it requires finding an arrangement of cliques. Although in this case, as the dependencies

seem strong, finding high-order features would be surprising, it cannot yet be ruled out.

Furthermore, in functional brain networks, first and second-order homology features

seem to be short-lived, limiting the interest in persistent homology, where longer-lived

features are the signature of particular topological invariants and are the main attribute

that is targeted by persistent homology. In short, persistent homology appears to

capture some of the texture of functional brain networks but does not uncover larger-

scale organization.

The approach of building simplicial complexes using correlation matrices has

been criticized as a heavily limited framework for the exploration of higher-order

interactions [45]. An alternative would be to consider information measures able to

capture synergistic behavior and, either use them to investigate general properties of

the system [46] or to build simplicial complexes using the tricorrelation and upwards.

The second option is strongly limited by the high combinatorial price to pay, but could

be implemented on a restricted set of nodes in the graph. Additionally, approaches

based on density could solve one of the big issues in studying higher-order interactions:

the lack of an equivalent to correlations. Indeed, there is no equivalent to the Cauchy-

Schwartz inequality for trilinear and higher dimensional forms, and hence, for example,

the coskewness of 3 random variables is not bounded and its usefulness for building

a filtration is not straightforward. If instead, one looks at the triangle density (or 2-

simplex density), one would be able to obtain two-dimensional homology that truly

takes into account triadic dynamics (and this stays true for higher-order interactions).

In practice, this could prove beneficial, as it should yield a finer understanding of the

dynamics. Nevertheless, it stays limited by the exponential growth of the number k-
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simplices when k increases.

It should also be noticed that these works have been done on a restricted cohort.

While this has not been investigated in this setting, it is becoming more and more

apparent that small sample sizes can have calamitous consequences on the confidence

in results of functional MRI studies [47]. This presents multiple challenges, notably the

need for analysis procedures that scale well and for an increase in data availability. One

can easily see how problematic this is in the case of comatose patients, as their ability

to give informed consent is at best uncertain [48, 49].

5. Conclusion

To the best of our knowledge, our proposed graph-density-based filtration is the first

attempt to include density levels in weighted graph persistent filtration, instead of

correlation values. Moreover, we propose to include label information when comparing

non-permutation invariant applications. Particularly, this is required in functional

brain networks where nodes are associated with brain regions and are not perfectly

exchangeable. We evaluate our approach on both real data and null models.

While standard persistent homology fails to discriminate healthy controls from

comatose patients, our label-informed distance addresses this weakness. In this task,

our distance is comparable to simple overlap or matrix distances. Furthermore, our

proposal does not require the choice of an arbitrary threshold and is more informative.

Finally, these label-dependent distances show that node information included in

some null models does not constrain the model enough to be close to the real data. This

suggests new objectives in the design of null models for brain connectivity.

Although the application of persistent homology for the comparison of functional

brain networks remains limited, it offers some understanding of the role of multiscale

approaches and of higher-order interactions. It also helps to bring new insights about

the importance of integrating node label information for quantitative functional brain

network comparison.
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Abstract

Artificial neural networks are prone to being fooled by carefully perturbed
inputs which cause an egregious misclassification. These adversarial attacks
have been the focus of extensive research. Likewise, there has been an abun-
dance of research in ways to detect and defend against them. We introduce
a novel approach of detection and interpretation of adversarial attacks from
a graph perspective. For an image, benign or adversarial, we study how a
neural network’s architecture can induce an associated graph. We study this
graph and introduce specific measures used to predict and interpret adver-
sarial attacks. We show that graphs-based approaches help to investigate the
inner workings of adversarial attacks.

Keywords: artificial neural network, graph theory, deep learning, machine
learning, adversarial, Wasserstein, bio-inspired

1. Introduction

Artificial neural networks (ANN) are known to be prone to misclassifying
carefully perturbed inputs [14]. These perturbed inputs, called adversarial,
have been at the forefront of research in the machine learning community for
the past decade. There is a lot of interest in creating new adversarial detec-
tion and defense methods, especially as this has consequence for a variety of
real-world domains that rely on ANN for classification [8], [13], [31].

But among the known methods it is apparent that few of them, as diverse
as they are, study adversarial attacks from a graph theory perspective. The
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objective of this paper is the exploration of adversarial attacks using graph-
based methods. Indeed, the ANN structure can be described by a graph. In
the most basic example, if one considers a standard feedforward ANN then,
in a graphical representation, the neurons are associated to vertices/nodes
and the weights between them are associated to edges. One may take this
representation as inspiration for studying ANN from a graph perspective,
although we stress that there is more than one way to obtain a graph from
an ANN.

In [17], the authors provide a survey of the history of interactions between
neuroscience and artificial intelligence and they note how much of the modern
success in artificial intelligence can be traced to the understanding of or
inspiration by biological systems. There is a line of research in neuroscience
that studies the brain using elements of graph theory [4], and this provides
some motivation for the use of graph-theoretic approaches to studying ANN.

In this document, we study the detection of adversarial examples using
graphs. Given an input to the neural network, we compute an associated
sparse graph. From this graph, we then use a combination of selected edges,
an importance measure, and degree of nodes to predict if the input is ad-
versarial. In one of our approaches, logistic regression is used. Our second
approach is statistical, being based on Wasserstein distance applied to degree
of nodes. Lastly, we interpret the relative strength of attacks through our
graph-based approach. An advantage of our detection methods is that they
include a thresholding step which is non differentiable, thereby precluding
gradient masking [28] and making it difficult to make adaptive attacks. As
part of our studies we also provide benchmarks.

2. Background and related work

There have been some efforts in interpreting ANN in graph-theoretic
ways. The authors of [32] study the existence and properties of motifs, clus-
ters of neurons in ANN which appear often. In [18], they interpret ANN as a
graph and study how MNIST and CIFAR datasets exhibit different distribu-
tions under defined quantities (e.g. node input strength, neuron strength).
In [9], a topological study of ANN is made via its functional graph, a graph
obtained from correlations of neurons. Other work [26],[23],[20] apply a simi-
lar topological view to studying ANN. Despite relating graphs to ANN, none
of these articles demonstrate using graphs to detect adversarial examples,
nor do they provide statistics on detection. An interesting use of graphs
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occurs in [6] where they are used to evaluate the robustness of an ANN, as
opposed to adversarial detection. In [21] (“LID”), [19], [16], and [12], logis-
tic regression is used to classify an input as benign or adversarial based on
certain features, none of which are graph related. Statistical approaches can
be found in [11] (“RSA”) and [29], also neither of which use graph methods.
In [11], the distances between class prototypes are used to determine if an
input is adversarial, while in [29], the authors claim that adding noise to im-
ages affects the logits in such a way that adversarial inputs can be detected.
Our methods extend and complement the previous methods by showing the
power of graph theory perspectives from either a logistic regression or a pure
statistics perspective. We also compare our methods with LID and RSA.

3. Graph generation and quantities of interest

To compute the associated graph G for a neural network and input pair,
we use layerwise relevance propagation [2], [24]. This algorithm allows one
to assign quantities to neurons which can be interpreted as an indicator of
the influence that a neuron has on the output. We assume our graph to
be directed. Following the notation in [24] for the LRP-αβ rule, signals are
propagated from the output layer towards the input layers. For a neuron k

in layer ℓ+ 1 that is connected to neuron i in layer ℓ, the propagated signal
from k to i is defined to be

R
ℓ,ℓ+1
i,k = Rℓ+1

k

(

α
ai max(wik, 0)

ϵ+
∑

h ah max(whk, 0)
− β

ai min(wik, 0)

ϵ+
∑

h ah min(whk, 0)

)

(1)

where Rℓ
k is the relevance of neuron k, ai is the activation of neuron i in

layer ℓ; whk is the weight between neurons h, k; ϵ is a small parameter; and
α− β = 1. The relevance of a neuron k in layer l is given by

Rℓ
k =

∑

i

R
ℓ,ℓ+1
k,i . (2)

To start the algorithm, one assigns the relevance of the output neurons of the
neural network to be equal to the neural network output. Upon completion of
the algorithm, we rank the pairwise-relevance scores {Rℓ,ℓ+1

i,k } in descending
order and keep the top 1%. Our thresholding is inspired by [4]. These
edges become the edges in our induced graph G. One can compute various
quantities from G. One such quantity is given by

3
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I(vi) =
∑

j ̸=i

1

2d(vi,vj)
(3)

where {vi}i is the set of nodes and d(vi, vj) is the distance between vertices
vi, vj. We note that for the distance between adjacent nodes we use (1), and
the distance between any pair of nodes is given by the path that corresponds
to the shortest sum of distances of adjacent nodes. An intuitive meaning of
(3) is that it gives more importance to a vertex that has many neighbors and
short distances to them. This equation is inspired by closeness centrality [3]
which is given by

C(vi) =
1

∑

j ̸=i d(vi, vj)
. (4)

A difference between (3) and (4) is that the former is monotone in the car-
dinality of {vi}i. For bipartite graphs, or “stacks” of bipartite graphs (one
can think of multi-layer perceptrons in this fashion) a measure of closeness
centrality tends not be useful, hence the motivation for (3).

Another quantity of interest is the degree of a vertex, specifically which
is defined to be the difference between out degree and in degree:

deg(v) = degout(v)− degin(v). (5)

Our last quantity of interest are the values of certain edges of G. This allows
us to incorporate some of G’s topology. The edges we use are those that
correspond to the last two layers of the original neural network. We only
use these edges because using all edges would require a data structure of
size O(n1n2, ...nl), where ni is the number of nodes in layer i. Clearly, this
requires an extensive amount of memory when a sufficient number of ni is
large. One can see that in general, when using graph data, it is preferable, at
least from a memory standpoint, to use a quantity whose size is much smaller
than O(n1n2, ...nl), for instance a dataset whose size is O(|V |), where V is the
set of nodes. In fact, our use of degree and node importance (4) as computed
for each node meets this constraint.

In [15], the neurons just before the softmax layer are studied, which has
a similarity with our study of edge relevance. In that article, the authors use
the said neurons to compare robustness of non-human primate and human
vision with regards to adversarial images. This lends further a (biological)

4
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motivation in our use of edge relevance for the edges connecting the penul-
timate to the output layer. Since we apply a threshold to the edges of G,
there are nodes of G which are not adjacent to an edge. More generally, the
edges among the set {Gi}i, need not be the same, where {Gi}i represents a
set of graphs induced from the same architecture. To enforce consistency
of representation for the relevance of edges adjacent to the output layer, we
create a weighted adjacency matrix of the same dimension as the adjacency
matrix for nodes in the last two layers. The relevance values that are above
the threshold are recorded as is, and those below this percentile are set to 0.
The matrix is then flattened into a vector. This flattened vector is our third
quantity of interest, and its nonzero components are given by (1), assuming
that component is greater than the threshold.

Lastly, we note that it would be very difficult to create an adaptive at-
tack to counter the methodology proposed here since our detection methods
involve graph thresholding, a nondifferentiable operation.

Table 1: Summary of relevant graph statistics. Edge relevance is restricted to last layer.

formula name

R
ℓ,ℓ+1
i,k = Rℓ+1

k

(

α
ai max(wik,0)

ϵ+
∑

h ah max(whk,0)
− β

ai min(wik,0)
ϵ+

∑
h ah min(whk,0)

)

edge relevance

I(vi) =
∑

j ̸=i
1

2d(vi,vj)
node importance

deg = degout(v)− degin(v) degree

4. A statistical test based on Wasserstein distances

The Wasserstein-1 distance between two probability distributions p and
q defined on a measurable metric space X is given by

W(p, q) = min
π(x,y)∈Π

∫

∥x− y∥1 dπ(x, y) (6)

where Π is the set of all measures on (X ,X ) whose marginal distributions
are given by p and q. In the case when p consists of one sample x and q

5
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consists of discrete samples (yi)
N
i=1, then

W(δx, q) =
1

N

N
∑

i

∥x− yi∥1. (7)

where δx is the distribution with support at x. Wasserstein distances have
been applied to machine learning in several ways. In [7], Wasserstein dis-
tances are used to compress data into a small dimensional subspace while
maintaining a large distance from adversarial distributions. Other work [30]
uses Wasserstein distances to create adversarial attacks.

Our goal in using Wasserstein distances is different than that in the ex-
amples mentioned. Our goal is to apply Wasserstein differences for benign
and adversarial graph statistics in order to classify an input as benign or
adversarial. The statistic we are concerned with is degree.

Let B̂i denote the empirical distribution of degree in the case when benign
inputs are correctly classified as belonging to class i. Similarly, let Âi denote
the empirical distribution that corresponds to perturbed inputs which the
model incorrectly classifies as belonging to class i, and whose unperturbed
image is correctly classified. For instance, since we are concerned with degree,
the domain of the distribution function B̂i is a vector whose dimension is
equal to the number of nodes in the induced graphs. If for some input, the
model outputs class i, we would like to know if the output was generated by
a random variable with distribution Bi or with distribution Ai where the lack
of a hat denotes the true distribution. As before, we first construct the graph
G for the sample and compute a sample degree vector, which we denote by
the random variable Z. For a yet to be defined subset of nodes S, we define
the following Wasserstein Sums Ratio (WSR) quantity:

WSR(S, Âi, B̂i,Z, i) =

∑

j∈SW(δZj
, B̂j

i )
∑

j∈SW(δZj
, Âj

i )
(8)

where the j in Âj
i refers to the empirical distribution for node j, and sim-

ilarly for B̂j
i . Equation (8) says that for each node that belongs to S, we

compute Wasserstein-1 distances node-wise from the sample to the empirical
distributions and we sum over the node indices, and compute the ratio. If
the ratio is less than some threshold, we classify the input as benign, other-
wise as adversarial. It may occur that the denominator of (8) is equal to 0,
thus, in this case, a small term is added to the numerator and denominator.
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This can happen if the empirical distributions {Âj
i}j∈S only have support at

a point. Lastly, we note that we could have also computed the Wasserstein
distance in R

N , where N is the number of nodes in G. However, that is a
more involved procedure. Using (7), we can write (8) as

WSR(S, Â, B̂,Z, i) =

1
N

B̂
j
i

∑

j∈S

∑

N
B̂
j
i

k=1 ∥Zj − y
j
i (k)∥1

1
N

Â
j
i

∑

j∈S

∑

N
Â
j
i

k=1 ∥Zj − x
j
i (k)∥1

(9)

where y
j
i (k) is a sample from B̂j

i and x
j
i (k) is a sample from Âj

i , and NB̂j
i
is

the number of samples in B̂j
i , respectively for Âj

i . Lastly, we make the set S
as follows: we calculate

∆j
i := EX

j
i − EY

j
i (10)

where X
j
i has distribution Âj

i and Y
j
i has distribution B̂j

i and E is expected
value. We then create the set

S := {j : ∆j
i < 0 for all i}. (11)

The set S identifies nodes where the mean of the benign distribution is greater
than the adversarial distribution for all classes. Should it happen that Âj

i

is empty for some j (we have experienced this only for one combination of
model and attack), one may create a placeholder version of it by setting each
entry to a very large negative value (the large negative value has the effect of
removing the index j from consideration when making the set S. Algorithm 1
shows adversarial detection using WSR.

Algorithm 1 Adversarial detection using WSR (variant 1)

Input: neural network NN , image I; τ , S , Âj
i ; B̂

j
i for all i and j

i← NN (I)
compute G from I and NN
compute node degree z from G
val ←WSR(S, Â, B̂, z, i)
if val <τ then classify I as benign, otherwise classify I as adversarial.

The way we construct S has the tendency to pick nodes that generalize
well across all classes at the expense of nodes that specialize. In an alternative

7
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algorithm, we propose to use the specialized nodes. For a given output
that is classified as class i, we use Si = {j : ∆j

i < 0}. This can result
in a more accurate test using our approach, but at the expense of a little
longer computation since there are more nodes to use for computations. The
algorithm is shown in Algorithm 2.

Algorithm 2 Adversarial detection using WSR (variant 2)

Input: neural network NN , image I; τi, Si , Â
j
i ; B̂

j
i for all i and j

i← NN (I)
compute G from I and NN
compute node degree z from G
val ←WSR(Si, Â, B̂, z, i)
if val <τi then classify I as benign, otherwise classify I as adversarial.

5. Consistency

We would like to analyze under what conditions (8) is a faithful predictor.
We treat the case of a finite-width ANN with sufficiently many neurons. A
finite-width ANN has the property that the degree distribution has compact
support, which implies that the Wasserstein distance between an empirical
degree distribution and true distribution is bounded, and the Wasserstein dis-
tance is continuous with respect to ∥ · ∥∞. We begin our proof of consistency
by showing that given a real-valued random variable X; an empirical distri-
bution F̂n of some other real-valued random variable with true distribution
F ; a function G (whose arguments are a random variable and a distribution)
that is uniformly continuous in the second argument with respect to ∥ · ∥∞;
and bounded, that

EXG(X, F̂n)
a.s.
−−→ EXG(X,F ) (12)

as n→∞. To prove (12), it is sufficient to show that

G(X, F̂n)
a.s.
−−→ G(X,F ) ∀x. (13)

Under identical and independently distributed (iid) assumptions, the Glivenko-
Cantelli lemma states that ∥F̂n − F̂∥∞

a.s.
−−→ 0. This combined with the uni-

form continuity of G in the second argument with respect to ∥ · ∥∞ proves
(13). To prove (12), we let hn(x) = G(x, F̂n) and h(x) = G(x, F ). From (13)
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we have hn(x)
a.s.
−−→ h(x) for all x as n→∞. We may combine this with the

boundedness assumption to use the Lebesgue dominated convergence theo-
rem, resulting in limn→∞ EXhn(X) = EX limn→∞ hn(X) = EXh(X) almost
surely.

We now begin to analyze (8), and we start by supposing that our random
variable Z corresponds to the benign case. Let

U b
j,i =W(δZj

, B̂j
i )

Ua
j,i =W(δZj

, Âj
i ).

(14)

For additional simplicity, let us assume that quantities defined in (14) are iid
over the index j. The iid assumption implies that

EZj
W(δZj

, B̂j
i ) =: EU b

i

and
EZj
W(δZj

, Âj
i ) =: EUa

i

for all i. By equation (12), the results we obtain going forward will hold
for the population distribution in high probability assuming our empirical
distributions have enough samples. By the weak law of large numbers,

∣

∣

∣

∣

∣

∑|S|
j=1W(δZj

, B̂j
i )

|S|
− EU b

i

∣

∣

∣

∣

∣

< ϵ1 as |S| → ∞

Similarly,
∣

∣

∣

∣

∣

∑|S|
j=1W(δZj

, Âj
i )

|S|
− EUa

i

∣

∣

∣

∣

∣

< ϵ2 as |S| → ∞.

Then (8) is equal to

∑|S|
j=1 U

b
j,i

∑|S|
j=1 U

a
j,i

=
|S|EU b

i + |S|ϵ1
|S|EUa

i + |S|ϵ2

=
EU b

i + ϵ1

EUa
i + ϵ2

→
EU b

i

EUa
i

as |S| → ∞ (15)
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where ϵ1 and ϵ2 are o(|S|). If we consider the case when Z is adversarial, we
get a similar limit as in (15). Thus for consistency, we need the two limits
to not be equal, thus we write

EU b
i

EUa
i

<
EV b

i

EV a
i

(16)

where we use V to denote adversarial quantities. This is equivalent to
EU b

i EV a
i < EUa

i EV b
i . This is a realistic assumption for distributions with

different means. A classification threshold, τ , is then picked such that

EU b
i

EUa
i

< τ <
EV b

i

EV a
i

. (17)

An interesting example of (16) is the case in which EU b
i = EV a

i and EUa
i =

EV b
i and where all terms do not equal 1. In this instance, (8) in the benign

case will be the inverse of that in the adversarial case. Furthermore, neither
ratio will equal 1. This happens when adversarial distributions are simply
shifts of benign distributions.

6. Experimental details

6.1. Architectures

We experiment with five models, two of which are detailed in Tables 2-3
while the other three are VGG-19, InceptionResnetV2, and MobileNet. The
last layers of VGG-19, InceptionResnetV2, and MobileNet are preloaded from
Keras, and their last layers are replaced with three custom, fully-connected
layers, with output sizes 4096, 1000, and 10, respectively, and trained with
ImageNet weights. With respect to the last three models, we only compute
graph-based quantities from these layers. For models 1 and 2, we use all
layers.

6.2. Datasets

We trained our models on MNIST, CIFAR-10, and SVHN datasets. For
each model we created adversarial examples using the Adversarial Robustness
Toolbox [27]. For CIFAR-10 and SVHN, all images were enlarged to (224,
224, 3). Images were preprocessed using built-in Keras layers that handle
input preprocessing.
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Table 2: Architecture of Model 1

layer type output size activation function

fully connected 300 reLu

fully connected 200 reLu

fully connected 150 reLu

fully connected 150 reLu

fully connected 100 sigmoid

fully connected 10 softmax

Table 3: Architecture of Model 2

layer type output size activation function

conv 3 filters, kernel size (4,4) identity

maxpool pool size=(2,2), strides=(2,2) reLu

conv 3 filters, kernel size (4,4) identity

maxpool pool size=(2,2), strides=(2,2) reLu

fully connected 100 reLu

fully connected 10 softmax

6.3. Attacks

We consider fast gradient sign method, [14], projected gradient descent
[22], untargeted Carlini-Wagner L2 [5], DeepFool [25], Square [1], and Auto
[10] attacks. Fast gradient sign method attacks were clipped when perturba-
tions were outside a ball of radius 10% in the ℓ∞ norm. Projected gradient
descent attacks were crafted using the same norm but with up to a 5% per-
turbation; the number of iterations was 40 except for InceptionResnetV2,
MobileNet, and VGG19, in which 10 were used. Square and Auto attacks
had the same norm and perturbation as projected gradient descent attacks.
Optimization was done using ADAM with learning rate 0.01. For each at-
tack we generated 10,000 adversarially perturbed images from 10,000 original
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(test data) images. In creating training data for the detection methods we
introduce, approximately 14,000 samples were used, and the methods were
compared on approximately 6,000 samples. For RSA the numbers are ap-
proximately the same. For LID, we used approximately 6,000 training and
test samples each, with the exception of models 1 and 2 in which we used
approximately 7,000 training and 3,000 test samples.

6.4. Hyperparameters

The values of ϵ and α in our implementation of LRP-αβ are 2 and 10−7,
respectively. In our implementation of RSA we use M = 8, K = 16, and
the layer used is the third from the output layer. For creating noisy samples
in the algorithm in LID, we use Gaussian noise of zero mean and variance
0.05. Also in our implementation of LID, we only use the last 10 layers for
computational ease.

7. Results and discussion

7.1. Comparison of logistic regression approaches

In Tables 4a, 4b,and 4c we report the specificity (percentage benign sam-
ples that are correctly detected) and sensitivity (percentage adversarial sam-
ples that are correctly detected). One can see that the various graph statistics
considered here can be strong sensitive and specific predictors of adversarial
attacks in the case of using logistic regression. Among Mobilenet, Inception-
ResnetV2 and VGG19, degree seems to slightly be the best predictor among
our statistics. From the tables, we see that the worst performance occurs
for Carlini-Wagner and Deepfool attacks. These two attacks are known to
be among the most difficult to detect, so our results are consistent with this
belief. In particular, for VGG19 and Carlini-Wagner, our classifier is able
to almost always detect benign samples, but detects almost no adversarial
examples.

Among models 1 and 2, degree is significantly the best predictor, while
edge relevance for Model 2 is a poor predictor across all attacks, being unable
to detect adversarial images. This is because the edge relevance for benign
and adversarial samples are equal to 0. The largest relevances for Model 2
are found in layers closer to the input layer. During the thresholding process,
the relevances for the edges corresponding to the output layer are set to 0
because they are relatively small. Lastly, in comparison to LID, our results
are superior across almost all model/attack combinations.
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m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA

MobileNet

degree 99.64/98.10 99.63/99.23 82.21/90.74 80.23/91.34 94.08/93.22 100/99.63
node importance 99.52/99.35 99.46/100 64.50/99.43 66.78/93.91 91.86/93.39 99.89/100
edge relevance 100/99.98 99.71/99.61 85.27/90.06 87.75/89.24 100/99.85 100/99.86

LID 23.49/85.93 12.01/97.90 22.30/79.84 35.59/68.10 24.47/98.60 7.02/87.35

InceptionResNetV2

degree 100/99.95 100/99.92 84.05/94.31 73.88/86.22 96.18/98.50 99.66/100
node importance 100/100 100/100 65.76/88.13 44.12/96.08 89.30/99.36 100/99.96
edge relevance 99.96/99.70 100/99.70 80.36/78.76 80.96/74.43 99.21/96.59 100/99.78

LID 40.13/66.23 76.58/44.09 21.08/73.91 72.97/28.78 67.79/41.59 31.60/75.93

VGG19

degree 100/99.86 99.92/99.73 99.77/04.20 97.55/99.08 98.98/98.21 99.16/100
node importance 99.96/100 99.96/100 100/0.7 94.88/99.35 98.24/98.28 97.97/100
edge relevance 99.73/99.72 99.96/99.96 100/0 99.66/96.82 99.66/97.21 100/99.92

LID 79.66/6.57 99.39/42.71 41.77/57.55 99.73/0.88 98.78/0.11 22.14/76.08

(a) Cifar-10

m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA

MobileNet

degree 100/100 100/99.77 77.25/91.87 55.44/92.96 99.66/99.04 100/100
node importance 100/100 99.66/100 55.61/90.53 54.39/88.69 89.30/99.36 100/99.96
edge relevance 100/99.79 100/99.85 99.59/76.24 79.85/74.90 99.21/96.96 100/99.81

LID 57.12/40.29 69.78/37.14 77.47/23.03 92.97/7.03 88.45/7.71 85.23/37.52

InceptionResNetV2

degree 99.88/99.84 98.63/100 76.00/91.52 75.29/92.63 87.35/97.11 99.41/100
node importance 100/100 100/99.96 45.68/93.81 89.52/94.36 89.52/94.36 100/100
edge relevance 99.96/99.68 100/99.60 74.06/76.25 92.95/90.58 92.95/90.58 100/99.92

LID 92.14/4.10 69.78/37.14 77.17/23.02 53.32/48.55 29.87/59.27 10.75/61.80

VGG19

degree 100/99.93 100/100 97.67/29.68 98.80/99.18 96.97/99.57 99.96/100
node importance 100/99.94 100/99.96 98.84/9.68 99.34/99.39 98.64/99.73 100/100
edge relevance 100/99.88 100/99.81 100/0 99.96/98.37 100/97.83 100/99.92

LID 67.79/40.38 2.26/85.83 42.24/47.81 4.14/92.37 7.01/98.72 6.47/29.00

(b) SVHN

m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA

Model 2

degree 99.00/95.45 99.90/95.45 98.05/99.19 97.26/99.20 99.86/65.44 99.97/95.34
node importance 84.80/24.54 92.79/12.46 52.75/62.37 34.22/73.53 97.71/5.53 94.50/8.04
edge relevance 100/0 100/0 100/0 100/0 100/0 100/0

LID 81.94/13.43 88.19/10.41 74.90/21.72 71.79/22.27 52.77/50.96 16.10/87.53

Model 1

degree 95.96/98.91 94.76/84.19 6.58/88.76 95.51/96.71 98.63/71.97 96.02/84.48
node importance 81.67/96.19 96.09/54.83 0.14/99.70 88.14/96.57 100/2.09 93.87/60.39
edge relevance 90.34/86.50 89.31/85.25 49.55/42.19 95.68/93.58 100/0 89.47/88.57

LID 50.60/49.75 72.07/25.38 47.20/55.53 71.79/22.27 52.77/50.96 26.71/72.12

(c) MNIST

Table 4: Comparison between logistic regression methods. First and second quantities in
each entry are benign and adversarial detection rate, respectively. FGSM, PGD, CW2,
DF, Sq, and AA represent fast gradient sign method, projected gradient descent, Carlini-
Wagner L2, Square, and Auto attacks, respectively. Values are percentages.

7.2. Comparison of statistical approaches

Tables 5a, 5b, and 5c show results in terms of AUROC (area under re-
ceiver operating characteristic curve) for various detection methods. In al-
most all cases, WSR2 provides more accurate predictions than WSR1. Fur-

13

B.4. Adversarial attacks detection through ANN-induced-graphs LXXV





different hyperparameters, including noise, but to no avail. This calls into
question the usefulness and robustness of using equation 5 in [29].

7.3. Nodal analysis

The distributions of node quantities is highly dependent on the model and
attack. From the tables it can be seen that AUROC for WSR decreases as
the strength of the attack increases (we consider a partial order of in increas-
ing attack strength to be: Fast Gradient Sign Method, Projected Gradient
Descent, and Carlini-Wagner L2). We can relate this observation to how the
cardinality of |S| varies with model/attack. The cardinality of |S| can be
seen in Tables 6a,6b, and 6c. For CIFAR-10 and SVHN datasets, we ob-
serve that the cardinality tends to be a lot smaller for Carlini-Wagner L2
and DeepFool attacks, and it seems to explain the lower accuracy achieved
by WSR on these attacks. We recall that from section 5, the accuracy of
WSR increases with |S|.

We also note that in some cases the benign distribution of WSR and the
adversarial distribution of WSR are centered at points which are close to
inverses. This seems to be the case for Model 2, as shown in figure 1. This is
in agreement with an earlier remark in Section 5 about equation (8) having
inverse values under benign and adversarial examples, assuming the benign
and adversarial test statistics have the same distributions up to a shift.
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m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA

MobileNet
WSR1 99.98 100 79.78 73.56 92.98 100
WSR2 100 94.47 98.00 92.11 99.25 100
RSA 51.31 68.56 84.94 48.79 97.44 85.74

InceptionResNetV2
WSR1 99.64 99.00 81.46 64.23 84.88 100
WSR2 97.26 99.05 95.69 88.54 89.93 99.98
RSA 94.67 98.89 99.06 98.59 98.72 95.07

VGG19
WSR1 100 99.98 74.83 98.78 97.08 99.98
WSR2 99.87 99.97 97.36 99.32 99.70 100
RSA 69.08 54.28 71.70 73.77 76.58 63.78

(a) Cifar-10

m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA

MobileNet
WSR1 100 100 81.62 78.95 99.29 100
WSR2 100 100 95.20 90.26 99.80 100
RSA 80.12 63.12 87.69 82.83 76.48 82.27

InceptionResNetV2
WSR1 100 100 78.35 80.59 92.12 100
WSR2 99.86 99.91 93.84 94.29 96.81 100
RSA 51.77 61.81 56.35 60.25 58.44 58.19

VGG19
WSR1 100 100 76.33 99.65 99.54 100
WSR2 100 100 94.57 99.68 99.87 100
RSA 80.69 57.27 76.79 79.63 81.77 58.23

(b) SVHN

m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA

Model 2
WSR1 95.16 95.37 96.48 95.44 91.77 95.54
WSR2 96.75 96.23 96.73 96.08 91.74 96.68
RSA 66.81 62.81 58.54 55.95 68.33 63.12

Model 1
WSR1 95.53 81.06 41.25 82.48 89.3 83.6
WSR2 96.36 94.40 39.65 97.81 99.48 94.36
RSA 71.80 72.10 51.64 89.60 96.34 71.85

(c) MNIST

Table 5: Comparison of AUROC for statistical detection methods. FGSM, PGD, CW2,
DF, Sq, and AA represent fast gradient sign method, projected gradient descent, Carlini-
Wagner L2, Deepfool, Square, and Auto attacks, respectively. WSR1 and WSR2 are WSR
variants 1 and 2 respectively. Values are percentages.
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m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA
MobileNet WSR1 877 734 51 68 405 79
InceptionResnetV2 WSR1 378 484 109 180 240 120
VGG19 WSR1 180 776 34 925 692 578

(a) Cifar-10

m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA
MobileNet WSR1 422 636 78 97 551 287
InceptionResnetV2 WSR1 754 1269 109 160 922 496
VGG19 WSR1 945 1253 63 1379 929 843

(b) SVHN

m
o
d
el

Attack

FGSM PGD CW2 DF Sq AA
Model 2 WSR1 129 105 50 34 52 115
Model 1 WSR1 33 10 7 5 4 10

(c) MNIST

Table 6: Cardinality of S by model and attack. FFGSM, PGD, CW2, DF, Sq, and
AA represent fast gradient sign method, projected gradient descent, Carlini-Wagner L2,
Deepfool, Square, and Auto attacks, respectively.
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8. Conclusion

We have demonstrated that neural network architectures can be inter-
preted in a graph context from which we can use the statistics of graph-based
quantities to detect adversarial attacks. We introduced three measures that
we applied to our graphs and used them as predictors of adversarial attack.
We showed that this approach can produce high detection performances with
logistic regression. We also studied the distributions of node degree using a
statistical test based on Wasserstein distances. We find it intriguing that a
sparse graph encodes sufficient information about inputs to a neural network.
We hope that the perspective introduced here will provide a different way of
understanding adversarial attacks.
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Chapitre 1: Context and Background

Dans ce chapitre, nous plongeons dans lŠanalyse des études de connectivité fonctionnelle
(CF), en mettant particulièrement lŠaccent sur les méthodes adoptant un modèle de
graphe. Nous mettons en évidence la diversité qui prévaut au sein de ces études,
générant des interprétations variées et suscitant des résultats contradictoires. Nous
commençons par introduire les concepts clés de la théorie des graphes ainsi que les
descripteurs fréquemment utilisés dans les études de connectivité fonctionnelle. Dans ce
contexte, nous soulignons lŠimportance cruciale de lŠinterprétabilité et de lŠexplicabilité
dans lŠanalyse des reseaux de connectivité cérébrales. Ces éléments jouent un rôle
fondamental pour éclairer les mécanismes physiopathologiques sous-jacents régissant
lŠactivité cérébrale. De plus, nous présentons des modèles de réseau générateurs qui
se révèlent être des outils efficaces pour lŠévaluation comparative de données réelles
par rapport à leurs équivalents synthétiques. EnĄn, nous identiĄons les exigences
dŠun cadre dŠanalyse complet de la connectivité cérébrale. En mettant en avant ces
aspects essentiels, notre objectif est de tracer la voie vers un cadre global qui harmonise
lŠanalyse de la connectivié cérébrale.

Chapitre 2: Structural Pattern

Ce chapitre introduit un nouveau cadre mathématique pour lŠanalyse des réseaux de
connectivité fonctionnelle. Il débute en fournissant un aperçu des études antérieures qui
examinent la réorganisation nodale au sein des réseaux de connectivité fonctionnelle.
Ces explorations fournissent la motivation pour la formulation dŠun motif structurel de
graphe, le structural pattern - lŠélément central de notre travail. Ce structural pattern
nouvellement introduit trouve également des inspirations dans le concept de relations
dŠéquivalence nodales automorphes prévalentes dans les réseaux complexes. À la base
de notre proposition réside la deĄnition dŠune nouvelle relation dŠéquivalence basée
sur les statistiques nodales, permettant ainsi de combler le fossé entre les statistiques
nodales classiques et les outils de réduction dimensionnelle des réseaux. Cette approche
innovant permet non seulement la combinaison dŠune multitude de statistiques nodales
pour lŠanalyse des réseaux, mais elle permet également la caractérisation des réseaux
tant au niveau individuel quŠau niveau de groupe, et au meme temps à lŠéchelle globale
et locale.
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Chapitre 3: Application

Dans ce chapitre, nous présentons des expériences aboutissant à des résultats clés con-
cernant lŠapplication dŠune caractérisation des motifs structurels de graphe dans les
réseaux de connectivité cérébrale fonctionnelle. Tout dŠabord, nous offrons un bref
aperçu des bases de données que nous avons utilisées. Pour assurer la généralisabil-
ité de notre méthode et en démontrer lŠadaptabilité, nous avons fait lŠeffort dŠintégrer
une large gamme de données. Cependant, comme nous lŠavons élucidé dans le chapitre
précédent, il est crucial que les données respectent des critères spéciĄques pour garantir
la robustesse des résultats. Les quatre principales expériences sont organisées comme
suit. Tout dŠabord, une comparaison entre les données réelles et les modèles génératifs
synthétiques est présentée. Cela sert de preuve de concept, illustrant que les motifs
structurels de graphe ont la capacité de capturer des informations uniques aux réseaux
de connectivité cérébrale. Dans la deuxième expérience, nous détaillons comment nous
avons obtenu des résultats cohérents chez des sujets sains provenant de différentes bases
de données. Cette démarche aboutit à une caractérisation complète de la connectiv-
ité cérébrale saine. Notre troisième expérience concerne une méthode de classiĄcation
visant à distinguer différentes conditions pathologiques. Cette méthode est efficace
même pour discerner des différences subtiles entre des groupes présentant une symp-
tomatologie variable. EnĄn, nous explorons lŠinĆuence de la longueur des séries tem-
porelles sur la caractérisation régionale. Nous recommandons lŠutilisation dŠune longue
durée dŠacquisition pour capturer efficacement les motifs pertinents. Dans lŠensemble,
ces résultats mettent en évidence le potentiel de lŠutilisation des motifs structurels de
graphe dans lŠanalyse des réseaux de connectivité cérébrale fonctionnelle, englobant la
généralisation chez les sujets sains, la discrimination entre les conditions pathologiques
et lŠimportance de la longueur des données dans la caractérisation régionale.

Chapitre 4: Context and Background

Ce chapitre offre un aperçu du contexte, des antécédents et des travaux connexes con-
cernant les applications de la science des réseaux aux réseaux neuronaux artiĄciels. Il
commence par déĄnir formellement les réseaux de neuonaux et introduire la notation
adoptée. La section suivante se penche sur lŠintroduction du paradigme dŠapprentissage
continu pour les systèmes artiĄciels et ses implications pour favoriser le développement
dŠune intelligence artiĄcielle robuste. Dans ce cadre, différents scénarios et stratégies
dŠapprentissage continu existants sont présentés et catégorisés, en mettant particulière-
ment lŠaccent sur leurs inspirations biologiques. EnĄn, le chapitre revisite brièvement
les applications de la science des réseaux pour la conception de réseaux neuronaux
artiĄciels et met en lumière les recherches existantes qui les caractérisent au moyen de
descriptions de la théorie de graphes.
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Chapitre 5: Graph-Based Analysis of ANN Connec-

tivity

Dans ce chapitre, nous présentons notre modèle original dŠanalyse basé sur les graphes
pour la connectivité des réseaux neuronaux artiĄciels. Ce travail vise à combler le fossé
entre la neuroscience et les réseaux neuronaux artiĄciels en introduisant un nouveau
cadre de modélisation par graphes, un puissant outil largement utilisé pour étudier la
connectivité structurale et fonctionnelle du cerveau. Nous montrons comment notre
approche sŠinspire du cerveau et introduisons des descripteurs adaptés à lŠanalyse des
réseaux neuronaux artiĄciels.

En particulier, nous concevons une méthode dŠanalyse des stratégies dŠapprentissage
continu en proposant un modèle basé sur les graphes de lŠarchitecture entraînée à
chaque session dŠapprentissage. Cela pose les bases du développement dŠune stratégie
dŠapprentissage basée sur les caractéristiques des graphes.

À la Ąn du chapitre, nous discutons des travaux connexes pertinents et des limitations.

Chapitre 6: Continual Learning Strategy Connectiv-

ity Characterization

Dans ce chapitre, nous proposons comme cas dŠétude la caractérisation de différentes
stratégies dŠapprentissage dans le cadre de lŠapprentissage continu. Plus particulière-
ment, nous considérons deux tâches de classiĄcation différentes et leurs architectures
associées. Nous réalisons trois expériences pour évaluer en profondeur la capacité du
cadre basé sur les graphes à reconnaître les différents comportements néfastes résultant
de diverses stratégies dŠapprentissage dans des scénarios dŠapprentissage continus. De
plus, nous introduisons la notion dŠensemble dŠunités critiques en termes de plastic-
ité/stabilité et concevons lŠexpérience dŠélagage pour obtenir une analyse Ąne au niveau
de lŠunité des stratégies dŠapprentissage considérées. Notre modèle de graphes parvient
à identiĄer les unités dont les poids changent légèrement en norme au Ąl des sessions
dŠapprentissage, sans nécessiter de traitement des données dŠentrée.
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