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Abstract: This thesis aims to pro-
vide a classification of generalized pseudo-
Anosov homeomorphisms up to topolog-
ical conjugacy using an algorithmic ap-
proach. A Markov partition of a gener-
alized pseudo-Anosov homeomorphism is
a decomposition of the surface into a finite
number of rectangles with disjoint interi-
ors, such that their images intersect with
any other rectangle in the Markov parti-
tion along a finite number of horizontal
sub-rectangles. Every generalized pseudo-
Anosov homeomorphism has a Markov
partition, and, using the surface’s orien-
tation, we can endow any Markov parti-
tion with a geometrization. The geomet-
ric type of a geometric Markov partition
was defined by Bonatti and Langevin in
their book, "Difféomorphismes de Smale
des surfaces", to classify saddle-type ba-
sic pieces for structurally stable diffeomor-
phisms on surfaces. A geometric type is
an abstract combinatorial object that gen-
eralizes the incidence matrix of a Markov
partition. It takes into account not only
the number of times the image of a rectan-
gle intersects with any other rectangle in
the family but also the order and change
of orientation induced by the homeomor-
phisms. This thesis employs the geomet-
ric type of a geometric Markov partition
to classify conjugacy classes of pseudo-
Anosov homeomorphisms. The classifica-

tion is give by the three main results in
this manuscript:
The geometric type is a complete in-
variant of conjugation: A pair of gen-
eralized pseudo-Anosov homeomorphisms
is topologically conjugate to each other
through an orientation-preserving home-
omorphism if and only if they have a ge-
ometric Markov partition with the same
geometric type.
The realization: Geometric types are de-
fined broadly, and not every abstract ge-
ometric type corresponds to a generalized
pseudo-Anosov homeomorphism. A ge-
ometric type T is in the pseudo-Anosov
class if there exists a generalized pseudo-
Anosov homeomorphism with a geomet-
ric Markov partition of geometric type T .
Our second result provides a computable
and combinatorial criterion for determin-
ing whether an abstract geometric type
belongs to the pseudo-Anosov class.
Equivalent representations: Every gen-
eralized pseudo-Anosov homeomorphism
has an infinite number of geometric
Markov partitions with different geomet-
ric types. Our third result is an algorithm
for determining whether two geometric
types in the pseudo-Anosov class are real-
ized by generalized pseudo-Anosov home-
omorphisms that are topologically conju-
gated or not.
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32 avenue de l’Observatoire
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Dijon. Gracias por escuchar los poemas y presentarme a Dolina y a Ruben Rada. Com-
partimos cada porro y cada copa de alcohol, sufriendo por mujeres, por la ”guita” que no
alcanza para el vicio y el alquiler a la vez, conversando la comedia de nuestra condición de
machos latinoamericanos haciendo un doctorado en matemáticas en una ciudad burguesa
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Introduction

La música no es gracias a la droga,
Es a pesar de ella.

Neptuno - Nosecuenta aka Mantoi

Abstract

This thesis explores the problem of classifying generalized pseudo-Anosov homeo-
morphisms under topological conjugacy. Since each of these homeomorphisms admits
a Markov partition and preserves the orientation of the surface on which it acts, we are
going to show how to associate each Markov partition a geometrization and then a finite
combinatorial object, known as the geometric type of the Markov partition.

The idea is to establish a connection between the definition of generalized pseudo-
Anosov homeomorphisms in terms of measured foliations and one given in by geometric
types. The thesis presents three essential results: the geometric type is a complete in-
variant of conjugation, there is a combinatorial characterization of geometric types that
correspond to generalized pseudo-Anosov homeomorphisms, and finally, we give an algo-
rithm to determine when two realizable geometric types correspond to the same conjugacy
class. In this manner, we can change one definition for another, with the hope that the
combinatorial approach that we present permits us to use computers to understand these
dynamical systems. We have not developed any program up to this moment, but this
philosophical approach guides us.

In this introduction, we will attempt to place our problem and the obtained results
into context. Throughout this process, it will be necessary to provide definitions that are
not entirely formal, aiming to convey the intuition behind them. In any case, we will refer
to the corresponding part of the text where you can find the complete definitions.

The classification problem for generalized pseudo-Anosov homeomorphisms.

It could be proven that any Anosov diffeomorphism f on the 2-torus T2 preserves
two transverse and non-singular measured foliations, (F s, µs) and (Fu, µu), the stable and
unstable foliations, respectively. Moreover, there is a number λ > 0 such that f contracts
by a factor of λ−1 the µu-measure of every arc transverse to Fu, and expands by a factor
of λ the µs-measure of any arc transverse to F s

The only closed and orientable surface that supports non-singular foliations is T2. We
will study a class of homeomorphisms defined on compact and oriented surfaces that gen-
eralize Anosov diffeomorphisms on the 2-torus. These are called pseudo-Anosov home-
omorphisms with spines (also known as pseudo-Anosov homeomorphisms with marked
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II INTRODUCTION

points or generalized pseudo-Anosov homeomorphisms). Similar to Anosov diffeomor-
phisms, they preserve a pair of foliations. However, in this case, these foliations admit a
finite number of singularities and can be defined on surfaces of any genus.

Let S be a closed and oriented surface. A homeomorphism f : S → S is called
pseudo-Anosov if it preserves two transverse and singular measured foliations : (F s, µs)
and (F s, µu). Furthermore, there exists a dilatation factor λ > 0 such that f induces a
uniform expansion by a factor of λ on the leaves of Fu and a contraction by a factor of λ−1

on the leaves of F s. The difference with the Anosov case is that these foliations admit
a finite number of saddle-type singularities with k ≥ 3 separatrices (called k-prongs).
In this thesis, we consider pseudo-Anosov homeomorphisms with spines, whose invariant
foliations can exhibit singularities with only one separatrice, known as spines.

Let Hom(S) be the group of homeomorphisms of S, and Hom+(S) be the group of
orientation-preserving homeomorphisms of S. The mapping class groupM(S) is obtained
by considering equivalence classes in Hom+(S) under isotopy. The Nielsen–Thurston clas-
sification establishes a trichotomy for every homeomorphism in Hom+(S), where each
homeomorphism is isotopic to one that is periodic, reducible, or pseudo-Anosov. It is
in these works where the formal definition of a pseudo-Anosov diffeomorphism appears.
However, we want to study Hom+(S) under another equivalence relation, topological con-
jugation. Two homeomorphisms f and g in Hom(S) are topologically conjugate if and
only if there exists h in Hom(S) such that f = h◦ g ◦h−1. The equivalence classes formed
by this relation are referred to as conjugacy classes, and our interest lies in their classifi-
cation. However, we will restrict ourselves to the case when conjugation is performed by
a homeomorphism that preserves orientation, i.e. h ∈Hom+(S).

We will study pseudo-Anosov homeomorphisms as a whole, regardless of whether they
have spines. For practical writing purposes, we refer to them as generalized pseudo-Anosov
homeomorphisms. If necessary in the discussion or proofs, we will explicitly mention
whether a particular homeomorphism has spine-like singularities or not. This thesis fo-
cuses on the conjugacy classes that contain a generalized pseudo-Anosov homeomorphism
that in addition preserve the orientation of the surface.

Furthermore, the set of generalized pseudo-Anosov homeomorphisms it is closed under
topological conjugation. In other words, if f ∈ Hom+(S) is a generalized pseudo-Anosov
homeomorphism and h ∈Hom+(S) is any homeomorphism, then g := h ◦ f ◦ h−1 is also a
generalized pseudo-Anosov homeomorphism.

Some authors use the term pseudo-Anosov homeomorphisms with marked points to
refer to pseudo-Anosov homeomorphisms with spines. This is relevant when studying
isotopy classes relative to such marked points. However, in our approach, we consider
conjugation by the whole group of homeomorphisms without explicitly considering the
set of marked points. In terms of topological conjugation, we can inquire about homeo-
morphisms that are topologically conjugate and whose conjugation preserves a predefined
set of marked points. The problem becomes more complicated as we seek to find a topo-
logical conjugation between two homeomorphisms that also preserves the entire marked
set, which may include not only singularities. This is something we didn’t consider in the
thesis.



THE CLASSIFICATION PROBLEM FOR GENERALIZED PSEUDO-ANOSOV HOMEOMORPHISMS.III

Our goal is to classify the conjugacy classes of pseudo-Anosov homeomorphisms and
understand their behaviors. We face challenges in developing effective methods to dis-
tinguish between conjugacy classes by studying the dynamics, analyzing the structure of
the invariant foliations, and considering the impact of spines. Let us clarify the notion
of classification and the challenges we have imposed on ourselves in order to achieve this
classification. We hope that our efforts will contribute to a broader understanding of these
important dynamical systems.

Problem 1. The classification problem for generalized pseudo-Anosov homeomor-
phisms can be divided into three fundamental components.

(1) Finite presentation: This aspect aims to provide a concise and combinatorial
description of the conjugacy classes that contain a generalized pseudo-Anosov
homeomorphism. It can be further divided into the following sub-problems:

I) Combinatorial representation: The objective of this problem is to es-
tablish a formal and precise association between every generalized pseudo-
Anosov homeomorphism f and a finite combinatorial object denoted as
T := T (f). This association is designed such that the same combinatorial
object is linked to a pair of generalized pseudo-Anosov homeomorphisms if
and only if they are topologically conjugated. It is important to note that the
association may not be unique and f can have multiple valid representations.

II) Combinatorial models: Given a combinatorial information associated to
a generalized pseudo-Anosov homeomorphism f , T (f), we propose to recon-
struct a pseudo-Anosov homeomorphism that is conjugate to f using the
information provided by T (f). This problem represents a higher level of
ambition compared to the previous point, since successfully achieving this
reconstruction involves the combinatorial representation.

(2) Realization:The set of combinatorial objects forms a set denoted by GT , and
the subset of these objects associated with a pseudo-Anosov homeomorphism is
referred to as the pseudo-Anosov class and will be denoted by GT (pA). Generally,
GT (pA) is a proper subset of GT .

The second problem is to provide a characterization and an algorithm for
determining whether or not an abstract combinatorial information belongs to the
pseudo-Anosov class. Ideally, we would like to set a time bound for the algorithm
to provide an answer.

(3) Algorithmic decidability: A generalized pseudo-Anosov homeomorphism can
have multiple combinatorial representations. The subsequent problem involves de-
termining whether two combinatorial representations in the pseudo-Anosov class
correspond to conjugate pseudo-Anosov homeomorphisms or not. Similar to the
previous problem, our objective is to develop an algorithm that can efficiently
determine, within finite and bounded time, whether two combinatorial represen-
tations represent the same conjugacy class.

A more ambitious task is to identify a finite and distinguished family, de-
noted Θ[f ], of the set of combinatorial objects associated with the pseudo-Anosov
homeomorphism f . This family must satisfy three essential criteria:
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• Θ(f) must be computable from any other combinatorial object associated with
f .
• Θ(f) must allow the computation of any other invariant T (f) associated with
f .
• Θ(f) must be, by contention, the minimum set of combinatorial information

that satisfies the previous items.

Let S be a closed and oriented surface, and let f : S → S be a generalized pseudo-
Anosov homeomorphism. The combinatorial object associated with f will be the geomet-
ric type of a geometric Markov partition of f . In the course of presenting our results, we
will provide an explanation and overview of these concepts.

Presentation of results.

0.1. Geometric Markov partitions and its geometric type. Let S be a closed
oriented surface, and let f be a pseudo-Anosov homeomorphism with spines. We denote
by (F s, µs) and (Fu, µu) its invariant foliations equipped with their transverse measures.
A rectangle R ⊂ S of f is defined as a pair (R, r), where r is a (equivalence class of)
continuous map r : [−1, 1]2 → S such that its image is R, i.e., r([−1, 1]2) = R. Moreover,
r is a homeomorphism on (−1, 1)2, and the pre-images of F s and Fu under r−1 correspond
to the horizontal and vertical foliations, respectively, of the unit square. We identify two
rectangles r and r′ if there are mappings ϕs, ϕu : [−1, 1] → [−1, 1] such that r′−1 ◦
r = (ϕs, ϕu) and ϕs,u are increasing homeomorphisms defined on the interval [−1, 1] (see

Definition 1.10). The interior of R is denoted as
o

R and corresponds to the restriction of
r to (−1, 1)2. Typically, when the parametrization is not necessary for the exposition, we
refer to the image of r simply as a rectangle.

A Markov partition R = {Ri}ni=1 of f is a decomposition of the surface into a finite set

of rectangles with disjoint interiors, satisfying the following property: if
o

Ri∩f−1(
o

Rj) 6= ∅,
then every connected component C of

o

Ri ∩ f−1(
o

Rj) is the interior of a horizontal sub-
rectangle of Ri (see Definition 1.14), and f(C) is the interior of a vertical sub-rectangle
of Rj.

The following result is a classical theorem for the case of pseudo-Anosov homeomor-
phisms without spines (see [7]). In Chapter 1, we provide a recipe for constructing Markov
partitions for generalized pseudo-Anosov homeomorphisms¨. The advantage of our pro-
cedure is that it begins by selecting a point, and the rest of the construction follows an
algorithmic approach.

Corollary (2.2). Every generalized pseudo-Anosov homeomorphism admits Markov
partitions.

0.2. Finite presentations: The geometric type is a complete conjugacy in-
variant. If R is a rectangle, the intersection F s ∩ R is referred to as the horizontal
foliation of R, while Fu ∩ R is its vertical foliation. The definition of a rectangle nat-
urally provides an orientation for these foliations. By choosing an orientation for the
vertical (unstable) foliation and assigning the unique orientation to the horizontal (sta-
ble) foliation, such that the parametrization r restricted to the interior of the unit square,
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r : (0, 1) × (0, 1) →
o

R ⊂ S, is an orientation-preserving homeomorphism. A geomet-
ric Markov partition of f is a Markov partition of the homeomorphism where a vertical
orientation has been chosen for all the rectangles within it. In the book [5], the authors
associate to each geometric Markov partition a combinatorial information called geometric
type. Let us take a moment to review this concept. Throughout the rest of our presen-
tation, we assume that all rectangles have been assigned orientations in their respective
horizontal foliations, i.e, they are indeed, geometric Markov partitions.

Let f be a generalized pseudo-Anosov homeomorphism and let R = {Ri}ni=1 be a
geometric Markov partition of f . The set of horizontal sub-rectangles of Ri, which are

the connected components of the intersection
o

Ri ∩ f−1(
o

Rk) for some k ∈ {1, · · · , n},
is labeled from bottom to top according to the vertical orientation in Ri. We denote
these sub-rectangles as {H i

j}
hi
j=1, where hi is the number of horizontal sub-rectangles of

Ri. These particular rectangles are known as the horizontal sub-rectangles of the Markov
partition R. Similarly, the vertical sub-rectangles of Ri, whose interiors are the connected

components of
o

Ri∩f(
o

Rk) for some k ∈ {1, · · · , n}, are labeled from left to right according
to the horizontal order of Ri as: {V i

l }
vi
l=1, where vi is the number of vertical sub-rectangles

of Ri. These specific rectangles are referred to as the vertical sub-rectangles of the Markov
partition R.

The numbers {(hi, vi)}ni=1 determine two formal sets:

H = {(i, j) : i ∈ {1, . . . , n}, j ∈ {1, . . . , hi},(1)

V = {(k, l) : k ∈ {1, . . . , n}, l ∈ {1, . . . , vk}.(2)

which represent the vertical and horizontal rectangles of the Markov partition, indexed
according to the order within each rectangle. The homeomorphism f induces a bijection,
φ : H → V , between them. It is defined as φ(i, j) = (k, l) if and only if f(H i

j) = V k
l .

Here, a first numerical obstruction arises in the set {(hi, vi)}ni=1:

(3)
n∑
i=1

hi =
n∑
i=1

vi.

Each oriented vertical leaf of a sub-rectangle H i
j is sent by the function f to a vertical

leaf of V k
l . We can compare the orientations of these leaves and define ε(i, j) = 1 if the

vertical orientations of f(H i
j) and V k

l coincide, and ε(i, j) = −1 otherwise. This procedure
determines the function:

(4) ε : H → {1,−1}.
The geometric type of a geometric Markov partition R packages all this information

into a quadruple:

(5) T (R) := (n, {(hi, vi)}ni=1,Φ = (φ, ε) : H → V × {−1, 1}).
Later on, we will explain how to define an abstract geometric type (Definition 1.26).

The set of abstract geometric types will be denoted by GT . However, it is important
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to note that not every abstract geometric type corresponds to the geometric type of a
geometric Markov partition of a pseudo-Anosov homeomorphism. The pseudo-Anosov
class of geometric types, denoted as GT (pA) ⊂ GT , consists of those geometric types
T for which there exists a generalized pseudo-Anosov homeomorphism with a geometric
Markov partition R whose geometric type is T . This discrepancy is the reason for the
realization problem in 1.

In Chapter 3, the following theorem is proved, achieving a solution to Item 1.I) of
the classification problem. It establishes that the geometric type serves as a complete
invariant under topological conjugacy.

Theorem (11). Let f : Sf → Sf and g : Sg → Sg be two generalized pseudo-Anosov
homeomorphisms. Then, f and g have a geometric Markov partition of the same geometric
type if and only if there exists an orientation preserving homeomorphism between the
surfaces h : Sf → Sg that conjugates them, i.e., g = h ◦ f ◦ h−1.

To prove Theorem 11, we will construct a combinatorial model of a pseudo-Anosov
homeomorphism f : Sf → Sf with a Markov partition R of geometric type T . We will
then demonstrate that f is conjugated to this model. Essentially, the combinatorial model
is obtained by taking the quotient of a sub-shift of finite type under an equivalence relation
determined by the geometric type. Let us provide a brief overview of this construction.

The geometric type T determines the incidence matrix A := A(T ) of the Markov
partition R. When the matrix A has coefficients in {0, 1}, it is called a binary matrix, and
we can define a symbolic dynamical system called, sub-shift of finite type σ : ΣA → ΣA.
Furthermore, it is possible to create a function πf : ΣA → Sf that depends on the
homeomorphism f and the Markov partition R as follows: Let (wz)z∈Z = w ∈ ΣA.

(6) πf (w) := ∩n∈N(∩nz=−nf−z(
o

Rwz)).

The map πf is the projection of the shift with respect to the geometric Markov partition
(f,R). The projection associates each itinerary w = (wz)z∈Z with a unique point x on the
surface S such that f z(x) ∈ Rwz , i.e x := πf (w) follows the itinerary dictated by the code

w. The definition of πf is based on the following idea: the sets
o

Qn = ∩nz=−nf−z(
o

Rwz) are
open rectangles contained within the interior of Rw0 , and their diameters approach zero

as n tends to infinity. Consequently, the closure of
o

Qn cannot simultaneously touch the
two stable (or unstable) boundaries of Rw0 . As was said before, the intersection of the
closures of all these rectangles, ∩n∈NQn, corresponds to a unique point πf (w) := x that
follows the itinerary dictated by w.

It’s important to mention that this is not the only way to define the projection. For
instance, in [7], the projection is given by πf (w) = ∩z∈Zf−z(Rwz). However, if we define
πf in this manner, the projection may not always be a function as πf (w) is not necessarily
a single point, except in cases where all the rectangles in R are embedded.

The projection πf defined in Equation 6 is a continuous, surjective, and finite-to-one
map that acts as a semi-conjugation between the sub-shift of finite type (ΣA, σ) and the
generalized pseudo-Anosov homeomorphism f .
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If two generalized pseudo-Anosov homeomorphisms f : Sf → Sf and g : Sg → Sg have
Markov partitions Rf and Rg of the same geometric type T , they will share the same
incidence matrix and thus have associated identical sub-shifts of finite type. This implies
the existence of projections πf : ΣA → Sf and πg : ΣA → Sg that semi-conjugate the
shift with the respective homeomorphisms. However, it is not clear how we can establish
a direct conjugation between f and g based solely on these projections.

The main challenge in constructing a conjugacy between f and g lies in determining the
correspondence between codes in ΣA that represent the same points on the surfaces Sf and
Sg. This correspondence is particularly challenging because the only known information
that relates f to g is the geometric type of their respective partitions. Therefore, our
analysis will be based solely on this combinatorial information.

We adopt the approach of introducing an equivalence relation ∼T in ΣA, which is
purely determined by the geometric type T . This relation defines equivalence classes that
correspond to the codes in ΣA that project to the same point under πf . The advantage
of using the equivalence classes determined by ∼T is that they do not depend on the
specific homeomorphism f or a Markov partition R. This allows us to compare different
generalized pseudo-Anosov homeomorphisms that share the same geometric type for their
Markov partitions. In Chapter 3, we construct this equivalence relation, and Proposition
3.1 establishes its key properties.

Proposition (3.1). Let T be a geometric type with an incidence matrix A := A(T )
having coefficients in {0, 1}, and let (ΣA, σ) be the associated sub-shift of finite type.
Consider a generalized pseudo-Anosov homeomorphism f : S → S with a geometric
Markov partition R of geometric type T . Let πf : ΣA → S be the projection induced
by the pair (f,R).

There exists an equivalence relation ∼T on ΣA, algorithmically defined in terms of
T , such that for any pair of codes w, v ∈ ΣA, they are ∼T -related if and only if their
projections coincide, πf (w) = πf (v).

Two codes v, v ∈ ΣA are ∼f -related if πf (v) = πf (v) (recall that f : Sf → Sf is
pseudo-Anosov). This relation determines the quotient space Σf := ΣA/ ∼f and is not
difficult to see that Σf is homeomorphic to Sf . A further consequence of Proposition 3.1
is the following result, from which Theorem 11 follows.

Proposition (3.18). Consider a geometric type T in the pseudo-Anosov class, whose
incidence matrix A := A(T ) is binary. Let f : S → S be a generalized pseudo-Anosov
homeomorphism with a geometric Markov partition R of geometric type T . Also, let
(ΣA, σ) be the sub-shift of finite type associated with A and denote by πf : ΣA → S the
projection induced by the pair (f,R). Then, the following holds:

• The quotient space ΣT = ΣA/ ∼T is equal to Σf := ΣA/ ∼f . Thus, ΣT is a closed
and orientable surface.
• The sub-shift of finite type σ induces a homeomorphism σT : ΣT → ΣT through

the equivalence relation ∼T . This homeomorphism is a generalized pseudo-Anosov
and topologically conjugate to f : S → S via the quotient homeomorphism [πf ] :
ΣT = Σf → S
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Let g be any other generalized pseudo-Anosov homeomorphism with a geometric
Markov partition of geometric type T . Then, g is topologically conjugate to σT . Therefore,
f and g are topologically conjugate.

Definition (3.24). Let T be a geometric type whose incidence matrix is binary. The
dynamical system (ΣT , σT ) is the combinatorial model of the geometric type T .

The dynamical system (ΣT , σT ) is constructed from the geometric type T , and it is
topologically conjugate to f . Therefore, we have addressed Item 1.II of the Classifica-
tion Problem 1 by demonstrating that the geometric type T allows us to reconstruct a
generalized pseudo-Anosov homeomorphism that is topologically conjugate to f .

0.3. The realization problem: The genus and the impasse. An abstract geo-
metric type is defined as a quadruple T = (n, {(hi, vi)}ni=1,Φ := (φ, ε)), as described in
Equation 5, where n ∈ N+, the numbers hi, vi ∈ N+ satisfy the equality in Equation 4,
and φ is a bijection between the following sets.

H(T ) := {(i, j) ∈ N : 1 ≤ i ≤ n and 1 ≤ j ≤ hi}

and

V(T ) := {(k, l) ∈ N : 1 ≤ k ≤ n and 1 ≤ l ≤ vi},

additionally, ε : H(T ) → {1,−1} is an arbitrary function. These objects together form
the set of abstract geometric types denoted by GT .

As mentioned previously, an abstract geometric type T belongs to the pseudo-Anosov
class of geometric types if there exists a generalized pseudo-Anosov homeomorphism with
a geometric Markov partition of geometric type T . The pseudo-Anosov class is denoted by
GT (pA). It is evident that GT (pA) ⊂ GT , and Item II of Problem 1 seeks an algorithmic
condition to determine whether an abstract geometric type belongs to the pseudo-Anosov
class. Our approach to this problem is to translate it into the context of basic pieces of
Smale’s surface diffeomorphisms.

The theory of geometric types was first introduced in the 1998 book [5] by Chris-
tian Bonatti, Rémi Langevin, and Emmanuelle Jeandenans. This work was followed by
François Béguin’s Ph.D. thesis [1] and subsequent articles [2] and [3] published between
1999 and 2004. Together, these works provide a complete classification (in the sense of
Problem 1) of the basic saddle-type pieces of Smale’s diffeomorphisms on surfaces, as well
as their invariant neighborhoods but excluding hyperbolic attractors and repellers. The
definition of the geometric Markov partition and its geometric type for diffeomorphisms
is very similar to the one given for pseudo-Anosov homeomorphisms, with the advantage
that the Markov partition for the basic pieces consists of disjoint rectangles. To apply
the results obtained by these authors, our initial task is to establish a connection between
Markov partitions for pseudo-Anosov homeomorphisms and those defined by saddle-type
basic pieces on surfaces. Let’s explore some key concepts in our discussion.

Consider a geometric type T , and let A be its incidence matrix with coefficients in
0, 1. We say that A is mixing if there exists a positive integer n such that each coefficient
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a
(n)
ij of the matrix An is positive. When the incidence matrix A is mixing, we can define

a concretization of T 1.
A concretization of T is represented by a pair (R, φ), where R is a collection of disjoint

rectangles {Ri}ni=1 (we can take Ri := [0, 1]2×{i}), and φ is a piecewise-defined function.
The function φ maps a collection of disjoint horizontal sub-rectangles H i

j ⊂ Ri (for each

(i, j) ∈ H(T )) to a family of disjoint vertical sub-rectangles V k
l ⊂ Rk (for each (k, l) ∈

V(T )). Within each rectangle, φ is a homeomorphism that preserves the orientation
and trivial foliations of the rectangles, furthermore, φ follows the combinatorial pattern
specified by T . Specifically, if φ(i, j) = (k, l), then, f(H i

j) = V k
l , and the orientation of

the vertical foliations is preserved by φ if and only if ε(i, j) = 1.
A concretization provides a visual representation of the geometric type T , but it alone

cannot determine whether T corresponds to the geometric type of a geometric Markov
partition of a saddle-type basic piece. However, if T does correspond to the geometric
Markov partition of a saddle-type basic piece of a diffeomorphism on a compact surface S
(with finite genus), it is crucial that such a surface contains the rectangles of a realization
of T and their images under the iterations of such diffeomorphism.

To establish that T is a geometric type corresponding to a geometric Markov partition
of a saddle-type basic pieces in S, it is necessary for a specific surface with boundaries
and corners, known as an m-realizer of T (described in Definition 1.48), to be embedded
in the surface S. We will now describe the main properties and definitions related to the
m-realizer that are necessary to state our results.

Consider a concretization ({Ri}ni=1, φ) of T . The union of these rectangles will be
denoted as R :=

⋃n
i=1Ri. The m-realizer of T is defined as the surface (with vertices and

boundaries):
Rm = ∪mi=0R× {i}/(x, i) ∼ (φ−1(x), i+ 1)

together with the function φm(x, i) = (φ(x), i+ 1) whenever it makes sense.
The surface Rm has vertices and corners and supports m− 1 iterations of the diffeo-

morphism φm. These m-realizers determine a non-decreasing sequence {gm}m∈N, where
gm is the genus of the surface Rm. The supremum of this sequence is defined as the genus
of T , denoted as gen(T ). The geometric type T has finite genus if gen(T ) <∞. Having
finite genus is the first obstruction in realizing T as the geometric type of a basic piece,
and subsequently as the geometric type of a pseudo-Anosov homeomorphism.

The impasse property of Proposition 4.1 is quite technical (Definition 1.56). For now,
we won’t explore it further to stay focused on the main exposition. The following Propo-
sition is crucial for solving the realization problem.

Proposition ( 4.1). Let T be an abstract geometric type. The following conditions
are equivalent.

i) The geometric type T is realized as a mixing basic piece of a surface Smale dif-
feomorphism without impasse.

ii) The geometric type T is in the pseudo-Anosov class.
iii) The geometric type T satisfies the following properties:

1In fact, a weaker condition is needed, namely, that the geometric type does not have double s, u-
boundaries. However, this property is deduced from the fact that A(T ) is mixing.



X INTRODUCTION

(1) The incidence matrix A(T ) is mixing
(2) The genus of T is finite
(3) T does not have an impasse.

To determine the realization of the geometric type in Problem 1, it is necessary to
demonstrate that each property listed in Item iii) of Proposition 4.1 can be determined
algorithmically. This is achieved in the Preliminaries Chapter, specifically in Subsection
5, where Proposition 1.13 establishes that the properties of mixing, finite genus, and
impasse can be expressed in a purely combinatorial manner. This allows us to conclude
the following theorem.

Theorem (12). There exists a finite algorithm that can determine whether a given
geometric type T belongs to the pseudo-Anosov class. Such algorithm requires calculating
at most 6n iterations of the geometric type T , where n is the first parameter of T .

This resolves the problem of realization that we had set out to address.

0.4. Algorithmic Decidability: The Béguin’s Algorithm and Formal DA(T ).
To address Item III of Problem 1 regarding algorithmic decidability, we utilize the
Béguin’s algorithm. This algorithm, originally developed in [3], provides a solution for
determining whether two geometric types represent conjugate basic pieces. Its essence
can be summarized as follows:

Theorem (The Béguin’s Algorithm). Let f be a Smale surface diffeomorphism and
K be a saddle-type basic piece with a geometric Markov partition R of geometric type
T = (n, {(hi, vi)}ni=1,ΦT ). The steps of the algorithm are as follows:

(1) Begin by defining the primitive geometric types of order n of f , denoted as
T (f, n), for all n greater than a certain constant n(f) ≥ 0.

(2) Prove the existence of an upper bound O(T ) for n(f) in terms of the number n
in T , i.e. n(f) ≤ O(T ).

(3) For every n > n(f), there exist an algorithm to compute all the elements of
T (f, n) in terms of T .

(4) Let g be another Smale surface diffeomorphism and K ′ be a saddle-type basic
piece of g with a geometric Markov partition of geometric type T ′. Choose n to
be greater than or equal to the maximum of O(T ) and O(T ′). After applying
Step 3 of the algorithm, we obtain two finite lists of geometric types, T (f, n) and
T (g, n). These lists will be equal if and only if f is topologically conjugate to g
in some invariant neighborhoods of K ′ and K ′.

As can be observed, the calculation of the upper bound O(T ) for n(f) and the proce-
dure in item 3 are the essential steps of the algorithm. We will revisit them at the end of
this subsection.

For now, let us explain how we address our problem by shifting the analysis to the
formal DA(T ) (Definition 6.1). Consider a geometric type T in the pseudo-Anosov class.
According to Proposition 4.1, T has finite genus. Interestingly, this condition is necessary
and sufficient for T to be realized as a basic piece of a Smale surface diffeomorphism.
The formal derived from Anosov of T refers to this realization and is represented by the
triplet:
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(7) DA(T ) := (∆(T ), K(T ),ΦT ),

The components are as follows: ∆(T ) is a compact surface with boundary of finite
genus, φT is a Smale diffeomorphism defined on ∆(T ); and K(T ), the unique nontrivial
saddle-type basic piece of (∆(T ),ΦT ) with a Markov partition of geometric type T . We
call ∆(T ) the domain of the basic piece K(T ). It is a profound result of Bonatti-Langevin
[5, Propositions 3.2.2 and 3.2.5, Theorem 5.2.2] that the DA(T ) is unique up to conjugacy
and serves as a bridge between the realm of pseudo-Anosov homeomorphisms and the basic
pieces of Smale surface diffeomorphisms.

Let f a generalized pseudo-Anosov homeomorphism and R a geometric Markov parti-
tion, a periodic point of f that is in the stable (unstable) boundary of R is a s-boundary
point (u-boundary point). Let f and g be two generalized pseudo-Anosov homeomor-
phisms, and let Rf and Rg be geometric Markov partitions with geometric types Tf and
Tg, respectively. Let p(f) be the maximum period of periodic points of f on the bound-
ary of Rf , and p(g) be the maximum period of periodic points of g on the boundary of
Rg. Take p = max{p(f), p(g)}. We are going to construct geometric Markov partitions
RRf ,Rg of f and RRg ,Rf of g such that:

• The set of periodic boundary points of RRf ,Rg ( RRg ,Rg ) coincides with the set
of periodic points of f ( g ) whose period is less or equal than p.
• Every periodic boundary point in RRf ,Rg is a corner point i.e. is u and s-

boundary.

These refined partitions are referred to as the compatible refinements of Rf and Rg,
and their respective geometric types are denoted T(Rf ,Rg) and T(Rg ,Rf ).

Two geometric types, T1 and T2, which can be realized as basic pieces, are considered
to be strongly equivalent if there exists a Smale diffeomorphism f of a compact surface
and a nontrivial saddle-type basic piece K of f , such that K has a geometric Markov
partition of geometric type T1 as well as a geometric Markov partition of geometric type
T2. We have proven the following corollary , which establishes a connection between
the formal DA of the geometric types of the compatible refinements and the underlying
pseudo-Anosov homeomorphisms.

Corollary. 7.1 Let f and g be generalized pseudo-Anosov homeomorphisms with
geometric Markov partitions Rf and Rg of geometric types Tf and Tg, respectively. Let
Rf,g be the joint refinement of Rf with respect to Rg, and let Rg,f be the joint refinement
of Rg with respect to Rf , whose geometric types are Tf,g and Tg,f , respectively. Under
these hypotheses: f and g are topologically conjugated through an orientation preserving
homeomorphism if and only if Tf,g and Tg,f are strongly equivalent.

In the proof we use the formal DA in the next manner: If T(Rf ,Rg) and T(Rg ,Rf ) are
strongly equivalent, then DA(T(Rf ,Rg)) and DA(T(Rg ,Rf )) are conjugate through a home-
omorphism h. This homeomorphism induces a conjugation between f and g. Proposition
6.2 establish that if f and g are topologically conjugate, then DA(T(Rf ,Rg)) has a Markov
partition of geometric type T(Rg ,Rf ). Hence they are strongly equivalent.
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Finally we use the Béguin’s algorithm to determine if T(Rf ,Rg) and T(Rg ,Rf ) are strongly
equivalent. This provides a solution for the fist part of Item III in Problem 1 through
the following theorem.

Theorem (16). Let Tf and Tg be two geometric types within the pseudo-Anosov class.
Assume that f : S → Sf and g : Sg → Sg are two generalized pseudo-Anosov homeomor-
phisms with geometric Markov partitions Rf and Rg, having geometric types Tf and Tg
respectively. We can compute the geometric types Tf,g and Tg,f of their joint refinements
through the algorithmic process described in Chapter 5, and the homeomorphisms f and
g are topologically conjugated by an orientation-preserving homeomorphism if and only if
the algorithm developed by Béguin determines that Tf,g and Tg,f are strongly equivalent.

The second part of Item 1.III in Problem 1, requires the identification of a finite
and well-defined family of geometric types, denoted as Θ[f ], for a given pseudo-Anosov
homeomorphism f . This family should be computable based on any geometric type
associated with f , enabling the computation of any other geometric type realized by f .
Furthermore, it is desirable for this family to be as small as possible while fulfilling these
requirements. In this direction, we have obtained some partial results, which are outlined
below.

Let p and q be two periodic points of f . Here, F s(p) represents a stable separatrice of
p, and F u(q) represents an unstable separatrice of q. Proposition 2.3 presents a topologi-
cal algorithm that, given any point z ∈ F s(p)∩F u(q), generates a corresponding Markov
partition Rz. The significance of this algorithm lies in the fact that, under certain con-
ditions, the geometric type of Rz remains constant along the orbit of z. To obtain a
canonical family of geometric types for f , it becomes necessary to identify a distinguished
set of points contained in F s(p) ∩ F u(q).

We begin by considering p and q as singular points of f , which are the more distin-
guished points that we can take. A point z ∈ F s(p) ∩ F u(q) is called first intersection
point of f if the stable segment (p, z]s ⊂ F s(p) and the unstable segment (q, z]u ⊂ F u(q)
intersect at a single point, (p, z]s ∩ (q, z]u = z (see Definition 2.7). There exist a finite
number of orbits of first intersection points as proved in Proposition 2.4. Clearly, a con-
jugation between pseudo-Anosov homeomorphisms maps first intersection points to first
intersection points (see Theorem 8) and therefore are invariant under conjugation. This
property allows us to define: a natural number that is constant for the entire conjugacy
class of f , n(f) ≥ 0 , such that for every integer n ≥ n(f) and every first intersection
point z, there exists a Markov partition R(n, z) of f associated to these two parameters.
The Markov partitions constructed in this manner are referred to as primitive Markov
partition of order n of f . The collection of all these partitions is denoted by M(f, n).
They have the following property.

Corollary (2.5). Let f be a generalized pseudo-Anosov homeomorphism, and let
n ≥ n(f). Then, there exists a finite but nonempty set of orbits of primitive Markov
partitions of order n.

Our Theorem 9 states that a Markov partition and its iterations have the same geo-
metric type. As a consequence, we have the following Theorem
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Theorem (10). Let f a generalized pseudo-Anosov homeomorphism. The set

T (f, n) = {T (R) : R ∈M(f, n)}
is finite for every n ≥ n(f). These geometric types are referred to as primitive types of
order n for f .

Each of these families is a finite invariant under conjugation. If f and g are conjugate
generalized pseudo-Anosov homeomorphisms, Corollary 2.4 establishes that n(f) = n(g)
and its set of canonical types coincides too:

Θ[f ] := T (f, n(f)) = T (g, n(g)) = Θ[g]

Hence this is a finite total invariant of the conjugation of f . They represent the finite
presentation of Item 1.III in Problem 1. Among the families of primitive types, they are
the minimum with respect to the parameter n.

At present, we are unable to compute the invariant Θ[f ] := T (f, n(f)) from any other
geometric type or, in general, all geometric types associated with a conjugacy class as
required by the III of Problem 1. However, we can compute primitive geometric types
of sufficiently large order. We believe it would be interesting to expand our theory and
compute Θ([f ]), but this is still a work in progress.

We have concluded the presentation of the results in this thesis. Next, we will provide
a brief survey of the results and perspectives surrounding the classification of pseudo-
Anosov homeomorphisms. This is not an exhaustive bibliography, but rather an attempt
to position our work within the context of the field.

Other classifications

The problem of classifying pseudo-Anosov homeomorphisms has been considered from
different perspectives. In this section, we will discuss various results and approaches, in
order to place our work within the current landscape of the mathematics. The conju-
gacy class and isotopy classes refer to the equivalence classes determined by topological
conjugacy and isotopy, respectively.

0.5. Lee Mosher: The classification of pseudo-Anosov. In his 1983 thesis [14]
and the 1986 article [15], Lee Mosher classifies pseudo-Anosov homeomorphisms on a given
closed and oriented surface S equipped with a finite set of marked points P . To achieve
this, Mosher considers the action of the mapping class group M(S, P ) on a directed
graph G̃(S, P ), where each vertex represents a cellular decomposition of the surface with
a single vertex and a distinguished sector around such vertex. The directed edges of
G̃(S, P ) correspond to elementary moves that transform one decomposition into another.

The mapping class group acts freely on the graph G̃(S, P ), and the quotient yields
a graph G(S, P ) whose fundamental group is the mapping class group. Consequently,
an element of the mapping class group can be represented by a cycle of directed edges
in this graph. Each connected component of G(S, P ) can be labeled using what Mosher
refers to as polygonal types, which essentially correspond to the list of polygons involved
in the decomposition. It is worth noting that for a fixed genus of S and a fixed number
of marked points, there exists a finite number of polygonal types. Therefore, G(S, P ) has
a finite number of connected components.
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Given a marked point-preserving pseudo-Anosov homeomorphism that fixes each of its
singularities and each of the separatrices of its singularities, Mosher define its singularity
type, which is determined by the number of interior singularities with n-prongs (n ≥ 3)
and marked singularities with m-prongs (m ≥ 1). For each singularity type, he assigns
a finite set of polygonal types of cellular decomposition to the pseudo-Anosov. His main
result asserts that, for these polygonal types of cellular decomposition, the isotopy class
of the pseudo-Anosov corresponds to a finite and explicit number of loops (cycles) on the
graph G(S, P ). Each of these loops has a finite combinatorial description, resulting in
a finite number of canonical combinatorial descriptions for the pseudo-Anosov, they are
called pseudo-Anosov invariants.

Thus, given two marked point-preserving pseudo-Anosov homeomorphisms that fix
each of the separatrices of the singularities, they are conjugate if and only if their pseudo-
Anosov invariants are the same. Mosher himself emphasizes that he does not know if his
classification extends to a classification of all pseudo-Anosov homeomorphisms (without
the assumption of fixing the separatrices).

As we have seen, Mosher’s perspective and the one presented here are quite differ-
ent. The distinction starts with the definition of a pseudo-Anosov homeomorphism. For
Mosher, it is an isotopy class characterized by its action on a cell decomposition. In
this thesis, we define a pseudo-Anosov homeomorphism through a Markov partition. On
which surface does it lay? What types of singularities does it possess? This information
can be deduced from the geometric type of the partition, using a simple algorithm. Ap-
plying Mosher’s result to a pseudo-Anosov homeomorphism defined by a geometric type
of Markov partition seems to be a challenging task. However, a preliminary corollary,
which we cite below, allows us to determine the singularity type of the pseudo-Anosov
homeomorphism, which is a necessary piece of information for Mosher’s result.

Corollary (??). Let T be a geometric type of the pseudo-Anosov class, and let
f : S → S be a generalized pseudo-Anosov homeomorphism with a geometric Markov
partition of type T . There exists a finite algorithm that, given T , determines the number
of singularities of f and the number of stable and unstable separatrices at each singularity
and subsequently the genus of S.

0.6. The Bestvina-Handel Algorithm. Let S be a closed and oriented surface
with marked points P . The objective of Bestvina and Handel in the article [4] is to
provide an algorithmic proof of the Handel-Thurston classification theorem for homeo-
morphisms in Hom+(S, P ). In other words, given a homeomorphism f , their goal is to
determine whether f belongs to the isotopy class of a reducible, periodic, or pseudo-
Anosov homeomorphism.

The article presents two main theorems which we will discuss below. These theorems
are initially proven for surfaces with a single marked point and later extended to surfaces
with a finite set of marked points. To facilitate the understanding of their results, we will
provide an intuitive introduction to the key concepts involved.

A fibered surface is a compact surface F ⊂ S with boundary that can be decomposed
into arcs and polygons. These polygons are called junctions, and the regions foliated by
arcs are referred to as stripes. We say that F is carried by a homeomorphism f if f maps
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F into itself (up to isotopy) and sends the set of junctions to the set of junctions, as well
as every stripe to the union of stripes.

If we collapse the fibered surface F , we obtain a graph G where the vertices are the
junctions and the edges are the stripes of F . If F is carried by f , the homeomorphism
induces a map on the graph g : G → G which sends vertices to vertices, and each edge
to an edge-path. The map g and the homeomorphism f are irreducible if the incidence
matrix of g is irreducible and G have no vertex of valence 1 or 2. Finally the growth
rate of the map g : G → G is defined as the Perron-Frobenius eigenvalue of the incidence
matrix of g, denoted by λ(F, f) ≥ 1.

If every iteration of g sends each edge of G along a path without backtracking, and
satisfy another technical condition of how the edge path cross every vertex, we say that
g is efficient (see [4, Lemma 3.1.2]).

The first theorem of the authors establishes a dichotomy for f : it is either periodic or
it carries an efficient fibered surface. This dichotomy forms the basis of their subsequent
steps in the classification algorithm.

Theorem (B-H, Theorem 3.1.3 ). Every homeomorphism on a once punctured surface
is isotopic, relative to the puncture, to one that is either reducible or carried by an efficient
fibered surface.

The proof follows an algorithmic approach. A spine of S is a CW-complex G contained
in S such that S deformation retracts to G. The authors suggest starting with a regular
neighborhood F of a spine G that naturally has a fibered surface structure. After that
they perform an isotopy of f to ensure that F is carried by the homeomorphism. Then
Bestvina and Handel follow the philosophy: the growth rate of the map g is a measure
of how close we are to an efficient fibered surface. The smaller the growth rate, the more
efficient the carrier.

The algorithm described in [4, Section 3] is used to prove Theorem 3.1.3. It involves
modifying the homeomorphism f and the fibered surface F . Each step of the algorithm
either reduces the growth rate of the induced map or maintains it at the same level as the
previous step. The algorithm includes isotopies of f and collapsing certain sub-graphs of
G, resulting in natural modifications of F .

It is proven that the algorithm terminates in finite time if f is reducible, or it continues
until an efficient carried surface is obtained. The algorithm terminates because the set of
growth rates of non-negative integer matrices of bounded size is a discrete subset of [1,∞).
As we decrease the growth rate of g, either g becomes efficient, or we find a reduction and
the algorithm stops. Next, Bestvina and Handel present the following result:

Theorem (B-H, Theorem 3.1.4 ). If a homeomorphism f : S → S of a once-punctured
surface is carried by an efficient fibered surface, then f is isotopic, relative to the puncture,
to a homeomorphism that is either periodic, reducible, or pseudo-Anosov.

To prove Theorem 3.1.4, Bestvina and Handel utilize the concept of train tracks. Like
the fibered surface is efficient, the map g has a incidence matrix with growth rate greater
than or equal to 1. In Section 3.3 of [4], the proof is divided into two cases

• If λ(F, f) = 1, it is observed that the homeomorphism is isotopic to a periodic
one.
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• If λ(F, f) > 1, either they can construct an f -invariant train track in finite time,
or they find a reduction of f (in which case f is reducible).

The second point is addressed in Section 3.4. There, they assume the existence of the
f -invariant train track and use it to construct a Markov partition for the homeomorphism.
Subsequently, they obtain the invariant foliations of f , establishing that f is isotopic to
pseudo-Anosov.

In their examples, the authors [4, Section 6] illustrate the initial step of the algorithm,
which involves decomposing f into Dehn twists. This serves as the input information for
their algorithm.

An interesting question arises: given a geometric type T in the pseudo-Anosov class,
how can we find a decomposition of the underlying pseudo-Anosov homeomorphism into
Dehn twists? Conversely, if we have a decomposition of f into Dehn twists, can we
calculate a geometric type associate of f? We think is possible that the machinery of
train-tracks, utilized to construct the Markov partition of f , could provide a solution to
the last question.

Lastly, the authors do not explicitly discuss the problem of conjugacy. It is not clear to
us how their algorithm can be used to determine if two pseudo-Anosov homeomorphisms
are topologically equivalent, although it is possible that with further investigation, this
could be achieved.

0.7. Jerome Los’s Approach: The n-Punctured Disk and the Braid Group.
The intimate relation between the mapping class group of the n-punctured disk and
the Braid groups is exploited by Jerome Los in [12] to provide a finite algorithm for
determining whether an isotopy class (of the punctured disk) contains a pseudo-Anosov
element.

Theorem 1 (Los, J. [12]). Given a braid β ∈ Bn defining an isotopy class [fβ] of
orientation-preserving homeomorphisms of the punctured disc Dn, there exists a finite
algorithm which enables one to decide whether [fβ] contains a pseudo-Anosov element. In
the pseudo-Anosov case, the algorithm gives an invariant train track and the dilatation
factor.

The train tracks are graphs that were introduced to simplify the description of the
measured foliations on a surface. The author considers an even simpler graphs called
skeleton graph. The spirit of their algorithm is to consider all the possible maps induced
on these graphs by some elements of the isotopy class [fβ].

J. Los is able to simplify the problem by reducing it to a finite set of skeletons and
a finite set of induced maps. Each induced map on a specific graph is represented by
a non-negative integer matrix known as the incidence matrix. The objective, similar to
Bestvina and Handel, is to find a graph and an induced map whose incidence matrix has
the minimum Perron-Frobenius eigenvalue among all possible graphs and induced maps.

Furthermore, when considering a homeomorphism f , J. Los identified three properties
of an f -invariant train track that are crucial for f to be isotopic to pseudo-Anosov (refer
to [12, Theorem 3.4]). He then follows a finite number of steps, where he either finds an
invariant train track for f that satisfies the necessary conditions for the pseudo-Anosov
class or determines that the class is not pseudo-Anosov.
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The algorithm takes as input a braid β ∈ Bn, which is assumed to be given in minimal
length form. The author highlights the existence of an algorithm that, given a braid, can
find a representative with minimal length using the Garside algorithm. However, it is
noted that this method is not efficient due to its exponential complexity in relation to the
initial length.

By using a train track, it is possible to construct a Markov partition for f . Therefore,
one consequence of Jerome’s result is the existence of a coding for every pseudo-Anosov
homeomorphism. However, as we will see, this coding is not sufficient to distinguish
a conjugacy class from others. Nonetheless, it is a valuable corollary arising from his
constructions.

0.8. Other Algorithms. There are certainly other classifications in the literature,
but most of them focus on the classification modulo isotopy and its refinements. However
for the pseudo-Anosov case this is equivalent since two pseudo-Anosov homeomorphisms
are isotopic if and only if they are topologically conjugated by a homeomorphism which
is isotopic to the identity, the difference lies in the kind of arguments used for the classi-
fication. In the case of isotopy classification the authors use properties of foliations and
homeomorphisms that are invariant under continuous deformations while we use argu-
ments that highlight properties that are invariant under conjugation.

For instance, in the 1996 article by Hamidi et al. [8], they present an algorithm
that starts with a homeomorphism f expressed as a combination of Dehn twists. The
algorithm then determines whether f is reducible or not. If it is reducible, it describes the
isotopy classes fixed by f . If f is pseudo-Anosov, the algorithm provides the contraction
factor and invariant train tracks. Finally, if f is periodic, it gives its period. These
results offer additional insights and contribute to the overall understanding of surface
homeomorphisms, up isotopy.

Some questions and projects.

0.9. Repellers and attractors: After the work of Bonatti, Langevin, Jeandenans
and Bèguin, a complete classification of saddle-type saturated sets for Smale diffeomor-
phisms on surfaces has been achieved, it remained to understand those hyperbolic sets
containing a hyperbolic attractor or repeller. However, it has long been known that there
is a deep relationship between hyperbolic attractors on surfaces and pseudo-Anosov home-
omorphisms and we have used the framework they developed around geometric types to
achieve a classification of pseudo-Anosov homeomorphisms . We believe that following
this perspective we will be able to complement the developments made by this research
group and thus complete the classification of all Smale diffeomorphisms on surfaces, con-
sidering this time all their saturated sets, including their attractors and repellers.

0.10. Relations‘ in the pseudo-Anosov class: As we can see, there are multiple
geometric types that represent the same conjugacy class of pseudo-Anosov homeomor-
phisms. Another problem that appears naturally in our project is to provide an example
of two geometric types in the pseudo-Anosov class with the same incidence matrix but
do not represent topologically conjugate pseudo-Anosov homeomorphisms. In a more
general situation, we would like to describe an easy graphical or combinatorial operation
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that allows us to transition from one geometric type T to any other that represents the
same homeomorphism. We have the following construction. The permutation group in
n-elements and the group {1,−1} act on the set of geometric types with n-rectangles and
α =

∑n
i=1 hi, denoted as T (n, α). This action corresponds to changing the indexing of

the rectangles and reversing the orientation of each of them when the geometric type is in
the pseudo-Anosov class. Of course, the orbit of each geometric type T under this action
is associated with the same conjugacy class of T . However, are there other operations
in the set T (n, α) that relate geometric types in the pseudo-Anosov class, representing
topologically conjugate pseudo-Anosov homeomorphisms? Can we use these quotients to
estimate the number of different conjugacy classes for each (n, α)?

0.11. Computational implementation. Finally, we want to point out that we have
written this thesis with the intention of its computational implementation. Therefore,
properties such as mixing and finite-genus impasse are presented with formulas that only
involve the geometric type. Additionally, we have attempted to provide some bounds
for the algorithms in terms of iterations of a geometric type. However, we have not yet
completed the programming of these algorithms. We believe it is necessary to do so
in order to calculate geometric types associated with specific families of pseudo-Anosov
homeomorphisms, such as those obtained from branched covers or compositions of Dehn
twists, for example.



CHAPTER 1

Preliminaries

Ya era tallo el trovador del patio,
y sonaban hace rato los palos altos del ŕıo.

Todo eso ya estaba aqúı,
por no decir de esas cosas antiguas y persistentes

de las que tiene poco sentido hablar.
Sucio, desprolijo y bien parido - Inti

Some general considerations.

In this thesis, a surface S will always refer to a connected, closed, and oriented two-
dimensional topological manifold. In some cases, we may assume additional regularity or
metric structure, such as S being a C∞ Riemannian manifold. It is worth noting that the
surface has finite genus and no boundary components.

Our intention is to study homeomorphisms under topological conjugation. The home-
omorphisms we examine are orientation preserving and exhibit a nice property: any
homeomorphism that is topologically conjugate to a generalized pseudo-Anosov home-
omorphism is also a generalized pseudo-Anosov homeomorphism. This closure property
is intrinsic to topological conjugacy. This does not occur when considering the isotopy
relation, where a canonical model of a pseudo-Anosov homeomorphism can be deformed
into another homeomorphism that is no longer pseudo-Anosov . This will be advantageous
when analyzing the structure of their conjugacy classes.

The concepts presented in this Chapter are derived from [6], [7], [10], and [5]. We
have adapted them to our specific context. Pseudo-Anosov homeomorphisms, initially
defined in terms of singular foliations and transverse measures, serve as the foundation
for our discussion and are introduced first. We then define geometric Markov partitions
and its corresponding geometric type. Additionally, we provide an overview of the classical
hyperbolic theory of surface diffeomorphisms. Finally, we introduce the Bonatti-Langevin
theory of geometric types, originally developed for Smale diffeomorphisms on surfaces.
This theory will be employed to determine the realizability and equivalence of geometric
types in our study.

1. Generalized pseudo-Anosov homeomorphisms

1.1. Measured foliations with Spines. A singular foliation in the classical sense
is a foliation of S except for a finite number of k-prong singularities, where k ≥ 3. Our
intention is to study a more general version of such foliations that allows for the existence
of spine-type singularities. The following discussion is based on [10]. For us, the natural
numbers N include zero, and N+ denotes the positive integers.

1
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The unitary rectangle in C is given by:

D2 := {(x, y) ∈ C : |Re(x)| < 1 and | Im (y)| < 1}.
For all z ∈ N+, let πp : C→ C be given by πp(z) = zp. Then define:

D1 := π2(D2).

For all p ∈ N take:
Dp := π−1

p (D1).

The function πp : Dp → D1 is a p-fold branched cover. The domain D2 is equipped
with the horizontal foliation H2 and the vertical foliation V2 of the unitary rectangle. The
projection of H2 and V2 onto D1 through π2 : D2 → D1 induces the decompositions H1

and V1 of D1 respectively. Finally, for every p ∈ N+, we define the decompositions Hp

and Vp of Dp as the lifting of H1 and V1 respectively, using the map πp : Dp → D1.

Definition 1.1. Let S be a closed and oriented surface. A decomposition F of S by
curves and points is a singular foliation if every F ∈ F is path connected and for every
x ∈ S there exist p(x) ∈ N+ and a C0 chart around x, φx : Ux → C such that:

(1) φx(x) = 0
(2) φx(Ux) = Dp(x)

(3) φx sends every non-empty connected component of Ux ∩ L onto some element of
Hp(x).

(4) There is a finite number of points x in S such that p(x) 6= 2. This set is the
singular set of F and is denoted by Sing(F).

A singular point x with p(x) = 1 is we called Spine (or 1-prong) the set of spines of F is
Sp(F) . In general for p(x) ≥ 2, x is refereed as a k-prong.

Figure 1. Spine or 1-prong

An element F of a singular foliation F is a leaf of F . A separatrix of a point x ∈ F
is a connected component of F \ {x}. Now we will introduce a way to measure intervals
across the leaves of a singular foliation. A subset J ⊂ M is an arc (resp. open arc) if
there exists a C0 embedding h from a compact (resp. open) interval I ⊂ R into M such

that h(I) = J , and the interior of J is denoted as
o

J = Int(I).

Definition 1.2. Let F be a singular foliation of S. An arc J ⊂ S is transversal to
F if the interior of J is contained in S \ Sing(F), and for every x ∈ J \ Sing(F) there
exists a C0-chart (as in Definition 1.1) φx : Ux → D2 ⊂ C such that, if Pi is the projection

onto the imaginary axes in C, then Pi ◦ φx is injective on Ux ∩
o

J . In other words, φx(
o

J)
is topologically transversal to the leaves of H2.
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Let F be a singular foliation of S. A leaf-preserving isotopy between two arcs α and
β transversal to F is an isotopy H : [0, 1] × [0, 1] → S such that H([0, 1] × 0) = α and
H([0, 1]× 1) = β, and for all t ∈ [0, 1], the following conditions hold:

• H([0, 1]× t) is transverse to F ,
• H(0× [0, 1]) is contained in a single leaf of F .
• H(1× [0, 1]) is contained in a single leaf of F .

In other words, we can deform α into β without losing transversality to the foliation
and without changing the leaves on which its endpoints move.

Figure 2. Leaf preserving isotopy

Definition 1.3. Let F be a singular foliation on S. An invariant transverse measure
of F , denoted by µ, is a Borel measure defined over any arc transversal to F , such that
every non-trivial arc has positive (and finite) measure and every point has zero measure.

Even more, two leaf-isotopic arcs have the same measure. That is, if α and β are
transversal to F and are leaf-isotopic, then

µ(α) = µ(β).

Definition 1.4. A pair (F , µ), where F is a singular foliation of S and µ is an
invariant transverse measure of F , is a measurable foliation on the surface S.

Let f : S → S be a homeomorphism of S and (F , µ) be a measured foliation of S.
The homeomorphism f acts on the measured foliation in the following manner:

(8) f(F , µ) = (f(F), f∗(µ)).

Here, f(F) is the singular foliation of S given by the image of leaves and singularities
of F under f . In other words, the elements of f(F) are of the form f(F ), where F ∈ F .
For a transverse arc γ to f(F), we define the measure f∗µ as follows:

(9) f∗(µ)(γ) = µ(f−1(γ)).

The equation f∗(µ)(γ) = µ(f−1(γ)) only makes sense if f−1(γ) is transverse to F .
As we have defined transversality at a topological level, this operation is well-defined.
Moreover, the image of a measurable foliation under a homeomorphism is always a singular
measured foliation, like we are going to see after.
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1.2. Pseudo-Anosov homeomorphism. In this thesis Hom(S) is the group of
homeomorphism over S and Hom+(S) is the sub-group that preserve the orientation.

Definition 1.5. Let S be a closed and oriented surface. A homeomorphism f : S → S
that preserve the orientation is a generalized pseudo-Anosov homeomorphism if there are
two measurable foliations (F s, µs) and (Fu, µu), called the stable and unstable foliations
of f , respectively, such that:

• A point p is a k-prong singularity of F s if and only if p is a k-prong singularity
of Fu for k ≥ 1. The set of singularities of f is given by:

Sing(f) := Sing(F s) = Sing(Fu).

• Every leaf of F s is transverse to every leaf of Fu in the complement of their
singularities.
• The foliations are invariant under f , i.e., f(F s) = F s and f(Fu) = Fu.
• There exists a number λ > 1, called the dilatation factor of f , such that

f∗(µ
u) = λµu and f∗(µ

s) = λ−1µs

The set of spines of f is denoted by Sp(f). If f has a non-empty set of spines, we
call f a pseudo-Anosov homeomorphism with spines. It is time to define the equivalence
relation between homeomorphisms that we are going to study

Definition 1.6. Let S be a closed and orientable surface, and let f : S → S and
g : S → S be two homeomorphisms. They are topologically conjugate if there exists
another homeomorphism h : S → S such that g = h ◦ f ◦ h−1. In this case we said that h
conjugates the homeomorphisms f and g.

The following proposition shows that the conjugacy class of a generalized pseudo-
Anosov homeomorphism is composed exclusively of generalized pseudo-Anosov homeo-
morphisms.

Proposition 1.1. Consider f : S → S as a generalized pseudo-Anosov homeomor-
phism, and let h : S → S be any other surface homeomorphism. Define g = h ◦ f ◦ h−1.
Then, g : S → S is also a generalized pseudo-Anosov homeomorphism of S with the same
dilation factor than f . Moreover, if p ∈ S is a k-prong singularity of f for k ≥ 1, then
h(p) ∈ S is a k-prong singularity of g.

Proof. Let (F s,u, µu,s) be the invariant foliations of f . It is clear that h(F s,u, µs,u)
forms a singular foliation on S, as we can obtain C0 charts of h(F s,u) at a point y ∈ S by
composing φh−1(y) with h−1(y). The conjugation between f and g implies that h(F s,u) is
invariant under the action of g. Using these charts, it is possible to see that the foliations
of g remain (topologically) transverse away from the singular points.

On the other hand, h maps the singularities of f to the singularities of g. Note that
if p is a k-prong singularity for f with the chart (U, φ) around the point p that maps the
foliations of f to k-prong curves in C, then (h(U), φ ◦ h−1) is a chart around h(p) that
maps the foliations of g to k-prong curves in R2. Hence, h(p) is a k-prong singularity for
g.
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If J is an arc transversal to h(F s,u) (in a topological sense), then h−1(J) is a transversal
to F s,u, and it is a non-trivial interval if and only if J is a non-trivial interval. The pre-
image of every Borel set contained in J is a Borel set under h−1 as h is an homeomorphism.
Hence, it is meaningful to calculate µs,u(h−1(J)) for every transversal to h(F s,u), and we
have h∗(µ

s,u)(J) = µs,u(h−1(J)). Now, let’s observe the following computation, where λ
is the dilatation factor of f :

h∗(µ
s(g(J))) = µs(h−1(h ◦ f ◦ h−1)(J)) =

µs(f(h−1(J))) = λ−1µs(h−1(J)) = h∗µ
s(J).

This implies that g has the same dilation factor as f .
Finally, if f preserves the orientation of S, then any conjugation of f also preserves the

orientation 1. This implies that g preserves the orientation and is a generalized pseudo-
Anosov homeomorphism of S. �

The theory of pseudo-Anosov homeomorphisms can indeed be extended to surfaces
with boundaries, although the definition of pseudo-Anosov homeomorphisms is not canon-
ical. It is important to note, as mentioned in [7, exposition 13], that given a generalized
pseudo-Anosov homeomorphism, we can perform a blow-up on the spine and obtain a
pseudo-Anosov homeomorphism on a surface with boundaries. The theory of pseudo-
Anosov homeomorphisms on surfaces with boundaries has been developed by B. Farb and
D. Margalit in their book [6]. They have proved Proposition 1.2 in the case of surfaces
with boundaries, and these results can be applied to the invariant foliations of a general-
ized pseudo-Anosov homeomorphism, which will be used in our future constructions.

Proposition 1.2. Let f : S → S be a generalized pseudo-Anosov homeomorphism
with invariant foliations (F s, µs) and (Fu, µu). They have the following properties:

(1) None of the foliations contains a closed leaf, and none of the leaves contains two
singularities ([6, Lemma 14.11])

(2) They are minimal, i.e., any leaf of the foliations is dense in S [6, Corollary
14.15]).

1.3. The sectors of a point. There is a natural local stratification of the surface S
given by the transverse foliation of a pseudo-Anosov homeomorphism f . We are going to
exploit it. The following result corresponds to [5, Lemme 8.1.4]

Theorem 2. Let f : S → S be a generalized pseudo-Anosov homeomorphism, and let
p ∈ S be a singularity with k ≥ 1 separatrices. Then there exists ε0 > 0 such that for all
0 < ε < ε0, there is a neighborhood D of p with the following properties:

• The boundary of D consists of k segments of unstable leaves alternated with k
segments of stable leaves.
• For every (stable or unstable) separatrice δ of p, the connected component of δ∩D

which contains p has a measure (stable or unstable) equal to ε.

1The homeomorphism f preserves the orientation if the induced map in the second homology group
of S has degree one. Therefore, we can use the fact that deg(h ◦ f ◦ h−1) = deg(h)· deg(f)· deg(h−1) =
deg(f).
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We say that D is a regular neighborhood of p with side length ε. If necessary, to make
it clear, we write D(p, ε).

Figure 3. Regular neighborhood of a 3-prong

Let D(p, ε) be a regular neighborhood of p with side length 0 < ε ≤ ε0. We assume
that p has k separatrices. Using the orientation of S, we label the stable and unstable
separatrices of p cyclically counterclockwise as {δsi }ki=1(ε) and {δui }ki=1(ε).

We define δsi (ε) as the connected component of δsi ∩D(p, ε) containing p, and δui (ε) as
the connected component of δui ∩ D(p, ε) containing p. We assume that δui (ε) is located
between δsi (ε) and δsi+1(ε), where i is taken modulo k.

The connected components of Int(D(p, ε0)) \ (∪ki=iδsi=1(ε0) ∪ δui=1(ε0)) are labeled with
a cyclic order and denoted as {E(ε0)j(p)}2k

j=1, where the boundary of E(ε0)1(p) consists
of δs1(ε0) and δu1 (ε0). These conventions lead to the following definitions.

Definition 1.7. Let {xn} be a sequence convergent to p. We say {xn} converges to p
in the sector j if and only if there exists N ∈ N such that for every n > N , xn ∈ E(ε0)j(p).
The set of sequences convergent to p in the sector j is denoted by E(p)j.

The set of sequences that converge to p in a sector is ∪2k
j=1E(p)j. We are going to

define an equivalence relation on this set.

Definition 1.8. Let {xn} and {yn} be sequences that converge to p in a sector. They
are in the same sector of p, and we denote xn ∼q yn if and only if {xn} and {yn} belong
to the same set E(p)j.

Remark 1. The previous definition is equivalent to the existence of j ∈ {1, . . . , 2k}
and N ∈ N such that for all n ≥ N , xn, yn ∈ E(ε0)j(p). We are using this characterization
to prove the following lemma.

Lemma 1.1. In the set of sequences that converge to p in a sector, ∼q is an equivalence
relation. Moreover, every equivalence class consists of the set E(p)j for certain j ∈
{1, . . . , 2k}.
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Proof. The less evident property is transitivity. If {xn} ∼q {xn} and {yn} ∼q {zn},
suppose xn, yn ∈ E(ε0)j(p) for n > N1 and yn, zn ∈ E(ε0)j′(p) for n > N1. For every
n > N := maxN1, N2, yn ∈ E(ε0)j(p) ∩ E(ε0)j′(p)This is only possible if and only if
j = j′. �

Definition 1.9. The equivalent class of successions convergent to p in the sector j is
the sector e(p)j of p.

This notion is important in view of the next proposition, which establishes that gen-
eralized pseudo-Anosov homeomorphisms have a well-defined action on the sectors of a
point.

Proposition 1.3. Let f be a generalized pseudo-Anosov homeomorphism and p any
point in the underlying surface with k different separatrices. If {xn} ∈ e(p)j, there is a
unique i ∈ {1, · · · , 2k} such that {f(xn)} ∈ e(f(p))i. This can be summarized by saying
that the image of the sector e(p)j is the sector e(f(p))i.

Proof. Note that p is a k-prong a regular points or a spine if and only if f(p) is a
k-prong, a regular point or a spine, therefore p and f(p) have same number of sectors.
Let 0 < ε < ε0 be such that f(D(p, ε)) ⊂ D(f(p), ε0), such ε exist because f is continuous.

Let δs(p)j and δu(p)j be the separatrices of p which bound the set E(ε)j(p) ⊂ S, then
f(δs(p)j) and f(δu(p)j) are in two contiguous separatrices of f(p), which determine a
unique set E(ε0)i(f(p)) for some i ∈ {1, · · · , 2k}.

Let N ∈ N such that, for all n > N , xn ∈ E(ε)j(p) This implies that, for every n > N ,
f(xn) ∈ E(ε0)i(f(p) and the succession {f(xn)} is in the sector e(f(p))i. �

2. Geometric Markov partitions

2.1. Rectangles. A Markov partition of pseudo-Anosov homeomorphism with marked
points f : S → S is a decomposition of the surface in pieces well adapted to its foliations,
(F s, µs) and (Fu, µu), and well behaved with respect iterations of f . Such pieces are
called rectangles. This sets admits a parametrization like follows

Definition 1.10. Let f be a generalized pseudo-Anosov homeomorphism, and let
R ⊂ S be a compact subset. R is a rectangle if there exists a continuous function ρ :
[0, 1]× [0, 1]→ S satisfying the following conditions:

• Its image is R: h([0, 1]× [0, 1]) = R.
• Restricted to (0, 1)× (0, 1), ρ is a homeomorphic embedding.
• For every t ∈ [0, 1], It := ρ([0, 1]× {t}) is contained in a unique leaf of F s, and
ρ restricted to [0, 1]× {t}) is a homeomorphism onto its image.
• For every t ∈ [0, 1], Jt := ρ({t} × [0, 1]) is contained in a unique leaf of Fu, and
ρ restricted to {t} × [0, 1] is a homeomorphism onto its image.

The function ρ is called a parametrization of the rectangle R.

A rectangle R admits more than one parametrization. In fact, there are two distin-
guished classes of parametrizations that will allow us to formulate the notion of oriented
rectangles.
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Definition 1.11. Let ρ1 and ρ2 be two parametrizations of the rectangle R. They are
equivalent if

ρ−1
2 ◦ ρ1 := (ϕ1, ϕ2) : (0, 1)× (0, 1)→ (0, 1)× (0, 1),

satisfies the condition that ϕi : (0, 1)→ (0, 1) is an increasing homeomorphism for i = 1, 2.
Is to said that the change of parametrization preserve the orientation in the stable and

unstable leaves at the same time.

Imagine that ρ1 and ρ2 are equivalent parametrizations of R, and let It := ρ1([0, 1]×
{t}) and Is := ρ2([0, 1]× {s}) be two intervals intersecting within their interiors. In such
a case,

ρ−1
2 ◦ ρ1 ◦ ((0, 1)× {t}) := (ϕ1(0, 1), ϕ2(t)) = (ϕ1(0, 1), s)

Like ϕ1(0, 1) = (0, 1) it follows that

ρ1((0, 1)× {t}) = ρ2((0, 1), s)

So Is and It coincide in their interior, the parameterizations restricted to a horizontal
interval of [0, 1] × [0, 1] are homeomorphisms onto their respective images. Therefore,
It = Is. This observation allows us to give the following definition independently of the
parametrization.

Definition 1.12. The horizontal or stable foliation of R is the decomposition of R
into its stable segments, denoted by {It}t∈[0,1], where It is the horizontal leaf of R at t,
i.e. for some parametrization ρ of R, It := ρ([0, 1]× {t}).

The vertical or unstable foliation of R is the decomposition of R into its unstable
segments, denoted by {Jt}t∈[0,1], where Jt is is¨ the vertical leaf of R at t. i.e. for some
parametrization ρ of R, Jt := ρ({t} × [0, 1]).

Convention. Usually, we are not going to rely on a specific parametrization of a
rectangle R. If the parametrization is not necessary for our discussion, we refer to the
image of any equivalent parametrization of R as a rectangle, along with its vertical and
horizontal foliations.

There are other subsets within a rectangle to which we will often refer. They are
defined below.

Definition 1.13. With the same notation as Definition 1.10, we have the following
distinguished sets:

• The interior of the rectangle:
o

R = h((0, 1)× (0, 1)).

• The interior of a horizontal leaf It:
o

It = h({t} × (0, 1)).

• The interior of a vertical leaf Jt:
o

Jt = h((0, 1)× {t})
• The horizontal or stable boundary of the rectangle R: ∂sR = I0 ∪ I1.
• The vertical or unstable boundary of the rectangle R: ∂uR = J0 ∪ J1

• The boundary of R: ∂R = ∂sR ∪ ∂uR.
• The corners of R that are define by pairs: if t, s ∈ {0, 1} the respective corner is
Cs,t = ρ(s, t).
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Definition 1.14. Let R be a rectangle. A subset H ⊂ R is a horizontal sub-rectangle

of R if it is a rectangle itself, and for every x ∈
o

H, the horizontal leaf of the rectangle H
through x coincides with the horizontal leaf of the rectangle R through x.

Similarly, a subset V ⊂ R is a vertical sub-rectangle of the rectangle R if it is a

rectangle itself, and for every x ∈
o

V , the vertical leaf through x of the rectangle V coincides
with the vertical leaf through x of the rectangle R.

Figure 4. Sub-rectangles

If p ∈ S is a singularity of F s,u, p is in a unique leaf even if it have p is a k-prong
with k-separatrices. The interior of a rectangle is trivially bi-foliated and there is non-
singularity in the interior of a rectangle, therefore, if a rectangle contains a singularity
such singularity is in the boundary of the rectangle. Even more, if h([0, 1] × {0}) have
a singularity, h([0, 1] × {0}) is contained in at most 2 stable separatrices of p.There are
some other configurations of rectangles that are excluded from our definitions.

i) As the foliation doesn’t have closed leaves, a rectangle is never an annulus, where
the horizontal boundaries are closed curves and the the vertical boundaries cor-
respond to the same unstable interval. Look the figure 5:

Figure 5. Annulus

ii) If p is a singularity on the unstable boundary of R, there are at most two stable
separatrices of side small enough of p such that they intersect R. This is because
in a small neighborhood of the unstable boundary of R, all the vertical leaves
of the rectangle R are parallel to the boundary. Any additional separatrice of p
intersecting the rectangle must be transverse to the boundary and this behavior
is not coherent with the trivial bi-foliation in the interior of R. See for example
the Figure 6:
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Figure 6. 3-prong with a separatrice in the interior of R

Figure 7. More non-rectangles

iii) There are other configurations that are not rectangles in the sense of definition
1.10 and we describe a couple of them in Figure 7

Since the rectangles we are considering can have self-intersections at their boundaries,
there is no inherent notion of an ’upper’, ’lower’, ’left’, or ’right’ side of the rectangle.
However, we have defined the notion of equivalent parametrizations in Definition1.11,
which gives us two distinct equivalence classes of parametrizations for the same rectangle
R. Each equivalence class induces a unique orientation for R that preserves the orientation
of the parametrization. Therefore, once we fix a parametrization, we choose an orientation
forR, and this parametrization induces a unique orientation in the interior of every vertical
and horizontal leaf of R. We will utilize this construction to exploit the orientations.

Definition 1.15. An oriented rectangle R is the selection of an equivalence class of
parameterizations for the rectangle R.

It is clear that this definition is equivalent to the following one, which will be the one
we will actually use more frequently in our technical arguments.

Definition 1.16. Let R be an oriented rectangle. Let ρ be a parametrization of a
rectangle R chosen from the equivalence class of parametrizations. This parametrization
induces a unique orientation in the vertical foliation of R, which we will refer to as
the vertical orientation of R. Similarly, the horizontal orientation of R is the unique
orientation in the horizontal foliation of R induced by ρ.

The vertical and horizontal orientation of R is local and as we have seen it sup-
ports two different ones. Using the vertical and horizontal orientation of R induced by a
parametrization ρ we make the following conventions:
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• The left side of R is define as ∂u−1R := ρ({0} × [0, 1])) and the right side is
∂u1R = ρ({1} × [0, 1])).
• The lower side of R is ∂s−1R = ρ([0, 1]× {0})) and the upper side is ∂s1R =
ρ([0, 1]× {1})).

2.2. Geometric Markov partition. Now we are ready to introduce the main tool
of this section, the Markov partitions.

Definition 1.17 (Markov partition). Let f : S → S be pseudo-Anosov homeomor-
phism. A Markov partition of f is a family of rectangles R = {Ri}ni=1 with the following
properties:

• The surface is the union of the rectangles: S = ∪ni=1Ri.

• If i 6= j, then
o

Ri ∩
o

Rj = ∅.

• For every i, j ∈ {1, · · · , n}, each connected component of
o

Ri ∩ f−1(
0

Rj)is either
empty or the interior of a horizontal sub-rectangle of Ri.

• For every i, j ∈ {1, · · · , n}, each connected component of f(
o

Ri) ∩
0

Rj is either
empty or the interior of a vertical sub-rectangle of Rj.

The closure of any connected component of
o

Ri ∩ f−1(
o

Rj) is a distinguished horizontal
sub-rectangle of Ri, as they correspond to the vertical sub-rectangles of Rj obtained as

the closure of the connected components of f(
o

Ri) ∩
o

Rj. Now we are going to establish a
convention through the following definition.

Definition 1.18. We define a horizontal sub-rectangle of the Markov partition R
as any sub-rectangle obtained as the closure of a connected component of

o

Ri ∩ f−1(
0

Rj)
for i, j ∈ {1, · · · , n}. Similarly, a vertical sub-rectangle of the Markov partition R is

any sub-rectangle obtained as the closure of a connected component of f(
o

Ri) ∩
0

Rj for
i, j ∈ {1, · · · , n}.

We obtain the following corollary.

Corollary 1.1. The image of any horizontal sub-rectangle of the Markov partition
R under f is a vertical sub-rectangle of the Markov partition R, and vice versa, the
image of any vertical sub-rectangle of the Markov partition R under f−1 is a horizontal
sub-rectangle of the Markov partition R.

We could say that f induces a bijection between the horizontal and vertical sub-
rectangles of R. We will now proceed to distinguish certain sets and types of points
within a Markov partition.

Remark 2. They can be a Markov partition for f , some power of f , or even another
homeomorphism. To indicate this dependence, we write (f,R) whenever necessary.

Definition 1.19. Let R = {Ri}ni=1 be a Markov partition of f . We have the following
distinguished sets:
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(1) The stable boundary of R is the union of the stable boundaries of the rectangles
in R: ∂sR := ∪ni=1∂

sRi.
(2) The unstable boundary of R is the union of the unstable boundaries of the rect-

angles in R: ∂uR = ∪ni=1∂
uRi.

(3) The boundary of R is ∂R := ∂sR∩ ∂uR.

(4) The interior of R is the union of the interiors of all the rectangles in R,
o

R =

∪ni=1

o

Ri.

Let p be a periodic point of f . Then:

(1) p is an s-boundary periodic point of R if p ∈ ∂sR, an u-boundary periodic point
if p ∈ ∂uR, and a boundary periodic point if p ∈ ∂R. These sets are denoted as
Pers,u,b(f,R) accordingly.

(2) p is an interior periodic point if p ∈
o

R, and this set is denoted as PerI(f,R).
(3) p is a corner periodic point if there exists i ∈ {1, . . . , n} such that p is a corner

point of Ri. This set is denoted as PerC(f,R).

In the following, we introduce two families of Markov partitions based on the type of
periodic points on their boundary. Please note that the periodic points are determined
by the specific homeomorphism associated with R as a Markov partition.

Definition 1.20. A Markov partition R of f is considered well suited if all of its
periodic boundary points are corner periodic boundary points.

Definition 1.21. Let R be a Markov partition of f . The partition is considered
adapted to f if it is well-suited and all the boundary periodic points are singularities of
f .

We have introduced the concept of oriented rectangle, which leads us to the following
definition. Although it may seem redundant, the indexing of the rectangles plays a crucial
role in defining the geometric type of a Markov partition, so we include it as part of the
definition.

Definition 1.22. Let f : S → S be a generalized pseudo-Anosov homeomorphism,
and let R be a Markov partition of f . We refer to R as a geometric Markov partition
once we have chosen an indexing and an orientation in the vertical direction (ergo in the
horizontal direction) for each the rectangle in R, i.e. R := {Ri}ni=1.

The following lemma will be used many times in our future explanations.

Lemma 1.2. Both the upper and lower boundaries of each rectangle in the Markov
partition R lie on the stable leaf of some periodic point of f . Similarly, the left and right
boundaries lie on the unstable leaf of some periodic point.

Proof. Let x be a point on the stable boundary of Ri. For all n ≥ 0, fn(x) remains
on the stable boundary of some rectangle because the image of the stable boundary of
Ri coincides with the stable boundary of some vertical rectangle in the Markov partition,
and such vertical rectangle have stable boundary in ∂sR. However, there are only a finite
number of stable boundaries in R. Hence, there exist n1, n2 ∈ N such that fn1(x) and
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fn2(x) are on the same stable boundary component. This implies that this leaf is periodic
and corresponds to the stable leaf of some periodic point. Therefore, x is one of these
leaves and is located on the stable leaf of a periodic point. A similar reasoning applies to
the case of vertical boundaries. �

To finish this exposition about Markov partition with a result that relate the partition
with the sector of a point.

Lemma 1.3. Let f : S → S be a generalized pseudo-Anosov homeomorphism with a
Markov partition R. Let x ∈ S and let e be a sector of x. Then, there exists a unique
rectangle in the Markov partition that contains the sector e.

Proof. Let {xn} be a sequence that converges to x within the sector e. Consider
a canonical neighborhood U of size ε > 0 around x, and let E be the unique connected
component of U minus the local stable and unstable manifolds of x that contains the
sequence {xn}.

By choosing ε small enough, we can assume that the local stable separatrix I of x that
bound E is contained in at most two rectangles of the Markov partition, and similarly, the
local unstable separatrix J of x is contained in at most two rectangles. By take the right
side of the local separatrices, we can take: rectangles R and R′ in the Markov partition,
a horizontal sub-rectangle H of R that contains I in its upper or lower boundary, and a
vertical sub-rectangle V of R′ whose upper or left boundary contains J . These rectangles
can be chosen small enough such that the intersection of their interiors is a rectangle

contained within E, denoted as
o

Q :=
o

H ∩
o

V ⊂ E. This implies that R = R′ since the
intersection of the interiors of rectangles in the Markov partition is empty.

Furthermore, by considering a sub-sequence of {xn}, we don’t change its equivalent

sector class. Therefore, {xn} ⊂
o

Q ⊂ R. This completes our proof. �

3. The geometric type

In this section, we will show how to associate combinatorial data to any geometric
Markov partition. This information is the geometric type of a geometric Markov partition.
This data takes into account how f shuffles the vertical and horizontal rectangles of the
Markov partition and how their orientation changes. Later on, we will define the geometric
type in a more general manner.

3.1. The geometric type of a geometric Markov partition. Let f : S → S
be a generalized pseudo-Anosov homeomorphism, and let R = {Ri}ni=1 be a geometric
Markov partition of f . We will label the horizontal sub-rectangles of the Markov partition
contained in Ri using the vertical orientation of Ri, from bottom to top, as follows:

(10) {H i
j}
hi
j=1 where hi ≥ 1.

Here, hi is the number of horizontal sub-rectangles of the Markov partition contained in
Ri. The sub-rectangle H i

1 shares its lower boundary with the lower boundary of Ri, and
the upper boundary of H i

hi
has the same upper boundary as Ri.
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We label the vertical sub-rectangles of the Markov partition contained in Rk, from left
to right, using the horizontal orientation of Rk as follows:

(11) {V k
l }

vk
k=1 where vk ≥ 1.

The number of vertical sub-rectangles of the Markov partition contained in Rk is de-
noted by vk. The sub-rectangle V k

1 has its left boundary coinciding with the left boundary
of Rk, and the right boundary of V k

vk
is equal to the right boundary of Rk.

Figure 8. Horizontal and vertical sub-rectangles

There are two sets determined by such indexations of rectangles

(12) H = {(i, j) : i ∈ {1, · · · , n} and j ∈ {1, · · · , hi}}.
and

(13) V = {(k, l) : l ∈ {1, · · · , n} and k ∈ {1, · · · , vi}}.
We have seen in Corollary 1.1 that f establishes a bijection between the horizontal and

vertical sub-rectangles of the Markov partition. In particular, the number of horizontal
and vertical sub-rectangles in R is the same and we can deduce the following equality:

(14)
n∑
i=1

hi =
n∑
i=1

vi.

This allows us to provide the following definition, where the function encodes the order
in which the horizontal sub-rectangles are shuffled by f .

Definition 1.23. The function ρ : H → V is defined as ρ(i, j) = (k, l) if and only if
f(H i

j) = V k
l .

On the other hand, the change in orientation of f in every horizontal sub-rectangle is
measured by the following function.

Definition 1.24. Suppose f(H i
j) = V k

l . The rectangle H i
j has a vertical orientation

with respect to Ri, and V k
l has a vertical orientation with respect to Rk. We define:

(15) ε : H → {1,−1} as

by ε(i, j) = 1 if f preserves such orientations, and −1 otherwise.
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Figure 9. ε captures the change of orientation

Definition 1.25. Let R be a Markov partition for f . The geometric type of (f,R),
is denoted by T := T (f,R) and defined as the quadruple:

(16) T (f,R) = (n, {(hi, vi)}ni=1,ΦT ).

where ΦT : H → V × {−1, 1} is ΦT := (ρ, ε) .

Convention. Many times we will work with a fixed homeomorphism f , so if it is not
necessary to specify the pair (f,R), we simply write T (R) to indicate the geometric type
of the partition R. When there are multiple partitions and homeomorphisms, we will use
the notation from the definition.

3.2. Abstract geometric types. An abstract geometric type is a generalization of
the geometric type of a geometric Markov partition. As we will see, it is determined as
the skew product of a permutation and a reflection.

Definition 1.26. An abstract geometric type is an ordered quadruple:

T = (n, {hi, vi}ni=1,ΦT = (ρT , εT ))

which contains the following information:

• n, hi, vi ∈ N+ are positive integers.
•
∑n

i=1 hi =
∑n

i=1 vi
• ρT : H(T )→ V(T ) is a bijection between the sets

H(T ) = {(i, j) : 1 ≤ i ≤ n and 1 ≤ j ≤ hi}
and

V(T ) = {(k, l) : 1 ≤ k ≤ n and 1 ≤ l ≤ vk}
• εT : H(T )→ {−1, 1} is any function.

The set of abstract geometric types is denoted by GT .

Given that ρT is a bijection, we can define the formal inverse of a geometric type.

Definition 1.27. The inverse of a geometric type T = (n, {hi, vi}ni=1,ΦT = (ρT , εT ))
could be define as the geometric type:

T−1 := (N, {Hi, Vi}Ni=1,ΦT−1 := (ρT−1 , εT−1))
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where:

• The numbers are: N = n, Hi = vi, and Vi = hi.
• In this manner, H(T−1) = V(T ) and V(T−1) = H(T )
• The functions are given by: ρT−1 = ρ−1

T and εT−1(k, l) = ε(ρ−1
T (k, l)).

Remark 3. If f is a generalized pseudo-Anosov homeomorphism and T is the geo-
metric type of a geometric Markov partition R of f , R is a Markov partition for f−1 too.
However, the horizontal rectangles of R as a partition of f now become vertical rectan-
gles of R as a partition of f−1. It is not difficult to convince ourselves that T−1 is the
geometric type of the Markov partition R for f−1.

T (f−1,R) = T−1(f,R).

3.3. The pseudo-Anosov class. Not every abstract geometric type is the geomet-
ric type of the Markov partition of a pseudo-Anosov homeomorphism. Those that are
determine a subset of GT , which we will formalize in the following definition.

Definition 1.28. A geometric type T ∈ GT is in the pseudo-Anosov class if there
exists a surface S and a generalized pseudo-Anosov homeomorphism f : S → S possessing
a Markov partition R of geometric type T , i.e., T := T (f,R). The pseudo-Anosov class
of geometric types is denoted by GT (pA).

Definition 1.29. Let T be a geometric type in the pseudo-Anosov class. We say
that T is realized by a pair of homeomorphism and partition if there exists a generalized
pseudo-Anosov homeomorphism f with a geometric Markov partition R of geometric type
T , i.e., T := T (f,R).

In Chapter 4 , we will see the necessary and sufficient conditions for a geometric type
to be in the pseudo-Anosov class.

3.4. The powers of a geometric type. Finally, we must define powers of geometric
types. To do this, let us note that if f is a pseudo-Anosov homeomorphism with a
geometric Markov partition R = {Ri}ni=1, then for all m ∈ N:

• The map fm is a generalized pseudo-Anosov homeomorphism with the same
stable and unstable foliations.
• Every set Ri is a rectangle for fm.
• The family of rectangles R = {Ri}ni=1 is a geometric Markov partition for fm,

with the same labels and the same orientation in every rectangle.

If we consider the partition R as a Markov partition for fm, we denote them as
(fm,R).

Definition 1.30. Let f : S → S be a generalized pseudo-Anosov homeomorphism
with a geometric Markov partition R of geometric type T , and let m ∈ N. The geometric
type of the geometric Markov partition (fm,R) is the power m of T and is denoted by
Tm.

In fact, it is possible to define the power of an abstract geometric type in a way that
matches our definition when we restrict ourselves to the pseudo-Anosov class or for types
that are realized as basic pieces of Smale diffeomorphisms of surfaces, which we will study
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in the next section. The following result was made explicit by François Béguin in [3,
Appendix A] and forms the core of the algorithms we will describe in the future.

Proposition 1.4. Let T be an abstract geometric type. There exists an algorithm to
compute Tm for all m ∈ N.

3.5. Equivalent definition of Markov partition. We end this section by intro-
ducing an equivalent definition of a Markov partition that is easier to verify. We do this
up to this moment because the proof utilizes the language of geometric types.

Proposition 1.5. Let f : S → S be a pseudo-Anosov homeomorphism and R =
{Ri}ni=1 be a family of rectangles satisfying the following conditions:

• S = ∪ni=1Ri

• For all i 6= j,
o

Ri ∩
o

Rj = ∅
Then, the family R is a Markov partition for f if and only if the following conditions
hold:

• ∂sR = ∪mi=1∂
sRi is f -invariant, and

• ∂uR = ∪mi=1∂
uRi is f−1-invariant.

Figure 10. Markov partition implies f, f−1-invariant boundaries

Figure 11. Invariant implies Markov partition

Proof. Suppose R is a Markov partition of f and is endowed with a geometrization.
If I is the lower ( upper) boundary of Ri, then I corresponds to the lower ( upper)
boundary of H i

1 ( H i
hi

) as we have f(H i
1) = V k

l , for some (k, l) ∈ V , and V k
l is a vertical

sub-rectangle of Rk. The interval f(I) is necessarily on the horizontal boundary of Rk.
This argument proves that ∂sR is f -invariant.

If J is the left side of Rk, then J is the left side of the vertical sub-rectangle V k
1 .

Now, f−1(V k
l ) = H i

j is a horizontal sub-rectangle of Ri, and f−1(J) is on the unstable
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boundary of H i
j (for some (i, j) ∈ H), which is contained in the unstable boundary of Ri.

This shows that ∂u(R) is f−1-invariant.

Let C be a nonempty connected component of f−1(
o

Rk) ∩
o

Ri. We need to show that

C is the interior of a horizontal sub-rectangle of Ri. Let x ∈ C be any point,
o

Ix be the

interior of the stable segment of Ri passing through x, and
o

I ′x be the connected component

of F s∩C containing x. Clearly,
o

I ′x ⊂
o

Ix. If Ix 6= I ′x, then at least one endpoint z of I ′x lies
in the interior of Ri. However, z must be equal to f−1(z′) with z′ ∈ ∂uRk. Since ∂uR is

f−1-invariant, this leads to a contradiction, as z ∈ ∂uR∩
o

Ri = ∅. Similarly, we can show
that f(C) is the interior of a vertical sub-rectangle of Rk. �

4. Hyperbolic diffeomorphisms.

Let S be a compact and oriented Riemann surface. The Riemannian metric is denoted
by | · | and the metric induced on S by d. The tangent space of S at the point x ∈ S will
be denoted by TxS, and the tangent bundle of S is denoted by TS. Suppose f : S → S is
a diffeomorphism. The tangent map of f is the map Df : TS → TS, and the differential
at x ∈ S is denoted by Dxf : TxS → Tf(x)S. In this thesis, we will always assume that
the diffeomorphisms we study are orientation preserving.

4.1. Hyperbolic sets. Hyperbolic sets are fundamental in dynamical systems, de-
fined by the contraction and expansion properties of the differentials in their tangent
spaces. This simple geometric definition has profound dynamical implications, which we
will explore further. We will now present a formal definition and introduce some key
results that we will utilize later. For the sake of simplicity, we will focus on the case of
surfaces, although the theory can be extended to any dimension.

Definition 1.31. Let S be a compact and oriented surface, and let f : S → S be
a diffeomorphism. A compact set K ⊂ S is hyperbolic if the following properties are
satisfied:

(1) K is f -invariant, that is: for all z ∈ Z, f z(K) = K.
(2) There exists a continuous decomposition of the tangent bundle of S restricted to

K as a direct sum of two sub-bundles:

TKS = Es ⊕ Eu,

where Es is called the stable bundle and Eu is called the unstable bundle. We
require this decomposition to be Df -invariant:

Df(Es) = Es and Df(Eu) = Eu.

.
(3) There are constants 1 < λ and C > 0 such that for all x ∈ K, ux ∈ Eux and all

vx ∈ Esx, and n ∈ N, the following inequalities are satisfied for:

‖Dfnx (vx)‖f(x) ≤ λ−nC‖vx‖x
‖Dfnx (ux)‖f(x) ≥ λnC‖ux‖x
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Regarding the last item of the definition, it is usually said that the differential is a
contraction restricted to the stable bundle and an expansion in the unstable bundle by
a constant factor of λ−1 and λ, respectively. It is a classic result that there exists a
Riemannian metric on S called adapted metric, such that:

• The constant C is equal to 1
• The contraction and expansion is detected in the fist iteration:

‖Dfx(vx)‖f(x) ≤ λ−1‖vx‖x
‖Dfx(ux)‖f(x) ≥ λ‖ux‖x

We always assume that our Riemannian metric is adapted to the diffeomorphism.

4.2. Invariant foliations. Similar to the case of pseudo-Anosov homeomorphisms,
hyperbolic sets of f define two transverse laminations invariant under f . The following
is a brief presentation of this theory, which begins with the notion of stable and unstable
manifolds.

Definition 1.32. Let S be a compact oriented Riemann surface, f : S → S be a
diffeomorphism, K be a hyperbolic set of f , and x ∈ K. The stable manifold of x,
denoted as W s(x, f), is defined as follows:

W s(x, f) := {y ∈ S : lim
n→∞

d(fn(x), fn(y)) = 0}.

Let ε > 0. The local stable manifold of x with size ε is defined as the set:

W s
ε (x, f) := {y ∈ S : lim

n→∞
d(fn(x), fn(y)) = 0 and

∀n ∈ N, d(fn(x), fn(y)) ≤ ε}.
The unstable manifold and local unstable manifold of x with size ε are similarly defined
as:

W u(x, f) := {y ∈ S : lim
n→∞

d(f−n(x), f−n(y)) = 0}.
and

W u
ε (x, f) := {y ∈ S : lim

n→∞
d(f−n(x), f−n(y)) = 0 and

∀n ∈ N, d(f−n(x), f−n(y)) ≤ ε}.

It is possible to express the stable and unstable manifolds in terms of the local stable
and unstable manifolds as follows:

W s(x, f) = ∪n≥0f
−n(W s

ε (fn(x), f)).

W u(x, f) = ∪n≥0f
n(W s

ε (f−n(x), f)).

It is a classical result that the stable and unstable manifolds are, in fact, injective
immersed sub-manifolds of S that are as regular as the diffeomorphism f itself. They
are tangent to their respective stable or unstable bundles at every point. The following
version of the stable manifold theorem corresponds to [18, Theorem 6.2], and here we
recall the main properties that we are going to use.

Theorem 3. Let K be a hyperbolic set of f . There exists an ε > 0 such that for all
x ∈ K:
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(1) W s
ε (x, f) is an embedded disk of the same dimension that Esx, TxW

s
ε (x, f) = Esx

and similarly for the unstable case.
(2) for all y ∈ W s

ε (x, f) and every n ≥ 0

d(fn(x), fn(y)) ≤ λnd(x, y)

and for all y ∈ W u
ε (x, f) and every n ≥ 0

d(f−n(x), f−n(y)) ≤ λnd(x, y);

(3) The embedding of W s,u
ε (x, f) varies continuously with respect to x.

(4) It is possible to write

W s
ε (x, f) = {y ∈ S : ∀n ∈ N d(fn(x), fn(y)) ≤ ε}.

and

W u
ε (x, f) = {y ∈ S : ∀n ∈ N d(f−n(x), f−n(y)) ≤ ε}.

(5) The manifold W s,u
ε (x, f) is as smooth as f .

Convention. If there is no possibility for confusion about the diffeomorphism in
question, we denote the (local) stable and unstable manifolds of f at the point x as W s(x)
and W u(x) (W s,u

ε (x)), respectively.

A surface diffeomorphism f : S → S satisfies the Axiom A if the set of non-wandering
points of f , denoted Ω(f) ⊂ S, is hyperbolic and coincides with the closure of the periodic

points of f , i.e., Ω(f) = Per(f).
The diffeomorphism f satisfies the strong transversality condition if for every x, y ∈

Ω(f), the stable manifold of x, W s(x), intersects transversely (at any point) with the
unstable manifold of y, W u(y).

Definition 1.33 (Smale diffeomorphism). A surface diffeomorphism f : S → S is
a Smale diffeomorphism if it satisfies the Axiom A and has the strong transversality
condition.

One of the fundamental results in the hyperbolic theory of dynamical systems, estab-
lished by Robbin [16], Robinson [17], and Ma n’e [13], states that in the C1-topology,
being a Smale diffeomorphism is equivalent to being structurally stable. We have intro-
duced the previous definition as the transversality of the invariant manifolds is a concept
commonly utilized in our discussion. Additionally, Smale demonstrated that the non-
wandering set of diffeomorphisms satisfying the Axiom A can be decomposed into a finite
collection basic pieces.

Definition 1.34. Let f be a surface diffeomorphism that satisfies the Axiom A. A
basic piece of f is any compact invariant set Λ ⊂ Ω(f) that is transitive and maximal
among the sets satisfying these properties.

4.3. The structure of Invariant Manifolds for Saturated Sets. A remarkable
property of the basic pieces is that they are saturated sets.

Definition 1.35. Let f be a diffeomorphism of a compact surface. A hyperbolic set
K of f is called saturated if W s(K) ∩W u(K) ⊂ K.
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Understanding the topology of invariant curves in basic pieces and saturated sets is
crucial for our purposes. We will introduce various types of points and segments within a
saturated set, along with their invariant manifolds, which will be of great importance in
our subsequent analysis.

Definition 1.36. Let f : S → S be an orientation-preserving Smale surface diffeo-
morphism, and let K be a saturated set of f with x ∈ K. We introduce the following
definitions:

(1) The point x is s-boundary if there exists an open interval (relative to the unstable
manifold of x ) contained in the unstable manifold of x, disjoint from K but having
x in its closure relative to W u(x).

(2) The point x is u-boundary if there exists and open interval (relative to the stable
manifold of x ) contained in the stable manifold of x, disjoint from K but having
x in its closure relative to W s(x).

(3) Any connected component of W s(x) \ x is called a stable separatrice of x. Sim-
ilarly, a connected component of W u(x) \ x is called an unstable separatrice of
x.

(4) A separatrix of x is free if it is disjoint from K.
(5) Let x be an s-boundary point. Suppose W u

0 (x) is an unstable separatrice of x,
and there exists an open interval of W u

0 (x), disjoint from K but having x in its
closure, in this case we say that x is isolated from the hyperbolic set K on the side
of the separatrice W u

0 (x). If there is no such interval we say that x is saturated
by K on the side of W u

0 (x).
(6) Let x be an u-boundary point, assume that W s

0 (x) is a stable separatrice of x
and there exists a stable interval of W s

0 (x), disjoint from K but having x in its
closure. Then we say that x is isolated from K on the side of the separatrice
W s

0 (x). If there is no such interval we say that x is saturated by K on the side
of W s

0 (x).
(7) If x is isolated from K on both stable separatrices, we say x is a double u-

boundary point. If x is isolated from K on its two unstable separatrices, we say
x is a double s-boundary point.

We are going to enumerate some properties of saturated basic sets. The results corre-
spond to [5, Proposition 2.1.1].

Proposition 1.6. For a Smale surface diffeomorphism f : S → S that preserves the
orientation of S and a saturated hyperbolic set K, the following propositions hold true for
s-boundary points (and their equivalent formulations for u-boundary points).

(1) If x is an s-boundary point, then every point in the f -orbit of x is also an s-
boundary point, and every point in the stable manifold of x, W s(x), is an s-
boundary point.

(2) If x is a periodic s-boundary point, then x has at least one free unstable separatrix.
(3) The set of periodic s-boundary points is finite.
(4) If x has a free separatrix, then x is periodic.
(5) If x is an s-boundary point, then x lies in the stable manifold of a periodic s-

boundary point.
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(6) If K has no s or u-boundary points, then K is an Anosov diffeomorphism. If K
has u-boundary points but no s-boundary points, then K is a hyperbolic attractor.
If K has s-boundary points but no u-boundary points, then K is a hyperbolic
repeller.

(7) A point x ∈ W s(K) is a double s-boundary point if and only if it corresponds to
the stable manifold of a periodic point whose orbit is a basic piece of f and is
minimal under the Smale order.

We should not emphasize the Smale order because we are not going to use it. In
fact, all the theory we need will be applied to a special type of saturated sets: those that
contain neither attractors nor repellers and are not Anosov.

Definition 1.37. Let f be a surface Smale diffeomorphism. A saturated hyperbolic
set K of f is saddle-type if K has both s-boundary and u-boundary points.

A saddle-type hyperbolic set could consist only of an isolated hyperbolic periodic
point. In this case, such a periodic point is a double s-boundary point and a double
u-boundary point. Here comes a convention.

Convention 1. In this thesis, every saddle-type hyperbolic set K does not contain
double s or u boundary points and is not reduced to a trivial hyperbolic point. Furthermore,
our focus is on studying mixing saddle-type basic pieces. However, we present the theory
in a slightly more general setting to highlight certain difficulties and phenomena that are
better understood for non-trivial saddle-type basic sets without double boundaries.

4.4. Markov partitions for saddle-type saturated sets. A saddle-type saturated
set without double boundaries has the property of being totally disconnected, and the
stable and unstable laminations are locally modeled by the product of a Cantor set and
an interval. This property allows us to define Markov partitions for the hyperbolic set
using disjoint embedded rectangles, which constitutes the main difference compared to the
pseudo-Anosov case. For this definition, it is necessary to exclude saturated hyperbolic
sets that contain double boundary points. In such cases, we would need to consider
degenerated rectangles within our Markov partition, i.e., rectangles that are reduced to
stable or unstable intervals. This observation justifies the Convention 1. In the context
of saturated hyperbolic sets without double boundaries, the definitions of rectangles,
boundaries, and the interior of rectangles are similar to those discussed in the previous
section and are quite intuitive.

Definition 1.38. Let K be a saddle-type saturated set of f : S → S. A Markov
partition of K is a finite family of disjoint embedded rectangles R = Ri

n
i=1 satisfying the

following conditions:

• K ⊂ ∪ni=1Ri

• For all i, j ∈ {1, · · · , n}, , every nonempty connected component of Ri ∩ f−1(Rj)
is a horizontal sub-rectangle of Ri and a vertical sub-rectangle of f−1(Rj).

A Markov partition for a saturated set admits an equivalent formulation as previ-
ously exposed for pseudo-Anosov homeomorphisms in Proposition 1.5. The proofs of the
following result are the same as in the other case.
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Proposition 1.7. Let f : S → S Smale surface diffeomorphism, be K a saddle-type
saturated set and be R = {Ri}ni=1 a family of rectangles such that:

• K ⊂ ∪ni=1Ri and
• for all i 6= j, Ri ∩Rj = ∅

Then the family R is a Markov partition of K if and only if: ∂sR = ∪mi=1∂
sRi is f -

invariant and ∂uR = ∪mi=1∂
uRi is f−1-invariant.

A geometric Markov partition for a saddle-type saturated set is a Markov partition in
which we have chosen an orientation for each rectangle in the partition. Similar to the
pseudo-Anosov situation, these orientations determine an ordered family of disjoint hori-
zontal and vertical sub-rectangles of the Markov partition. The horizontal sub-rectangles
of Ri are denoted by {H i

j}
h1
i=1, and {V k

l }
vk
l=1 denotes the vertical sub-rectangles of Rk.

Definition 1.39. Let f : S → S be a Smale surface diffeomorphism, K a saddle-type
saturated set, and R = {Ri}ni=1 a geometric Markov partition of K. The geometric type
of R can be described by a quadruple

T := T (f,R) = (n, {hi, vi}ni=1,ΦT := (ρT , εT ))

where the functions are determine by the formulas:

ρT (i, j) = (k, l) if and only if f(H i
j) = V k

l ,

and εT (i, j) = 1 if f |Hi
j

preserves the vertical direction, and −1 otherwise.

If R is a Markov partition for a basic piece K of a Smale surface diffeomorphism,
for each m ∈ N, the function fm is still a Smale surface diffeomorphism, but K is not
necessarily a basic piece; it is a saturated hyperbolic set. Nonetheless, R can still serve as
a family of rectangles and a Markov partition for K as a saturated set of fm. This Markov
partition has a geometric type denoted by Tm, which is the power m of T . Similarly to
the pseudo-Anosov situation, to indicate that R is viewed as a Markov partition of fm,
we write (fm,R).

5. Survey on Bonatti-Langevin theory for Smale diffeomorphism

Geometric types were introduced by Christian Bonatti and Rémi Langevin to study
the dynamics of surface Smale diffeomorphisms in the neighborhood of a saddle-type
saturated set without double boundaries. In a series of papers [2], [3], and his Thesis
[1], François Béguin gives a Characterization of realizable geometric types and develops
an algorithm to determine when two geometric types represent the same saturated set.

At some point, we will transfer our problems of realization and decidability from
homeomorphisms to the context of basic saddle-type pieces for Smale’s surface diffeomor-
phisms. Therefore, we will provide a review of the concepts and results that we will use,
emphasizing the simplified version of the Bonatti-Langevin theory that applies to basic
pieces that don’t have double boundaries. This obey that in the future we are going to
deal with iteration of the diffeomorphism restricted to mixing basic piece.

The Smale Spectral Decomposition Theorem asserts that the non-wandering set of an
Axiom A diffeomorphism f can be decomposed into a finite number of basic pieces. Each
of these basic sets K can further be decomposed into a finite disjoint union of invariant
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sets {Ki}, that under the iteration of fn for some power n, are mixing. As a consequence,
these Ki become basic sets of fn.

This phenomenon introduces complexity, as now a basic set K might only be saturated
for fn, and not for the original f . However, this complication doesn’t arise if K is mixing,
allowing us to work within the same theoretical framework as before. We can still consider
powers of f , their Markov partitions, and the geometric types of these partitions in a
coherent manner.

5.1. The domain of a basic piece. Once again, let f : S → S be a Smale surface
diffeomorphism, and let K be a saddle-type basic piece of f . The objective of this subsec-
tion is to define an invariant neighborhood of K that has K as its maximal invariant set.
Such a surface has finite genus, is minimal in a certain sense, and is uniquely determined
up to topological conjugacy. This distinguished neighborhood is called the domain of K
and is denoted by ∆(K). Later on, we will define the formal derived from pseudo-Anosov
of a geometric type in terms of this domain. More details about this construction can be
found in [5, Chapter 3].

If our domain is intended to be an invariant neighborhood of K, it needs to contain
the stable and unstable manifolds of K. Moreover, for it to have finite topology, it needs
to contain all polygons bounded by arcs of stable and unstable manifolds. This is the
motivation for the following definition.

Definition 1.40. The restricted domain of K is the set δ(K), consisting of the union
of the stable and unstable manifolds of K together with all disks bounded by a polygon
formed by arcs of the stable and unstable manifolds of K.

A basic piece Λ is always an isolated set, which means that there exists an open
neighborhood U of Λ such that Λ = ∩∞n=−∞f

n(U). This U is an invariant neighborhood
of K. This property can be deduced from the fact that every Smale diffeomorphism admits
a filtration adapted to f (see [18, Chapter 2]). Such a filtration produces an invariant
neighborhood U of f with the following properties:

• U is f invariant.
• K ⊂ U , and for all compact subsets of U , their maximal invariant sets are

contained in K. In other words, K is the maximal invariant set of U .
• U admits a compactification that is a surface of finite type S ′. Such a surface

carries a Smale diffeomorphism, and the complement of U in S ′ consists of a
finite number of periodic attractor or repeller points.
• The invariant manifolds W s(K) as W u(K) are closed sub-sets of U .
• We could suppose every connected component of U intersect K.
• Finally, δ(K) ⊂ U .

Such U is not canonical in the sense that it depends on the filtration. To obtain the
domain ∆(K), Bonatti-Langevin describe the complement of δ(K) in U . The domain of
K results from extracting a neighborhood of δ(K) in U . This procedure is discussed in
[5, Proposition 3.1.2].

It turns out that U \ δ(K) has a finite number of connected components, all of which
are homeomorphic to R2 and periodic under the action of f . The specific construction of
∆(K) is described in [5, Subsection 3.2], but it essentially involves removing some ”strips”
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from the complement of U \ δ(K). This results in a compact surface, ∆(K), from which
we have removed a finite number of periodic points. We will consider the class of surfaces
homeomorphic to ∆(K) with some additional properties restricted to K as the domain
of K.

Definition 1.41. We call a neighborhood O of K a domain of K if it is homeomorphic
to ∆(K) under a homeomorphism that coincides with the identity over K and conjugates
the restrictions of f to O and ∆(K).

The uniqueness, or the canonical nature, of ∆(K) is summarized in the following
proposition, corresponding to [5, Proposition 3.2.2].

Proposition 1.8 (uniqueness of domain). For every neighborhood D of K that is
f -invariant and contains δ(K), there exists an embedding from ∆(K) to D that is the
identity over the restricted domain and commutes with f restricted to δ(K).

Definition 1.42. A versatile neighborhood of K refers to any D-neighborhood of K
that is f -invariant, has finite topology (i.e., a compact surface minus a finite number of
points), and finite genus. Furthermore, it satisfies the minimality property described in
Proposition 1.8, which states that for every f -invariant D′-neighborhood of K with finite
topology, there exists an embedding from D to D′ that commutes with f and is the identity
over δ(K).

The importance of the domain, apart from its minimality, lies in the fact that ∆(K)
is unique in a specific sense. The main challenge is that the domain is neither closed
nor open. In fact, it is through the use of the boundary components of the domains
that we are able to connect different domains of basic pieces together and reconstruct
the dynamics of the entire diffeomorphism. Bonatti-Langevin introduce the concept of a
closed module for f (refer to [5, Definition 3.2.4]). While we won’t delve into the details
of this definition, the significance of it is captured in the following corollary ([5, Corollary
3.27]).

Corollary 1.2 (Uniqueness of the Domain). Any f -invariant neighborhood of K with
finite topology that is versatile, closed modulo f , and such that every connected component
of it intersects K, is conjugate to ∆(K) by a homeomorphism that coincides with the
identity on δ(K).

This corollary allows us to provide a representation of the Smale diffeomorphism on a
basic piece in terms of its geometric type. This result is presented in [5, Theorem 5.2.2],
and we reproduce it below:

Theorem 4. Let f and g be two Smale diffeomorphisms on compact surfaces, and
let K and L be two basic pieces for f and g respectively. We denote their domains as
(∆(K), f) and (∆(L), g). If K and L have Markov partitions with the same geometric
types, then there exists a homeomorphism from ∆(K) to ∆(L) that conjugates f and g.

It is clear that if f and g are conjugate restricted to ∆(K) and ∆(L), and if K admits
a Markov partition of geometric type T , then its image under conjugation is a Markov
partition of L with geometric type T . Therefore, Theorem 4 provides a necessary and
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sufficient condition for the conjugacy between f and g in terms of their geometric types
and domains.

Two basic pieces K and L have Markov partitions of the same geometric type if and
only if they have the same domain (up to conjugation), as stated in Theorem 4. This
allows us to provide the definition of the formal derived-from Anosov of a geometric type
in the pseudo-Anosov case (see Definition 6.1).

5.2. The genus of a geometric type. The pseudo-Anosov class of geometric type
refers to the geometric type of Markov partitions of a generalized pseudo-Anosov homeo-
morphism. There exists a completely analogous notion for the geometric type of saddle-
type basic pieces, which we introduce below.

Definition 1.43. Let T be a geometric type. T is realizable as a (surface) basic piece
if: There exists a Smale surface diffeomorphism f with a non-trivial saddle-type basic
piece K and a Markov partition R of K with geometric type T . In this case, we say that
K realizes the geometric type T .

If we start with a geometric type T , we would like to know whether or not it is
realizable as a basic piece of surfaces. Christian Bonatti, Rémi Langevin, and Emmanuelle
Jeandenans have formulated in [5, Chapter 7] a necessary condition for T to be realizable
as a basic piece of surface: the genus of T must be finite. Subsequently, François Béguin
has shown in [3] that such a condition is sufficient. In this subsection, we define the genus
of a geometric type and formulate a criterion that allows us to decide whether the genus
is finite.

Let T = (n, {hi, vi},i=1Φ) be a geometric type. The strategy for constructing a diffeo-
morphism on a compact surface (of finite type) with a basis piece realizing T begins by
considering a family of disjoint, non-degenerate rectangles R = {Ri}ni=1 together with a
function φ defined piecewise on a family of horizontal sub-rectangles of R whose image is
a family of vertical sub-rectangles of R satisfying the combinatorics of Φ.

Any saddle-type basis piece has no double s, u-boundary and does not admit degener-
ate rectangles, i.e., rectangles reduced to a point or an interval. If we want to have hope
that such a family of rectangles has, as its maximal invariant set, a non-trivial saddle-type
basic piece, there is a combinatorial phenomenon dictated by Φ that we have to avoid.

Suppose there exists a subfamily of rectangles {Ri(k)}mk=1 ofR, such that they all have a
single horizontal sub-rectangle, and the function φ defined on the horizontal sub-rectangles
of the family satisfies the following conditions: φ(Ri(k) ⊂ Ri(k+1) for k ∈ {1, · · · ,m − 1}
and φ(Ri(m)) ⊂ Ri(1). This condition implies that φ(Ri(1)) ⊂ Ri(1) is a horizontal sub-
rectangle of Ri(1). Therefore, in order to have a uniform expansion (as we desire) in the
unstable direction, it is necessary that Ri(k) reduces to a stable interval. However, this
is incompatible with the requirement that the desired basic piece should not have double
s-boundaries or double u-boundaries. This property can be read from the geometric type
T , which we describe in the following definition

Definition 1.44. A geometric type T has a double s-boundary if there exists a cycle
of indices between 1 and n:

ii → i2 → · · · → ik → ik+1 = ii.
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Such that, for all t ∈ {2, · · · , k}, hit = 1 and φT (it, 1) = (it+1, l).
Using the inverse of the geometric type is possible to define double-u-boundary as a double
s-boundary of T−1.

It was shown in [5, Proposition 7.2.2] that a double boundary of geometric type
T corresponds to double boundaries on a hyperbolic set that has a Markov partition
of geometric type T , so the analogy we present is compatible with the combinatorial
formulation. Don’t have double boundaries is the fist obstruction of T to be realized as a
saddle-type basic piece.

Once we have introduced our first obstruction for T , in order to construct a surface
with boundaries and corners on which there exists an (affine) diffeomorphism realizing
T , the next step is to formalize what we mean by a diffeomorphism with a combinatorics
induced by T .

Definition 1.45 (Concretization). Let T = (n, {hi, vi}i = 1n,ΦT ) be a geometric type
without double boundary. A concretization of T is a pair (R = {Ri}ni=1, φ) formed by a
family of n oriented, non-degenerate, and disjoint rectangles R and a function φ defined
over a subset of ∪R := ∪ni=1Ri with the following characteristics:

(1) Every rectangle is endowed with the trivial vertical and horizontal foliations. We
give an orientation to the vertical leaves of Ri and let the horizontal leaves be
oriented in such a way that a pair of horizontal and vertical leaves gives the
orientation chosen for Ri.

(2) For every 1 ≤ i ≤ n and 1 ≤ j ≤ hi, there is a horizontal sub-rectangle H i
j of

Ri. The sub-rectangles are disjoint and their order is compatible with the vertical
orientation in Ri. We demand that the lower (upper) boundary of H i

1 (H i
hi

)
coincides with the lower (upper) boundary of Ri.

(3) For every 1 ≤ k ≤ n and 1 ≤ l ≤ vk, we have a vertical sub-rectangle V k
l of Rk.

The sub-rectangles are disjoint and the order is compatible with the horizontal
orientation in Rk. We demand that the left (right) boundary of V k

1 (V k
vk

) coincides
with the left (right) boundary of Rk.

(4) The function φ : ∪i,jH i
j → ∪k,lV k

l is orientation-preserving diffeomorphism re-

stricted to every H i
j that preserves the horizontal and vertical foliations.

(5) If ΦT (i, j) = (k, l, ε), then φ(H i
j) = V k

l .

(6) If ε(i, j) = 1, f preserves the orientation of the vertical direction restricted to H i
j,

and f reverses it in the case ε(i, j) = −1.

We have obtained a graphical representation of T , but another problem arises: the
function φ is not necessarily hyperbolic. To ensure hyperbolicity, we require the existence
of an integer m ∈ N such that, for all points in its maximal invariant set, the derivative of
φm expands vectors in the vertical direction and contracts horizontal vectors uniformly.
This leads us to the following definition.

Definition 1.46 (realization). Let T be a geometric type without double boundaries.
A concretization of T is considered a realization if the maximal invariant set of φ is
hyperbolic.
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An easy way to define φ is as an affine transformation over every horizontal sub-
rectangle. Such concretizations are called affine concretizations. It turns out that every
affine concretization is a realization, and every geometric type without a double boundary
admits an affine concretization. This implies the result of [5, Proposition 7.2.8], which
we reproduce below.

Proposition 1.9. Every geometric type without a double boundary admits a realiza-
tion.

Starting from a realization (R = {Ri}ni=1, φ) of T , and for each positive natural number
m ∈ N+, we will construct the ”minimal” surface with boundaries and corners that
supports m− 1 iterations of φ. This construction involves gluing horizontal and vertical
sub-rectangles of the realization according to the rules determined by the diffeomorphism
φ. Let us introduce a general definition that will be helpful in our discussions.

Definition 1.47. For every i ∈ {1, · · · , hi−1}, the horizontal stripe H̃ i
j is the vertical

sub-rectangle of Ri that is bounded by H i
j and H i

j+1. Similarly, we define the vertical stripe

Ṽ k
l with l ∈ {1, · · · , vk − 1}.

Figure 12. Horizontal and vertical stripes

We refer to the compact surface S with boundary and vertices as an HV-surface if it has
an atlas whose charts are open sets contained in the upper half-plane, the first quadrant
of the origin in R2, or the union of the three quadrants of the origin in the real plane.
Furthermore, it is required that the changes of charts are elements of Hom(R)×Hom(R).
This is the type of surface where we will define and iterate φ. It is not immediate that we
can extend the dynamics to a finite-type compact surface, but this is the next problem
we are going to address.

Definition 1.48. Let T be a geometric type without double boundaries, and let ({Ri}ni=1, φ)
be a realization of T . We denote the union of the rectangles as R = ∪ni=1Ri, and for each
m ∈ N, we consider the disjoint union of m copies of R given by:

∪mi=0R× {i}.
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We define Rm as the quotient space of this set by the equivalence relation: for all 1 ≤ i ≤
m− 1

(x, i) ∼ (φ−1(x), i+ 1),

for each point where φ−1 is defined, and we leave (x, i) unidentified otherwise. The space
Rm is the m-th realizer of T relative to the realization ({Ri}ni=1, φ).

The spaceRm is an oriented HV-surface and is endowed with two transverse foliations:
the vertical and horizontal foliations (refer to [5, Section 7.1] and [5, Lemma 7.3.3] for
more details). An HV-homeomorphism is a homeomorphism between HV-surfaces that
conjugates the vertical and horizontal foliations.

For all m ∈ N and every i ≤ m, there exist an embedding:

Ψ : R× {i} → Rm′ ,

defined as Ψ(x, i) = [x, i]m′ , which turns out to be an HV-homeomorphism. We denote
Ri as Ri := Ψ(Ri×{0}). Let’s consider two natural numbers m′ > m and Ψ : R×i→ Rm′

as described above. Let’s take

φm : ∪m−1
i=0 Ψ(R× {i}) ⊂ Rm′ → ∪mi=1Ψ(R× {i}) ⊂ Rm′ ,

given by φm(π(x, i)) = Ψ(x, i+ 1). Provided φ(x) is defined, φm(π(xi)) = [(x, i+ 1)]m′ =
[φ(x), i]′m = Ψ(φ(x, i)). In this way, the space Rm is considered immersed in Rm′ and we
have endowed Rm with some ’dynamics’ that is possible to iterate at most m times.

Remark. When it makes sense, φm([x, i]) = [φ(x), i], and for all 0 ≤ k ≤ m, the
image by Ψ of Ri × k is equal to φkm(Ri × 0).

The following proposition essentially states that there is a unique m-realizer up to
HV-conjugation. It is proved in [5, Proposition 7.3.5].

Proposition 1.10. Let T be a geometric type,({Ri}, φ) and ({R′i}, φ′) be two real-
izations of T , and Rm and R′m be their respective m-realizers. Then there exists an
HV-homeomorphism θ : Rm → R′m which conjugates φm to φ′m. Moreover, the image of
Ri under θ is R′i, and θ preserves the orientation of the two foliations on the rectangles.

Suppose there exists a basic piece K of a Smale surface diffeomorphism f with a
geometric Markov partition R of geometric type T . We would like to compare the surface
generated by the iterations fn(R) (n ≥ 0) of the Markov partition and the m-realizer of
the geometric type T . The [5, Proposition 7.3.9] that we cite below provides insight into
this problem.

Proposition 1.11. Let T be the geometric type of a geometric Markov partition R :=
{Ri} of a basic piece K of a Smale surface diffeomorphism f . If Rm is the m-realizer of T
relative to any realization of T , then ∪mj=0(∪if j(Ri)) is an HV-surface, HV-homeomorphic
to Rm.

The dynamics of f restricted to the Markov partition R induces a realization of T .
Proposition 1.10 implies that fm restricted to ∪mj=0(∪if j(Ri)) is conjugate to φm. Each
realizer Rm has finite genus, and we define gm := gen(Rm) as the genus of Rm. Since Rm

is embedded in Rm+1, the sequence {gm}m∈N is non-decreasing. Therefore, it is either
stationary or tends to infinity. This observation allows us to define the genus of T .
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Definition 1.49. Let T be a geometric type without double boundaries. The genus of
T is the upper bound of the sequence {gm}m∈N and is denoted by gen(T ).

If the geometric type T is realized as a basic piece, then there exists a surface of finite
genus containing the realizer m of T for all minN. It follows that the genus of T is finite,
as shown in [5, Corollary 7.3.10]. Later, François Béguin proved in [1, Corollary 4.4] that
this is a sufficient condition. Thus, we obtain the following theorem:

Theorem 5. Let T be a geometric type. T is realizable as a saddle type basic piece of
a surface Smale diffeomorphism if and only if T has no double boundaries and gen(T ) is
finite.

This is our main tool for determining whether or not a geometric type is realizable.
But how can we check if T does not have double boundaries and has finite genus? The
next few sections are devoted to formulating a mechanism to verify this.

5.3. Topological formulation of finite genus and impasse. In this subsection,
we assume that T is a geometric type without double boundaries, and Rm is the m-
realizer of T with respect to a realization ({Ri}ni=1, φ). Our goal is to describe three
topological obstructions for the geometric type T to have finite genus. These obstructions
are formulated in terms of the m-realizer and certain subsets called ribbons.

Definition 1.50. For each k in {1, . . . ,m}, we define a ribbon of k-generation of
Rm as the closure of any connected component of Rk \ Rk−1. Thus, a ribbon of Rm can
be any ribbon from the k-generation for 0 < k ≤ m.

The following proposition summarizes some of the properties of the ribbons that are
relevant to our discussion. A detailed exposition of these properties can be found in [5,
Chapter 7.4].

Proposition 1.12. Let T be a geometric type without double boundaries, and let
({Ri}ni=1, φ) be a realization of T . Consider 0 < k ≤ m. The following propositions hold:

• Every ribbon of k-generation is a rectangle whose boundary is contained in the
horizontal boundary of R: ∂hR0 = ∪ni=1∂

h(∪π(Ri × 0)). Moreover, if B is the
complement of the interior of the vertical stripes and their positive iterations by
π contained in the horizontal boundary of ∂hR0, then for all m > 0, the stripes
of Rm have horizontal boundaries in B.
• A k-generation ribbon is the image of the horizontal stripes in R0 under φkm, or

equivalently, the image of the horizontal stripes H̃ i
j × {k} under π.

• For all m > 0, the closure of each connected component of Rm \ R0 is a k-
generation ribbon for 0 < k ≤ m.

From this result, we can deduce that there is a correspondence between k-ribbons
and consecutive horizontal sub-rectangles of φk. This correspondence is established as

follows. Let 0 < k ≤ m and r be a k-generation ribbon of Rm. Suppose r = φkm(H̃ i
j × 0).

Let H i,(k)j and H i,(k)j + 1 be two consecutive horizontal sub-rectangles of the rectangle

Ri = π(Ri × 0) determined by the map φk, such that H̃ i
j is between them. Since φk is

well-defined for such sub-rectangles, we have:
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φkm(H
i,(k)
j × {0}) = φk(H

i,(k)
j )× {0} = V

z,(k)
l × {0}

and

φkm(H
i,(k)
j=1 × {0}) = φk(H

i,(k)
j )× {0} = V

z′,(k)
l′ × {0}.

Where V
z,(k)
l and V

z′,(k)
l′ are horizontal sub-rectangles of the Markov partition R0 = {Ri =

π(Ri × {0})} for the map φk. i.e (R0, φ
k).

Now we are ready to provide the topological criteria, in terms of the realization Rm,
for T to have finite genus. In the following definitions, as usual, we consider a geometric
type without double boundaries:

T = (n, {(hi, vi)}ni=1,Φ := (ρ, ε)),

and ({Ri}ni=1, φ) is a realization of T .
We reiterate that when we refer to the Markov partition on Rm, we mean the family

of rectangles R0 = {π(Ri × {0})} under the action of φm. However, formally speaking,
it is not a Markov partition in the strict sense of the definition, as there is currently no
complete diffeomorphism for which it satisfies all the properties of a Markov partition
according to our definition.

Definition 1.51. Let R be a rectangle in the Markov partition R0, A be a horizontal
boundary component of R, and let r be a ribbon with both horizontal boundaries in A. The
Markov partition in Rm has a topological obstruction of type-(1) if there exists another
ribbon r′, distinct from r, with a single horizontal boundary contained in A and lying
between the horizontal boundaries of r. (See Figure 13) for a visual representation.)

Figure 13. (1)-type obstruction.

Definition 1.52. Let A and A′ be two distinct horizontal boundary components of
the Markov partition R0. Consider a ribbon r with one horizontal boundary contained in
A and the other boundary in A′.
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The ribbon r has a horizontal orientation when viewed as a horizontal sub-rectangle of a
certain rectangle in the Markov partition, π(Ri×{k}) (with k ≤ m). This orientation may
not correspond to the orientations of A or A′ directly. However, we can assign orientations
to A and A′ that are compatible with the orientation of the horizontal boundary of r.

The Markov partition has a topological obstruction of type-(2) in Rm if there exists
another ribbon r′ with one horizontal boundary α contained in A and the other horizontal
boundary α′ contained in A′. With the orientations previously fixed on A and A′, the
order of α and r ∩ A in A is the reverse of the order of α′ and r ∩ A′ in A′. (See Figure
14 for a graphical representation.)

Figure 14. (2)-type obstruction.

Definition 1.53. A horizontal boundary A of a rectangle R in the Markov partition is
said to be p-periodic if φp(A) ⊂ A. If A is p-periodic, we refer to any connected component
of A \ πkp(A), with k ∈ N>0, as an embryonic separatrix of A.

Definition 1.54. Let S1, S2, and S3 be three different embryonic separatrices (i.e.,
they are on periodic sides but not in the image of the iterations of that side), and let r
be a ribbon with one horizontal boundary on S1 and the other on S2. We say that the
Markov partition has a type-(3) obstruction in Rm if there exists another ribbon r′ with
one side in S1 and the other in S3 (see Figure 15).

The following theorem is key to our future analysis, as it allows us to determine
whether the genus of T is finite by verifying the obstructions on a bounded number of
realizers. This result corresponds to [5, Theorem 7.4.8]. Here, we reformulate it in the
context of basic pieces, as we will be using it.
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Figure 15. (3)-type obstruction.

Theorem 6. Let T be a geometric type without double boundaries, let ({Ri}ni=1, φ) be
a realization of T , and let R6n be its 6n-realizer, where n is the number of rectangles in
the realization of T . The following statements are equivalent:

i) The Markov partition does not have obstructions of types (1), (2), and (3) in
R6n.

ii) The genus of T is finite, i.e., gen(T ) <∞.

Let’s formulate another topological condition on the 6n-realizer of geometric type T .
This condition will be important in the problem of realization in the context of pseudo-
Anosov homeomorphisms. We begin by assuming that K is a basic piece of a Smale
diffeomorphism of surfaces and that this piece has a Markov partition R of geometric
type T .

Definition 1.55. An s, u-arc is an interval contained in the unstable or stable folia-
tion (respectively) of K whose interior does not intersect K but whose ends do.

Definition 1.56. Let f : S → S be a surface Smale diffeomorphism, and let K be a

saddle-type basic piece of f . We call topological impasse, any open disk
o

D ⊂ S that is
disjoint from K and whose boundary consists of the union of a u-arc with an s-arc.

Two u-arcs β and β′ are equivalent if there is a rectangle that has β and β′ as unstable
boundaries. This relation defines an equivalence relation between u-arcs, and the equiv-
alence classes are rectangles. An u-arc on the boundary of an equivalence class is called
an extremal u-arc. Similarly, an equivalence relation is defined between s-arcs, and the
concept of s-extremal arc is introduced (see [5, Definition 2.2.6] for a precise definition).
In [5, Corollary 2.4.8], it is proven that the boundary arcs of an impasse are extremal
arcs.

Remark 4. The important property of the arcs bounding an impasse is that the u-arc
is saturated by leaves of the unstable lamination on the side opposite to the impasse, just
as the s-arc is saturated by leaves of the stable lamination on the opposite side of the
impasse.
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Figure 16. Topological Impasse

5.4. Combinatorial formulation of finite genus and impasse. The obstructions
described above provide a valuable tool for analyzing our Markov partition from a visual
perspective. However, in order to obtain an algorithmic characterization of the pseudo-
Anosov class of geometric types, we need to translate these three topological obstructions
and the impasse condition into a combinatorial formulation that allows us to determine
in finite time whether or not these conditions are satisfied.

The key insight lies in Proposition 1.12, where we observed that every ribbon of
k-generation corresponds to the image of a horizontal strip between two consecutive hor-
izontal sub-rectangles of the Markov partition for the map φk under the projection π. In
this section, we will consider the geometric type.

T = (n, {(hi, vi)}ni=1,ΦT := (ρT , εT )).

The trick in our upcoming definitions is that whenever we want to talk about a ”rib-
bon” with a certain property, we need to refer to two consecutive horizontal rectangles
and analyze their images under φk. This way, a ”ribbon” is formed, and we can express
the obstructions and the impasse property in terms of the images of these consecutive
horizontal rectangles.

5.4.1. Combinatorial obstructions for finite genus.

Definition 1.57. A geometric type T satisfies the combinatorial condition of type-(1)
if and only if there are:

• Three (not necessarily distinct) numbers, k, i0, i1 ∈ {1, · · · , n}.
• Three different numbers, l0, l1, l2 ∈ {1, · · · , vk} with l0 < l1 < l2.
• A pair (k′, l′) ∈ V(T ), such that (k′, l′) /∈ {(k, l) : l0 ≤ l ≤ l2}.
• And four pairs, (i0, j0), (i0, j0 + 1), (i1, j1)(i1, j1 + 1) ∈ H(T )

Such that they satisfy one of the following relations:

(1) If ρT (i0, j0) = (k, l0) and ρT (i0, j0+1) = (k, l2), we have two available possibilities:
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i) εT (i0, j0) = 1 and εT (i0, j0 + 1) = −1. In such a case:

ρT (i1, j1) = (k, l1), εT (i1, j1) = 1 and ρT (i1, j1 + 1) = (k′, l′),

or well,

ρT (i1, j1 + 1) = (k, l1), εT (i1, j1 + 1) = −1, and ρT (i1, j1) = (k′, l′).

ii) εT (i0, j0) = −1 and εT (i0, j0 + 1) = 1. In such a case

ρT (i1, j1) = (k, l1), εT (i1, j1) = −1 and ρT (i1, j1 + 1) = (k′, l′)

or well

ρT (i1, j1 + 1) = (k, l1), εT (i1, j1) = 1 and ρT (i1, j1) = (k′, l′).

.
(2) In the symmetric case when, ρT (i0, j0) = (k, l2) and ρT (i0, j0 + 1) = (k, l0) there

are two options:
i) εT (i0, j0) = 1 and εT (i0, j0 + 1) = −1. In such a case:

ρT (i1, j1) = (k, l1), εT (i1, j1) = 1 and ρT (i1, j1 + 1) = (k′, l′)

or well

ρT (i1, j1 + 1) = (k, l1), εT (i1, j1 + 1) = −1 and ρT (i1, j1) = (k′, l′)

ii) εT (i0, j0) = −1 and εT (i0, j0 + 1) = 1. In such a case:

ρT (i1, j1) = (k, l1), εT (i1, j1) = −1 and ρT (i1, j1 + 1) = (k′, l′)

or well

ρT (i1, j1 + 1) = (k, l1), εT (i1, j1) = 1 and ρT (i1, j1) = (k′, l′).

A geometric type has the combinatorial obstruction of type-(1) if there exists m ∈ N>0

such that Tm satisfies the combinatorial condition of type-(1).

The way we have defined the combinatorial condition of type (1) is by identifying the
1-generation ribbons of the Markov partition R0 in R1 that give rise to the topological
obstruction of type-(1) in R1 as the image of a horizontal stripe contained between two
consecutive sub-rectangles. This understanding of ribbons corresponds to two consecutive
elements (i, j) and (i, j + 1) in H and their images under ρT in V , which represent the
ribbons. In the following lemma we are going to follow the Figure 17 to explain or proof.

Lemma 1.4. A geometric type T has the combinatorial condition of type-(1) if and
only if the Markov partition in R1 exhibits the topological obstruction of type-(1).

Proof. The terms (k, l0), (k, l1), and (k, l2) represent three different vertical sub-
rectangles of Rk ordered by the horizontal orientation of Rk. The term (k′, l′) represents
a horizontal sub-rectangle of R that is not located between the rectangles V k

l0
and V k

l2
.

Let’s illustrate the meaning of the condition in the first case, as the rest are symmetric.
The conditions ρ(i0, j0) = (k, l0) and ρ(i0, j0 + 1) = (k, l2) are equivalent to the fact

that the image under f of the horizontal strip Hj0
bounded by H i0

j0
and H i0

j0+1 is a ribbon

r = f(Hj0
) of the first generation that connects the horizontal boundaries of V k

l0
and V k

l2
.
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Figure 17. Type (1) combinatorial condition

In this case, in Item (i), the conditions εT (i0, j0) = 1 and εT (i0, j0 + 1) = −1 means that
the ribbon r connects the upper boundary of V k

l0
with the upper boundary of V k

l2
.

The conditions ρ(i1, j1) = (k, l1) and ρ(i1, j1 + 1) = (k′, l′) indicate that the image of
the strip Hj1

bounded by H i1
j1

and H i1
j1+1 is a ribbon r′ connecting a horizontal boundary

of V k
l1

with a horizontal boundary of V k′

l′ . Moreover, since εT (i1, j1) = 1, it means that r′

connects the upper boundary of V k
l1

with the stable boundary α of V k′

l′ . But the condition
(k′, l′) /∈ {(k, l) : l0 ≤ l ≤ l2} ensures that the stable boundary α cannot be situated
between the upper boundaries of V k

l0
and V k

l2
, as we have specified from the beginning.

Therefore the Markov partition R1 have the topological obstruction of type (1).
Is not difficult to see that if R1 have the topological obstruction of type (1), then the

ribbons r and r′ given by the definition 1.51, are determined by be the image of a stripe
comprised between consecutive sub-rectangles H i0

j0
and H i0

j0
for r and H i1

j1
and H i1

j1+1 for
r′. The rest of the conditions are totally determined. �

This coding method of representing a ribbon as two consecutive indices (i, j) and
(i, j + 1) in H will be utilized frequently throughout this subsection.

Definition 1.58. The geometric type T has the type-(2) combinatorial condition if
and only if there are:

• Four different pairs (k1, l
1), (k1, l

2), (k2, l1), (k2, l2) ∈ V(T ) with l1 < l2 and l1 <
l2.
• Pairs (i1, j1), (i1, j1 + 1), (i2, j2), (i2, j2 + 1) ∈ H(T )

Such that:
ρT (i1, j1) = (k1, l

1) and ρT (i1, j1 + 1) = (k2, l2).
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Additionally, depending on the signs of εT (i1, j1) and εT (i1, j1 + 1) we have the next
obstructions:

(1) If εT (i1, j1) = εT (i1, j1 + 1), then we have two options:
i) If ρT (i2, j2) = (k1, l

2) and ρT (i2, j2 + 1) = (k2, l1) then:

εT (i1, j1) = εT (i2, j1 + 1) = εT (i2, j2) = εT (i2, j2 + 1)

.
ii) If ρT (i2, j2) = (k2, l1) and ρT (i2, j2 + 1) = (k1, l

2). Then

−εT (i1, j1) = −εT (i2, j1 + 1) = εT (i2, j2) = εT (i2, j2 + 1)

.
(2) If εT (i1, j1) = −εT (i1, j1 + 1), then we have two options:

i) If ρT (i2, j2) = (k1, l
2) and ρT (i2, j2 + 1) = (k2, l1) then:

εT (i2, j2) = εT (i1, j1) and εT (i2, j2 + 1) = εT (i1, j1 + 1).

ii) If ρT (i2, j2) = (k2, l1) and ρT (i2, j2 + 1) = (k1, l
2) then:

εT (i2, j2) = −εT (i1, j1 + 1) and εT (i2, j2 + 1) = −εT (i1, j1).

A geometric type T has the combinatorial obstruction of type-(2) if there exists m ∈ N
such that Tm satisfies the combinatorial condition of type-(2).

Figure 18. Type (2) combinatorial condition

The Figure 18 give some help to understand the proof.
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Lemma 1.5. A geometric type T satisfies the combinatorial condition of type-(2) if
and only if the Markov partition R0 has the topological obstruction of type-(2) on R1.

Proof. The pairs (k1, l
1), (k1, l

2), (k2, l1), (k2, l2) represent the respective vertical sub-
rectangles of R and the condition ρT (i1, j1) = (k1, l

1) and ρT (i1, j
1 + 1) = (k2, l2) implies

the existence of a rubber r = f(H i1
j1

) joining a pair of vertical boundaries of the rectangles

V k2
l2

and V k1
l1 that correspond to the image of the upper boundary of H i1

j1
inside V k1

l1 and

the image of the inferior boundary of H i1
j1+1 inside V k2

l2 .
In the situation when εT (i1, j1) = εT (i2, j1 + 1) we can assume that both are positive

(or negative, but the reasoning is the same).
The condition: ρT (i2, j2) = (k1, l

2) and ρT (i2, j2 + 1) = (k2, l1) implies that the rubber
r′ = f(H i2

j2
) joins the stable boundary of V k2

l2
that is the image by f of the inferior

boundary of H i2
j2+1 with the stable boundary V k1

l1 that is the image by f of the upper

boundary of H i2
j2

.

Like εT (i1, j1) = εT (i2, j1 + 1) this implies that r joins the upper boundary of V k1
l1 with

the inferior boundary of V k2
l2

, even more like

εT (i1, j1) = εT (i2, j1 + 1) = εT (i2, j2) = εT (i2, j2 + 1) = 1

the r′ joins the upper boundary of V k1
l2 (that is the image of the upper boundary of H i2

j2
)

with the inferior boundary of V k2
l1

. Like l1 < l2 and l1 < l2 the fist combinatorial condition
implies that R have a topological obstruction of type (2).

Now if ρT (i2, j2) = (k2, l1) and ρT (i2, j2 + 1) = (k1, l
2), and

εT (i2, j2) = εT (i2, j2 + 1) = −1

, The rubber rubber r′ have stable boundary in the upper boundary of V k1
l2

as this corre-

spond to the image by f of the inferior boundary of H i2
j2+1 with the inferior boundary of

V k2
l1

that correspond to the image by f of the upper boundary of H i2
j2

. Therefore we have
a type (2) obstruction.

Consider now that εT (i1, j1) = −εT (i1, j1+1). Too fix ideas εT (i1, j1) = 1 and εT (i1, j1+
1) = −1. This means that r joins the upper boundary of V k1

l1 (that is the image by f

of the upper boundary of H i0
j0

) with the upper boundary of V k2
l2

(that correspond to the

image by f of the inferior boundary of H i1
j2+1 ).

The condition ρT (i2, j2) = (k1, l
2) and ρT (i2, j2 + 1) = (k2, l1) of the point (2) in the

definition together with:

εT (i2, j2) = 1 and εT (i2, j2 + 1) = −1.

implies that r′ joints the superior boundary of V k1
l2 that is the image by f of the upper

boundary of H i1
j1

, with the upper boundary of V k2
l2

that is the image by f of the inferior

boundary of H i1
j1+1. Similarly we have the obstruction of type (2) in the Markov partition.

Finally if εT (i1, j1) = 1 and εT (i1, j1 + 1) = −1 but now ρT (i2, j2) = (k2, l1), ρT (i2, j2 +
1) = (k1, l

2) and

εT (i2, j2) = 1 and εT (i2, j2 + 1) = −1.
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we can deduce that r′ joints the upper boundary of V k1
l2 that is the image by f of the

inferior boundary of H i2
j2+1 and the upper boundary of V k2

l1
that is the image by f of the

upper boundary of H i2
j2

. Once again we get a type two obstruction.
If the Markov partition R have the type (2) topological obstruction in R1the ribbons r

and r′ determine the horizontal sub-rectangles determined by (k1, l
1), (k1, l

2), (k2, l1), (k2, l2)
and we can fix the condition ρT (i1, j1) = (k1, l

1) and ρT (i1, j
1 + 1) = (k2, l2) to indicate

that r joints such rectangles. The condition (1) reflex the case when the two rectangles
Rk1 and Rk2 have cohered orientation and the other case when they have inverse orien-
tation. In any case, we need to remember that r joint the image of the upper boundary
of H i0

j0
with the image of the inferior boundary of H i0

j0
. The four conditions enunciated

are all the possible case when the ribbon r′ have stable boundaries in the same stables
boundaries components of R than r.

�

Figure 19. Type (3) combinatorial condition

Definition 1.59. A geometric type T satisfies the combinatorial condition of type-(3)
if there exist indices described as follows:

i) There are indexes (k1, j1) 6= (k2, j2), and (k3, j3) ∈ H(T ) were jσ = 1 or jσ = hσ
for σ = k1, k2, k3, that satisfy:

Φ(σ, jσ) = (σ, lσ, ε(σ, jσ) = 1),(17)

where lσ ∈ {1, · · · , vσ}. We don’t exclude the possibility that (k3, j3) is equal
to (k1, j1) or (k2, j2).
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ii) A couple of numbers l1, l
′
1 ∈ {1, · · · , vk1} such that, either

l1 < l′1 < lk1 or lk1 < l1 < l′1.

iii) For the pair (k2, j2), there is a number l2 ∈ {1, · · · , vk2} with l2 6= lk2.
iv) There are three possible situations for the pair (k3, j3) depending if it is equal or

not to some other pair in item i):
1) If (k1, j1) 6= (k3, j3) 6= (k2, j2), there is a number l2 ∈ {1, · · · , vk2} different

form lk2 and a number l3 ∈ {1, · · · , vk3} different from lk3.
2) In case that (k2, j2) = (k3, j3). There is a numbers l3 ∈ {1, · · · , vk2 = vk3},

such that: l2 < lk2 = lk3 < l3 or l3 < lk3 = lk2 < l2.
3) In case that (k1, j1) = (k3, j3). There is a number l3 ∈ {1, · · · , vk1 = vk3},

such that: l1 < l′1 < lk1 = lk3 < l3 or l3 < lk3 = lk1 < l1 < l′1 depending on
the situation of item ii).

v) There is a pair of pairs (ir, jr), (ir′ , jr′) ∈ H(T ) such that (ir, jr+1), (ir′ , jr′+1) ∈
H(T )

All of them need to satisfy the next equations:

ρ(ir, jr) = (k1, l1) and ρ(ir, jr + 1) = (k2, l2), or(18)

ρ(i2, j2 + 1) = (k1, l1) and ρ(ir, jr) = (k2, l2).(19)

and at the same time:

ρ(ir′ , jr′) = (k1, l
′
1) and ρ(ir′ , jr′ + 1) = (k3, l3), or well(20)

ρ(ir′ , jr′ + 1) = (k1, l
′
1) and ρ(ir′ , jr′) = (k3, l3).(21)

A geometric type T has the combinatorial obstruction of type-(3) if there exists an m ∈ N
such that Tm satisfies the combinatorial condition of type-(3).

The distinction between the last combinatorial and topological conditions and ob-
structions lies in the fact that, for the type 3 combinatorial condition, we need to consider
some power of the geometric type to determine the periodic stable boundaries and their
embrionary separatrices. This is why we formulated Lemma 1.6 in terms of combinatorial
and topological obstructions, rather than the combinatorial condition of type 3 itself. In
the future (see Lemma 4.16), we will prove that no geometric type in the pseudo-Anosov
class has the combinatorial condition of type 3. Therefore, its iterations won’t have such
a condition either. This will be sufficient to establish that any iteration of such a geo-
metric type will don’t have the combinatorial condition of type 3, and the corresponding
combinatorial and topological obstructions will not hold for T .

Lemma 1.6. A geometric type have T has the combinatorial obstruction of type (3) if
and only if the Markov partition R has the topological obstruction of type-(3).

Proof. Assume that T ′ has the combinatorial obstruction of type (3), meaning there
exists an m ≥ 1 such that for T := T ′m, and the combinatorial condition of type (3) is
satisfied for T . We will proceed with our analysis using T .

The condition in Item (i) regarding the pairs of indices (k1, j1) 6= (k2, j2) and (k3, j3) ∈
H(T ) implies that the rectangle Rσ has a fixed stable boundary and a periodic point on
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it. Let’s denote the stable boundaries as Ak1 , Ak2 , and Ak3 . Item (i) indicates that
Ak1 6= Ak2 , but it is possible that Ak3 could be equal to one of the other two.

To clarify, let’s consider a specific case to fix the ideas. Let’s assume that Ak1 is the
lower boundary of Rk1 and Ak2 is the upper boundary of Rk2 . If Ak3 is different from the
other two stable boundaries, we’ll assume that Ak3 is the upper boundary of Rk3 . Note
that the other cases are either symmetric or can be entirely determined based on these
conventions.

The periodic point p1 that lies on the stable boundary Ak1 is contained in the lower
boundary of the vertical sub-rectangle V k1

lk1
. Then, the conditions l1 < l′1 < lk1 or lk1 <

l1 < l′1 imply that the lower boundary of the rectangles V k1
l1

and V k2
l′1

lies on the same

embryonic separatrice of Ak1 . Let’s denote this embrionary separatrice as S1. Similarly,
the upper boundary of V k2

l2
lies on an embrionary separatrice S2 within Ak2 . Depending

on the situation described in item iv), we can have the following cases:

i) The periodic point p3 is different from p1 and p2, and the horizontal sub-rectangle
V k3
l3

has its upper boundary in an embrionary separatrice S3.
ii) In this case, p3 = p2, but the condition l2 < lk2 = lk3 < l3 or l3 < lk3 = lk2 <

l2 implies that the upper boundary of V k3
l3

is in an embrionary separatrice S3,
distinct from S2.

iii) In this case, p1 = p2, and the condition l1 < l′1 < lk1 = lk3 < l3 or l3 < lk3 = lk1 <
l1 < l′1 implies that the inferior boundary of V k3

l3
is in an embryonic separatrice

S3 different from S1.

The conclusion is that S1 6= S2 6= S3. Finally, item (4) along with the conditions
about the indexes (ir, jr) and (ir′ , jr′) implies that there is a ribbon r from S1 to S2 and
another ribbon r′ from S1 to S3. Therefore, we have the type (3) topological obstruction
in R0.

In the converse direction. Imagine that R has the topological obstruction of type
(3). This means there are three or two different periodic stable boundaries of the Markov
partition Ak1 6= Ak2 and Ak3 with Aσ ⊂ Rσ that contain different embrionary separatrices
S1, S2 and S3. Additionally, there is a ribbon r of generation k that joins S1 with S2, and
another ribbon r′ of generation k′ that joins S1 with S2.

By taking a certain power of T ′ = Tm with m a multiple of the period of every stable
boundary and greater than k′ and k, we consider the realization (R, φm) of T . We can
assume that Aσ ⊂ Rσ is a fixed stable boundary for φm.

We are now in the setting of the combinatorial condition of type (3) for T . The fact
that the stable boundaries are fixed implies the existence of the indexes (k1, j1) 6= (k2, j2),
and (k3, j3) ∈ H(T ′) in item (1), and clearly, the fixed points are contained in V σ

lσ
.

The ribbons r and r′, contain ribbons of generation m, denoted as r′ and r2, respec-
tively. These ribbons joins certain vertical sub-rectangles of the realization of T , (R, φm),
V k1
l1
⊂ S1 with V k2

l2
⊂ S2, and V k1

l′1
⊂ S1 with V k3

l3
⊂ S3. These vertical sub-rectangles

produce the indices in items ii), iii), and iv). The items 2) and 3) represent the situations
where S1 and S3 (or S3 and S2) are in the same stable boundary of a rectangle.
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Finally, the ribbons r and r′ are determined by two consecutive horizontal sub-
rectangles of (R, φm). This corresponds to the situation described in item v), and they
satisfy the rest of the properties as outlined in the argument.

�

5.4.2. The impasse property. Finally we proceed to formulate the impasse condition
in terms of the geometric type.

Definition 1.60. Let T be an abstract geometric type of finite genus. Then T has
the impasse property if there exist (i, j), (i, j + 1) ∈ H(T ) such that one of the following
conditions holds:

(ρ, ε)(i, j) = (k, l, ε(i, j)) and (ρ, ε)(i, j + 1) = (k, l + 1,−ε(i, j)), or(22)

(ρ, ε)(i, j) = (k, l + 1, ε(i, j)) and (ρ, ε)(i, j + 1) = (k, l,−ε(i, j)).(23)

A geometric type T has a combinatorial impasse if there exists m ∈ N such that Tm has
the impasse property.

Unlike the first three obstructions, where a ribbon is determined by two horizontal
sub-rectangles and their respective indices (i, j), (i, j + 1) ∈ H, a topological impasse is
defined in terms of a disjoint disk of K and two arcs. Proving the equivalence between
the topological and combinatorial formulations just given is a more subtle task, and we
address it in the final part of this subsection.

Theorem 7. Let T = (n, {(hi, vi)}ni=1,Φ) be a geometric type of finite genus. Let
f : S → S be a surface Smale diffeomorphism, and let K be a saddle-type basic piece of f
that has a Markov partition of geometric type T . The following conditions are equivalent:

i) The basic piece K has a topological impasse.
ii) The geometric type T 2n+1 has the impasse property.

iii) The geometric type T has a combinatorial impasse.

Proof. i) implies ii): Let R = {Ri}ni=1 be a Markov partition of K of geometric

type T , and let
o

D be a topological impasse with α as the s-arc and β as the u-arc, whose
union forms the boundary of D.

Lemma 1.7. The impasse is disjoint from the interior of the Markov partition, i.e.
o

D ∩ ∪ni=1

o

Ri = ∅.
Moreover, the intersection {k1, k2} = α∩ β is not contained in the interior of the Markov
partition.

Proof. Suppose
o

D ∩
o

Ri 6= ∅. Let {k1, k2} := α ∩ β be the endpoints of the s, u-arcs

on the boundary of D. Let us take a point x in
o

D ∩
o

Ri, since x is not a hyperbolic point

and have a open neighborhood U ⊂
o

Ri disjoint of K, there must exist a sub-rectangle

Q ⊂
o

Ri containing x in its interior, whose interior is disjoint from K, whose horizontal
boundary consists of two disjoint intervals I, I ′ of W s(K) and whose vertical boundary
consists of two disjoint intervals J, J ′´ of W u(K) (See Figure 20 ).
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Figure 20. The rectangle Q

Even more, as
o

D is disjoint from K and k1 ∈ K is in the closure of
o

D, the point k1 is

a corner point of the rectangle Q and hence k1 is in
o

Ri.

By similar arguments, we can conclude that k2 is in
o

Ri. However, this leads to a
contradiction, since there would be a horizontal segment I of Ri containing α and a
vertical segment J of Ri containing β which intersect at two points in the interior of Ri

(namely k1 and k2). This is not possible because Ri is an embedded rectangle. Therefore,
o

D is disjoint from the interior of Ri.

It is evident that if k1 or k2 is in the interior of Ri, then
o

D ∩
o

Ri 6= ∅, and we appeal
to the previous argument to reach a contradiction.

�

If
o

D is an impasse, then f z(
o

D) is also an impasse for all integers z ∈ Z. In the
following lemma, we will construct a ”well-suited” impasse that will make it easier for us
to prove the first implication.

Lemma 1.8. If K has an impasse, then there exists another impasse D′ of K such
that the s-arc α′ and the u-arc β′ on the boundary of D′ satisfy the following conditions:

i) β′ is in the interior of the unstable boundary of the Markov partition, β′ ⊂
o

∂uR,

ii) f(β′) is not a subset of the unstable boundary of the Markov partition, ∂u
o

R =
o

∂uR.

iii) f 2n+1(α) ⊂
o

∂sR, where n is the number of rectangles in the Markov partition.

Proof. Let D be an impasse of K with α and β as its boundary arcs. Let {k1, k2} :=
α∩ β ⊂ K be the extreme points of these arcs. If k1 is a periodic point, then there exists
a positive iteration of k2 that intersects α in its interior. However, this is not possible
since the interior of α is disjoint from K. Therefore, we deduce that k1 and k2 are on the
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same stable separatrice of a periodic s-boundary point, and they are not periodic points
themselves. Similarly, k1 and k2 are on the same unstable separatrice of a u-boundary
point, but they are not periodic.

Since the negative orbit of k1 converges to a periodic point p1 on the stable boundary
of the Markov partition, the negative orbit of k1 approaches p1 through points contained
in the boundary of the Markov partition. Therefore, there exists m ∈ N such that

f−m(k1) ∈
o

∂uR. We claim that if f−m(k1) ∈
o

∂uεRi, then f−m(k2) is in the interior of the

same unstable boundary component as f−m(k1), i.e., f−m(k2) ∈
o

∂uεRi.
Indeed, since f−m(k1) and f−m(k2) are the boundary points of the u-arc f−m(β), there

are no points of K between them. The point f−m(k1) lies in the interior of ∂uεRi, which
means that f−m(β) intersects the interior of this stable boundary component. This implies

that f−m(k2) is either an extreme point of ∂uεRi or lies in its interior, i.e., f−m(k2) ∈
o

∂uεRi.
If f−m(k2) were an extreme point of ∂uεRi, such an extreme point would not be sur-

rounded by elements of K on either side. This is because on one side we have the u-arc
f−m(β), and on the other side it is on the unstable boundary of a rectangle in the Markov
partition. However, this is not possible since K has no double s-boundary points. There-

fore, we conclude that f−m(k2) ∈
o

∂uεRi, as we claimed.
Now let us consider the impasse D′ = f−m(D) instead of D. We will still use α and

β to denote the s-arc and u-arc on the boundary of D, but we assume that β ⊂
o

∂uR.
Due to the uniform expansion along the unstable leaves, we know that there exists m ∈ N
such that fm(β) ⊂

o

Ri, but fm+1(β) is no longer contain in the unstable boundary of the
Markov partition. Let us define D′ = fm(D) with boundary arcs α′ and β′. This impasse

satisfies items i) and ii) of our lemma, since β′ is contained in the interior of
o

∂uR and

f(β′) is not a subset of ∂u
o

R =
o

∂uR.
In view of Lemma 1.7, the points f(k1) and f(k2) are not in the interior of the Markov

partition. We conclude that f(k1) and f(k2) belong to ∂sR because both are on the
boundary of R but not inside the unstable boundary. By the invariance of the stable
boundary of R under positive iterations of f and the Pigeonhole principle applied to the
2n components of stable boundaries of the Markov partition, we know that f 2n(f(k1))
and f 2n(f(k2)) lie on periodic stable boundaries of the Markov partition. Moreover,
f 2n(f(k1)) and f 2n(f(k2)) lie on the same stable separatrice, and on each separatrice,
there is a single stable boundary component of R that is periodic (even though they are

all pre-periodic). This implies that f 2n(f(k1)) and f 2n(f(k2)) are in
o

∂sεRj for a single
stable boundary component of the rectangle Rj. This proves item iii) of our lemma.

�

With the simplification of Lemma 1.8 we deduce that β ⊂ ∂uRi and f 2n+1(α) ⊂ ∂sRk.
Let us consider the partition R viewed as a Markov partition of f 2n+1. We claim that

β is an arc joining two consecutive sub-rectangles of (R, f 2n+1), denoted as H i
j and H i

j+1.
In effect, β is a u-arc joining two consecutive rectangles or is properly contained in a single
sub-rectangle H of (R, f 2n+1). This is because the stable boundaries of H are not isolated
from K within H, as would be the case if the ends of β were on the stable boundary of H.
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Therefore, the only possibility is that β is properly contained in a rectangle H. In this
case, f 2n+1(H) is a vertical sub-rectangle of Ri containing f 2n+1(β) as a proper interval.
However, the endpoints of f 2n+1(α), which coincide with the endpoints of f 2n+1(β), are
not in the interior of the stable boundary of Rk, which contradicts the hypothesis. Thus,
we conclude that β joins two consecutive sub-rectangles.

Let H i
j and H i

j+1 be the consecutive rectangles joined by β. Suppose that f 2n+1(H i
j) =

V k
l with the change of vertical orientation encoded by εT 2n+1(i, j) and f 2n+1(H i

j+1) = V k
l′

with the change in the vertical orientation encoded by εT 2n+1(i, j+1). Between V k
l and V k

l′

there are no points of K because the s-arc f 2n+1(α) joins them in the horizontal direction,
this implies that l′ ∈ {l+1, l−1}. The vertical orientation of β is the same as H i

j and H i
j+1,

furthermore f 2n+1(β) joins the horizontal sides of the rectangles V k
l and V k

l′ which are on
the same stable boundary component of Rk, this implies that the vertical orientation of
f(H i

j) is the inverse of the orientation on f(H i
j+1) within Rk (to visualize this it suffices

to follow the segment f 2n+1(β) with a fixed orientation), thus εT 2n+1(i, j) = −ε2n+1(i, j′).
The geometric type of the Markov partition R for the map f 2n+1 is T 2n+1. Our

construction implies that T 2n+1 has the impasse property. With this, we conclude the
first implication of the theorem..

ii) implies iii): The geometric type T 2n+1 has the impasse property, which implies
that T has a combinatorial impasse.

iii) implies i): Suppose Tm has the impasse property for m = 2n + 1. Let H i
j

and H i
j+1 be consecutive horizontal sub-rectangles in the Markov partition R for the

map fm, as given by the impasse property. This condition implies that if fm(H i
j) = V k

l

and fm(H i
j+1) = V k

l′ , then l and l′ are consecutive indexes and have inverse vertical
orientations.

The stable segments of the stable boundary of Rk between V k
l and V k

l′ do not contain
elements of the maximal invariant set of fm|R, since they are consecutive sub-rectangles
of the partition R seen as a Markov partition of fm. In fact they do not contain elements
of K since K = fm(K) and therefore those segments are s-arcs of f . Furthermore, the
image by fm of the two arcs u on the boundary of Ri that join H i

j and H i
j+1 are u-arcs of

f . Between the two pairs of arcs there is an s-arc α and a u-arc β such that they intersect
each other only at their ends. We claim that α and β bound a disk D whose interior is
disjoint from K.

Suppose that γ := α∪β does not bound a disk. This means that γ is not homotopically
trivial, and neither are its iterations {fm(γ)}∞m=1. In fact, since the stable segments of
such curves lie in the stable manifold of a periodic point, there exists a k ∈ N such that
{fmk(γ)}∞m=1 is a set of disjoint curves. We will argue that two of these curves are not
homotopic, leading to a contradiction with the fact that the surface S where the basic
piece is contained has finite genus.

Lemma 1.9. The curve γ is not homotopic to any other curve f 2mk(γ) for k ∈ N.

Proof. Suppose γ and fm(γ) are homotopic, which means they bound a topological
annulus A in S.
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Figure 21. The Annulus

Then we can take small enough sub-annulus A′ of A, which has γ as one of its bound-
ary components and is send to another annulus fm(A′) that have fm(γ) as a boundary
component.

We have the following situations:

i) fm(
o

A′) ∩
o

R 6= ∅ or

ii) fm(
o

A′) ∩
o

R = ∅
Lets to understand the fist situation. Take x ∈ γ and a small interval J that have x

as and end point and pointing toward the interior of A, take a interval I ⊂ γ that have
x as and end point and give to I an orientation such that J and I generate a frame that
is coherent with the orientation of S. While fm preserve the orientation of S it could
change the orientation of I and J at the same time, in such a manner that fm(J) is and
interval pointing towards the interior of A, this is the mechanism behind the situation in
item i). Anyways by taking the annulus A bounded by γ and f 2m(γ), we can take A′ ⊂ A
small enough such that:

f 2m(
o

A′) ∩
o

R = ∅
Therefore, we can assume that γ and f 2km(γ) satisfy the property enunciated in item ii).

Suppose that γ is saturated by the hyperbolic set K in the interior direction of A, and
therefore, it is isolated from K in the exterior direction of A. Then f 2km(γ) is isolated
from K in the interior direction of A and saturated by K in the exterior direction of A.
In particular, there exists x ∈ K ∩ (S \ A).



5. SURVEY ON BONATTI-LANGEVIN THEORY FOR SMALE DIFFEOMORPHISM 47

Since k1, k2 and fm(k1), f 2km(k2) are not periodic points, they do not have free sepa-
ratrices. Moreover, k1 and k2 lie on the same separatrice. Without loss of generality, let’s
assume that k1 has a stable separatrice I that does not connect it to a periodic point.
The separatrice I cannot remain entirely inside A because there exists a point x ∈ K
outside of A. Non-free separatrices of points y ∈ K that do not connect y to a periodic
point are dense in K, so I needs to approach x arbitrarily closely. The boundary of A is
the union of four arcs, which means that the separatrice I cannot intersect them in their
interiors. Therefore, the possible scenarios are as follows:

• The intersection point is k2, which is impossible since it would imply that I is
inside a closed leaf of W s(K),
• The other point is f 2km(k1) or fm(k2). This is not possible because in that case,
I would need to be contained in the separatrice of f 2km(k1) (or f 2km(k2)), which
is not the same as the s-arc in f 2km(γ). But this separatrice points towards the
exterior of A

So, I couldn’t intersect either f 2km(γ) or γ. We conclude that I is a subset of A,
which is a contradiction. This ends our proof.

�

Then, if γ is not null-homotopic, we could find an infinite amount of disjoint and
non-isotopic curves (See [11, Lemma 3.2]), which is a contradiction with the finite genus
of the surface S. It follows that γ bounds a disk.

Corollary 1.3. The disk bounded by γ doesn’t intersect K.

Proof. If there exists x ∈ K ∩
o

D, then x has at least one non-free stable separatrix
I. Such a separatrix is not confined within D because there exist points in K that are not
in D (they are those on the other side of the s-arc α on the boundary of D). Additionally,
I is dense in K. Therefore, I must intersect the u-arc β on the boundary of D. However,
the separatrice I does not intersect the extreme points {k1, k2} = α ∩ β because no local
separatrices of them intersect the interior of D. This leads to a contradiction. Hence,

K ∩
o

D = ∅. �

This implies that D is an impasse for f .
�

5.5. Algorithmic Determination of Finite Genus and Impasse. The objective
is to prove the following proposition that will serve as the key element in determining,
algorithmically and in finite time, whether a geometric type belongs to the pseudo-Anosov
class or not. In the future, we will derive the property of double boundaries from the
fact that the incidence matrix of a geometric type in the pseudo-Anosov class is mixing.
Therefore, we formulate this property as the first one to be verified.

Proposition 1.13. Given any abstract geometric type T = (n, {(hi, vi)}ni=1,Φ), there
exists a finite algorithm that can determine whether T satisfies the following properties:

(1) The incidence matrix of T , A(T ) is mixing.
(2) The genus of T is finite.
(3) T exhibits an impasse.
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Furthermore, the number of iterations of T required by the algorithm to determine these
properties is upper bounded by 6n.

Proof. We have formulated specific conditions on the combinatorics of T to deter-
mine whether T n has an impasse or one of the three obstructions to have finite genus.
Furthermore, according to Theorem 6, determining whether or not T has finite genus re-
quires computing at most T 6n. To determine whether T has an impasse, Theorem 7 states
that it is necessary to compute at most T 2n+1. Since n ≥ 1, it is clear that 2n + 1 < 6n,
which provides the upper bound we claim in the proposition. Proposition 1.4 asserts that
the computation of T 6n is algorithmic, thus confirming the existence of an algorithm to
determine the finite genus and the presence of an impasse for T .

We have left the mixing criterion for last. The following lemma is the basis for the
upper bound on the number of iterations to verify the mixing of the incidence matrix.

Proposition 1.14. A matrix A of size n× n with non-negative coefficients is mixing
if and only if every coefficient in An is positive .

Proof. If An has only positive coefficients, since A don’t have negative coefficients,
the matrix An+1 has only positive coefficients and A is mixing.

Consider the directed graph G with n vertices corresponding to the matrix A. In this
graph, there is an edge pointing from vertex vi to vertex vj if and only if aij > 0 in the
matrix A. Since A is mixing, it means that there is always a path from any vertex vi to
any other vertex vj in the graph G.

To prove our Lemma, it is sufficient to demonstrate that there exists a path of length
less than or equal to n between any two vertices in the graph.

Consider a path γ = [vi(1), · · · , vi(m)] from vi = vi(1) to vj = vi(m) in the graph G. Let
γ have m vertices and be of minimum length among all paths connecting these vertices.

If any two vertices of the path γ are equal, it implies the existence of a cycle within
γ. We can eliminate this cycle and obtain a new path γ′ from vi to vj with a shorter
length than γ. This contradicts the assumption that γ has the minimum length. Hence,
all vertices in γ must be distinct.

Therefore, the length of γ is necessarily less than or equal to n, since there are only n
distinct vertices in the graph. �

If T is in the pseudo-Anosov class, we have An(T ) = A(T n). According to the previous
Lemma, if A(T ) is a non-negative matrix, then A(T n) is positive definite. This implies that
A(T n) is mixing and does not have double boundaries. Therefore, for a given geometric
type T with A(T ) being a non-negative matrix, the positivity of A(T n) is equivalent to
its mixing property, which in turn implies the absence of double boundaries.

Corollary 1.4. Given a geometric type T , if A(T n) is not positive definite, then T
is not in the pseudo-Anosov class.

Clearly, we only need to iterate T at most n times, and the upper bound given in the
proposition remains valid. This concludes our proof. �



CHAPTER 2

Primitive Markov partition and canonical types.

No daŕıa lo que sé por lo que ignoro,
El universo es infinito y me quedo corto

Bajo la estrellas voy de polo a polo,
El Agujero - Granuja

1. The construction of Markov partitions.

It is a classical result that pseudo-Anosov homeomorphisms admit Markov partitions
(see [7, Proposition 10.17]). However, our goal is to provide a recipe for constructing
Markov partitions of generalized pseudo-Anosov homeomorphisms, which subsequently
allows us to generate a distinguished family of adapted Markov partitions. From this
particular family, we can extract a canonical and finite set of geometric types that provide
a partial solution to Item III) of Problem 1. Throughout our exposition, we will use the
characterization of Markov partitions described in Proposition 1.5.

Let S be a closed and oriented surface of genus g. We fix a generalized pseudo-Anosov
homeomorphism f : S → S whose measured foliations are (F s, µs) and (Fu, µ), and
Sing(f) is the set of singularities.

1.1. s, u-adapted graphs. Our construction of the Markov partition begins by cre-
ating an f -invariant graph of non-trivial compact intervals contained in stable leaves. We
formalize the object to be constructed in the following definition.

Definition 2.1. Let δs = {Ii}ni=1 be a family of compact stable intervals not reduced
to a point. The family δs is an s-adapted graph to f if:

i) ∪δs := ∪ni=1Ii is f -invariant.
ii) For all i ∈ {1, · · · , n}, Ii ⊂ F s(Sing(f)).

iii) For all x ∈ Sing(f) and every stable separatrice of F s(x), there exists an interval
Ii contained in that separatrice with an endpoint equal to x.

iv) The endpoints of each interval Ii belong to Fu(Sing(f)).

The definition of a u-adapted graph to f is completely symmetric.

This definition is not surprising since the boundary of an adapted Markov partition
(Definition 1.21) consists of s and u-adapted graphs, as discussed in the following example.

Example 1. Let f : S → S be a generalized pseudo-Anosov homeomorphism and
R be an adapted Markov partition of f . Then the family of (unstable) stable boundary
components of R, denoted by ∂sR = ∪ni=1∂

s
±Ri (∂uR = ∪ni=1∂

u
±Ri), is a (u) s-adapted

graph to f .

49
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Indeed, ∂sR is f -invariant. The only periodic points on the boundary are singularities
of f . Furthermore, the singular points of f are at the corners of a rectangle, and at each
separatrice of these corners, we have a stable boundary component of a rectangle from R.
Finally, the extreme points of the stable boundary are on the unstable leaf of a singularity
because, as we know, singularities are the only periodic points on the unstable boundary
of an adapted Markov partition.

Now we will show how to construct adapted graphs starting with a family of f−1-
invariant unstable segments.

Lemma 2.1. Let J = {Jj}nj=1 be a family of nontrivial compact segments, each con-

tained in Fu(Sing(f)), such that ∪J = ∪nj=1Ji is f−1-invariant. Let δs(J ) = {Ii}mi=1 be
the family of all stable segments with one endpoint in Sing(f), the other endpoint in ∪J ,
and with interior disjoint from ∪J .

The family δs(J ) is an s-adapted graph to f . The set δs(J ) is the s-adapted graph
generated by J .

Proof. By construction, each interval in the graph δs(J ) is contained in F s(Sing(f)),
has one endpoint in Sing(f) and the other in J ⊂ Fu(Sing(f)), and for every stable
separatrice of any point in Sing(f), there exists a segment in δs(J ) that belongs to that
separatrice. It remains to show that ∪δs(J ) is f -invariant.

Let I := Ii be an interval in δs(J ). I is contained in a stable separatrice of a point
p ∈ Sing(f), therefore f(I) is contained in a stable separatrice of f(p), and within
that separatrice, there exists an interval I ′ of δs(J ). If f(I) is not a subset of I ′, then
I ′ ⊂ f(I), which implies that I ′ has an endpoint x′ in ∪J that belongs to the interior
of f(I). Since ∪J is f−1-invariant, then f−1(x′) ∈ ∪J is in the interior of I, which
contradicts our definition of I because the interior of I cannot intersect ∪J . Consequently,
f(I) ⊂ I ′ ⊂ ∪J , and thus ∪δs(J ) is f -invariant.

�

If I is a family of stable segments contained in F s(Sing(f)) and f -invariant, we define
the u-adapted graph generated by I, denoted by δu(I), in a symmetric manner.

1.2. Rails and rectangles. In an s-adapted graph, we can classify the points into
two distinct classes based on their relative position within the graph. This classification
enables us to define an equivalence relation on the surface without the graph, such that
the closure of the equivalence classes corresponds to rectangles.

Definition 2.2. Let δs = {Ii}ni=1 be an s-adapted graph of f . The regular part of δs

is defined as:

o

δs = δs \ { endpoints of Ii, i = 1, . . . n}.
Similarly, we define the regular part of a u-adapted graph by removing its endpoints.

Now we define two types of unstable segments depending on the location of their
endpoints.
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Definition 2.3. Let δs be an s-adapted graph. A u-regular rail for δs is any unstable
segment J whose interior is disjoint from δs but has endpoints in the regular part of the

s-adapted graph,
o

δs.
A u-extremal rail is any unstable segment J that is not a regular rail for δs, for which

there exists an embedded rectangle R with stable boundary ∂sR contained in δs, with J as
its left or right boundary, and such that any other vertical segment of R \ J is a u-regular
rail for δs. The set of extremal rails of δs is denoted by Exu(δs).

Figure 1. Unstable rails

Remark 5. The set of extremal rails is finite because there are only a finite number
of extreme points in δs, and a finite number of unstable separatrices pass through each of
them.

If two regular rails intersect each other, they either coincide (i.e., they are equal) or
have a single common endpoint along δs.

Let δs be an s-adapted graph of f . An equivalence relation will be defined on the
surface S minus the graph and its extremal rails, denoted as

o

S = S \ (δs ∪ Exu(δs)).

to this set. Since the graph δs and its extreme rails consist of a finite number of compact
intervals, their complement generates a finite number of connected components. The
following lemma is then established.

Lemma 2.2. The surface
o

S has a finite number of connected components. Denote the
family of these connected components by {ri}ni=1.

There is another perspective from which we can consider the connected components

of
o

S.

Definition 2.4 (Equivalent rails). Let δs be an s-adapted graph for f . Two points

x and y in
o

S are considered equivalent with respect to δs if there exists a finite family of
u-regular rails {J0, J1, · · · , Jk} and embedded rectangles {R1, R2, · · · , Rk} satisfying the
following conditions:

• Either x, y ∈ J0, or x ∈ J0 and y ∈ Jk.
• For each i ∈ {1, · · · , k}, Ji−1 and Ji are unstable boundaries of Ri.
• For each i ∈ {1, · · · , k}, the intersection of Ri with δs is equal to the stable

boundary ∂sRi, i.e. Ri ∩ δs = ∂sRi.
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. We denote x ∼δs y when this defined relation holds between x and y.

Lemma 2.3. The relation ∼δs is an equivalence relation on
o

S.

Proof. The relationship is reflexive since we allow for the case when x and y belong
to the same u-regular rail J0, and it is symmetric due to a modification in the labeling of
the rectangles. Let’s prove the transitivity.

Suppose x ∼δs y through rails {J0, · · · , Jk} and rectangles {R1, · · · , Rk}, and also
y ∼δs z through rails {J ′k, · · · , Jn} and rectangles {R′k+1, · · · , Rl}. The segments Jk and

J ′k intersect each other in their interior because y ∈
o

S is not an extreme point of them.
By Remark 5, they are equal, and we can concatenate the family of regular rails and
rectangles to obtain the equivalence between x and z.

�

Proposition 2.1. Each equivalence class r of the equivalence relation ∼δs is contained

in a unique connected component of
o

S and each connected component of
o

S is contained
in a single equivalent class of the equivalence relation ∼δs .

Proof. By definition two points of the same equivalent class r are contained in the
union of a finite family of rectangles intersecting at their boundaries and, therefore, the
equivalent class r is path-connected, therefore r is connected. This implies that r is within

a single connected component of
o

S.
Now let’s take x ∈ r and the u-regular J-rail passing through x, this u-rail has

endpoints x1 and x2 in the regular part of δs. Since x1 and x2 are in the interior of δs we
can consider a small rectangle H whose unstable boundary is given by two u-regular rails
J1 and J2, such that: J1 have extreme points y1, y2 and J2 have extreme points z1, z2, but

in such a way that, x1 ∈ (y1, z1)s ⊂
o

δs and x2 ∈ (y2, z2) ⊂
o

δs. Let’s take now U =
o

H, with
this construction we can deduce that for all y ∈ U , y ∼δs x and then U ⊂ r. Therefore r

is an open set in
o

S.

Let C be the connected component of
o

S that contains r. If there was another equivalent
class contained in C, we could create a disconnection of C using open sets, which is
impossible since C is a connected component. Therefore, C contains only the equivalent
class r, and it follows that C = r. �

Lemma 2.4. The closure of every equivalent class r in S is a rectangle.

Proof. Let x ∈ r be any point, and let Jx be the unique u-regular rail passing
through x. If x ∼δs y, the rectangles that establish the equivalence between them share
a compatible vertical orientation. This allows us to define the upper end of Jx, denoted
by a(x), and the lower end, denoted by b(x). Since the foliations are C0 and x and its
extreme points are far from the singular points of f (which some of the end points of δs),
there exists an open set Ux ⊂ r such that for all y ∈ Ux, x ∼δs y (see the argument used
in the proof of Proposition 2.1). Therefore, we can define two continuous functions on r:

π± : r → δs,
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where π+(x) = a(x) and π−(x) = b(x). Consider I+ := π+(r) and I− := π−(r). Since the
functions π± are continuous and r is connected, I+ and I− are intervals. In fact, I+ and
I− correspond to the interiors of closed intervals [a−, a+]s and [b−, b+]s, respectively, both
contained in δs. Here, we have assumed that a− and b− correspond to the left-hand sides
of our intervals, which makes sense since all rectangles that form the equivalence class r
share a congruent horizontal orientation.

Lemma 2.5. The points a− and b− belong to the same unstable leaf, and the interval
[b−, a−]u is an extreme rail of δs. Moreover, the rectangle defined by the extremal rail
[b−, a−]u (as given by the definition) intersects the equivalent class r. The same statement
holds for the points a+ and b+.

Figure 2. Intervals [a−, a+]s and [b−, b+]s

Proof. Look at Figure 2 for a pictorial representation of our arguments.
Let {an}∞n=1 ⊂ I+ and {bn}∞n=1 ⊂ I− be two convergent successions, an → a− and

bn → b−, such that an and bn are the extreme points of a regular u-rail Jn ⊂ r.
Suppose that a− is not in the same unstable leaf than b−. Therefore, either through

a− passes an unstable interval J intersecting (b−, b+)s only at one end point or through b−
passes an unstable interval intersecting (a−, a+)s only at one end point. Any way there is

a situation that must exclude that is that J contains a singularity in its interior and p ∈
o

J
and p have a separatrice W s(p) entering to the equivalent class r that we are considered
(See the Figure 3).

Assume this is the situation, like p ∈ δs is a extreme point of the stable graph, every
open neighbor U of p intersect the rectangular part of δs, by the C0 continuity of the
foliations, then there exist a regular rail Jn (with a end point close enough to a−) whose

interior intersect U ∩
o

δs in a point z that is not contain in the stable interval
o

I− or in
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Figure 3. Impossible configuration of the stable interval J

o

I+, but this is not possible as every regular u-rail only intersect
o

δs in its end points, in
this manner we carried a contradiction. Without loss of generality we can assume that J
intersecting (b−, b+)s only at one of its end point, and in case of intersect a singularity in
its interior, such singularity don’t have a separatrice entering in r.

Let εn(a−) := µu([a−, an]s) and εn(b−) : µu([b′, bn], like the measure µu is invariant by
leaf isotopy, εn(a−) = εn(b′). We deduce that bn → b′ and finally that b′ = b−, but if a−
is not in the same leaf ot b−, the equality εn(a−) = εn(b′) couldn’t hold. We arrive to a
contradiction, hence a− is in the same unstable leaf than b−.

Let J = [a−, b−]u be the interval determined by these points. It is not possible for a−
and b− to be regular points, as we could increase the equivalent class r (by moving to the
left of a− and b−). Therefore, J is not a regular rail.

By taking Jn close enough to J , we can construct a rectangle R with an unstable
boundary equal to the disjoint union of J and Jn. Furthermore, the intervals [a−, an]s

and [b−, bn]s are disjoint, and therefore, R is embedded. The stable boundary of R is

contained in δs, and every unstable segment J ′ of R other than J has its ends in
o

δs, so J ′

is a regular rail equivalent to Jn. This shows that J is an extremal rail, and R intersects
r by construction.

�

We deduce the existence of two embedded rectangles R− and R+ with J− := [a−, b−]u

on the unstable boundary of R− and J+ = [a+, b+]u on the unstable boundary of R+.
Both R− and R+ intersect r (i.e., R− ∩ r 6= ∅ and R+ ∩ r 6= ∅), and they can be made
arbitrarily thin. Furthermore, we can ensure that R− ∩ R+ ∩ r = ∅, meaning they are
disjoint within the equivalent class r. Moreover, R− and R+ are the rectangles defined by
the extreme rails J− and J+, respectively, so any other u-rail contained in them is regular.
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If J ′− and J ′+ are the other vertical sides of R− and R+ (respectively), there exists
a finite family of rectangles {Ri}ni=1 that establish an equivalence between J ′− and J ′+.
Finally, we have:

r = [r ∩R−] ∪ [∪ni=1r ∩Ri] ∪ [r ∩R+].

Two consecutive rectangles r ∩ Ri and r ∩ Ri+1 share a single rail. Moreover, if
r ∩Ri ∩ (r ∩Ri+2) (when it makes sense) is not empty, then they intersect in the interior
of a regular rail. Therefore, Ri ∪Ri+1 ∪Ri+2 forms an annulus, and αs contains a closed
curve, which is not possible.

Based on this argument, we can deduce that for any x ∈ r, there exists a unique closed
stable interval Ix and a unique closed unstable interval Jx such that:

•
o

Ix,
o

Jx ⊂ r

•
o

Ix ∩
o

Jx = {x}
• The extreme points of Ix are denoted as a(x) and b(x), and they satisfy that
a(x) ∈ (a−, a+)s and b(x) ∈ (b−, b+)s. Furthermore, it is true that a(x) 6= b(x).
• The extreme points of Jx are denoted as c(x) and d(x), and they satisfy that
c(x) ∈ J− and d(x) ∈ J+. Additionally, we have c(x) 6= d(x).

A further conclusion is the existence of a homeomorphism:

h : (0, 1)× (0, 1)→ r,

such that it sends the horizontal lines of (0, 1)× (0, 1) to the stable leaves of r ∩ F s and
the vertical lines of (0, 1) × (0, 1) to the unstable leaves of r ∩ Fu. However, it might
be impossible to extend h to a homeomorphism on [0, 1] × [0, 1] because the rectangles
{Ri}ni=1 can intersect at their stable boundaries, and R− could intersect with R+ at their
stable boundaries or at their extreme rails J− and J+. With this in mind, we can define:

R := R− ∪ [∪ni=1Ri] ∪R+,

where it is clear that r = R, and the homeomorphism h extends to a continuous map:

h : [0, 1]× [0, 1]→ R.

in the following manner:

• Let t0 ∈ (0, 1). If h(t0, (0, 1)) =
o

Ix, then h(t0, 0) = b(x) and h(t0, 1) = a(x).

• Let s0 ∈ (0, 1). If h((0, 1), s0) =
o

Jx, then h(0, s0) = c(x) ∈ J− and h(1, s0) =
d(x) ∈ J+.
• The corner points are determined by: h(0, 0) = b−, h(1, 0) = b+, h(0, 1) = a−

and h(1, 1) = a+.

This continuous function, when restricted to a vertical or horizontal line in [0, 1]×[0, 1],
is a homeomorphism whose image is an interval contained in Fu∩R or F s∩R, respectively.
This proves that R is an (immersed) rectangle. �

Lemma 2.2 establishes that there exists a finite number of connected components of

the surface
o

S, denoted as {ri}ni=1. Therefore, according to the recent Lemma 2.4, there
exists a finite family of rectangles associated with the s-adapted graph δs. From the proof
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of Lemma 2.4 , it is possible to determine that the stable boundaries of these rectangles
are contained in δs, and the unstable boundary of each rectangle consists of two extreme
rails. Clearly, the boundary of R(δs) is equal to the union of the graph δs and its extreme

rails Ex(δs), which were eliminated from S to obtain
o

S. We can formalize this discussion
in the following Definition and Corollary.

Definition 2.5. Let δs be an s-adapted graph of f . Let {ri}i = 1n be the set of
equivalent classes of the relation ∼δs. We define the rectangle

Ri(δ
s) := ri.

and the family of induced rectangles by δs as R(δs) = {Ri(δ
s)}ni=1.

Corollary 2.1. Any rectangle Ri = Ri(δ
s) in the family of rectangles induced by δs

satisfies the following properties:

• Its stable boundary ∂sRi is contained in δs.
• Its unstable boundary ∂uRi consists of two extreme rails of δs.

Furthermore, the stable boundary of R(δs) is equal to δs, i.e., ∂sR(δs) = ∪ni=1∂
sRi =

δs, and its unstable boundary is the set of extreme rails of δs, i.e., ∂uR(δs) = ∪ni=1∂
uRi =

Ex(δs).

1.3. Compatible graphs and Markov partitions. In view of the previous Corol-
lary 2.1, the stable boundary of R(δs) is f -invariant. However, this alone is not sufficient
to create a Markov partition. In order to achieve that, we need the vertical boundaries
of the rectangles to be f−1-invariant. This leads us to introduce the notion of compatible
graphs.

Definition 2.6. Let δs and δu be s-adapted and u-adapted graphs for f respectively.
We call them compatible if:

• The extreme points of δs belong to ∪δu, and the extreme points of δu belong to
∪δs.
• The union of the intervals in the graph δu contains the extreme u-rails of δs, and

the union of the intervals in δs contains the extreme s-rails of δu.

The following proposition is key to obtaining a Markov partition for f .

Proposition 2.2. If δu and δs are compatible graphs, we denote ∪δs,u to the union
of the intervals in δs,u and δs ∪ δs := ∪δu ∪ ∪δs is the boundary of a Markov partition
adapted to f . This Markov partition consists of the rectangles obtained by intersecting the
family {Ri(δ

s)}ni=1 with the family {Rj(δ
u)}mj=1 of rectangles induced by δs and δu.

Proof. By considering the equivalence relations ∼δs and ∼δu , we obtain two families
of rectangles: the family induced by δs, denoted by {Rs

i := Ri(δ
s)}ni=1, and the family

induced by δu, denoted by {Ru
j = Rj(δ

u)}mj=1 where we have simplified the notation. This
allows us to define another family of sets:

R(δs, δu) := {C : C is a c.c. of
o

Rs
i ∩

o

Ru
j

with 1 ≤ i ≤ n, and 1 ≤ j ≤ m}.
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Figure 4. Impossible and possible configurations for compatible graphs

It is evident that this family covers S, and the sets have disjoint interiors. We will now
show that they are, in fact, rectangles. Please refer to Figure 4 to follow our notation.

Let C be a nonempty connected component of
o

Rs
i ∩

o

Ru
j , and let x ∈ C be any point.

Let Jsx ⊂ Rs
i denote the vertical segment of Rs

i passing through x. We claim that the
interior of Jsx is contained in C. If this is not the case, Jsx would intersect ∂sRu

j at an
interior point (refer to the top image in Figure 4). However, ∂sRu

j is formed by two
extremal s-rails of δu. By hypothesis, such extremal rails are contained in δs. Therefore,
we deduce that Jsx intersects δs in its interior, which is not possible since the only points
where a u-rail of δs intersects the graph δs are endpoints. Hence, C must be the interior
of a vertical sub-rectangle of Rs

i .
Let Iux be the horizontal segment of Ru

j passing through x. We claim that the interior
of Iux is contained in C. If this is not the case (as shown in the top image of Figure
4), the interior of Iux would intersect ∂uRs

i , which is an extreme u-rail of δs. However,
by hypothesis, such an extremal u-rail is contained in δu. Thus, Iux would intersect δu

in its interior, which is not possible since any s-rail of δu intersects the graph δu only
at its endpoints. Consequently, we deduce that C must be the interior of a horizontal
sub-rectangle of Ru

j .

Then the configuration of the intersection between
o

Rs
i and

o

Ru
j is as shown in the bottom

image of Figure 4. In particular, C is a rectangle with horizontal boundary contained in δs

and vertical boundary contained in δu. Therefore, the union of the horizontal boundaries
of the rectangles in R(δs, δu) is contained in the union of the intervals in δs, denoted as
∪δs, and the union of their vertical boundaries is contained in ∪δu.

In fact, every point z ∈ ∪δs lies on the stable boundary of some C ∈ R(δs, δu) because
z is on the horizontal boundary of some Rs

i and within the closure of some Ru
j such that
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o

Rs
i ∩

o

Ru
j 6= ∅. Therefore, z lies on the stable boundary of the closure of a connected

component of such intersection. This implies that ∪δs is contained in the horizontal
boundary of R(δs, δu), and hence they are equal, i.e., ∂sR(δs, δu) = ∪δs. A symmetric
argument shows that ∂uR(δs, δu) = ∪δu.

Like ∪δs is f -invariant, the horizontal boundary of R(δs, δu) is also f -invariant. Like-
wise, we deduce that the vertical boundary of R(δs, δu) is f−1-invariant. In conclusion,
R(δs, δu) is a Markov partition.

Finally, since δs and δu are graphs adapted to f , the Markov partition itself is adapted.
�

If we start with two graphs adapted to f , the following result provides a formula to
obtain compatible graphs by considering the minimal property of the measured foliations
in S, i.e., their leaves being dense in S (Proposition 1.2), and taking into account the
uniform expansion and contraction along the leaves.

Lemma 2.6. Let δs and δu be graphs adapted to f . Then there exists an n := n(δs, δu) ∈
N such that δs and hn(δu) are compatible whenever m ≥ n, and n is the minimum natural
number with this property.

Proof. First, we prove that there exists N1 ∈ N such that for all n > N1, δs contains
the extreme points of hn(δu) and hn(δu) contains the extreme points of δs. Next, we
establish an N2 ∈ N such that for all n > N2, the extreme u-rails of δs are in hn(δu) and
the extreme s-rails of hn(δu) are contained in δs. These conditions imply that:

{n ∈ N : δs is compatible with fn(δu)} 6= ∅,
and then, we can define n := n(δs, δu) as the minimum of this set.
Let’s start by assuming that δu = {Jj}hj=1 and δs = {Ii}li=1. We define:

Lu := min{µs(Jj) : 1 ≤ j ≤ h}.
It is clear that for every n ∈ N and every interval Jj

µs(fn(Ji)) = λnµs(Ji) ≤ λnLu.

Let z ∈ δs be an extreme point of δs. Since δs is an adapted graph, the point z lies
on the unstable leaf of a singularity of f . Let [pz, z]

u denote the unique compact interval
of the unstable leaf passing through z and connecting a singularity pz of f with z. Now,
let’s define:

F u := max{µs([pz, z]u) : z is extreme point of δs}.
By the uniform expansion in the unstable leaves of Fu, there exists n1 ∈ N such that

for every n ≥ n1, we have λnLu > F u. Moreover, if n > n1 and z is an extreme point
of δs, there exists a unique Jj in δu such that z lies on the same separatrice as fn(Jj).
However,

µu(fn(Jj)) ≥ λnLu > F u ≥ µs([pz, z]
u),

implying that z belongs to fn(Jj), or equivalently z belongs to fn(δu) for all n ≥ n1.
In the same way, but using f−1 and the measure µu, we can deduce the existence of

n2 ∈ N such that for all n ≥ n2 and every extreme point z of δu, z is also an extreme
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point of f−n(δs). In other words, for all n ≥ n2 and every extreme point z of fn(δu), z is
contained in δs. Let’s take N1 = max{n1, n2}.

Now, let’s consider the set of u-extreme rails of δs. This set is finite, and each u-
extreme rail is a closed interval.

For each p ∈ Sing(f) and each unstable separatrice F u
i (p) of p (if p is a k-prong,

we consider i = 1, · · · , k), we define J(p, i) ⊂ F u
i (p) as the minimal compact interval

containing the intersection of all the u-extreme rails of δs with the separatrice F u
i (p), in

case that some u-extremal rail J of of δs contains a singularity in its interior we consider
just the sub-interval of J contained in the separatrice F u

i (p). Now, we consider the
following quantity, which is finite:

Mu := max{µs(J(p, i)) : p ∈ Sing(f) is a k- prong and i = 1, · · · k}.
Like δu = {Jj}hj=1 the next quantity is finite too,

Gu = min{µs(Jj) : j = 1, · · · , h}.

By the uniform expansion in unstable leaves of Fu, there exists n1 ∈ N such that
for all n ≥ n1, λnGu ≥ Mu. Furthermore, for any k-prong p ∈ Sing(f) and every
i = 1, · · · , k, there exists an interval Jj in δu such that fn(Jj) is contained in the same
unstable separatrice as J(p, i), indeed Jj is the interval of δu contained in F u

i (p) with and
end point in p that is given by item iii) in Definition 2.1 (in the u case). Moreover, we
have the following computation:

µs(fn(Jj)) = λnµs(Ji) ≥ λnGu ≥Mu.

Since µs(J(p, i)) ≤ Mu, this calculation implies that J(p, i) ⊂ fn(Jj). By the con-
struction of J(p, i), we deduce that for each n ≥ n1, any u-extreme rail of δs is contained
in fn(δu).

A similar proof using f−1 and the measure µu gives another natural number n2 ∈ N
such that for all n ≥ n2, any extreme s-rail of δu is contained in f−n(δs), or equivalently,
all extreme s-rails of fn(δu) are contained in δs. Let N2 = max(n1, n2). The conclusion
is that the following quantity exists:

n(δs, δu) := min{N ∈ N : ∀n ≥ N δs is compatible with fn(δu)},

Which is the number we were looking for �

1.4. A recipe for Markov partitions. We can now summarize all these steps to
construct a Markov partition:

Proposition 2.3. Let p and q be singular points of f , with separatrices F s(p) and
F u(q) respectively, and let z be a point in their intersection F s(p) ∩ F u(q). Consider the
following construction:

(1) Define Ju(z) as the unstable interval [p, z]u in F u(p), which is referred to as the
primitive segment.

(2) Define J u(z) = ∪i∈Nf−i(Ju(z)). Due to contraction in the unstable foliation,
J u(z) is a finite union of closed intervals and is f−1-invariant.
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(3) The graph J u(z) satisfies the conditions of the Lemma Lemm: the generated
graph is adapted, then the graph generated by J u(z) is an s-adapted graph to f ,
denoted as δs(z).

(4) The graph δs(z) is f -invariant. By applying Lemma 2.1 to δs(z), we obtain the
u-adapted graph δu(z) generated by δs(z).

(5) Using Lemma 2.6, we can determine a number n(z) = n(δs(z), δu(z)) such that
for all n > n(z), δs(z) and fn(δu(z)) are compatible.

(6) Finally, for all n ≥ n(z), Proposition 2.2 implies the existence of a adapted
Markov partitionR(z, n) with stable boundary equal to ∪δs(z) and unstable bound-
ary equal to ∪fn(δu(z)).

We refer to n(z) as the compatibility coefficient of z.

Therefore we recover a classic result.

Corollary 2.2. Every generalized pseudo-Anosov homeomorphism admits adapted
Markov partitions.

2. Canonical Markov partitions and canonical geometric types

We want to apply Proposition 2.3 to a particular family of points known as first
intersection points. These points play a crucial role in determining a distinguished and
infinite family of Markov partitions. In fact, this family can be regarded as the orbit of
a finite number of Markov partitions. We will show that the geometric type of a Markov
partition and its iterates are equal. This allows us to define a finite family of geometric
types associated with each pseudo-Anosov homeomorphism, based on this distinguished
family of Markov partitions. In this way, we obtain a countable family of finite invariants
for each conjugacy class. These invariants have the property of being calculable to some
extent in terms of any other geometric type. In the final chapter, we will utilize this
family of invariants to address point III in Problem 1 . However, before proceeding, we
need to construct these invariants.

2.1. First intersection points. We start by defining these special points.

Definition 2.7. Let f be a generalized pseudo-Anosov homeomorphism, p, q ∈ Sing(f),
F s(p) be a stable separatrice of p, and F u(q) be an unstable separatrice of q.

A point x ∈ [F s(p) ∩ Fu(q)] \ Sing(f) is a first intersection point of f if the stable
interval [p, x]s ⊂ F s(p) and the unstable segment [q, x]u ⊂ F u(q) have disjoint interiors.
In other words:

(p, x]s ∩ (q, x]u = {x}.
.

Lemma 2.7. There exists at least one first intersection point for f

Proof. Let I be a compact interval contained in F s(p) with one endpoint equal to
p. Take a singularity q (that could be equal to p), like any unstable separatrice F u(q) of

q is minimal there exist a closed interval J ⊂ F u(q) such that
o

J ∩
o

I = ∅. Like J and I are
compact sets, their intersection J ∩ I consist in a finite number of points, {z0, · · · , zn}.
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We can assume that n > 1 and we orient the interval J pointing towards q and whit this
orientation zi < zi+1. In this manner:

• If p = q, then z0 = p = q but p 6= z1 and we take z = z1.
• If p 6= q, then p 6= z0 6= q and we take z = z0.

Clearly, (p, z]s ∩ (q, z]u = {z}, and z is a first intersection point. �

Figure 5. z first intersection point and z′ non first intersection point

Now we will proceed to prove some properties about these points.

Lemma 2.8. If z is a first intersection point of f , then f(z) is also a first intersection
point of f .

Proof. If z is a first intersection point, there exist singular points of f , p and q, such
that:

{z} = (p, z]s ∩ (q, z]u.

Therefore,

{f(z)} = (f(p), f(z)]s ∩ (f(q), f(z)]u

is a first intersection point of f . �

The following result establishes the finiteness of the orbits of these first intersection
points:

Proposition 2.4. Let f be a generalized pseudo-Anosov homeomorphism. Then there
exists a finite number of orbits of first intersection points under f .

Proof. There is only a finite number of singularities and separatrices of f , so Propo-
sition 2.4 is a direct consequence of the following lemma.

Lemma 2.9. Let p and q be singularities of f , and let F s(p) and F u(q) be stable
and unstable separatrices of these points. There exists a finite number of orbits of first
intersection points contained in F s(p) ∩ F u(q)
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Proof. Let n be the smallest natural number such that g := fn fixes the separatrices
F s(p) and F u(q). Take a point z0 ∈ F s(p) ∩ F u(q), which may or may not be a first
intersection point of f . The interval (g(z0), z0]s ⊂ F s(p) serves as a fundamental domain
for g and contains a fundamental domain for f . To prove the lemma, we need to show
that within this interval there exists a finite number of first intersection points.

Consider a first intersection point z in F s(p) ∩ F u(q). There exists an integer k ∈ Z
such that gk(z) ∈ (g(z0), z0]s ∩ F u(q). Therefore, there are two possible configurations:

(1) Either gk(z) ∈ (g(z0), z0]s ∩ (q, g(z0)]u, or
(2) gk(z) ∈ (g(z0), z0]s ∩ (g(z0),∞))u.

We claim that option (2) is not possible. If such a configuration were to exist, it would
imply that g(z0) ∈ (p, gk(z)]s∩ [q, gk(z)]u, and thus gk(z) would not be a first intersection
point. However, Lemma 2.8 implies that fkn(z) is a first intersection point, leading to a
contradiction.

Hence, we deduce that gk(z) ∈ (g(z0), z0]s∩ [q, g(z0)]u ⊂ [g(z0), z0]s∩ [q, g(z0)]u, which
is the intersection of two compact intervals. Therefore, this intersection is a finite set.

This implies that every first intersection point z ∈ F s(p) ∩ F u(q) has some itera-
tion lying in a finite set. Consequently, there are only a finite number of orbits of first
intersection points in F s(p) ∩ F u(q).

�

�

2.2. Primitive Markov partitions. Applying the recipe for Markov partitions de-
scribed in Proposition 2.3 to the first intersection points of f , we obtain a distinguished
family of Markov partitions.

Definition 2.8. Let z be a first intersection point of f . For all n ≥ n(z), we refer
to the Markov partition R(z, n) constructed using the method described in Proposition 2.3
as the primitive Markov partition generated by z of order n.

Next, we establish some properties of the first intersection points of f and the primi-
tive Markov partitions that are preserved under topological conjugation. It is important
to emphasize that, as shown in Proposition 1.1, conjugating a pseudo-Anosov homeomor-
phism by any homeomorphism results in another pseudo-Anosov homeomorphism.

Theorem 8. Let f : Sf → Sf and g : Sg → Sg be two pseudo-Anosov homeomor-
phisms that are conjugated by a homeomorphism h : Sf → Sg, i.e., g = h ◦ f ◦ h−1. Let
z ∈ Sf be a first intersection point of f . The following propositions are true:

i) h(z) is a first intersection point of z
ii) h(J u(z)) = J u(h(z))

iii) h(δs(z)) = δs(h(z)) and h(δu(z)) = δu(h(z))
iv) The graph δs(z) is compatible with fn(δu(z)) if and only if the graph δs(h(z)) is

compatible with gn(δu(z)).
v) The compatibility coefficient of z and h(z) are equal, i.e. n(z) = n(h(z)).

vi) r is a equivalent class of u-rails for δs(z) if and only if h(r) is a equivalent class
of u-rails for δs(h(z)). Similarly for equivalent classes of s-rail of fn(δu(z)) and
gn(δu(h(z))).
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vii) For all n ≥ n(z) = n(h(z)), h(R(p, z)) = R(p, h(z)) is a primitive Markov
partition of g generated by h(z) of order n.

Proof. First, h send transverse foliations of f into transverse foliations of g and
singularities of f into singularities of g, that is how we use the hypothesis that f and g
are pseudo-Anosov homeomorphisms. But even more, h sends disjoint segments of stable
and unstable leaves of f to disjoint segments of stable and unstable leaves of g, therefore,
if z is first intersection point of f , h(z) is first intersection point of g. This shows the
accuracy of Item i).

A direct computation proof Item ii):

h(J u(z)) = h(∪f−n(Ju(z))) = ∪g−n(Ju(h(z))) = J u(h(z)).

A compact interval [p, x]s ∈ δs(z) is characterized by having interior disjoint of
J u(z) and endpoint x ∈ J u(z). Then h([p, x]s) is a segment with disjoint interior of
h(J u(z)) = J u(h(z)) but endpoint h(x) ∈ J u(h(z)), this implies h([p, x]s) is contained
in δs(h(z)), hence h(δs(z)) ⊂ δs(h(z)). The symmetric argument starting from the seg-
ment [p′, x′]s ∈ δs(h(z)) and using h−1 gives the equality. Analogously it is possible to
show that δu(h(z)) = h(δu(z)). The arguments in this paragraph proved the Item iii).

Clearly the point e is an extreme point of δs(z) if and only if h(e) is an extreme point of
h(δs(z)) = δs(h(z)), moreover e ∈ fn(δn(z)) if and only if h(e) ∈ gn(δu(h(z))). Therefore
an extreme point e of δs(z) is contained in fn(δn(z)) if and only if the extreme point h(e)
of δs(h(z)) is contained in gn(δu(h(z)). Another consequence is that the regular part of
δ(z) is sent by h to the regular part of δ(z) and an u-regular J-rail of δ(z) is such that
h(J) is a regular rail of δs(h(z)).

We claim that J is an extremal rail of δs(z) if and only if h(J) is an extremal lane of
δu(h(z)). Indeed if R is the embedded rectangle of Sf given by the definition of extreme
rail having J as a vertical boundary component, therefore the embedded rectangle h(R)
satisfies the definition for h(J) to be an extreme rail of δs(h(z)), since except for h(J) all
its other vertical segments are regular rails of δs(h(z)) and it stable boundary is contained
in h(δs(z)) = δs(h(z)). Moreover, J ⊂ fn(δu(z)) if and only if h(J) ⊂ gn(δu(h(z))).

This proves that δs(z) is compatible with fn(δu(z)) if and only if δs(h(z)) is compatible
with gn(δu(h(z))). In this way the point iv) is corroborated, but at the same time we
deduce that n(z) = n(h(z)) because they are the minimum of the same set of natural
numbers and thus the point v) is obtained.

Let r be an equivalent class of u-rails for δs(z), as stated before I is a regular rail for
δs(z) if and only if h(I) is a regular rail for δs(h(z)). We denote I ≡δs(z) I ′ to indicate that
any point in I is δs(z) equivalent to any point in I ′. In this manner h(I) ≡δs(h(z)) h(I ′),
because the image by h of rectangles and regular rails realizing the equivalence between
points in I and points in I ′ are rectangles and regular rails realizing the equivalence
between points in h(I) and points in ´h(I ′). This implies that h(r) is an equivalent class
of u-rails for δs(h(z)). Analogously the image by h of an equivalent class r′ of s-rails for
fn(δu(z) is an equivalent class of s-rails for gn(δu(h(z))).

As the interior of a rectangle R of R(z, p) is a connected component of the intersection
a equivalent class r of u-rails of δs(z) with a class r′ of s-rails for fn(δu(z)), then h(R) is
a connected component of the intersection of h(r) ∩ h(r′) and h(r) and h(r′) are s, u-rail
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classes for δs(h(z)) and gn(δu(h(z))), by definition h(
o

R) correspond to the interior of a
rectangle of R(h(z), n) and then h(R(z, n)) = R(h(z), n). In this manner we obtain Item
vi)

Since the interior of a rectangle R of R(z, p) is a connected component of the inter-
section an r equivalent class of u-rails of δs(z) with an r′ class of s-rails for fn(δu(z)),
then h(R) is a connected component of the intersection of h(r) ∩ h(r′), anyway h(r) and

h(r′) are s, u-rail classes for δs(h(z)) and gn(δu(h(z))), therefore h(
o

R) correspond to the
interior of a rectangle of R(h(z), n) and then h(R(z, p)) = R(h(z), p). This probe the
Item vii) and finish our proof. �

In particular, if f = g = h, we have f = f ◦ f ◦ f−1. We deduce that n(z) = n(f(z))
for every first intersection point z of f . Therefore, the quantity n(fm(z)) is constant over
the entire orbit of z. In view of Proposition 2.4, there are only a finite number of orbits
of first intersection points, and the following corollary follows immediately.

Corollary 2.3. The number

n(f) = max{n(z) : z is a first intersection point of f}
is finite. We refer to n(f) as the compatibility order of f .

Corollary 2.4. Let f : Sf → Sf and g : Sg → Sg be two pseudo-Anosov homeo-
morphisms, conjugated by a homeomorphism h : Sf → Sg, i.e. g := h ◦ f ◦ h−1, then the
compatibility order of f and g is the same, i.e. n(f) = n(g).

Proof. We are in the setting of 8, Items i) and v) of that theorem imply the following
set equalities:

{n(z) : z is a first intersection point of f} =

{n(h(z)) : z is a first intersection point of f} =

{n(z′) : z′ is a first intersection point of g}.
Therefore, it follows that its maximum is the same and finally that n(f) = n(g). �

Definition 2.9. For every n > n(f) the set all of primitive Markov partition of f
generated by first intersection points of order n is denoted M(f, n).

M(f, n) := {R(z, n) : z first intersection point of f}.

Another application of Theorem 8 in the case f = g = h is that if z is a first intersection
point of f and n ≥ n(f), then f(R(z, n)) = R(f(z), n). This yields the following corollary:

Corollary 2.5. Let n ≥ n(f). Then, there exists a finite but nonempty set of orbits
of primitive Markov partitions of order n.

Proof. As n ≥ n(f), there exists at least one Markov partition R(z, n) in M(f, n),
and therefore the orbit of R(z, n), given by {R(fm(z), n)}m∈Z, is contained in M(f, n).

Let {z1, · · · , zk} be a set of first intersection points of f such that any other first
intersection point can be written as fm(zi) for a unique i ∈ {1, · · · , k}, and no two
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different points zi and zj are in the same orbit. . Let R(z, n) be a primitive Markov
partition of order n. If z is any first intersection point, z = fm(zi) and we have:

fm(R(zi, n)) = R(fm(zi), n) = R(z, n).

Therefore, inM(f, n), there are at most k different orbits of primitive Markov partitions
of order n. �

2.3. The geometric type of the orbit of a primitive Markov partition. We
are interested in studying the set of geometric types produced by the orbit of a primitive
Markov partition. Therefore, it is important to understand the behavior of a Markov
partition under the action of a homeomorphism that preserve the orientation.

Let R = {Ri}ni=1 be a geometric Markov partition of a generalized pseudo-Anosov
homeomorphism f : S → S, and let g : S → S be another generalized pseudo-Anosov
homeomorphism that is conjugate to f by a homeomorphism h : S → S preserving the
orientation. The function h maps the foliations and singularities of f to the foliations and
singularities of g while preserving the orientation of the transversal foliations.

It is clear that if r : [0, 1] × [0, 1] → R ⊂ S is an oriented rectangle for f , then
h◦r : [0, 1]×[0, 1]→ h(R) ⊂ S is an oriented rectangle for g. This is because h determines
a unique orientation for the transverse foliations of h(R). Furthermore, h(R) = {h(Ri)}ni=1

has a g-invariant horizontal boundary and a g−1-invariant vertical boundary. These prop-
erties are deduced from the conjugation provided by h. Based on these observations, we
can now give the following definition.

Definition 2.10. Let f : S → S be a generalized pseudo-Anosov homeomorphism,
and let h : S → S be an orientation-preserving homeomorphism, and g := h ◦ f ◦ h−1.
If R is a geometric Markov partition of f , the induced geometric Markov partition of g
by h is the Markov partition h(R) = {h(Ri)}ni=1. For each h(Ri), we choose the unique
orientation in the vertical and horizontal foliations such that h preserves both orientations
at the same time.

The following lemma clarifies the correspondence between the horizontal and vertical
rectangles of the partition R and those of h(R).

Lemma 2.10. Let f and g be two generalized pseudo-Anosov homeomorphisms con-
jugated through a homeomorphism h that preserves the orientation. Let R = {Ri}ni=1 be
a geometric Markov partition for f , and let h(R) = {h(Ri)}ni=1 be the geometric Markov
partition of g induced by h. In this situation, H is a horizontal sub-rectangle of (f,R)
if and only if h(H) is a horizontal sub-rectangle of (g, h(R)). Similarly, V is a vertical
sub-rectangle of (f,R) if and only if h(V ) is a vertical sub-rectangle of (g, h(R)).

Proof. Observe that h(
o

Ri) =
o

h(Ri). Therefore, C is a connected component of
o

Ri ∩ f±(
o

Rj) if and only if h(C) is a connected component of
o

h(Ri) ∩ g±(
o

h(Rj)).
�

Let T (f,R) = (n, {hi, vi},Φ := (ρ, ε)) be the geometric type of the geometric Markov
partition R, and let T (g, h(R)) = (n′, {h′i, v′i},Φ′T := (ρ′, ε′))be the geometric type of the
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induced Markov partition. A direct consequence of Lemma 2.10 is that: n = n′, hi = h′i
and vi = v′i.

Let {H i
j}
hi
j=1 be the set of horizontal sub-rectangles of h(Ri), labeled with respect to

the induced vertical orientation in h(Ri). Similarly, we define {V k
l }

vk
l=1 as the set of vertical

sub-rectangles of h(Rk), labeled with respect to the horizontal orientation induced by h
in h(Rk).

By the we choose the orientations in h(Ri) and in h(Rk) is clear that:

h(H i
j) = H i

j and h(V k
l ) = V k

l .

Even more, using the conjugacy we have that: if f(H i
j) = V k

l then

g(H i
j) = g(h(H i

j)) = h(f(H i
j)) = h(V k

l ) = V k
l .

This implies that in the geometric types, ρ = ρ′.

Suppose that V k
l = g(H i

j), so the latter set is equal to h ◦ f ◦ h−1(H i
j). The homeo-

morphism h preserves the vertical orientations between Ri and h(Ri), as well as between
Rk and h(Rk). Therefore, f sends the positive vertical orientation of H i

j with respect to

Ri to the positive vertical orientation of V k
l with respect to Rk if and only if g sends the

positive vertical orientation of H i
j with respect to h(Ri) to the positive vertical orientation

of V k
l with respect to h(Rk). It follows then that ε(i, j) = ε′(i, j). We summarize this

discussion in the following Theorem

Theorem 9. Let f and g be generalized pseudo-Anosov homeomorphisms conjugated
through a homeomorphism h that preserves the orientation, i.e., g = h ◦ f ◦ h−1. Let
R = {Ri}ni=1 be a geometric Markov partition for f , and let h(R) = {h(Ri)}ni=1 be the
geometric Markov partition of g induced by h. In this situation, the geometric types of
(g, h(R)) and (f,R) are the same.

Since f preserves the orientation, we can consider the case where f = g = h, and
apply the previous theorem. If n ≥ n(f) and z is a first intersection point of f , then for
all m ∈ Z, the geometric type of fm(R(z, n)) = R(fm(z), n) is the same as the geometric
type of R(z, n). This leads to the following corollary.

Corollary 2.6. For every primitive Markov partition R(z, n) with n ≥ n(f) and z
as a first intersection point of f , we have the following property for all m ∈ Z:

T (R(z, n)) = T (R(fm(z), n)).

In view of Corollary 2.5, for all n ≥ n(f) there exists a finite number of primitive
Markov partition orbits of f of order n. Moreover, the geometric type is constant within
each orbit of such a Markov partition. Therefore, for all n ≥ n(f), there exists only a finite
number of distinct geometric types corresponding to the geometric types of partitions in
the set M(f, n). We summarize this in the following theorem.

Theorem 10. For every n > n(f), the set T (f, n) := {T (R) : R ∈M(f, n)} is finite.
These geometric types are referred to as the primitive geometric types of f of order n.

Of course, within all the primitive geometric types, there is a distinguished family
that, in some sense, has the least complexity with respect to its compatibility coefficient.
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Definition 2.11. The canonical types of f are the set T (f, n(f)).

In fact, in Corollary 2.4, we have proved that if f and g are topologically conjugate,
then n(f) = n(g). By Theorem 9, we deduce that for every n ≥ n(f) = n(g), the set of
primitive types of f of order n coincides with the set of primitive geometric types of g of
order n. In particular, we have the following corollary.

Corollary 2.7. If f and g are conjugate generalized pseudo-Anosov homeomor-
phisms, for all m ≥ n(f) = n(g), T (f,m) = T (g,m) and their canonical types are
the same, i.e., T (f, n(f)) = T (g, n(g)).

In the next chapter, we will demonstrate that if f and g are pseudo-Anosov home-
omorphisms with geometric Markov partitions of the same geometric type, then they
are topologically conjugate trough an orientation preserving homeomorphism. Therefore,
having the same canonical type is a sufficient condition for topological conjugacy. We are
going provided an answer to the finite presentation problem, but, currently, we do not
have a finite algorithm to compute n(f) or T (f, n(f)) starting from an arbitrary Markov
partition of f with geometric type T . What is possible, and will be shown in the last
chapter, is the existence of a finite algorithm that, given a geometric type T , computes a
number O(T ) ≥ n(f) and the set T (f, n) for n ≥ O(T ). This allows us to obtain a finite
presentation of f although it may not be canonical.





CHAPTER 3

Combinatorial representatives of conjugacy classes.

I know the pieces fit
Cause I watched them fall away

Schism- Tool

A complete conjugation invariant.

The objective of this chapter is to prove the following Theorem 11 that addresses Item
1.I in Problem 1, regarding the combinatorial representation of the conjugacy class of a
generalized pseudo-Anosov homeomorphism.

Theorem 11. Let f : Sf → Sf and g : Sg → Sg be two generalized pseudo-Anosov
homeomorphisms. Then, f and g have a geometric Markov partition of the same geometric
type if and only if there exists an orientation preserving homeomorphism between the
surfaces h : Sf → Sg that conjugates them, i.e., g = h ◦ f ◦ h−1.

We will prove that every generalized pseudo-Anosov homeomorphism f with a geo-
metric Markov partition of geometric type T is conjugate to a unique combinatorial model
determined by T , denoted by (ΣT ,ΣT ). Before proceeding, let’s outline our strategy.

Suppose f : S → S is a generalized pseudo-Anosov homeomorphism with a geomet-
ric Markov partition of geometric type T . In order to prove Theorem 11, our strategy
is to construct a combinatorial model of f using the sub-shift of finite type associated
with the geometric type T and quotient it by an equivalence relation ∼T determined by
T . Then, Proposition 3.18 establishes that every generalized pseudo-Anosov homeomor-
phism with a Markov partition of geometric type T is topologically conjugate to such a
combinatorial model. This implies that any two pseudo-Anosov homeomorphisms with
the same geometric type are topologically conjugate. After that we need to prove that
the homeomorphism that conjugated the pseudo-Anosov is orientation preserving.

If we let A := A(T ) be the incidence matrix of T , the construction of the combinatorial
model involves taking the quotient of the sub-shift of finite type (ΣA, σ) by an equivalence
relation ∼T . This results in a space denoted by ΣT := ΣA/ ∼T , where the shift map σ
induces a generalized pseudo-Anosov homeomorphism σT . The equivalence relation ∼T
is directly related to every pair (f,R) that realizes T through the concept of projection
πf : ΣA → S. The projection πf is a continuous function that semi-conjugates σ with
f . The explicit relationship between the equivalence relation ∼T and the projections is
established in Proposition 3.1, which serves as the main technical result in this chapter.

Proposition 3.1. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix A = A(T ). Consider the sub-shift of finite type (ΣA, σ) associated with
T . We can define an equivalence relation ∼T on ΣA algorithmically in terms of T .

69
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The equivalence relation ∼T has the following property: If (f,R) is a pair that realizes
the geometric type T , and πf : ΣA → S is the projection induced by (f,R), then for any
pair of codes w, v ∈ ΣA, they are ∼T -related if and only if their projections coincide, i.e.,
πf (w) = πf (v).

First, we will introduce the concepts of symbolic dynamical systems that form the
basis of our construction. Then, we will proceed to define the equivalence relation step
by step. The main result of this chapter is that the geometric type serves as a complete
conjugacy invariant for pseudo-Anosov homeomorphisms. As a consequence, we obtain
Corollary3.1, which provides a collection of finite invariants for the conjugacy class.

Corollary 3.1. Two generalized pseudo-Anosov homeomorphisms f and g are topo-
logically conjugate trough and orientation preserving homeomorphism if and only if there
exists an integer n ≥ max{n(f), n(g)} such that T (f, n) = T (g, n).

In particular, they are topologically conjugate if and only if their canonical geometric
types are the same, i.e., T (f, n(f)) = T (g, n(g)).

1. Symbolic dynamical systems induced by a geometric type.

In this exposition, we introduce the properties and definitions of symbolic dynami-
cal systems from which we will develop our combinatorial models. We formulate and
prove some classical results in terms of geometric type to provide a unified approach and
highlight the challenge of associating a symbolic dynamical system to a homeomorphism.

1.1. The incidence matrix of a geometric Type. Let f be a generalized pseudo-
Anosov homeomorphism and R be a geometric Markov partition of f with geometric type
T . The incidence matrix of (f,R) is the matrix A := A(f,R) = (ai,j) with coefficients
given by:

ai,j = #{c.c. of
o

Ri ∩ f−1(
o

Rj)}.
Since our original information is a geometric type, we explain how to obtain the incidence
matrix of a geometric Markov partition in terms of the geometric type of the partition.
The coefficient ai,k can be obtained by counting how many horizontal sub-rectangles of
Ri are mapped to vertical sub-rectangles of Rk, i.e., by counting all j ∈ {1, . . . , hi} such
that Φ(i, j) = (k, l,±1). This gives rise to the formula:

ai,k = #{j ∈ {1, · · · , hi} : Φ(i, j) = (k, l, ε(i, j))}.
The incidence matrix contains less information than the geometric type, and there

can be multiple geometric types with the same incidence matrix. However, this formula
suggests a general definition.

Definition 3.1. Let T = {n, {(hi, vi)}ni=1,ΦT} be an abstract geometric type. The
incidence matrix of the geometric type T is denoted by A(T ) and defined as the matrix
A(T ) = (aik) with coefficients given by:

ai,k = #{j ∈ {1, · · · , hi} : Φ(i, j) = (k, l, ε(i, j))}.
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If T belongs to the pseudo-Anosov class and the pair (R, f) realizes T , i.e., T =
T (f,R), we can conveniently write A(T ) = A(T (f,R)) = A(R) to refer to the same
object, depending on the level of precision required. Now, let us pose an interesting
question.

Question 3.1. Give an example of two non-conjugate generalized pseudo-Anosov
homeomorphisms f and g with geometric Markov partitions whose geometric types Tf
and Tg have the same incidence matrices, i.e., A(Tf ) = A(Tg). How are the genera of Sf
and Sg related? Are they equal?

Definition 3.2. A matrix A with non-negative coefficients is called mixing if there

exists an n such that An = (a
(n)
i,j ) is positive definite, i.e., for all i and j, a

(n)
i,j > 0.

A matrix A whose coefficients are either 0 or 1 is called a binary matrix.

The coefficients of the incidence matrix of a Markov partition R can take any value in
N. For example, if the image of the rectangle Ri intersects the interior of Rj twice, then
ai,j = 2. This introduces complications in our arguments. However, there is a way to
obtain a Markov partition H(R) such that the image of each rectangle in H(R) intersects
another rectangle in H(R) at most once. This means that the incidence matrix of H(R)
has coefficients of either 0 or 1, i.e., it is binary. Subsection 1.2 addresses this refinement,
where we discuss the difficulties that will arise in Subsection 1.3 when we consider the
sub-shift of finite type associated with a Markov partition and its projections.

The following result is proved in [7, Lemma 10.21]

Lemma 3.1. If A is the incidence matrix of a Markov partition of a pseudo-Anosov
homeomorphism, then A is mixing.

Remarque 1.1. The term ani,j counts how many times fn(
o

Ri) intersects
o

Rj. The
fact that A(R) is mixing is equivalent to the existence of an n ∈ N such that for all i, j,

fn(
o

Ri) ∩
o

Rj 6= ∅. In fact, if for some n ∈ N+ and every coefficient in the matrix An is
positive, i.e ani,j > 0, then for all m > n, ami,j > 0 as well.

1.2. The horizontal refinement of a geometric type. The partition H(f,R)
that we define next contains all the horizontal sub-rectangles of the original Markov
partition (f,R). We explain how to make H(f,R) a geometric partition of f by using the
orientation induced by R and labeling the sub-rectangles according to the lexicographic
order. We then prove that H(f,R) is a geometric Markov partition of f (Lemma 3.2)
called the horizontal refinement of (f,R), whose geometric type is uniquely determined
by T (Proposition 3.2).

Definition 3.3. Let T := (n, {(hi, vi)}ni=1,ΦT ) be a geometric type in the pseudo-
Anosov class. Let (f,R) be a pair that realizes T , where R = {Ri}ni=1. Consider the
following construction:

• Let H(f,R) := {H i
j}(i,j)∈H(T ) be the family of horizontal sub-rectangles of (f,R).

• Endow each rectangle H i
j with the orientation induced by Ri.

• Endow the set H(T ) := {(i, j) : i ∈ {1, · · · , n} and j ∈ {1, · · · , hi}} with the
lexicographic order using the function r : H(T ) → {1, · · · ,

∑n
i=1 hi = α(T )}
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defined by the formula:

r(i0, j0) =
∑
i<i0

hi + j0

• The rectangles of H(f,R) are indexed by the formula Hr(i,j) := H i
j,which we can

synthesize as H(R) = {Hr}α(T )
r=1 .

The family of oriented rectangles constructed in this way, H(f,R), is called the horizontal
refinement of (f,R).

The horizontal refinement H(f,R) is shown to be a Markov partition of f in Lemma
3.2. To gain some intuition about the proof, we suggest the reader to refer to Figure 1.

Lemma 3.2. Let T be a geometric type in the pseudo-Anosov class, and (f,R) be a
pair realizing T . The horizontal refinement H(f,R) is a geometric Markov partition of
the generalized pseudo-Anosov homeomorphism f .

Proof. Suppose f : S → S and the geometric Markov partition is R = Ri
n
i=1. The

geometric type of (f,R) is denoted by T and is given by:

T (f,R) := T = (n, {(hi, vi)}ni=1,ΦT = (ρT , εT )).

The family of horizontal sub-rectangles of (f,R), {H i
j : (i, j) ∈ H}, always covers the

surface S and has disjoint interiors. Thus, H(f,R) is a partition of S into rectangles.
Let’s analyze its boundary.

The unstable boundary of H(f,R), denoted by ∂uH(f,R) = ∪(i,j)∈H∂
uH i

j, coincides

with the unstable boundary of R, making it f−1-invariant.
The stable boundary of H(f,R) consists of the stable boundaries of the rectangles

H i
j, denoted by ∂sH(f,R) = ∪(i,j)∈H∂

sH i
j. Since f(H i

j) = V k
l and V k

l is a vertical sub-

rectangle of Rk ∈ R, the horizontal boundary of V k
l is contained in ∂sRk. This implies

that f(∂sH i
j) ⊂ ∂sHk

1 ∪ ∂sHk
hk

. Thus, we deduce that the stable boundary of H(f,R) is
f -invariant.

Since H(f,R) satisfies the properties of Proposition 1.5, it is a Markov partition of
f . It is clear that the conventions regarding the order and orientations of the rectangles
given in Definition 3.3 of the horizontal refinement make H(f,R) a geometric Markov
partition of f .

�

Definition 3.4. Let T be a geometric type in the pseudo-Anosov class, and let (f,R)
be any pair that realizes T . The geometric type of the horizontal refinement H(f,R) is
denoted by TH(f,R) := T (H(f,R)).

The horizontal refinement was defined using a pair, (f,R), that realizes T . We would
like to clarify that if (g,Rg) is another realization of T , its respective horizontal refinement
has the same geometric type, TH(f,R) = TH(g,Rg), and thus they define a unique
geometric type H(T ) that is canonically associated with T .

Proposition 3.2 establishes that TH(f,R) = TH(g,Rg), and indeed TH(f,R) is ex-
pressed in terms of T . This is the definition we use for the horizontal refinement of a
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Figure 1. Horizontal refinement

geometric type H(T ). It also states that the geometric type of the horizontal refinement
has the desired property of having an incidence matrix with coefficients in {0, 1}.

Proposition 3.2. Let T be a geometric type in the pseudo-Anosov class, and let
(f,Rf ) and (g,Rg) be two pairs that realize T . We can deduce the following:

i) The incidence matrix of H(f,R) is binary.
ii) The geometric type of H(f,Rf ) is uniquely determined by an algorithm and for-

mulas in terms of T .
iii) The horizontal refinements of H(f,Rf ) and H(g,Rg) have the same geometric

type, denoted as H(T ) := T (H(f,Rf )) = T (H(g,Rg)).

We refer to H(T ) as the horizontal type of T .

Proof. For every (i, j), (k, j′) ∈ H(T ) the number of connected components in
For every (i, j), (k, j′) ∈ H(T ), the number of connected components in the intersection

f(Hr(i,j)) ∩ Hr(k,j′) determines the coefficient ar(i,j)r(k,j′) of the incidence matrix A :=
A(H(f,R)). Please consider the following equality between sets:

(24) f(Hr(i,j)) ∩Hr(k,j′) = f(
o

H i
j) ∩

o

Hk
j′ =

o

V k
l ∩

o

Hk
j′

By definition and the left side of Equation 24, the coefficient ar(i,j)r(k,j′) in A is equal
to the number of connected components that result from the intersection of the interiors
of a horizontal sub-rectangle and a vertical sub-rectangle of Rk.

With this interpretation in mind, if k 6= k′, the interiors of the rectangles Rk and Rk′

are disjoint, and thus ar(i,j),r(k,j′) = 0. Since the interior of Rk is an embedded (open)
rectangle, if k = k′, the intersection of the interior of a horizontal sub-rectangle and a
vertical sub-rectangle of Rk has only one connected component. Therefore, ar(i,j)r(k,j′) = 1.
This proves Item i).

Let’s deduce the geometric type of H(f,R) using only the information from T , the
chosen orientation, and the lexicographic order. Let’s denote the resulting geometric type
as

TH(f,R) = {n′, {(h′i, v′i)}n
′

i′=1,ΦT ′ = (ρ′, ε′)}.
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We need to determine all the parameters. The number of elements in H(T ) determines
n′, which can be calculated using the formula:

(25) n′ =
n∑
i=1

hi =
n∑
i=1

vi = α(T ).

Just remember that the number of elements in H(T ) corresponds to the number of
horizontal sub-rectangles in (f,R).

Let (i, j) ∈ H(T ) and suppose ΦT (i, j) = ((k, l), εT (i, j)) for the rest of the proof. The
pair (f,H(f,R)) denotes the horizontal refinement H(f,R) viewed as a Markov partition
of f .

Based on our previous analysis, the vertical sub-rectangles of the rectangles Hr(i,j) in
(f,H(f,R)) correspond to the connected components of the intersection of the interiors
of all the vertical sub-rectangles V i

l of Ri with H i
j. The incidence matrix determines that

all vertical sub-rectangles of Ri intersect every horizontal sub-rectangle of Ri exactly once.
Therefore, the number of vertical sub-rectangles of Hr(i,j) is constant with respect to i.
We can infer that the number of vertical sub-rectangles of Hr(i,j) is equal to vi, i.e.

(26) v′r(i,j) = vi

Moreover, these vertical sub-rectangles are ordered from left to right in a coherent way
with the horizontal orientation of Ri by

(27) {V r(i,j)
l }vil=1.

The number of horizontal sub-rectangles of Hr(i,j), denoted as h′r(i,j), is equal to hk
because f(Hr(i,j)) = f(H i

j) = V k
l intersects exactly hk distinct horizontal sub-rectangles

of Rk and no other horizontal sub-rectangles of (f,R). These horizontal sub-rectangles
are ordered in increasing order according to the vertical orientation of Hr(i,j), which is
inherited from Ri, in the following manner:

(28) {Hr(i,j)
j′ }hkj′=1.

We proceed to determine ρ′ and ε′. Recall that we assumed ΦT (i, j) = ((k, l), εT (i, j)).
To establish ρ′, we need to consider the change of orientation in f(Hk

j ) given by εT (i, j).
We will split the calculation based on the two cases.

First, assume εT (i, j) = 1 and j0 ∈ {1, · · · , hk}, representing the horizontal sub-

rectangle H
r(i,j)
j0

of Hr(i,j). Since f(Hr(i,j)) = V k
l preserves the vertical orientation, the

horizontal sub-rectangle of Rk that intersects f(Hr(i,j)) = V k
l at position j0 with respect

to the vertical orientation of Rk is labeled by r(k, j0). Also, f(H
r(i,j)
j0

) corresponds to the

vertical sub-rectangle of Rk that is at position l, so f(H
r(i,j)
j0

) is the vertical sub-rectangle

V
r(k,j0)
l . We can express this construction in terms of the geometric type using the formula:

(29) ΦT ′(r(i, j), j0) := (ρ′(r(i, j), j0), ε′(r(i, j), j0) = (r(k, j0), l, εT (i, j)).
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In the case of εT (i, j) = −1, f changes the vertical orientation of H i
j with respect

to V k
l = f(H i

j). This implies that the horizontal sub-rectangle of Rk containing the

image of H
r(i,j)
j0

is located at position j0 with the inverse vertical orientation of Rk, which
corresponds to position (hk − (j0 − 1)) with the prescribed orientation in Rk. Therefore,

the horizontal sub-rectangle of Rk corresponding to f(H
r(i,j)
j0

) is given by:

Hk
hk−(j0−1) = Hr(k,hk−(j0−1)) ∈ H(f,R)

The vertical sub-rectangle of (f,Hr(k,hk−(j0−1))) that contains f(H
r(i,j)
j0

) is a subset of

V k
l , so it is located at position l with respect to the horizontal orientation of Rk. We can

conclude that:

f(H
r(i,j)
j0

) = V
r(k,h−(j0−1))
l .

The change in the vertical direction of the sub-rectangle Hr(i,j)j0 is quantified by
ε′(r(i, j), j0). However, the change in the vertical direction of Hr(i,j)j0 is determined by
the change in the orientation of f restricted to H i

j. This information is governed by εT (i, j)
in the geometric type T , and we have ε′(r(i, j), j0) = εT (i, j). In terms of T , we have the
formula

(30) ΦT ′(r(i, j), j0) = (r(k, hk)− (j0 − 1), l, εT (i,j0)).

The equations 29 and 30 are determined by T , and their computation is algorithmic,
proving Item ii).

The horizontal refinements of H(f,Rf ) and H(g,Rg) yield the same equations: (25),
(26), (27), (28), (29) and (30). Therefore, they result in the same geometric type, H(T ) :=
T (H(f,Rf )) = T (H(g,Rg)). This proves Item iii).

�

The following corollary is a direct consequence of Proposition 3.2. However, its for-
mulation will be useful for future arguments related to the general case of the Theorem
11.

Corollary 3.2. Let T be a geometric type in the pseudo-Anosov class, the horizontal
type of T , H(T ), is in the pseudo-Anosov class.

1.3. The sub-shift of fine type of a Geometric type. Let Σ =
∏

Z{1, · · · , n} be
the set of bi-infinite sequences in n-digits. The elements of Σ are called codes, denoted by
w = (wz)z∈Z, and Σ is endowed with the topology induced by the metric:

(31) dΣ(x, y) =
∑
z∈Z

δ(xz, yz)

2|z|
,

where δ(xz, yz) = 0 if and only if xz = yz and δ(xz, yz) = 1 if and only if xz 6= yz. In
this manner, if there is a big interval of integers around zero where two codes coincide,
their distance is small. Like Σ is the product of compact spaces, Tychonoff’s theorem
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implies that Σ is a compact space. The shift over Σ is the homeomorphism σ : Σ → Σ
given by the relation:

(32) (σ(w))z = wz+1.

for all z ∈ Z and all codes w ∈ Σ.
Take a binary matrix A ∈ Mn×n({0, 1}). Then A permits the definition of a subset

of Σ given by:

(33) ΣA := {w = (wz)z∈Z ∈ Σ : ∀z ∈ Z, (awz ,wz+1) = 1}.
Lemma 3.3 is a well-known result in the theory of symbolic dynamical systems, whose

proof only use that ΣA is a closed sub-set of the compact space Σ.

Lemma 3.3. The set ΣA is a compact subset of Σ and is invariant under the shift map
σ.

Definition 3.5. The sub-shift of finite type associated with the matrix A ∈Mn×n({0, 1})
is the dynamical system (ΣA, σ), where ΣA is the set defined earlier and σ is the shift map.

Definition 3.6. Let T be a geometric type in the pseudo-Anosov class, and suppose
its incidence matrix A is binary. The sub-shift of finite type associated with T is (ΣA, σ),

Any geometric type T in the pseudo-Anosov class has an associated sub-shift of finite
type through the incidence matrix of its horizontal refinement, H(T ). This sub-shift
of finite type can be seen as an example of a symbolic dynamical system induced by a
geometric type.

1.4. The projection πf . Following the intuition, the projection πf : ΣA → S that we
are going to define is a natural way to relate (ΣA, σ) with (f,R) as dynamical systems.
It recovers the idea of associating every code w = (wz) with a point x in S such that
f z(x) visits the rectangle Rwz at any time z ∈ Z. Then, the f -orbit of x is ruled by w.
The definition requires that the incidence matrix has coefficients in 0, 1. Therefore, its
definition depends strongly on the Markov partition, and this is the first obstruction for
πf to be a function.

Definition 3.7. Let T be a geometric type in the pseudo-Anosov class, with an in-
cidence matrix A := A(T ) that is binary, meaning it has coefficients in 0, 1. Let (f,R)
be a realization of T . The projection with respect to (f,R), denoted as πf : ΣA → S, is
defined by the relation:

(34) πf (w) =
⋂
n∈N

∩nz=−nf−z(
o

Rwz).

for every w = (wz)z∈Z ∈ ΣA.

Remark 6. There exists another way to define the projection πf , which is more clas-
sical and is given by the relation:

φf (w) = ∩z∈Zf−z(Rwz).
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The problem with this definition is that, if the rectangles of R are not embedded, the
projection φf defined in this manner is not necessarily a single valued map since the set
∩z∈Zf−z(Rwz) could contain more than one point.

It could useful to observe that if w ∈ ΣA then, for all z1, z2 ∈ Z the intersection of

the rectangles, f−z1(RwZ1
) ∩ f−z2(Rwz2

) is a rectangle and the intersection f−z1(
o

RwZ1
) ∩

f−z2(
o

Rwz2
) the interior of a rectangle. We are going to use this observation with regularity

in the following text.
Proposition 3.3 is a classic result in the theory. It was proven in [7, Lemma 10.16],

where πf is defined as φf (w) = ∩z∈Zf−z(Rwz). Here, we include the proof for the sake of
completeness.

Proposition 3.3. If R is the Markov partition of a pseudo-Anosov homeomorphism
f : S → S, with a binary incidence matrix A := A(R), then the projection πf : ΣA → S
is a continuous, surjective, and finite-to-one map1. Furthermore, πf semi-conjugates f
with σ, i.e., f ◦ πf = πf ◦ σA.

The proof of Proposition 3.3 will be divided into several Lemmas. Let’s fix some
notation.

Let R be a rectangle. The unstable length of R, denoted as Lu(R), is defined as the
measure µs(J) for any unstable segment J of R. Similarly, the stable length of R, denoted
as Ls(R), is defined as the measure µu(I) for any stable segment I of R. Finally, the
width of R is given by:

W (R) = max{Ls(R), Lu(R)}.
If R = {Ri}ni=1 is a Markov partition, then the width of R is given by:

W (R) = max{W (Ri) : i ∈ {1, · · · , n}}.

Lemma 3.4. If R is a Markov partition of f with a binary incidence matrix, then
the projection πf is a well-defined map. Is to said that πf (w) it is a unique point in the
surface.

Proof. Let w be in ΣA we must prove that πf (w) has only one point. The unstable
length of Ri was previously define. Let’s take the maximum of such lengths:

Lu(R) := max{Lu(Ri) : i = 1, · · · , n} = Lu.

For every n ≥ 0, let Hn := ∩i≤nf−i(Rwi) ⊂ f−n(Rwn). Since the incidence matrix of R
has only 0 or 1 as coefficients the sets Hn have only one connected component, and they
are horizontal sub-rectangles of Rw0 , hence

Lu(Hn) = µs(∩i≤nf−i(Rwi)) ≤ µs(f−n(Rwn))) = λ−nµs(Rwn) ≤ λ−nLu

Therefore their vertical lengths converges to zero, i.e. limn→∞ µ
s(Hn) = 0, so ∩z≥0f

−z(Rwz)
is an horizontal segment Iw of Rw0 (the measures µs take positive values in any non-trivial
interval).

1What is implicit in this statement is that πf (w) is a single point in the surface.
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Similar arguments using the µu-measure show that Vn = ∩0≥z≥nf
−z(Rwz) is horizontal

sub-rectangles of Rw0 whose horizontal length converges to zero, in view of the following
computation: for all n ∈ N,

Ls(Vn) = µu(∩i≤nf i(Rw−i)) ≤ µu(fn(Rw−n))) = λ−nµu(Rwn) ≤ λ−nLs(R)

Therefore ∩z≤0f
−z(Rwz) is a vertical segment Jw of Rw0 . The intervals Jw and Iw intersects

in a finite number of points as are they are compact.

Iw ∩ Jw = {xi}mi=1

Then there exist pairwise disjoint open sets {Ui}mi=1 such that xi ∈ Ui and they are
disjoints. Now lets come back to our projection.

Clearly

πf (w) ⊂ ∩z∈Zf−z(Rwz) = Iw ∩ Jw

Let
o

Qn = ∩nz=−nf−z(
o

Rwz) an open rectangle and its closure Qn = ∩nz=−nf−z(
o

Rwz) have
the finite intersection property, therefore its intersection is not empty. So πf (w) is finite

collection of points. But as the width of
o

Qn converge to zero and is a connected set, there

exist N ∈ N and a unique i ∈ {1, · · · ,m} such that for all n ≥ N ,
o

Qn ⊂ Ui. This implies
that πf (w) ⊂ Ui and the only possibility is πf (w) = xi. This end the proof. �

With the metric that we defined for Σ and ΣA, two codes w and v are ’close’ if there
exists a certain N ∈ N such that for all −N ≤ z ≤ N , wz = vz. This means that there
is a central block around 0 where the codes coincide. In particular, for all n ≥ N , the
rectangles Qn(w) induced by w and Qn(v) induced by v are the same. This observation
leads to the next corollary.

Corollary 3.3. With the hypothesis of Proposition 3.3, the projection πf is contin-
uous.

Lemma 3.5. Under the assumptions of Proposition 3.3, the projection πf is a semi-
conjugation between σ and f , i.e. f ◦ πf = πf ◦ σA.

Proof. Let w ∈ ΣA need to show that

f ◦ πf (w) = πf ◦ σ(w).
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A direct computation gives that:

f ◦ πf (w) = f

(⋂
n∈N

∩nz=−nf z
(

o

Rw−z

))
=

⋂
n∈N

f

(
∩nz=−nf z

(
o

Rw−z

))
=
⋂
n∈N

∩nz=−nf(f z
(

o

Rw−z

)
) =

⋂
n∈N

∩nz=−n(f z+1

(
o

Rw−z

)
) =

⋂
n∈N

∩n+1
k=−n+1(fk

(
o

Rw−k+1

)
)

⊂
⋂
n∈N

∩n−1
k=−(n−1)(f

k

(
o

Rw−k+1

)
) =

⋂
n∈N

∩nk=−n(fk
(

o

Rw−k+1

)
)

= πf ◦ σ(w).

Since the Lemma 3.4 established that f ◦ πf (w) and πf ◦ σ(w) have only one element,
the previous contention is indeed and equality and this argument complete our proof.

�

Lemma 3.6. The projection πf :→ S is surjective.

For all x ∈ S, we will construct an element of ΣA that projects to x. The sector codes
we define below will do the job. It was shown in Lemma 1.3 that each sector is contained
in a unique rectangle of the Markov partition, and Proposition 1.3 shows that the image
of a sector is a sector. This allows for the following definition.

Definition 3.8. Let R = {Ri}ni=1 be a Markov partition whose incidence matrix is
binary. Let x ∈ S be a point with sectors {e1(x), · · · , e2k(x)} (where k is the number of
stable or unstable separatrices in x).

The sector code of ej(x) is the sequence ej(x) = (e(x, j)z)z∈Z ∈ Σ, given by the rule:

e(x, j)z := i, where i ∈ {1, . . . , n} is the index of the unique rectangle in R such that the
sector f z(ej(x)) is contained in the rectangle Ri.

Any w ∈ Σ that is equal to the sector code of ej(x) (for some j ) is called a sector
code of x. The space Σ of bi-infinite sequences is larger than ΣA. We need to show that
every sector code is, in fact, an admissible code, i.e., that ej(x) ∈ ΣA.

Lemma 3.7. For every x ∈ S, every sector code e := ej(x) is an element of ΣA.

Proof. Let A = (aij) the incidence matrix. The code e = (ez) is in ΣA if and only if

for all z ∈ Z, aezez+1 = 1. By definition, this happens if and only if f(
o

Rez) ∩
o

Rez+1 6= ∅.
Let {xn}n∈N be a sequence converging to f z(x) and contained in the sector f z(e). By

Lemma 1.3 the sector f z(e) is contained in a unique rectangle Rez , and we can assume

{xn} ⊂ Rez . Moreover, there exists N ∈ N such that xn ∈
o

Rez for all n ≥ N . Remember
that the sector f z(e) is bounded by two consecutive local stable and unstable separatrices
of f z(x): F s(f z(x)) and F u(f z(x)). If for every n ∈ N, xn is contained in the boundary of
Rez , this boundary component is a local separatrice of x between F s(f z(x)) and F u(f z(x)),
which is not possible.
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Since the image of a sector is a sector, the sequence {f(xn)} converges to f z+1(x) and
is contained in the sector f z+1(e). The argument in the last paragraphs also applies to

this sequence, and f(xn) ∈
o

Rez+1 for n big enough. This proves that f(
o

Rez)∩
o

Rez+1 is not
empty.

�

The sector codes of a point x are not only admissible; as the following Lemma shows,
they are, in fact, the only codes in ΣA that project to x.

Lemma 3.8. If w = (wz) ∈ ΣA projects under πf to x, then w is equal to a sector code
of x.

Proof. For each n ∈ IN , we take the rectangle Fn = ∩nj=−nf−j(
o

Rwj), which is non-
empty because w is in ΣA. The following properties hold:

i) πf (w) = x ∈ Fn for every n ∈ Z.
ii) For all n ∈ N, Fn+1 ⊂ Fn.

iii) For every n ∈ N, there exists at least one sector e of x contained in Fn. If this
does not occur, there is ε > 0 such that the regular neighborhood of size ε around
x, given by Theorem 2, is disjoint from Fn. However, x ∈ Fn by item i).

iv) If the sector e ⊂ Hn, then for every m ∈ Z such that |m| ≤ n:

fm(e) ⊂ fm(Hn) = ∩m+n
j=m−nf

−j(
o

Rwm−j) ⊂
o

Rm.

which implies that em = wm for all m ∈ {−n, · · · , n}.
By item ii), if a sector e is not in Fn, then e is not in Fn+1. Together with the fact

that for all n there is always a sector in Fn (item iii)), we deduce that there is at least
one sector e of x that is in Fn for all n. Then, we apply point iv) to deduce ez = wz for
all z. �

Let x be a point with k stable and k unstable separatrices. Then x has at most 2k
sector codes projecting to x.

Corollary 3.4. For all x ∈ S, if x has k separatrices, then π−1
f (x) = {ej(x)}2k

j=1. In

particular, πf is finite-to-one.

This ends the proof of Proposition 3.3.

1.5. The quotient space is a surface. There is a very natural equivalence relation
in ΣA in terms of the projection πf . Two codes w and v in ΣA are f -related, written as
w ∼f v, if and only if πf (w) = πf (v). The quotient space is denoted as Σf = ΣA/ ∼f ,
and [w]f represents the equivalence class of w. If w ∼f v, by definition:

[πf ]([w]f ) = πf (w) = πf (v) = [πf ]([v]f ).

Even more, since πf : ΣA → S is a continuous function, ΣA is compact, and S is a
Hausdorff topological space, the closed map lemma implies that πf is a closed function.
Furthermore, since πf is surjective, it follows that πf is a quotient map. Therefore, the
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projection πf induces a homeomorphism [πf ] : Σf → S in the quotient space. The shift
behaves well under this quotient since:

[σf ([w]f )]f := [σ([w])]f

and w ∼f v. The semi-conjugation of f and σ through πf implies that:

[σ(w)] ∼f [σ(v)].

then the map [σ] : Σf → Σf is well defined and is, in fact, a homeomorphism as well, and

[πf ] ◦ [σ]([w]f ) = [πf ][σA(w)]f = πf (σ(w))) =

f ◦ (πf (w)) = f ◦ [πf ]([w]f ).

Therefore, [πf ] determines a topological conjugation between f and [σA]. This implies
that Σf is a surface homeomorphic to S, and [σ] is a pseudo-Anosov homeomorphism. It is
almost the ideal situation. Let us summarize this discussion in the following proposition.

Proposition 3.4. The quotient space Σf := ΣA/ ∼f is homeomorphic to Sf , and the
quotient shift σf : Σf → Σf is a generalized pseudo-Anosov homeomorphism, topologically
conjugated to f : Sf → Sf through the quotient projection:

[πf ] : Σf → Sf .

If we have two pseudo-Anosov maps f : Sf → Sf and g : Sg → Sg with Markov
partitions of the same geometric type, after a horizontal refinement, they have the same
incidence matrix A with coefficients in {0, 1} and are associated with the same sub-shift
of finite type (ΣA, σ). However, the projections πf and πg are not necessarily the same.
In particular, while ΣA/ ∼f is homeomorphic to Sf and ΣA/ ∼g is homeomorphic to Sg,
we cannot affirm that Sf is homeomorphic to Sg.

The problem arises from the fact that given x ∈ Sf and y ∈ Sg, we don’t know if
π−1
f (x) ∩ π−1

g (x) 6= ∅ implies π−1
f (x) = π−1

g (x). In the proof of the finite-to-one property

Lemma, it was shown that every code in π−1
f (x) is a sector code of x. Therefore, if

π−1
f (x) ∩ π−1

g (y) 6= ∅, there is a common sector code of x and y. However, this does not
imply a unique (or continuous) correspondence between the sets of sectors of x and y.
For example, it is possible for x to have a different number of prongs than y.

This ambiguity cannot be resolved by the incidence matrix alone because two sector
codes are considered different if, after iterations of σ, they are in different rectangles. If
a point x is in the corner of 4 rectangles and y is in the corner of 3 rectangles, then x has
4 different sector codes, while y has only 3. This discrepancy in the number of incident
rectangles at a point is overcome by the implementation of the geometric type.

To address this, we will construct another quotient space of ΣA called ΣT and define
an equivalence relation ∼T in terms of the geometric type T .

2. The equivalent relation ∼T .

In this section, we will define a the equivalence relation that satisfy the properties enu-
merated in Proposition 3.1. Given a Markov partition R = {Ri}ni=1, we have introduced
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the following notation: the interior of the partition is denoted by
o

R := ∪ni=1

o

Ri, and the
stable or unstable boundary of R is denoted by ∂s,uR := ∪ni=1∂

s,uRi.
The general idea is to start with a geometric type T within the pseudo-Anosov class and

define a decomposition of ΣA(T ) in terms of T into three subsets: ΣI(T ), ΣS(T ), and ΣU(T ).
We will then introduce three relations, ∼I,s,u, over these sets based on the properties of
T . These relations will be extended to an equivalence relation ∼T in ΣA. Finally, we will
prove that for any pair (f,R) that realizes T , πf (w) = πf (v) if and only if w ∼T v. The
subsets and the equivalence relation ∼T will be determined through several steps, which
we will outline below:

• We define the set of periodic points in ΣA denoted by ΣP . It is proven that
πf (ΣP ) corresponds to the periodic points of f , and for every periodic point p of
f , π−1

f (p) ⊂ ΣP .

• We construct a finite family of positive codes S(T )+, called s-boundary label codes.
It is proven that every code w ∈ ΣA whose positive part is in S(T )+ is projected
by πf to the stable boundary of a Markov partition (f,R) whose geometric type
is T . This determines a subset S(T ) ⊂ ΣA(T ) of s-boundary codes.

• A relation ∼s is defined in S(T ), which satisfies the property that two codes in

S(T ) are ∼s-related, i.e., w ∼s v if and only if they project to the same point

πf (w) = πf (v) in the stable boundary of two adjacent rectangles of the Markov
partition.
• Similarly, we construct a finite family of negative codes U(T )−, called u-boundary

label codes, and the subset U(T ) ⊂ ΣA(T ) of codes whose negative part is in U(T )−.

It is proven that U(T ) projects by πf to the unstable boundary of rectangles in

the Markov partition. A relation ∼u is defined in U(T ) such that if two codes
are ∼u-related, they are projected to the same point in the unstable boundary of
two adjacent rectangles of the Markov partition.
• Using the relations ∼s and ∼u, we define a set of periodic codes ΣP(T ) ⊂ ΣA,

which are projected by πf to the boundary periodic points of R.
• We define the s-boundary leaf codes ΣS(T ) ⊂ ΣA as the set of codes w for which

there exists k ∈ Z such that σk(w) ∈ S(T ). Similarly, the u-boundary leaf codes

ΣU(T ) ⊂ ΣA is the set of codes w for which there exists k ∈ Z such that σk(w) ∈
U(T ). The relations ∼s and ∼u are extended to the sets of s-boundary leaf codes
and u-boundary leaf codes, respectively, by declaring that w, v ∈ ΣS(T ) are S-
related, i.e., w ∼S v, if and only if there is k ∈ Z such that σk(w), σk(v) ∈ ΣS(T )

and σk(w) ∼s σk(v). Similarly, we define the relation ∼U over ΣU(T ) ⊂ ΣA.
• We prove that πf (ΣS(T )) and πf (ΣU(T )) corresponds to the stable and unstable

leaves of the periodic boundary points of (f,R), and they are the only codes in
ΣA with this property.
• It is proved that if w, v ∈ ΣS(T ),ΣU(T ) are S, U -related, then πf (w) = πf (v).
• We extend the relations ∼S and ∼U to a relation ∼S,U in the union ΣS(T )∪ΣU(T ).

It is proved that w, v ∈ ΣS(T ) ∪ ΣU(T ) are ∼S,U -related if and only if they are
projected by πf to the same point.
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• The subset ΣI(T ) of ΣA is the complement of ΣS(T ) ∪ ΣU(T ) in ΣA. πf (ΣI) is
contained in the complement of the stable and unstable foliation of the periodic
boundary points of R and are called totally interior codes. We define ∼I as the
identity relation in ΣI(T ). It is proved that w ∈ ΣI if and only if all the sector
codes of πf (w) are the same.
• We extend the relations ∼S,U,I to a relation ∼T in ΣA. We prove that it is an

equivalence relation in ΣA and satisfies Proposition 3.1.

2.1. Periodic codes and periodic points. Let T be a geometric type whose inci-
dence matrix is binary. Let f : S → S be a generalized pseudo-Anosov homeomorphism
with a Markov partition of geometric type T , denoted as (f,R). Consider πf : ΣA → S
as the projection induced by (f,R) into S. In this subsection, A := A(T ) represents the
incidence matrix of T . The periodic points in the dynamical system (ΣA, σ) are denoted
as Per(σ) ⊂ ΣA, and the periodic points of f are denoted as Per(f) ⊂ S. Note that
(f,R) implies that R is seen as a Markov partition of f . Hence, to avoid overloading the
notation, we may omit the explicit mention of the homeomorphism if it is clear from the
context.

The following lemma is classical in the literature when the authors work with the
more classical definition of the projection, anyway, this lemma represents the type of
result we aim to prove. On one hand, we have periodic shift codes determined by T , and
on the other hand, a valid property holds for every pseudo-Anosov homeomorphism with
a Markov partition of the prescribed geometric type.

Lemma 3.9. Let T be a geometric type in the pseudo-Anosov class. Assume that its
incidence matrix is binary, and (f,R) is a pair realizing T . If w ∈ Per(σ) is a periodic
code, then πf (w) is a periodic point of f . Moreover, if p is a periodic point for f , then
π−1
f (p) ⊂ Per(σ), meaning that all codes projecting onto p are periodic.

Proof. If w ∈ ΣA is periodic of period k, the semi-conjugation given by πf implies
that:

fk(πf (w)) = πf (σ
k(w)) = πf (w).

If p is a periodic point of period P , and let w ∈ ΣA be a code such that πf (w) = p,
then from our proof that πf is finite-to-one, we established that every code projecting to
p is a sector code. Thus, we have w = e, corresponding to some sector e of p.

If p is a saddle point of index k (with k ≥ 1), there are at most 2k rectangles in R that
can contain p. Let’s consider the rectangle Rw0 . We are aware that under f , the sectors
incident to p can be permuted, with each sector contained within a single rectangle. The
action of fkP on the set of sectors of p is a permutation. Hence, there exists a multiple
of the period of p, denoted as Q = km, such that fQ(e) = e. However, once we observe
that a sector e returns to itself after the action of fQ for all m ∈ {1, 2, . . . , Q}, it becomes
necessary that the sector fQ+m(e) and fm(e) must coincide. Consequently, the sector
code e = w is periodic, with a period Q.

�

Suppose that the pair (f,R) realizes the geometric type T , i.e., T (f,R) = T . For
a fixed Markov partition R, we give in Definition 1.13 the notions of: interior of R
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denoted by
o

R, and stable and unstable boundaries of R denoted by ∂s,uR. Similarly, in
Definition 1.19, we introduced the following notation: the stable and unstable periodic
boundary points are denoted by Pers,u(f,R) = Pers,u(R), the interior periodic points by
PerI(f,R) = PerI(R), and the corner periodic points by Perc(f,R) = Perc(f,R).

The following Lemma characterizes the periodic boundary points of (f,R) in terms of
their iterations under f . It is a technical result that we will use in future arguments.

Lemma 3.10. Let w ∈ ΣA be a code such that for every k ∈ Z, fk(πf (w)) ∈ ∂sR, then
πf (w) is a periodic point of f . Similarly, if fk(πf (w)) ∈ ∂uR for all integers k, then w is
a periodic code.

Proof. Suppose w is non-periodic. Lemma 3.9 implies that x = πf (w) is non-periodic
and lies on the stable boundary of R, which is a compact set with each component having
finite µu length. Take [x, p]s to be the stable segment joining x with the periodic point
on its leaf (which exists by Lemma 1.2). For all m ∈ N,

µu([f−m(x), f−m(p)]s) = µu(f−m[x, p]s) = λmµu([x, p]s),

which is unbounded. Therefore, there exists m ∈ N such that f−m(x) is no longer in ∂sR,
contradicting the hypothesis of our lemma. A similar reasoning applies to the second
proposition. �

This will allow us to provide a characterization of the inner periodic points of R. The
proof of Corollary 3.5 follows from the fact that all sector codes of a point satisfying the
hypotheses are equal.

Corollary 3.5. Let w ∈ ΣA be a periodic code. If πf (w) ∈
o

R, then for all z ∈ Z,

f z(πf (w)) ∈
o

R, which means it stays in the interior of the Markov partition. Moreover,
π−1
f (πf (w)) = {w} have a unique point.

Proof. If, for some z ∈ Z, f z(x) is in the stable (or unstable) boundary of the Markov
partition, as x is periodic and the stable boundary of a Markov partition is f -invariant,
the entire orbit of x lies in the stable boundary ofR. This leads to a contradiction because
at least one point in the orbit of x is in the interior of R.

From this perspective, all the sectors of f z(x) are contained within the interior of the
same rectangle, and therefore all its sector codes are the same. �

2.2. Decomposition of the surface: totally interior points and boundary
laminations. The property that the entire orbit of x is always in the interior of the
partition is very important because it distinguishes the points that are in the complements
of the stable and unstable laminations of periodic boundary points. We are going to give
them a name.

Definition 3.9. Let (f,R) be a realization of T . The totally interior points of (f,R)

are points x ∈ ∪R = S such that for all z ∈ Z, f z(x) ∈
o

R. They are denoted Int(f,R) ⊂
S.

Proposition 3.5 characterizes the points of S where the projection πf is invertible as
the totally interior points of R.
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Proposition 3.5. Let x be any point in S. Then |π−1
f (x)| = 1 if and only if x is a

totally interior point of R.

Proof. If |π−1
f (x)| = 1, for all z ∈ Z the sector codes of f z(x) are all equal. Therefore,

for all z ∈ Z, the sectors of f z(x) are all contained in the interior of the same rectangle.
Furthermore, the union of all sectors determines an open neighborhood of f z(x), which

must be contained in the interior of a rectangle. Therefore, f z(x) ∈
o

R.

On the other hand, if f z(x) ∈
o

R for all z ∈ Z, then all sectors of f z(x) are contained
in the same rectangle. This implies that the sector codes of x are all equal. In view of
Lemma 3.8, this implies |π−1

f (x)| = 1.
�

Lemma 3.11 characterizes the stable and unstable manifolds of periodic boundary
points of R as the complement of the totally interior points. In this manner, we have
a decomposition of S as the union of three sets: the totally interior points, the stable
lamination of periodic s-boundary points F s(Pers(f,R)), and the unstable lamination of
periodic u-boundary points Fu(Peru(f,R)).

Lemma 3.11. A point x ∈ S is a totally interior point of R if and only if it is not in
the stable or unstable leaf of a periodic boundary point of R.

Proof. Suppose that for all z ∈ Z, f z(x) ∈
o

R and also x is in the stable (unstable)
leaf of some periodic boundary point p ∈ ∂sRi (p ∈ ∂uRi). The contraction (expansion)
on the stable (unstable) leaves of p implies the existence of a z ∈ Z such that f z(x) ∈ ∂sRi

(f z(x) ∈ ∂uRi), which leads to a contradiction.
On the contrary, Lemma 1.2 implies that the only stable or unstable leaves intersecting

the boundary ∂s,uRi are the stable and unstable leaves of the s-boundary and u-boundary
periodic points. If x is not in these laminations, neither are its iterations f z(x), and we

have f z(x) ∈
o

R for all z ∈ Z. �

It will be easier to provide a combinatorial definition of codes that project to stable and
unstable laminations of periodic s, u-boundary points than to define codes that project to
a totally interior point based on T . However, we can define the latter as the complement
of the union of the former.

In the next section, we will demonstrate how to construct codes that project to stable
and unstable R-boundaries and then expand this set to include codes that project to
theirs stable and unstable leaves.

2.3. Codes that project to the stable or unstable leaf. Given w ∈ ΣA, the task
is to determine, in terms of (ΣA, σ) and T , the subset F s(w) of codes that are projected
by πf to the stable leaf of πf (w). The following definition is completely determined by T
and its sub-shift, this what we use to call a combinatorial definition.

Definition 3.10. Let w ∈ ΣA. The set of stable leaf codes of w is defined as follows:

F s(w) := {v ∈ ΣA : ∃Z ∈ Z such that ∀z ≥ Z, vz = wz}.
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Similarly, the unstable leaf codes of w is the set:

F u(w) := {v ∈ ΣA : ∃Z ∈ Z such that ∀z ≤ Z, vz = wz}.

We will now prove that these sets project to the stable leaf at the point πf (w), and
that they are the only codes that do so. This provides a combinatorial definition of stable
and unstable leaves.

Let’s introduce some notation. For w ∈ ΣA, we define its positive part as w+ :=
(wn)n∈N (with 0 ∈ N), and its negative part as w− := (w−n)n∈N. We denote the set of
positive codes in ΣA as Σ+

A, which corresponds to the positive parts of all codes in ΣA.
Similarly, we define the set of negative codes in ΣA as Σ−A. Moreover, we use F s(x) to
denote the stable leaf F s(f) passing through x, and F u(x) for the corresponding unstable
leaf Fu(f).

Proposition 3.6. Let w ∈ ΣA. Then we have πf (F
s(w)) ⊂ F s(πf (w)). Furthermore,

assume that πf (w) = x.

• If x is not a u-boundary point, then for all y ∈ F u(x), there exists a code v ∈
F s(w) such that πf (v) = y.
• If x is a u-boundary point and w0 = w0, then for all y in the stable separatrix

of x that enters the rectangle Rw0, denoted F s
0 (x), there is a code v ∈ F s(x) that

projects to y, i.e., πf (v) = x.

A similar statement applies to the unstable manifold of w and its respective projection
onto the unstable manifold of πf (w).

Proof. Let v ∈ F s(w) be a stable leaf code of w. Based on the definition of stable
leaf codes, we can deduce that wz = vz for all z ≥ k for certain k ∈ N. Consequently,
πf (σ

k(w)), πf (σ
k(v)) ∈ Rwk . Since the positive codes of w and v are identical starting

from k, they define the same horizontal sub-rectangles of Rwk in which the codes σk(w)
and σk(v) are projected. For n ∈ N, let Hn be the rectangle determined by:

Hn = ∩nz=0f
−z(Rwz+k) = ∩nz=0f

−z(Rvz+k).

The intersection of all the Hn forms a stable segment of Rwk . Furthermore, each Hn

contains the rectangles:
o

Qn = ∩nz=−nf−z(
o

Rwz+k) = ∩nz=−nf−z(
o

Rvz+k)

Therefore, the projections πf (v) and πf (w) are in the same stable leaf.
For the other part of the argument, let’s refer to the image in Figure 2 to gain some

visual intuition. Let’s address the situation when x = πf (w) is not a u-boundary point.
We recall that is implicit that the incidence matrix A is binary.

Let y ∈ F s(πf (w)) such that y 6= x. Suppose y is not a periodic point (if it is, we can
replace y with x). Since x is not a u-boundary point, there is a small interval I properly
contained in the stable segment of Rw0 that pass trough x. This allows us to apply the
next argument on both stable separatrices of x. By definition of stable leaf, there exist
k ∈ N such that fk(y) ∈ I. If we prove there is v ∈ F s(w) such that πf (v) = fk(y), we
obtain that σ−k(w) ∈ F s(w) is a code that projects to y, i.e πf (σ

−k(v)) = y. Therefore
we can assume that y ∈ I. This situation is given by the left side pictures in Figure 2.
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Figure 2. Projections of the stable leaf codes

There are two situations for f z(y): either it lies in the stable boundary of Rw0 or not.
In any case x, the code w is equal to a sector code ex of x. The sector ex is contained in
a unique horizontal sub-rectangle of Rw0 , H

w0
j0

, therefore the sector f(ex) is contained in
f(Hw0

j0
) = V w1

l1
, implying w1 = ex1

.
Take the sector ey of y in such that in the stable direction points toward x and in the

unstable direction point in the same direction than ey. In this manner ey is contained in
the rectangle Hw0

j0
, therefore f(ey) is contained in V w1

l1
and ey

1
= w1.

In fact, it turns out that fn(ey) and fn(ex) are contained in the same Rwn for all
n ∈ N. We can deduce that the positive part of ey coincides with the positive part of w.

Therefore ey ∈ F s(w).

In the case where x ∈ ∂uR, there is a slight variation. Let’s assume that w = ex, where
ex is a sector of x. This sector code is contained within a unique horizontal sub-rectangle
of Rw0 , H

w0
j0

such that f(Hw0
j0

) = V w1
l1

. This horizontal sub-rectangle contain a unique
stable interval I that contains x in one of its end points. Consider y ∈ I.

Similar to the previous cases, we can define a sector ey of x that is contained in
horizontal sub-rectangle Hw0

j0
, i.e. ey = w0. This implies that f(ey) is contained in V w1

l1
.

Then the first term of ey is w1. By applied this process inductively for all n ∈ N, we get

that ey
n

= wn and therefore ey ∈ F s(w) and projects to y. �
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The next task is to define, in terms of T , those codes that project to the boundary
of the Markov partition. We will then use Proposition 3.6 to determine the codes that
project to the stable and unstable laminations of s, u-boundary periodic points.

2.4. Boundary codes and s, u-generating functions. Let’s proceed with the con-
struction of the codes that are projected onto the boundary of the Markov partition, ∂s,uR.
We assume that R = {Ri}ni=1 is a geometric Markov partition of f with geometric type
T . For each i ∈ {1, · · · , n}, we label the boundary components of Ri as follows:

• ∂s+1Ri denotes the upper stable boundary of the rectangle Ri.
• ∂s−1Ri denotes the lower stable boundary of Ri.
• ∂u−1Ri denotes the left unstable boundary of Ri.
• ∂u+1Ri denotes the right unstable boundary of Ri.

By using these labeling conventions, we can uniquely identify the boundary compo-
nents of R based on the geometric type T .

Definition 3.11. Let T = {n, {(hi, vi)}ni=1,ΦT} be an abstract geometric type. The
s-boundary labels of T are defined as the formal set:

S(T ) := {(i, ε) : i ∈ {1, · · · , n} and ε ∈ {1,−1}},

Similarly, the u-boundary labels of T are defined as the formal set:

U(T ) := {(k, ε) : k ∈ {1, · · · , n} and ε ∈ {1,−1}}

In a while, we will justify such names. It’s important to note that this definition was
made using only the value of n given by the geometric type T , so it does not depend on the
specific realization. With these labels, we can formulate in terms of the geometric type
the codes that πf projects to ∂u,s±1Ri. The first step is to introduce a generating function

We begin by relabeling the stable boundary component of R using the next function:

θT : {1, · · · , n} × {1,−1} → {1, · · · , n} × ∪ni=1{1, hi}ni=1 ⊂ H(T )

that is defined as:

(35) θT (i,−1) = 1 and θ(i, 1) = hi.

The effect of θT is to choose the sub-rectangle of Ri that contains the stable boundary
component in question. Specifically, the boundary ∂s−1R1 is contained in ∂s−1H

i
1, and the

boundary ∂s+1R1 is contained in ∂s+1H
i
hi

. This allows us to track the image of a stable
boundary component, as the image of ∂s+1Ri under f should be contained in the stable
boundary of f(H i

hi
). But remember, the image of ∂s−1Ri is a boundary component of

f(H i
1) = V k

l , and the pair (k, l) is uniquely determined by ΦT . By considering the value
of εT (i, hi), we can trace the image of the upper boundary component of H i

hi
in a more

precise manner. If εT (i, hi) = 1, it indicates that the map f does not alter the vertical
orientations. As a result, the image of the upper boundary component of H i

hi
will remain

on the upper boundary component of f(H i
hi

). i.e. in this example:

f(∂s+1Ri) ⊂ f(∂s+1H
i
hi

) ⊂ ∂s+1Rk.
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On the contrary, if εT (i, hi) = −1, it means that the map f changes the vertical orienta-
tion. This has the following implication:

f(∂s+1Ri) ⊂ f(∂s+1H
i
hi

) ⊂ ∂−1Rk.

We don’t really care about the index l in (k, l) ∈ V(T ), so it’s convenient to decompose
ρT into two parts: ρT := (ξT , νT ). In this decomposition

ξT : H(T )→ {1, · · · , n},
is defined as ξT (i, j) = k if and only if ρT (i, j) = (k, l).

Let’s continue with our example. In order to determine where f sends the upper
boundary component ∂s+1Ri, we need to identify the rectangle in R to which f maps H i

j.
This can be determined using the following relation:

ξT (i, θT (1)) = ξT (i, hi) = k.

We now incorporate the change of orientation to determine the boundary component of
Rk that contains f(∂s+1H

i
hi

). If we assume that f(∂s+1Ri) ⊂ ∂sεRk, then the value of ε can
be determined using the following formula:

ε = +1 · εT (i, hi) = +1 · εT (i, θT (i, 1)).

This procedure is illustrated in Figure 3. The S-generating function utilizes θT and ξT to

Figure 3. The effect of θT

generalize this idea.

Definition 3.12. The s-generating function of T is the function

Γ(T ) : S(T )→ S(T ),

defined for every s-boundary label (i0, ε0) ∈ S(T ) by the following formula:

(36) Γ(T )(i0, ε0) = (ξT (i0, θT (i0, ε0)), ε0 · εT (i0, θT (i0, ε0))).

The u-boundary generating function can be defined as either the s-boundary generat-
ing function of T−1 (associated with f−1), or it can be defined directly as follows.
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Definition 3.13. The u-generating function of T is

Υ(T ) : U(T )→ U(T ).

defined as the s-generating function of T−1, Γ(T−1).

The orbit of a label (i0, ε0) ∈ S(T ) under Γ(T ) is defined as:

{(im, εm)}m∈N := {Γ(T )m(i0, ε0) : m ∈ N}.

We define ςT : S(T )→ 1, . . . , n as the projection onto the first component of the funtion
ΓT , i.e ςT (i, ε) = k if and only if ΓT (i, j) = (k, ε). We will focus on the s-generating
function. The ideas for the unstable case naturally extend, but sometimes we are going
to recall them too.

The generating functions allow us to create a positive (or negative) code in Σ+ for
every s-boundary label of T by composing Γ(T ) (Υ(T )) with ςT to obtain:

I+(i0, ε0) := {ςT ◦ Γ(T )m(i0, ε0)}m∈N = {im}m∈N(37)

Similarly, for (k0, ε0) ∈ U(T ), we can construct the negative code in Σ− given by:

J−(k0, ε0) := {ςT ◦Υ(T )m(k0, ε0)}m∈N = {k−m}m∈N(38)

These positive and negative codes are of great importance and deserve a name.

Definition 3.14. Let (i0, ε0) ∈ S(T ). The s-boundary positive code of (i0, ε0) is
denoted as I+(i0, ε0) ∈ Σ+, and it is determined by Equation 37. The set of s-boundary
positive codes of T is denoted as:

S+(T ) = {I+(i, ε) : (i, ε) ∈ S(T )} ⊂ Σ+.

Let (k0, ε0) ∈ U(T ). The u-boundary negative code of (k0, ε0) is denoted as J−(k0, ε0) =
{k−m}∞m=0 and is determined by Equation 38. The set of u-boundary negative codes of T
is denoted as

J −(T ) = {J−(k, ε) : (k, ε) ∈ U(T )} ⊂ Σ−

Lemma 3.12 below asserts that every s-boundary positive code of T corresponds to
the positive part of at least one element of ΣA. The analogous result for u-boundary
negative codes is true using a fully symmetric approach with the u-generating function.
Therefore, we will only provide the proof for the stable case.

Lemma 3.12. Every s-boundary positive code I+(i0, ε0) belongs to Σ+
A. Similarly, every

u-boundary negative code J−(k0, ε0) belongs to Σ−A.

Proof. The incidence matrix A of T has a relation to any realization (f,R) of T ,
which we can exploit to visualize the situation, anyway observe that our arguments only
use the properties of A or T . In the construction of the positive code I+(i0, ε0), the term
i1 corresponds to the index of the unique rectangle in R such that f(H i0

θT (1,ε0)) = V i1
l1

(where θT (i0, ε) = 1 or hi). In either case, we have:
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f−1(
o

Ri1) ∩
o

Ri0 =
o

H i0
θT (1,ε0) 6= ∅,

which implies ai0,i1 = 1. By induction, we can indeed extend this result to the entire
positive code I+(i0, ε0).

Similarly, for the case of u-boundary negative codes, we can use the symmetric ap-
proach by considering T−1 and the inverse of the incidence matrix A−1. Additionally, we
can consider the realization (f−1,R) to obtain a visualization. �

Proposition 3.7 is the first step in proving that each s-boundary label uniquely deter-
mines a set of codes that projects to a single boundary component of the partition.

Proposition 3.7. The map I : S(T ) → Σ+
A defined by I(i, ε) := I+(i, ε) is injective

map. Similarly, the map J : U(T )→ Σ−A defined by J(i, ε) := J−(i, ε) is also injective.

Proof. Clearly I is a well defined map as Γn(T ) is itself a well defined map with the
same domain. If i0 6= i′0, then the sequences I+(i0, ε0) and I+(i′0, ε

′
0) will differ in their first

term, making them distinct. The remaining case involves considering (i0, 1) and (i0,−1).
Let’s denote I+(i0, 1) = im and I+(i0,−1) = i′m as their positive codes. We will analyze

the sequences Γ(T )m(i0, 1) and Γ(T )m(i0,−1) and show that there exists an m ∈ N such
that im 6= i′m. Our approach starts with the following technical lemma:

Lemma 3.13. If T is in the pseudo-Anosov class and A is a binary matrix, then there
exists M ∈ N such that if I+(i0, 1) = {im}m∈N, then hiM > 1.

Proof. Since T is in the pseudo-Anosov class, there exists a realization (f,R). The
infinite sequence im takes a finite number of values (at most n), so there exist natural
numbers m1 < m2 such that Rim1

= Rim2
. If such an M does not exist, then for all

m1 ≤ m ≤ m2, him = 1. This implies that fm2−m1(Rim1
) ⊂ Rim2

= Rim1
, which is a

vertical sub-rectangle of Rim1
.

By uniform expansion in the vertical direction, the rectangle Rim1
reduces to a stable

interval, and this is not permitted in a Markov partition, leading us to a contradiction. �

In view of Lemma M := min{m ∈ N : him > 1} exists. If there is 0 ≤ m ≤ M such
that im 6= i′m, our proof is complete. If not, the following Lemma addresses the remaining
situation.

Lemma 3.14. Suppose that for all 0 ≤ m ≤M , im = i′m, then iM+1 6= i′M+1.

Proof. Observe that for all 0 ≤ m ≤M , if Γ(T )m(i0,+1) = (im, εm) then

Γ(T )m(i0,−1) = (im,−εm)

.
They have the same index im = i′m but still have inverse ε part, i.e., εm = −ε′m. In

fact, the first term ε0 = −ε′0, without lost of generality ε0 = 1 and ε′0 = −1, by hypothesis
and considering that 1 = hi0 = hi′0 we infer that:

θT (i0, ε0) = (i0, him) = (i′0, 1) = θT (i′0, ε
′
0),

Therefore:
ε1 = ε0 · εT (i0, hi0) = −ε′0εT (i′0, 1) = −ε′1.
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then continue the argument by induction. In particular: Γ(T )M(i0, 1) = (iM , εM) and
Γ(T )M(i′0,−1) = (iM ,−εM).

The incidence matrix of T have {0, 1} has coefficients 0, 1, and since that 1 6= hiM , if
ρT (iM , 1) = (k, l) then ρT (iM , hiM ) = (k′, l′) where k 6= k′.

Consider the case when, θT (iM , εM) = (iM , 1) and θT (iM , ε
′
M) = (iM , hiM ). Lets apply

the formula of Γ(T ):

Γ(T )M+1(i0, 1) = Γ(T )(iM , εM) = (ξT (iM , 1), εM · εT (iM , 1)) = (k, εM+1)

and

Γ(T )M+1(i0,−1) = Γ(T )(iM ,−εM) = (ξT (iM , hiM ),−εM · εT (iM , hiM )) = (k′, ε′M+1)

therefore iM+1 = k 6= k′ = i′M+1.
The situation θT (iM , εM) = (iM , hiM ) and θT (iM , ε

′
M) = (iM , 1) is treated similarly.

The has been lemma proved.
�

The proposition follows from the previous lemma. The result for negative codes as-
sociated with u-boundary labels is proven using a fully symmetric approach with the
u-generating function. �

If Γ(T )(i, ε) = (i1, ε1), applying the shift to this code gives another s-boundary positive
code. That is clearly given by

σ(I+(i, ε)) = I+(i1, ε1),

where Γ(T )(i0, ε0) = (i1, ε1). Since there are 2n different s-boundary positive codes, there
exist natural numbers k1 6= k2 with k1, k2 ≤ 2n such that σk1(I+(i, ε)) = σk2(I+(i, ε)),
and the code I+(i, ε) is pre-periodic. This implies the following corollary.

Corollary 3.6. There are exactly 2n different s-boundary positive codes and 2n
different u-boundary negative codes. Furthermore, every s-boundary positive code and
every u-boundary negative code is pre-periodic under the action of the shift σ.

Moreover, for every s-boundary positive code I+(i, ε), there exists k ≤ 2n such that
σk(I+(i, ε)) is periodic. Similarly, for every u-boundary negative code J−(i, ε), there exists
k ≤ 2n such that σ−k(J−(i, ε)) is periodic.

Now we are ready to define a family of admissible codes that project onto the stable
and unstable leaves of periodic boundary points of R.

Definition 3.15. The set of s-boundary codes of T is:

(39) S(T ) := {w ∈ ΣA : w+ ∈ S+(T )}.
The set of u-boundary codes of T is

(40) U(T ) := {w ∈ ΣA : w− ∈ U(T )−(T )}.

Next, Proposition 3.8 states that the projection of s-boundary codes of T through
πf is always contained in the stable boundary of the Markov partition (f,R). Similarly,
Proposition 3.9 ensures that these are the only codes in ΣA that project to the stable
boundary. This provides us with a symbolic characterization of the boundary of the
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Markov partition. As we have done so far, we will provide a detailed proof for the stable
case, noting that the unstable version follows by symmetry.

Proposition 3.8. Let (f,R) be a pair consisting of a homeomorphism and a partition
that realizes T . Suppose (i, ε) ∈ S(T ) is an s-boundary label of T , and let w ∈ S(T ) be a
code such that I+(i, ε) = w+. Then, πf (w) ∈ ∂sεRi.

Similarly, if (i, ε) ∈ U(T ) is a u-boundary label of T , and w ∈ U(T ) is a code such
that J−(i, ε) = w−, then πf (w) ∈ ∂uεRi.

Proof. Make (i, ε) = (i0, ε0) to make coherent the following notation and I+(i, ε) =

{im}m∈N. For every s ∈ N define the rectangles
o

Hs = ∩sm=0f
−1(

o

Rim). The limit of the
closures of such rectangles when s converge to infinity is a unique stable segment of Ri0 .

The proof is achieved if ∂sε0Ri0 ⊂ Hs :=
o

Hs for all s ∈ N. In this order of ideas is enough
to argument that for all s ∈ N:

f s(∂sε0Ri0) ⊂ Ris .

We are going to probe by induction over s something more specific:

f s(∂ε0Ri0) ⊂ ∂εsRis .

Base of induction: For s = 0. This is the case as f 0(∂sε0Ri0) ⊂ ∂sε0Ri0 .
Hypothesis of induction : Assume that f s(∂ε0Ri0) ⊂ ∂εsRis and f s(∂sε0Ri0) ⊂ Ris .
Induction step: We are going to prove that

f s+1(∂ε0Ri0) ⊂ ∂εs+1Ris+1

and then that f s+1(∂sε0Ri0) ⊂ Ris+1 . For that reason consider the two following cases:

• εs = 1. In this situation f s(∂sε0Ri0) ⊂ H is
his

. Hence f s+1(∂si0Ri0) ⊂ f(H is
his

) ⊂
Ri′s+1

. Where Ri′s+1
is the only rectangle such that ξT (is, his) = (i′s+1). Even more

f s+1(∂sε0Ri0) ⊂ ∂sε′s+1
Ri′s+1

, where ε′s+1 obey to the formula ε′s+1 = εT (is, his) =

εs · εT (is, his).
• εs = −1. In this situation f s(∂sε0Ri0) ⊂ H is

1 . Hence f s+1(∂si0Ri0) ⊂ f(H is
1 ) ⊂

Ri′s+1
, where Ris+1 is the only rectangle such that ξT (is, 1) = (i′s+1. Even more,

f s+1(∂sε0Ri0) ⊂ ∂sε′s+1
Ri′s+1

, where ε′s+1 obey to the formula ε′s+1 = −εT (is, 1) =

εs · εT (is, 1).

In bot situations:
f s+1(∂sε0)Ri0) ⊂ ∂sε′s+1

Ri′s+1

and they follows the rule:

(i′s+1, ε
′
s+1) = (ξT (is, θT (is, εs)), εs · εT (is, θT (εs))) = Γ(T )s+1(i0, ε0) = (is+1, εs+1).

Therefore f s+1(∂ε0Ri0) ⊂ ∂εs+1Ris+1 , as we claimed and the result is proved. The unstable
case is totally symmetric.

�

Proposition 3.8 provides justification for naming the s-boundary and u-boundary la-
bels of T as such, as they generate codes that are projected to the boundary of the Markov
partition. The next proposition asserts that these codes are the only ones that have such
a property.
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Proposition 3.9. If w ∈ ΣA projects to the stable boundary of the Markov partition
(f,R) under πf , i.e., πf (w) ∈ ∂sR, then it follows that w ∈ S(T ). Similarly, if πf (w) ∈
∂uR, then w ∈ U(T ).

Proof. Like A(T ) has coefficients 0, 1, the sequence w+ determines, for all m ∈ N, a
pair (wm, jm) ∈ H(T ) such that ξT (wm, jm) = wm+1 and a number εT (wm, jm) = εm+1 ∈
1,−1. It is important to note that, like fm(x) ∈ ∂sR, in fact, there are only two cases
(unless hwm = 1 where they are the same):

wm+1 = ξT (wm, 1) or well wm+1 = ξT (wm, hwm).

This permit to define εm ∈ {−1,+1} as the only number such that:

(41) wm+1 = ξT (wm, θT (wm, εm)).

Even more εm determine εm+1 by the formula:

εm+1 = εm · εT (wm, θT (wm, εm)).

In resume:

(42) Γ(T )(wm, εm) = (wm+1, εm+1)

follow the rule dictated by the s-generating function. So if we know εM for certain M ∈ N
we can determine σM(w)+ = I+(wM , εM), so it rest to determine at least one εM .

Lemma 3.13 can be adapted to this context to prove the existence of a minimal M ∈ N
such that hwM > 1. Then, equation 41 determines εM . Now, we need to recover ε0, but
we proceed backwards. Since hwm = 1 for all m < 1, we have:

εM = εM−1 · εT (wM−1, 1)

and then εM−1 = εM · εT (wM−1, 1). By applied this procedure we can determine ε0 and
then using 42 to get that

Γ(T )m(w0, ε0) = (wm, εm).

The conclusion is that w+ = I+(w0, ε0).
The unstable boundary situation is analogous. �

Therefore, S(T ) and U(T ) are the only admissible codes that project to the boundary
of a Markov partition. With this in mind, we can distinguish the periodic boundary codes
from the non-periodic ones. It is important to note that the cardinality of each of these
sets is less than or equal to 2n.

Definition 3.16. The set of s-boundary periodic codes of T is:

(43) Per (S(T )) := {w ∈ S(T ) : w is periodic }.

The set of u-boundary periodic codes of T is

(44) Per (U(T )) := {w ∈ U(T ) : w is periodic }.
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2.5. Decomposition of ΣA. Now we can describe the stable and unstable leaves of
f corresponding to the periodic points of the boundary.

Definition 3.17. We define the s-boundary leaves codes of T :

(45) ΣS(T ) = {w ∈ ΣA : ∃k ∈ N such that σk(w) ∈ S(T )}.

We define the u-boundary leaves codes of T

(46) ΣU(T ) = {w ∈ ΣA : ∃k ∈ N such that σ−k(w) ∈ U(T )}.

Finally, the totally interior codes of T are

ΣInt(T ) = ΣA \ (ΣS(T ) ∪ ΣU(T )).

The importance of such a division of ΣA is that its projections are well determined,
as indicated by the following lemma.

Lemma 3.15. A code w ∈ ΣA belongs to ΣS(T ) if and only if its projection πf (w) is
within the stable leaf of a boundary periodic point of R.

A code w ∈ ΣA belongs to ΣU(T ) if and only if its projection πf (w) lies within the
unstable leaf of a boundary periodic point of R.

A code w ∈ ΣA belongs to ΣInt(T ) if and only if its projection πf (w is contained within
Int(f,R)¿

Proof. The s-boundary leaf codes satisfy Definition 3.10, and according to Proposi-
tion 3.6, if w ∈ ΣS(T ), their projection lies on the same stable manifold as an s-boundary
component of R. Stable boundary components of a Markov partition represent the
stable manifold of an s-boundary periodic point, and for each w ∈ ΣS(T ), there exists
k = k(w) ∈ N such that σk(w)+ is a periodic positive code (Corollary 3.6). This positive
code corresponds to a periodic point on the boundary of R within whose stable manifold
πf (w) is contained. This proves one direction in the first assertion of the lemma.

If v is a periodic boundary code ,πf (v) ∈ ∂sR, by definition v ∈ S(T ). Suppose that

πf (w) is on the stable leaf of v, then there exist k ∈ N such that πf (σ
k(w)) is on the same

stable boundary of R as πf (v). The proposition3.9 implies that σk(w) ∈ S(T ), hence
w ∈ ΣS(T ) by definition. This completes the proof of the first assertion of the lemma. A
similar argument proves the unstable case.

The conclusion of these items is that w ∈ ΣS(T ) ∩ ΣU(T ) if and only if πf (w) ∈
F s,u( Per s,u(R)).

As proved in the Lemma 3.11 totally interior points are disjoint from the stable and
unstable lamination generated by boundary periodic points. If w ∈ ΣInt(T ) and πf (w) is
on the stable or unstable leaf of a s, u-boundary periodic point, we have seen that w ∈
ΣS(T ),U(T ) which is not possible, therefore πf (w) ∈Int(f,R). In the conversely direction,
if πf (w) is not in the stable or unstable lamination of s, u-boundary points, w /∈ (ΣS(T ))∪
ΣU(T ), so w ∈ ΣInt(T ). This ends the proof. �

We have obtained the decomposition

ΣA(T ) = ΣInt(T ) ∪ ΣS(T ) ∪ ΣU(T )
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and have characterized the image under πf of each of these sets. In the next subsection
we use this decomposition to define relations on each of these parts and then extend them
to an equivalence relation in ΣA.

2.6. Relations in ΣS(T ) and ΣU(T ). Let w ∈ ΣS(T )\Per(σA) be non-periodic s-
boundary leaf code of T . Since it is not a periodic boundary points of T there exists a
number k := k(w) ∈ Z with the following properties:

• σk(w) /∈ S(T ), but

• σk+1(w) ∈ S(T )

i.e. πf (σ
k(w)) /∈ ∂sR but πf (σ

k+1(w)) ∈ ∂sR. This easy observation lead to the next
Lemma.

Lemma 3.16. The number k := k(w) is the unique integer such that fk(πf (w)) ∈
R \ ∂sR and for all k′ > k(w), fk

′
(πf (w)) ∈ ∂sR\Per(f).

Let x = πf (w), as consequence of Lemma 3.16 there are indices i ∈ {1, · · · , n} and
j ∈ {1, · · · , hi − 1} such that:

• fk(x) is the rectangle Ri but not in its stable boundary, i.e. fk(x) ∈ Ri \ ∂sRi

• fk(x) is in two adjacent horizontal sub-rectangles of Ri, i.e. fk(x) ∈ ∂s+1H
i
j and

x ∈ ∂s−1H
i
j+1

As fk+1(x) ∈ ∂sR, the rectangles H i
j and H i

j+1 determine the following conditions:

• As fk(x) ∈ ∂s+1H
i
j, we have that fk+1(x) ∈ ∂sε0Ri0 where:

(47) i0 = ξT (i, j) and ε0 = εT (i, j)

• As fk(x) ∈ ∂s−1H
i
j+1 we have that fk+1(x) ∈ ∂sε′0Ri′0

where

(48) i0 = ξT (i, j + 1) and ε′0 = −εT (i, j + 1)

This mechanism of identification is illustrated in Figure 4

Figure 4. The stable identification mechanism

This analysis suggest the following definition
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Definition 3.18. Let w, v ∈ ΣS(T )\Per(σA), they are s-related and its write w ∼s v
if they are equals or: There exist k ∈ Z such that

i) σk(w), σk(w) /∈ S(T ) but σk+1w, σk+1(v) ∈ S(T )

ii) The zero terms of σk(w) and σk(v) are equals.i.e vk = wk and hwk = hvk > 1.
iii) Lets take i = vk = wk. There exist j ∈ {1, · · · , hi − 1} such that only one of the

next options occurs:

(49) ξT (i, j) = wk+1 and then ξT (i, j + 1) = vk+1,

or

(50) ξT (i, j) = vk+1 and then ξT (i, j + 1) = wk+1.

iv) Suppose the positive code of σk+1(w) is equal to the s-boundary code I+(wk+1, εw)
and the positive code of σk+1(v) is equal to the s-boundary code I+(vk+1, εv), then:

If equation 49 happen:

(51) εw = εT (wk, j) and εv = −εT (vk, j + 1)

If equation 50 happen:

(52) εv = εT (vk, j) and εw = −εT (wk, j + 1)

v) The negative codes σk(w)− and σk(v)− are equal.

Our challenge is to show that ∼s is an equivalence relation in ΣS(T ) and that two ∼s-
related codes project by πf to the same point. The basis of the argument will be that when
w, v ∈ S(T ) and are ∼s-related, they project to adjacent stable boundaries of the Markov

partition. We subsequently can generalize the result to the whole set ΣS(T )\Per(σA). The
situation with the periodic points will be discussed later.

Proposition 3.10. The relation ∼s is an equivalence relation in ΣS(T )\Per(σA).

Proof. Reflexivity and symmetry are fairly obvious from the definition and we will
concentrate on transitivity. Lets to assume w ∼s v and v ∼s u.

The number k ∈ Z of item i) is unique because it is characterized as:

k(w) = min{z ∈ Z : σk(w) ∈ w} − 1,

therefore k := k(w) = k(v) = u is the same for the three codes.
The k-terms of such codes are equal too, as wk = vk and vk = uk, lets take i = vk =

wk = uk. Without lost of generality we could assume that j ∈ {1, · · · , hi − 1} is such
that:

ξT (i, j + 1) = wk+1 and ξT (i, j) = vk+1,

Suppose too that σk+1(w)+ = I+(wk+1, εw) and σk+1(v)+ = I+(vk+1, εv). They satisfy
the relations:

εw = −εT (i, j + 1) and εv = εT (i, j).

Like v ∼s u there is a unique j′ ∈∈ {1, · · · , hi − 1} such that:

ξT (i, j′) = uk+1

but the relation, v ∼s u implies that, j′ = j + 1 or j − 1. If we prove that j′ = j + 1
necessarily u = w and we have finished. Lets to analyses the situation of j′ = j − 1.
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Suppose σk+1(u)+ = I+(uk+1, εu), as j = (j − 1) + 1 we have in the situation of
Equation 49 and then we applied Equation 51 to obtain that:

εv = −εT (i, j) and εu = εT (i, j − 1).

Therefore, εT (i, j) = −εT (i, j) and this is a direct contradiction. Then j′ = j + 1 and the
positive part of σk(w) coincides with the positive part of σk(u).

Item v) implies, that the negative part of σk(w) is equal to the negative part of σk(v),
and the negative part of σk(v) is equal to the negative part of σk(u). Hence, the negative
part of σk(w) is equal to the negative part of σk(u), which implies that w ∼s u. �

Remark 7. We deduce from the proof that the equivalence class of every code w ∈
ΣS(T )\Per(σA) have at most 2 elements. In fact it has exactly 2-elements. The number
k(w) always exists and as σk(w) /∈ S(T ), its projection is in the complement of ∂sR,

this implies πf (σ
kw) /∈ ∂sR but πf (σ

k+1w) ∈ ∂sR therefore is in the boundary of two
consecutive horizontal sub-rectangles of Rwk , this gives rise to two different codes ∼s-
related.

It remains to extend the relation ∼s to the s-boundary periodic codes that were
defined in 3.16 by Per(S(T )). Observe first that, Per(σ) ∩ ΣS(T ) =Per(S(T )) because if

w ∈Per(σ) ∩ ΣS(T ) there is K ∈ Z such that for all k ≥ K, σk(w) ∈ S(T ) but there exist

r > k such that σr(w) = w, so w ∈ S(T ) since the beginning. The relation σs could be
extended to ΣS as follows.

Definition 3.19. Let α, β ∈PerS(t) be s-boundary periodic codes. They are s-related,

α ∼s β, if and only if they are equal or there are w, v ∈ ΣS(T )\Per(σ) such that:

• w ∼s v,
• There exists k ∈ Z such that, σk(w)+ = α+ and σk(v)+ = β

+
.

Proposition 3.11. The relation ∼s in ΣS(T ) is an equivalence relation.

Proof. Two codes in ΣS(T ) are s-related if and only if both are periodic or non-
periodic.We have already determined the non-periodic situation, it remains to analyze
what happens in the periodic setting. But reflexivity is for free, while symmetry and
transitivity are inherited from the relation in ΣS(T )\Per(σ) to the periodic codes in view
of the definition we have given. �

Now we are ready to see that ∼s related codes are projected to the same point.

Proposition 3.12. Let w, v ∈ ΣS(T ) be to s-boundary leaves codes. If w ∼s v then
πf (w) = πf (v).

Proof. Assume that w, v are s-related. For simplicity assume that the k in the
definition is equal to zero. Like the negative part of such codes is equal πf (w) and πf (v)
are in the same unstable segment of Rw0 . Take w0 = v0 = i.

We shall prove that xw := πf (w) and xv := πf (v) are in the same stable segment of Ri.
We can assume that xw ∈ H i

j+1 and xv ∈ H i
j, condition imposed by Item iii) of Definition

3.18.
The point xw is on the stable boundary δw = +1,−1 of H i

j+1 because its image is
on the stable boundary of R. If δw = +1 then, following the dynamics of f , the point
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f(xw) is the boundary εw = εT (i, j + 1), which is not possible since εw = −εT (i, j + 1) by
definition of the relation ∼s. Then δw = −1 and xw is on the lower boundary of H i

j+1.

Analogously xv is the boundary component δv = +1,−1 of H i
j. If δv = −1, following

the dynamics of f , f(xv) is the boundary component ofRv1 corresponding to εv = −εT (i, j)
which is a contradiction with the condition εv = εT (i, j) imposed by∼s. Therefore δv = +1
and is on the upper boundary of H i

j.

Then πf (w) and = πf (v) are on the lower boundary of H i
j+1 and the upper boundary

of H i
j respectively, which are the same stable segment of Ri, so πf (w) = πf (v).

�

In the same spirit of ∼s there is a equivalence relation ∼u for the elements in ΣU(T ),
there is a easy ways to determine such a relation that appeals to the idea of the inverse
of the geometric type T as introduced in 1.27. As the Observation 1.27 says if (f,R)
represent T , then (f−1,R) represent T−1. In this setting f−1(V k

l ) = H i
j if and only if

f(H i
j) = V k

l and f−1 preserve the horizontal direction restricted to V k
l if and only if

f preserve the horizontal direction restricted to H i
j. We summarize this discussion as

follows:

Lemma 3.17. If R is a geometric Markov partition for the pseudo-Anosov homeomor-
phism f with geometric type T , then:

• R is a geometric Markov partition for f−1 in which the horizontal and verti-
cal directions of (f,R) become the vertical and horizontal directions of (f−1,R)
respectively.
• The geometric type of R view as Markov partition for f−1 is T−1.

With this notion we could define the relation ∼u in ΣU(T ) as the relation ∼s in ΣS(T−1),
this formulation is sometimes useful. However, we prefer to give the following definition
which is fully symmetric to 3.18 and illuminates the mechanism by which codes are iden-
tified in ΣU(T ), this insight will be use later when extending the ∼s and ∼u relations to
ΣA.

Definition 3.20. Let w, v ∈ ΣU(T )\Per(σ), they are u-related and write w ∼u v if
and only if they are equal or:

i) There exist z ∈ Z such that σz(w), σz(v) /∈ U(T ) but σz−1(w), σz−1(v) ∈ U(T ).

ii) The 0-terms, σz(w)0 = wz and σz(v)0 = vz are equals, i.e. wz = vz := k ∈
{1, · · · , n} and the number vk > 1 (given by T ).

iii) There is l ∈ {1, · · · , vk − 1} such that only one of the two possibilities happen:

(53) ξT−1(k, l) = (wz−1) and ξT−1(k, l + 1) = (vz−1)

or

(54) ξT−1(k, l) = (vz−1) and ξT−1(k, l + 1) = (wz−1)

iv) Suppose the negative code of σz−1w is equal to the u-boundary code J−(wz−1, εw)
and the negative code of σz−1(v) is equal to the u-boundary code J−(vz−1, εv),
then:
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If Equation 53 holds:

(55) εw = εT−1(k, l) and εv = −εT−1(k, l + 1)

In the case Equation 54 happen:

(56) εv = −εT−1(k, l) and εw = −εT−1(k, j + 1)

v) The positive codes of σz(w) is equal to the positive code of σz(v).

Similarly to Proposition 3.10 we could prove ∼u is a equivalent relation in ΣU\Per(σA)
and then extend the relation to the periodic boundary points as in 3.19.

Definition 3.21. Let α, β ∈Per(ΣU(T )) be periodic u-boundary codes. They are u-
related if and only if there exist w, v ∈ ΣU(T )\Per(σ such that:

• w ∼u v,
• There exist p ∈ Z such that the negative codes σp(w)− is equal to the negative

code of α and the negative code σp(v)− coincide with the negative code of β.

With the same techniques used in 3.11 we could prove

Proposition 3.13. The relation ∼u in ΣU(T ) is of equivalence.

And similarly

Proposition 3.14. Let w, v ∈ ΣU(T ) be two s-boundary leaves codes, if w ∼u v then
πf (w) = πf (v).

We have defined ∼s,u in terms of the combinatorial information of the geometric type
T so that they do not depend on the homeomorphism-partition representation (f,R) of
T . Note that the Propositions 3.12 and 3.14 give a sufficient condition for two codes to
project to the same point but this is not a necessary condition, since there could be more
codes projecting to the same point, for this reason we need to complete our relations to
∼T in ΣA. We end this subsection by defining an equivalence relation ∼I on the totally
interior codes ΣInt(T ). As proved in Lemma 3.15 totally interior codes are the only codes
that project to totally interior points of any representation (f,R) of T , moreover any
totally interior point of (f,R) has associated to it a unique totally interior code that
projects to it, this inspires the following definition.

Definition 3.22. Let w, v ∈ ΣInt(T )be two totally interior codes, they are I-related
and we write w ∼I v if and only if w = v.

The following result follows from Proposition 3.5 where we have characterized totally
interior points as having a single code projecting to them. The equivalent relation part
is totally trivial because the relation ∼I is the equality between codes.

Proposition 3.15. The relation ∼I is an equivalence relation in ΣInt(T ) and two
codes w, v ∈ ΣInt(T ) are ∼I related if and only if πf (w) = v, i.e they project to the same
point.
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2.7. The equivalent relation ∼T on ΣA(T ). Finally we are ready to define the
relation ∼T in ΣA that Proposition 3.1 claim to exist, it consist essentially in the relation
generated by ∼s,∼u and ∼I .

Definition 3.23. Let w, v ∈ ΣA they are T -related and write w ∼T v if and only if
any of the following disjoint situations occurs:

i) w, v ∈ ΣInt(T ) and w ∼I v, i.e. they are equals.
ii) w, v ∈ ΣS(T ) ∪ ΣU(T ) and there exist a finite number of codes {xi}mi=1 ⊂ ΣS(T ) ∪

ΣU(T ) such that:

(57) w ∼s xi ∼u x2 ∼s · · · ∼s xm ∼u v,

or

(58) w ∼u xi ∼s x2 ∼u · · · ∼u xm ∼u v.

Proposition 3.16. The relation ∼T is an equivalence relation in ΣA.

Proof. For w ∈ ΣInt(T ) the relation is reflexive, symmetric and transitive by virtue
of equality. In the situation w, vΣS(T ) ∪ ΣU(T ), the reflexivity and symmetry are free, the
transitivity comes from the concatenation of the codes and the fact that ∼s and ∼u are
transitive as well.

�

If w ∼s,u v then σ(w) ∼s,u σ(v) because the numbers k, z ∈ Z at Item i) of the
definitions 3.18 and 3.20 are changed to k − 1 and z − 1 respectively and the rest of the
conditions hold for σ(w) and σ(v). The same property holds for the relation ∼I . This
remark implies the following lemma which will simplify some arguments.

Lemma 3.18. If two codes w, v ∈ ΣA are ∼T related then for all k ∈ Z, σk(w) ∼T
σk(v).

The only property that remains to be corroborated in the relation ∼T to obtain
Proposition3.1 is the one that relates it to the projection. That is the content of the
following result.

Proposition 3.17. Let w, v ∈ ΣA be any admissible codes. Then w ∼T v if and only
if πf (w) = πf (v).

Proof. If w ∼T v then we have two options:

• w, v ∈ ΣInt(T ) and they are ∼I-related. By Proposition 3.15 this happen if and
only if πf (w) = πf (w). This situation is over.
• w, v ∈ ΣS(T ) ∪ ΣU(T ). Using alternately Propositions 3.12 and 3.14 we deduce

πf (w) = πf (x1) = · · · = πf (xm) = πf (v).

and complete a direction of the proposition.

Now suppose that x = πf (w) = πf (v), we need to prove that they are ∼T related.
Since the only codes that project to the same point are sector codes of the point (Lemma
3.8), w, v are sector codes of x and the following Lemma implies our Proposition.
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Lemma 3.19. Let {ei}2k
i=1 be the sector codes of the point x = πf (ei). Then ei ∼T ej

for all i, j ∈ {1, · · · , 2k}.

Proof. If x is a totally interior point the Corollary3.5 implies that all sector codes
of x are equal to a then ej ∼T ej. In the Figure 5 this correspond to the situation when

fk(x) have all its quadrants, like in item b).
The remaining situation is when x ∈ F s( Per s(R))∪Fu( Per u(R)), i.e. x is in stable

or unstable lamination generated by s, u-boundary periodic points, we will concentrate
on this case. Numbering the sectors of x in cyclic order, we consider three situations
depending on where x is located:

i) x ∈ F s( Per s(R)) but x /∈ Fu( Per u(R)) (Items c) and f) in Figure 5)
ii) x ∈ Fu( Per u(R)) but x /∈ F s( Per s(R)) (Items a) and d) in Figure 5).
iii) x ∈ F s( Per s(R)) ∩ Fu( Per u(R)) ((Items b) and e) in Figure 5)).

In either case we first consider that x is not periodic, which means that no sector code
ej is periodic and the point x have 4 sectors because is not a periodic point and then it

is not a singularity.
Item i) (Look at (Items c) and f) in Figure 5)). There exist k ∈ Z such that

fk(x) /∈ ∂sR and like x /∈ Fu( Per u(R)), f z(x) /∈ ∂uR for all z ∈ Z. In particular

f z(x) ∈
o

R for all z ≤ k, we conclude that : fk(x) have only four quadrants like x and
according with the definition of the ∼s relation ( discussion accompanied by the Figure
4):

• For all z < k, all the quadrants of f z(x) are in the same rectangle: e1z
= e2z

=
e3z

= e4z
.

• fk+n(x) ∈ ∂sR and therefore its quadrants are like in (Items c) and f) in Figure
5) then: e1k+n

= e2k+n
and e3k+n

= e4k+n

• Therefore: e1 ∼s e4 and e2 ∼s e3.
• Like f z(x) /∈ ∂uR for all z ∈ Z the sector codes of x satisfy that: e2 = e1 and
e3 = e4.

In conclusion e2 ∼u e1 and e3 ∼u e4 and then:

e1 ∼s e4 ∼u e3 ∼s e2 ∼u e1.

so ei ∼T ej for i, j = 1, 2, 3, 4.

Item ii) is argued in the same way. Look at Figure 5 to get the intuition of Item i)
and realize that the same idea applies for the second item. In this case up some iteration
fk(x) is in are a rectangle like in items a) or d) in the image and the negative iterations
of fk(x) keep this configurations. Therefore the terms of the sector codes e1k−n = e4k−n

and e2k−n = e3k−n and like fk+n(x) ∈
o

R the therms eσk+n
is the same for σ = 1, 2, 3, 4:

this implies that

• e1 ∼u e4 and e2 ∼u e3.
• e1 ∼s e2 and e3 ∼s e4.

Finally: ei ∼T ej for i, j = 1, 2, 3, 4.
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Figure 5. The sector codes that are identify.

Item iii) is the most technical situation. There are unique numbers k(s), k(u) ∈ Z
defined as:

k(s) := max{k ∈ Z : fk(x) /∈ ∂sR but fk+1(x) ∈ ∂sR},
and

k(u) = min{k ∈ Z : fk(x) /∈ ∂uR but fk−1(x) ∈ ∂uR},
The f -invariance of Rs implies that for all k > k(s), fk(x) ∈ ∂sR, but for all k ≤

k(s), fk(x) /∈ ∂sR. Similarly the f−1 invariance of ∂uR implies that for all k < k(u),
fk(x) ∈ ∂uR but for all k ≥ k(u) fk(x) /∈ ∂uR.

They are three possibilities to detail: k(u) < k(s), k(u) = k(s) and k(u) > k(s). Lets
to divide the proof in this cases.

First case k(u) < k(s). This inequality implies that fk(s)(x) ∈
o

R (and fk(u)(x) ∈
o

R),
this conditions implies:

• The sector codes take the same value for all k(u) ≤ k ≤ k(s).
• For all k ≥ k(s) the configuration of the sectors of fk(x) is like in Items c) or f)

in in figure 5.
• For all k < k(u) the configurations of the sector of fk(x) is like in Items Item a)

or d) in in figure 5.

In view of Lemma 3.18 we can deduce that:

e1 ∼s e4 ∼u e3 ∼s e2 ∼u e1.
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Hence ei ∼T ej for all i = 1, · · · , 4.

Second case k(u) = k(s). Analogously, fk(u)(x) = fk(s)(x) ∈
o

R and we repeat the
analysis of the previous case to deduce that x have 4 sector codes and all of them are ∼T
related. Figure 6 illustrates the ideas behind our arguments.

Figure 6. Situation k(u) ≤ k(s)

Third case k(s) < k(u). In this situation fk(s)(x) /∈ ∂sR but fk(s) ∈ ∂uR and
for all k, between k(s) and k(u), fk(x) is a corner point, and this have the following
consequences:

• For all n ∈ N fk(s)−n(e1) and fk(s)−n(e4) are in the same rectangle of R and
similarly fk(s)(e2) and fk(s)(e3) are in the same rectangle of R.
• For all n ∈ N, fk(u)+n(e1) and fk(u)+n(e4) are in the same rectangle, and similarly
fk(u)+n(e2) and fk(u)+n(e3), are in the same rectangle.

Now for all n ∈ N, the negative part of the codes σk(s)−n(e1) and σk(s)−n(e1) are equal.
But for k ∈ {k(s), · · · , k(u)}, fk(x) is in the stable boundary of R and the configuration
of the sector is like in Items e), for k ≥ k(s) + 1 the configuration of the sector is like in
c) or f). This lets us to conclude that e1 ∼s e4. The same argument applied for e2 and
e3.

Using Lemma 3.18 we deduce that:

e1 ∼s e4 and e2 ∼s e3.

Finally for all n ∈ N, the sector codes of fk(u)+s(x) are like in configurations c) and
f) so thee positive therms of σk(u)+1(e1) and σk(u)+1(e2) are equal and fk(u)(x) is a corner
point like in items e), in particular the sector codes σk(u)(e1) and σk(u)(e1) share a unstable
boundary of the Markov partition and then e1 ∼u e2. This process applied for the rest of
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sectors. Once again we can use Lemma 3.18 to deduce that:

e1 ∼u e2 and e3 ∼u e4.

Then we put all together to obtain that:

e1 ∼s e4 ∼u e3 ∼s e2 ∼u e1.

proving that ei ∼T ej for i, j = 1, 2, 3, 4. This mechanism is illustrated in Figure 7.

Figure 7. Situation k(s) ≤ k(u)

It remains to address the periodic coding case. Let x be a periodic point with 2k-
sectors, we label them with the cyclic order with respect to the surface orientation. Two
adjacent ei, ei+1-sectors are s-related if they share a stable local separatrix, as indeed, the
stable separatrix lies in unique pair of rectangles and the boundary code of such sides are
s-related. The reason is the mechanism of stable boundary identification that appears in
Figure 4 and that motivated the definition of the ∼s-relation. If ei, ei+1 share the same
unstable separatrice they are u-related for the same reason. In this way one can get from
one sector of x to another by means of a finite number of intermediate sectors, which are
alternatively ∼s and ∼u-related. Then ei ∼T ej for all i, j = 1, · · · , 2k. This argument

ends the proof. �

�

3. The geometric type is a total conjugacy invariant.

All the work of this Chapter is condensed in the following Proposition.

Proposition 3.18. Let T be a symbolically modelable geometric type and (f,R) a
realization of T , where f : S → S is a pseudo-Anosov homeomorphism (with or without
Spines). Let A := A(T ) be the incidence matrix of T , assume that A is a binary matrix,
(ΣA, σ) the sub-shift of finite-type associated to T and πf : ΣA → S is the projection.

The quotient space ΣT = ΣA/ ∼T is equal to Σf := ΣA/ ∼f . Therefore ΣT is a closed
surface. The sub-shift of finite type σ pass to the quotient by ∼T to a homeomorphism σT :
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ΣT → ΣT which is a generalized pseudo-Anosov homeomorphism topologically conjugate
to f : S → S via the quotient homeomorphism:

[πf ] : ΣT = Σf → S.

Proof. As the proposition 3.1 indicates, the relation ∼f given by w ∼f v if and only
if πf (w) = πf (w) is equal to ∼T , regardless of the pair (f,R) that represent T . Therefore
the quotient spaces ΣT and Σf are the same.

The Proposition 3.4 implies that S and Σf are homeomorphic, hence ΣT is homeo-
morphic to S which is a closed surface. Moreover the shift map σ passes to the quotient
under ∼f to a homeomorphism [σ] which is topologically conjugate to f via the quotient
map [πf ]. On the other hand the shift σ passes to the quotient under ∼T too, so we
have the homeomorphism σT : ΣT → ΣT , which is identical to [σ] and we conclude as in
Proposition 3.4 that:

[πf ]
−1 ◦ f ◦ [πf ] = σT .

Finally, the Proposition 1.1 implies that σT : ΣT → ΣT is pseudo-Anosov because it is
topologically conjugate to a pseudo-Anosov homeomorphism. �

Observe that if (g,Rg) and (f,Rf ) are two pair that represent T . It is possible to
consider the product homeomorphism [πf ]

−1 ◦ [πg], because if w ∈ π−1
f (x) ∩ π−1

g (y) 6= ∅,
any other codes X ∈ π−1(x) and Y ∈ π−1

g (y) are ∼T related, i.e. X ∼T w ∼T Y , therefore

π−1
f (x) = π−1

g (y). It is time to prove our main Theorem 11

Theorem. Let f : Sf → Sf and g : Sg → Sg two pseudo-Anosov homeomorphism
maybe with Spines. If f and g had Markov partitions of same geometric type then there
exist an orientation preserving homeomorphism between the surfaces h : Sf → Sg that
conjugate them g = h ◦ f ◦ h−1.

Proof. We already know that if f and g are conjugate they have Markov partitions
of the same geometric type, so let’s focus on the other direction of the proof.

Let T := T (f,Rf ) = T (g,Rg) be the geometric type of the Markov partitions of f and
g. If T does not have a binary incidence matrix, we can consider a horizontal refinement
of (f,R) and (g,R) in such a manner that the incidence matrix of such refinement is
binary and the number of horizontal and vertical sub-rectangles in the respective Markov
partitions is bigger than 2. The geometric types of these refinements remain the same.
Therefore, we can assume from the beginning that T has an incidence matrix A with
coefficients in {0, 1} and vi, hi > 2

The quotient spaces of ΣA by ∼f and ∼g are equal to ΣT as proved in Proposition
3.18, i.e. Σg = ΣT = Σf . Moreover, the quotient shift σT is topologically conjugate to f
via [πf ] : ΣT → Sf and to g via [πg] : ΣT → Sg. Therefore f is topologically conjugate to
g by h := [πg] ◦ [πf ]

−1 : Sf → Sg which is a well-defined homeomorphism. It rest to prove
that h preserve the orientation.

Lemma 3.20. Let H i
j and H i

j the respective horizontal sub-rectangles of Rf and Rg,

then h(H i
j) = H i

j.



3. THE GEOMETRIC TYPE IS A TOTAL CONJUGACY INVARIANT. 107

Proof. The set R(i, j) = {w : w0 = i and ρ(i, j) = (w1, l0)} is such that: πf (Ri, j) =
H i
j and πg(H

i
j). Consider the set R(i, j)T like the equivalent classes of ΣT that contains

and element of R(i, j). Clearly [πg] ◦ [πf ]
−1(H i

j) = [πg](R(i, j)T ) = H i
j �

This have the following consequence.

Corollary 3.7. The homeomorphism h restricted to every rectangle Ri preserve the
traverse orientation of its vertical and horizontal foliations. In particular h preserve the
orientation restricted to Ri.

Proof. Let Ri be a rectangle in Rf such that x is its bottom-left corner point. This
implies that the stable separatrix I that determines the lower boundary of Ri points in
the opposite direction from x. Similarly, for the left stable boundary J of Ri, it also points
away from x. It’s worth noting that within Ri, there are two sub-rectangles H i

1 and V i
1 ,

whose the intersection defines a sector ex associated with x.
Now, consider h(x), which is a corner point of Ri. The rectangles h(H i

1) = H i
1 and

h(V i
1 ) = V i

1 that are incident in h(x) define a sector h(ex). It’s necessary that the rectangle
H i

2, the image of H i
2, be adjacent to H i

1. This adjacency ensures the coherent ordering of
horizontal sub-rectangles within Ri, in accordance with the horizontal orientation of Ri.
Simultaneously, h(V i

2 ) becomes the vertical sub-rectangle of Ri next to V i
1. The sequence

of rectangles V i
l retains its coherence with the horizontal orientation of Ri.

As both hi and vi are greater than 2, h simultaneously maps positive-oriented verti-
cal and horizontal sub-rectangles of Ri to positive-oriented vertical and horizontal sub-
rectangles of Ri. This also implies that h preserves the transversal orientation of the
foliation, and consequently, it maintains the orientation restricted to Ri.

�

Finally, if the rectangles Ri and Rj intersect at a stable boundary point x, we can
assign vertical orientations to Ri and Rj such that x becomes the lower boundary point
of Ri and the upper boundary point of Rj. Necessary adjustments can be made to the
stable directions of these rectangles to ensure that their orientations remain unchanged.
By doing so, we can define Ri and Rj with vertical orientations induced by h. Since h

preserves the transversal orientation of the foliations in both Ri and Rj, it also preserves
the horizontal orientations of these rectangles. Consequently, h preserve the orientation
in the union of Ri and Rj.

�

The space ΣT and the homeomorphism σT are constructed in terms of T and as we
have seen represent the conjugacy class of pseudo-Anosov homeomorphisms realizing T .
In this sense we think that the symbolic dynamical system (ΣT , σT ) deserves a name.

Definition 3.24. Let T be a geometric type in the pseudo-Anosov class, with an
incidence matrix A that is binary. Let (f,R) be a pair representing T . The pair (ΣT , σT )
represents the symbolic model of the geometric type T .

Finally, we have obtained a combinatorial representation of a geometric type T in the
pseudo-Anosov class by solving Topic 1.III in 1.





CHAPTER 4

The pseudo-Anosov class of geometric types.

Si digo que la burra es pinta es porque tengo los pelos en la mano.
Refrán popular Mexicano.

The realization problem.

The objective of this section is to prove the following Theorem

Theorem 12 (Algorithmic characterization). There exists a finite algorithm that can
determine whether a given geometric type T belongs to the pseudo-Anosov class. Such
algorithm requires calculating at most 6n iterations of the geometric type T , where n is
the first parameter of T .

It will be deduce from the following proposition which is the main technical result in
this section, we dedicate two subsections to probe it.

Proposition 4.1. Let T be an abstract geometric type. The following conditions are
equivalent.

i) The geometric type T is realized as a mixing basic piece of a surface Smale dif-
feomorphism without impasse.

ii) The geometric type T is in the pseudo-Anosov class.
iii) The geometric type T satisfies the following properties:

(1) The incidence matrix A(T ) is mixing
(2) The genus of T is finite
(3) T does not have an impasse.

In Proposition 1.13 we demonstrate that there exist a finite algorithm that start whit
any geometric type and determines if the three properties of last item are or not satisfy
with the proper bounds in the numbers of iterations. This is discussed in the first section
when we translate de definitions of finite genus and impasse that where given in therms
of a realization in the Chapter of preliminaries, to some combinatorial and algebraic
formulations in therms of the geometric type, after that we can determine in a precise
time when T is realizable by check such formulas.

The proof of 4.1 is presented along three sections: Section 1 determine that Item i)
implies Item ii), Section 2 that Item ii) implies Item iii) and Section 3 close the cycle by
proof that Item iii) implies Item i).

1. The geometric type of a mixing basic piece without impasse

In this section, our goal is to prove that if a geometric type T is realized as a mixing,
saddle-type basic piece of a surface Smale diffeomorphism without impasse, then T is in

109
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the pseudo-Anosov class, in this manner we obtain that Item (1) implies Item (2) in the
Proposition 4.1. Our starting point is the following theorem by Christian Bonatti and
Emmanuelle Jeandenans.(see [5, Theorem 8.3.1]):

Theorem 13. Let f be a Smale diffeomorphism of a compact and oriented surface S,
K be a non-trivial saddle-type basic piece of f , ∆(K) be its domain, and suppose that K
does not have an impasse. Then, there exists a compact surface S ′, a generalized pseudo-
Anosov homeomorphism φ on S ′, and a continuous and surjective function π : ∆(K)→ S ′

such that:

π ◦ f |∆(K) = φ ◦ π.
Furthermore, the semi-conjugation π is injective over the periodic orbits of K, except

for the finite number of periodic s, u-boundary points..

The surface S ′ has an induced orientation through π, we are going to clarify this
point in Lemma 4.10 . Using the function π and the orientation of S ′, we will establish
a more detailed version of Theorem 13 because we aim to compare the geometric types
of the basic piece and the pseudo-Anosov homeomorphism. We have defined the induced
partition Markov partition by an orientation-preserving homeomorphism in the context of
pseudo-Anosov homeomorphisms. There is a similar construction using π that produces
the induced Markov partition, which we will refer to in the following Proposition. We will
provide more information about this concepts before starting the proof, but let’s present
the statement first.

Proposition 4.2. Let f : S → S be a Smale surface diffeomorphism. Let K be a
mixing saddle-type basic piece of f without impasse, and R = {Ri}ni=1 be a geometric
Markov partition of K of geometric type T . Let π : ∆(K)→ S ′ be the projection, and let
φ be the generalized pseudo-Anosov homeomorphism described in Theorem 13. Then, the
induced partition π(R) = {π(Ri)}ni=1 is a geometric Markov partition of φ of geometric
type T .

The proof requires two main results. First, Proposition 4.3 demonstrates that π(R) is a
Markov partition for φ. Under certain natural assumptions regarding the orientation of the
rectangles in π(R), π(R) possesses a well-defined geometric type. Subsequently, Lemma
4.11 establishes the relationships between the vertical and horizontal sub-rectangles of R
and π(R). Finally in the sub subsection 1.4.2 we provide a concise proof of Proposition
4.2.

The Bonatti-Jeandenans Theorem 13 contains all the ideas that we are going to use
achieve Proposition 4.2. This imposes the task of explaining how the function π collapses
the invariant laminations of f . In a simplified manner, the strategy in the proof of
Bonatti-Jeandenans can be divided into the following parts:

• An equivalence relation ∼R is defined on the domain of K, ∆(K).
• It is proven that the quotient space of ∆(K) by ∼R is a compact surface S ′, and

the diffeomorphism f induces a generalized pseudo-Anosov homeomorphism φ
on S ′.
• The function π : S → S ′ associates every point in S with its equivalence class,

i.e., it is the canonical projection.
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• It is proved that π is a semi-conjugation with the desired properties.

Understand the equivalence relation ∼R is to understand the function π. For this
reason, we will explain how they work. The facts about K and its invariant manifolds
that were proven in [5, Proposition 2.1.1] and recalled in Proposition 1.6 will be especially
useful at this point.

1.1. The equivalent relation ∼R described by parts. Assume that f : S → S is
a Smale surface diffeomorphism and K is a non-trivial, mixing, saddle-type basic piece of
f without double boundary points nor impasse. These are the only general assumptions
in this section.

1.1.1. Neighbor points and adjacent separatrices. In Figure 1, there are four periodic
points of a saddle type basic piece K with non-double boundaries, let us explain the
notations:

i) The point p1 is a s-boundary point but not a u-boundary point, while the point
p3 is a u-boundary point but not a s-boundary point.
• The points p2 and p3 are s and u boundary points, respectively; we refer to them

as corner points.
• The non-free separatrices of these periodic points are labeled asW s

1,2(p1), W s,u
1 (p2),

W u
1,2(p3), and W s,u

1 (p4).
• The unstable intervals Jp1,p2(1, 1) and J ′p1,p2(1, 1) are u-arches that have one end-

point in W s
1 (p1) and the other in W s

1 (p2). Similarly, Ip3,p4(2, 1) and I ′p3,p4(2, 1)
are s-arcs that connect W u

2 (p3) with W u
1 (p4).

• The rest of the arcs follows the same login in their notations.

We are going to discuss the notion of neighborhood point. Take a s-boundary periodic
point of K, in our example we take p1 and let x ∈ W s

1 (p1)∩K. Like x is not a u-boundary
point, there exist a u-arc, like Jp1,p2(1, 1), with one end point in x and the other in a point
y ∈ W s

1 (p2), where p2 is a s-boundary point and W s
1 (p2) is non-free separatrice. In this

setting, p2 is what we call a neighbor point of p1 and W s
1 (p2) is an adjacent separatrice of

W s
1 (p1).

This procedure can be applied to any u or s periodic boundary point. For example
p2 is a u-boundary point. Therefore if x ∈ W u

1 (p2) ∩K there is a s-arc, Ip2,p3(1, 1), that
have and end point in x and the other in a unstable separatrice of a u-boundary point,
in the case of the picture such point is p3, we said that p3 is a neighbor point of p2 and
W u

1 (p2) is an adjacent separatrice of W u
1 (p2).

In general, let p a s (or u)-boundary point and W s
1 (p) ( resp. W u

1 (p)) a non-free stable
(unstable) separatrice. There are two properties that we what to establish:

(1) The adjacent separatrice of W s
1 (p) (resp. W u

1 (p)) is unique, and
(2) The adjacent separatrice of W s

1 (p) (resp. W u
1 (p)) is different than W s

1 (p) (resp.
W u

1 (p)).

Since the basic piece K does not have an impasse, there cannot be a u-arc joining
two points in the same stable separatrice. As a result, the adjacent separatrice of W s

1 (p)
cannot be W s

1 (p) itself. However, it is possible that the adjacent separatrice of W s
1 (p) is

the other stable separatrice of p. We will soon see that this configuration leads to the
formation of a spine. The adjacent separatrices will be well determined if, for every pair of
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points x1 and x2 on the same stable separatrice W u
1 (p), the u-arcs (see J1 and J2 in Figure

1) that pass through x1 and x2 have their other endpoints in the same stable separatrice.

Figure 1. Neighbors points.

These assertions were proven in [5, Proposition 2.4.9]. The hypothesis that K does
not have an impasse is crucial (see [5, Definition 2.3.2] for understanding the statement).
We summarize this discussion in the following lemma.

Lemma 4.1. Let K be a saddle-type basic piece without an impasse. If a u-arc J1 joins
two s-boundary stable separatrices W s

1 (p1) and W s
2 (p2), then:

i) The separatrices are different, i.e., W s
1 (p1) 6= W s

2 (p2).
ii) If J2 is any other u-arc with one endpoint in W s

1 (p1), then the other endpoint of
J2 is in W s

2 (p2).

Definition 4.1. Let p and q be periodic boundary points of the same nature, i.e. p is
s-boundary (resp. u-boundary) if and only if q is s-boundary (resp. u-boundary) . They
are neighbor points if one of the following conditions is satisfied:

(1) They are s-boundary points and have non-free stable separatrices W s
1 (p) and

W s
2 (q), with W s

1 (p) 6= W s
2 (q), for which there exists a u-arc with one endpoint in

W s
1 (p) and the other in W s

2 (q). In this case, we say that W s
1 (p) is the adjacent

separatrice of W s
2 (q).

(2) They are u-boundary points and have unstable separatrices W u
1 (p) and W u

2 (q),
with W u

1 (p) 6= W u
2 (q), for which there exists an s-arc with one endpoint in W u

1 (p)
and the other in W u

2 (q). In this case, we say that W u
1 (p) is the adjacent separa-

trice of W u
2 (q).

1.1.2. The cycles. Next, we define an equivalence relation on the set of periodic s-
boundary points and u-boundary points.

Definition 4.2. Let p and q two boundary points of K we have the next relations:
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• If p and q are s-boundary points, then p and q are ∼s-related if they are neighbors
points.
• If p and q are u-boundary points, then p and q are ∼u-related if they are neighbors

points.
• The points p and q are ∼c-related if there is a sequence of boundary periodic

points {p = p0, . . . , pk−1 = q} such that pi ∼s pi+1 or pi ∼u pi+1 for i ∈ Z/k (the
integers modulo k).

Is not difficult to see that the relation ∼c is reflexive, symmetric and transitive, there-
fore the next lemma is immediate.

Lemma 4.2. The relation ∼c is a equivalence relation in the finite set of boundary
periodic points of K, and every equivalent C class is called a cycle. We denote C =
{p1, . . . , pk} to indicate that p1 ∼s,u pi+1, in this manner we give an order to the cycle.

It might not be immediately apparent that if we follow the cycle, we return to the
original point, i.e., C = {pi : i ∈ Z/k}, and in particular p1 = pk. However, this is proven
in [5, Lemma 8.3.4]. Another important feature is that when we follow the adjacent
separatrices that determine the cycle, we always return to the same stable or unstable
separatrice. In other words, the cycle is closed, this property is ensured by [5, Lemma
8.3.5], which proves that the number of corner points in a cycle is even. Thus, if we start
with a stable separatrice, we will end with a stable separatrice of the same point.

In [5, Proposition 3.1.2], it is proven that every connected component of ∆(K) \ δ(K)
(See definitions 1.41 and 1.40 resp.) is homeomorphic to R2 and is periodic under the
action of the diffeomorphism f . The boundary of each connected component has two
possibilities: it is either the union of two free separatrices of a corner point or it consists
of an infinite chain of arcs and their closures. The possibility of having an infinite chain of
arcs is excluded by [5, Proposition 2.6.4, Lemma 2.6.7], in conjunction with the fact that
there are no impasses inK. Consequently, every curve formed by a corner point and its free
separatrices corresponds to the boundary of a connected component of ∆(K) \ δ(K). Let
p be a corner point. Based on the previous observations, we can define a set C(p) ⊂ ∆(K)
as the connected component of ∆(K) \ δ(K) that is bounded by the (stable or unstable)
free separatrices of p.

Definition 4.3. Let C = {p1, . . . , pk} be a cycle. We denote P(C) as the union of
points in the cycle together with their free separatrices, and the sets C(p) for all the corner
points in the cycle.

1.1.3. Four different equivalent classes. Now we can define certain families in ∆(K)
that will serve as models for the equivalence classes for the relation ∼R. They are:

Definition 4.4. Let ∆(K) be the domain of the basic piece K, consider the four
distinguished types of subsets of the domain of K.

i) The singletons {x ∈ K : x is not a boundary point}.
ii) The minimal rectangles, i.e., rectangles whose boundary consists of two unstable

arcs and two stable arcs.
ii) The arcs included in a non-boundary invariant manifold.

iii) The sets P(C), where C is a cycle.



114 4. THE PSEUDO-ANOSOV CLASS OF GEOMETRIC TYPES.

By considering all sets of the form described above, we obtain a partition of ∆(K) that
is invariant under f as its proved in [5, Lemma 8.3.7]. Moreover, this partition enables
us to define an equivalence relation ( See [5, Definition 8.3.8]).

Definition 4.5. We define ∼R as the equivalence relation where the classes are the
components of ∆(K) that correspond to one of the four families previously described.

The surface S ′ in the Bonatti-Jeandenans Theorem 13 is the quotient of S by this
equivalence relation, i.e S ′ = S/ ∼R, and the map π : S → S ′ is the projection that maps
each point to its equivalence class.

1.2. The projection of a Markov partition is a Markov partition. In this
subsection we are going to prove that the projection of the Markov partition R by π is
a Markov partition for φ. For that reason, there are two important aspects to consider:
the behavior of rectangles in a Markov partition (R, f) under the action of π, and the
behavior of the complement of this Markov partition in ∆(K). The first situation is
summarized in [5, Lemma 8.4.2], which we reproduce below as Lemma 4.3. Essentially,
the lemma states that the interior of a rectangle in the Markov partition projects to the
interior of a rectangle under the pseudo-Anosov homeomorphism φ (see Theorem 13).

Lemma 4.3. Let O the interior of a rectangle where every boundary component is not
isolated in O (i.e it boundary is accumulated by K from the inside). The quotient of O
by the equivalence relation is homeomorphic to a rectangle (a1, a2)× (b1, b2) ⊂ R2.

Moreover, the stable lamination of O given by the segment of stable manifold of K,
W s(K) ∩ O has image the foliation by horizontal lines of the rectangle (a1, a2) × (b1, b2)
and the unstable lamination of O induced by W u(K)∩O has image the foliation by vertical
lines of such rectangle.

Finally, if the coordinates of the rectangle (a1, a2)× (b1, b2) are given by (s, t), then the
Margulis measures υs and υu of f pass to induce the measures dt and ds, respectively.

The proof relies on an alternative formulation the projection π inside these types of
rectangles. It begins by considering a parametrization of the rectangle O, r : [−1, 1]2 → O
with coordinates (s, t). Then, a function is defined ψ : O → (a1, a2) × (b1, b2) ⊂ R2 as
follows:

ψ = (ψ1, φ2)(m) = (ε

∫ s

0

dυu, ν

∫ t

0

dυs).

Where m ∈ O has coordinates (s, t), ε = +1 if s ≥ 0 and −1 otherwise, and ν = +1 if
t ≥ 0 and −1 otherwise.

The pre-image of any point in the rectangle (a1, a2)× (b1, b2) under this map coincides
with the equivalence classes determined by ∼R inside O. Therefore, (ψ1, φ2) is a covering
map. By taking the quotient we obtain a homeomorphism, that intrinsically depends on
r:

Ψ−1 = (Ψ1,Ψ2) : O/ ∼R→ (a1, a2)× (b1, b2)

The homeomorphism has an inverse Φ : (a1, a2) × (b1, b2) → O/ ∼R: , which serves as a
parametrization of π(O). The next lemma is implicit in the Bonatti-Jeandenans proof of
Lemma 4.3.
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Lemma 4.4. The function ψ is continuous and respect the parametrization r, φ1,2 is
non-decreasing along stable and unstable laminations in the rectangle O. Even more

π(O) = Ψ((a1, a2)× (b1, b2)).

1.2.1. The induced orientation. Once we have a the parametrization Ψ−1 of π(O),
whose inverse coincides with π. We can used Ψ to endow π(O) with a vertical and
horizontal orientations, that is coherent with the vertical and horizontal orientation of O
that are induced by the parametrization r.

Lemma 4.5. The homeomorphism Φ : (a1, a2) × (b1, b2) × O preserve the transversal
orientations of the vertical and horizontal foliations.

Proof. The parametrization r of O determines the vertical and horizontal positive
orientation, furthermore with this orientations, ψ is non-decreasing along the stable and
unstable leaves of O, and when we pass to the quotient Ψ−1 is increasing along the
stable and unstable leafs of π(O). This property ensures that Φ preserves the transversal
orientations. �

Definition 4.6. The orientation given to π(O) by the homeomorphism Ψ is what we
define like the orientation induced by π in π(O). The vertical and horizontal orientations
of O are such given by Φ in the therms of Definition 1.16. With all this conventions we
refer to π(O) as the oriented rectangle induced by π.

1.2.2. The image of rectangle is a rectangle. The interiors of the rectangles in a Markov
partition satisfy the properties of Lemma 4.3, but our desire is the projection by π of
every rectangle be a rectangle. Therefore, we need to extend the homeomorphism Ψ to a
parametrization of a rectangle.

Lemma 4.6. For all i ∈ {1, · · · , n}, π(Ri) is a rectangle

Proof. Take a rectangle R in the Markov partition. This rectangle has non-isolated

boundaries from its interior. In view of Lemma 4.3, π(
o

Ri) is homeomorphic to a certain

afine rectangle
o

H := (a1, a2)× (b1, b2) through the parametrization:

Φ :
o

H → π(
o

R).

Such parametrization sends (open) oriented vertical and horizontal intervals of (a1, a2)×
(b1, b2) to oriented unstable and stable intervals of π(

o

R), respectively.
It remains to show that this parametrization can be continuously extended to the

closed rectangle H = [a1, a2]× [b1, b2] in such a way that its image is π(R). Moreover, it is
necessary for H to be a homeomorphism restricted to any vertical or horizontal interval
of H whose image is contained in a single stable or unstable leaf of π(Ri), as expected.
In particular, the image of every boundary of the affine rectangle is contained in a single
leaf.

Take a vertical segment J ⊂ (a1, a2) × [b1, b2]. The closure of
o

J relative to the un-
stable leaf in which it is contained consists of adding the two boundary points to the

image to obtain a closed interval: Ψ(
o

J) = Ψ(
o

J) ∪ {B1, B2}. Since π(R) has the induced
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geometrization by π, Ψ(
o

J) is positively oriented. Let B1 be the lower point and B2 be

the upper point of Ψ(
o

J). The natural way to extend Ψ to J is given by the formula:

Ψ(s, b1) = B1 and Ψ(s, b2) = B2.

We can do this for every unstable leaf and every stable leaf. The corners are the only
points that remain to be determined. They will be naturally determined if we can prove
that the image of the interior of the horizontal boundary of [a1, a2]× [b1, b2] lies in a single
stable leaf, and the same holds for the image of the vertical boundary. Let us explain the
idea.

Assume for a moment that the parametrization Ψ sends the left side
o

J of [a1, a2] ×
(b1, b2) into an open interval contained in a unique unstable leaf Lu. Furthermore, assume

that the lower boundary I of H is such that Ψ(
o

I) lies in a unique stable leaf F s. Then,

Ψ(
o

J) has a unique lower boundary point A, and Ψ(
o

I) has a well-defined left endpoint B.
These points are forced to be the same.

To visualize that they coincide, consider a sequence Jn of vertical intervals of [a1, a2]×
[b1, b2] that converges to the left side of J , and similarly, a decreasing sequence of intervals
In that converges to the lower side of the rectangle. The sequence of points {xn} =

Ψ(
o

In)∩Ψ(
o

Jn) (which lies in the interior of the rectangle) converges simultaneously to the
lower point A of Ψ(I) and the left point B. Therefore, Ψ is well-defined at the lower left
corner point. The same argument can be applied to the other corner configurations.

So lets prove that the boundary is included in a single leaf. Let be s, s′ ∈ (a1, a2)
different numbers, we need to observe that Ψ(s, b1) and Ψ(s′, b1) are in the same stable
leaf.

Figure 2. Same unstable boundary.

If Ψ(s1, b1) = B1 and Ψ(s′b1) = B′1 are not in the same leaf, we would have a con-
figuration like Figure 2. Using the horizontal orientation, we can assume that B1 < B′1.
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However, this would create a problem because, the intersection of a stable leaf near but
above B′1 with the vertical leaf passing trough B1 would induce a point O in the interior

of the rectangle π(
o

R). According to the trivial product structure in the interior, this
configuration implies that Ψ(s′, b1) = B′1 is in the interior of the corresponding unstable

interval π(
o

R), not in its boundary as intended. Therefore, B1 and B′1 must be in the same
leaf.

Let x be a stable boundary point of h(R) and let U be an open set containing x. The
transverse measures of the pseudo-Anosov homeomorphism φ are Borel measures, and we
can observe the existence of an open rectangle with a small enough diameter that can
be sent inside U under Ψ. This allows us to prove the continuity of Ψ at the boundary
points.

Take J to be the interval such that Ψ(J) has its lower point equal to x. Let ε > 0.

There exist vertical segments
o

J1,
o

J2 ⊂ H such that, in the horizontal order of rectangle H,
J1 ≤ J < J2, with equality only if J is the left side of H, in which case it is not difficult
to make the necessary adjustments to our arguments.

We have Ψ(
o

J1) < Ψ(
o

J) < Ψ(
o

J2). We know that the length of every stable interval

between Ψ(
o

J1) and Ψ(
o

J2) is a constant C(1, 2) > 0 (due to the invariance of the transverse
measures under leaf isotopy). We can choose J1 and J2 to be sufficiently close to each
other so that C(1, 2) < ε/4.

Now, let
o

I be a horizontal leaf in H such that the unstable segments contained into

Ψ(
o

J1) and Ψ(
o

J2), with one endpoint in
o

I and the other in the stable leaf trough x, have
µs length less than ε/4.

Continuing from the previous point, we can choose the horizontal leaf
o

I to be suffi-

ciently close to x so that the unstable segments contained between Ψ(
o

J1) and Ψ(
o

J2), with

one endpoint in
o

I and the other in the stable leaf of x, have length less than ε/4.
In this way, by considering the rectangle whose boundary is given by the intersections

of I ′, J1, J2, and the lower boundary of H, we can ensure that its image is contained in a
rectangle with diameter less than ε. For ε small enough, we can provide an open set H
whose image is completely contained in U . This completes the argument for continuity.
Finally we are going to see that:

Ψ(H) = π(R).

Let x ∈ ∂sR. Without loss of generality, we can assume that x is on the lower boundary
of R. In order to show that π(R) ⊂ Ψ(H), we need to prove that π(x) is in Ψ(H). The
equivalence class of x under the relation ∼R can either be a minimal rectangle or an
unstable arc. In either case, there is a point in K that belongs to the same equivalence
class as x. Since all points in the equivalence class collapse to the same point, we can

assume that x ∈ K. Let xn ∈ K ∩
o

Rn be a sequence converging to x. By the continuity
of π, we have π(xn)→ π(x).

After taking a refinement, we can assume that π(xn+1) < π(xn) with respect to the

vertical and horizontal orientation of the foliations induced by π(
o

R). For every π(xn),
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there exists a unique point yn ∈
o

H such that Ψ(yn) = π(xn). Moreover, we can assume
that the sequence (yn) is decreasing with respect to both the vertical and horizontal
orientation of H.

For each point yn, it passes through a unique pair of stable and unstable intervals of
H, denoted as In and Jn respectively. Since the intervals are decreasing and bounded
from below with respect to the vertical order, there is a horizontal interval I to which
In converges. Similarly, Jn converges to an interval J , which may or may not be in the
boundary of H. In any case, there exists a point y ∈ I ∩ J that is accumulated by the
sequence (yn). By continuity, we have limπ(x) = π(xn) = lim Ψ(yn) = Ψ(y).

To show the other inclusion Ψ(H) ⊂ π(R), we consider a point x ∈ H and aim to
find a point y ∈ R such that π(y) = Ψ(x). We will focus on the case when x lies on the
inferior boundary of H, and the argument can be adapted for other boundary cases.

Let J ⊂ H be the vertical interval passing through x. The set Ψ(J) is a vertical

interval in π(R). Consider π−1(Ψ(
o

J)), which is a horizontal sub-rectangle of R that may
be reduced to an open interval. In any case, the stable boundary of this sub-rectangle
belongs to a unique equivalence class under ∼R. This equivalence class contains a point
k ∈ K ∩ ∂R. Let J ′ be the unstable interval of R that contains k as one of its boundary
points. By continuity and the orientation-preserving properties of Ψ and π, we have
Ψ(J) = π(J ′). Moreover, Ψ(x) corresponds to the inferior boundary of π(J ′) under this
identification. Thus, we have found a point y ∈ R such that π(y) = Ψ(x), completing the
proof.

�

1.2.3. The projection of a Markov partition is a Markov partition.

Proposition 4.3. Let R = {Ri}ni=1 be a Markov partition of f . The family of rect-

angles π(R) = {π(
o

Ri)}ni=1 is a Markov partition of φ.

Lemma 4.7. If i 6= j, then π(
o

Ri) ∩ π(
o

Rj) = ∅

Proof. Please observe that π

(
o

Ri

)
=

o

(π(Ri)). If x ∈ π(
o

Ri), then π−1(x) is an

equivalence class determined by the relation ∼R, and we need to argue that π−1(x) ⊂
o

Ri.

This implies that if π(
o

Ri) ∩ π(
o

Rj) 6= ∅, then
o

Ri =
o

Rj.
The points in π−1(x) do not belong to a cycle since cycles do not project to the interior

of the rectangles. If π−1(x) is a singleton in the basic set, then π−1(x) ⊂
o

Ri. If π−1(x) is a
minimal rectangle, its stable (or unstable) boundary is different from the stable boundary
of Ri because π−1(x) is a minimal rectangle whose interior is disjoint from the basic piece
K. Since the stable boundary of Ri is isolated from one side, these two leaves are different,
and the minimal rectangle lies in the interior of Ri. In the case where π−1(x) is an arc

of a non-isolated leaf, we have π−1(x) ⊂
o

Ri because its endpoints do not belong to the
stable boundary of Ri. �

Lemma 4.8. The function π restricted to K is surjective, and ∪ni π(Ri) = S ′.
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Proof. It is enough to observe that in any equivalence class of ∼R there is an element
of K. Since K is contained in ∪ni=1Ri, we have our result. �

Lemma 4.9. The stable boundary of π(R), ∂sπ(R) = ∪ni=1∂
sπ(Ri), is φ-invariant.

Similarly, the unstable boundary of π(R), ∂uπ(R) = ∪ni=1∂
uπ(Ri), is φ−1-invariant.

Proposition 4.3 follows from Lemmas 4.6, 4.7, 4.8, and 4.9.

Proof. We need to show that ∂sπ(R) = ∪ni=1∂
sπ(Ri) is f -invariant and ∂uπ(R) =

∪ni=1∂
uπ(Ri) is f−1-invariant. Given i ∈ {1, · · · , n}, it is clear that ∂sπ(Ri) = π(∂sRi),This

implies the following contentions and equalities between sets:

φ(∂sπ(Ri)) = φ(π(∂sRi)) =

π(f(∂sRi)) ⊂ π(∂sR) = ∂sπ(R).

This proves ∂sπ(R) is φ-invariant. A similar argument proves the unstable boundary of
π(R) is φ−1-invariant. �

1.3. The surface S is oriented. Before to prove that a geometric Markov partition
of f projects to a geometric Markov partition we shall to determine that the surface S ′

is orientable, because this is the setting where a geometric Markov partition was defined
(See Definition 1.22). Once we determine that S ′ is orientable, we can endow it with the
orientation induced by the quotient homeomorphism [π] : S/φ → S ′. This orientation
assigns to each rectangle in π(R) the orientation induced by π.

The core of the proof in the next lemma that the orientation induced by π in the
rectangles of the Markov partition π(R) is consistent along the boundary of the partition,
which means that the orientations of adjacent squares in π(R) match along their shared
boundaries.

Lemma 4.10. The surface S ′ is orientable.

Proof. Like the union of all π(Ri) covers the whole surface S ′, in order to obtain a
orientation on it, is necessary to check that the orientations of the rectangles {π(Ri)}ni=1

are coherent in their boundaries. Let us study the situation of two adjacent stable bound-
aries Let xi ∈ ∂sRi and xj ∈ ∂sRj be two points such that π(xi) = π(xj). We will consider
the case where they are not periodic s or u-boundary points (i.e., they do not belong to a
cycle). Without loss of generality, let’s assume that xi and xj belong to the same unstable
leaf F u and are both contained in K.

Possibly after changing the vertical orientation of Ri and/or Rj, it can be assumed
that the horizontal direction of the stable boundaries where the points xi and xj of
these rectangles meet, point to the respective periodic s-boundary points. This change
the geometrization of the Markov partition, but for this new geometrization, there is
a unique orientation of the unstable leaf F u containing J such that the vertical and
horizontal orientations of Ri and Rj, with respect to this geometrization, match the
orientation induced by π. When we collapse the u-arc J with end point xi and xj, the
stable and unstable directions of the leaves passing trough π(xi) = π(xj) preserve their
geometrization in every rectangle, and the resulting orientation at π(xj) is coherent for
the two adjacent rectangles π(Ri) and π(Rj). (see 3).
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Figure 3. The projection by π match in the boundary

The situation for a cycle is similar. Consider a cycle [p1, · · · , pk] and assign orientations
to the non-free stable separatrices of each point in the cycle, pointing towards the periodic
boundary point. Let’s take a pair of rectangles Ri and Rj that contain two neighboring
points pi and pj in the cycle. The stable boundaries of these rectangles intersect the two
adjacent stable separatrices determined by pi and pj.

We can orient Ri and Rj by completing their vertical orientations with the previously
chosen horizontal orientation. After collapsing these two rectangles, π(Ri) and π(Rj)
become two rectangles that share a stable interval in their boundary. The horizontal
orientation of π(Ri) and π(Rj) is induced by the orientation of the two adjacent stable
separatrices determined by pi and pj. This forces a coherent orientation when we glue
π(Ri) with π(Rj). This orientation consistency applies to all rectangles in the cycle, and
the cyclic order around π(pi) must also be preserved.

�

Definition 4.7. We endow the surface S ′ with the orientation induced by the quotient
homeomorphism [π] : S/φ→ S ′.

1.4. The geometric type of the projection. The orientation of S ′ given in Defini-
tion 4.7, assigns to each rectangle in π(R) the orientation induced by π and this orientation
is consistent along the boundary of the partition.

Definition 4.8. Let R a geometric Markov partition of f whose geometric type is
T . Let π(R) the geometric Markov partition of φ that consist of the rectangles whose
orientation is induced by π, its geometric type is denoted by π(T ) and we call π(R) the
geometric Markov partition induced by π.

Proposition 4.2 is consequence of this other proposition

Proposition 4.4. The geometric type T is equal to π(T )

The proof will arrive from another Lemma.
1.4.1. Same sub-rectangles: For each i ∈ {1, . . . , n}, the rectangle Ri of the Markov

partition R = {Ri}ni=1 for the Smale diffeomorphism (f, S) has horizontal sub-rectangles
{H i

j}nj=1, which are enumerated in increasing order with respect to the vertical order
in Ri. Similarly, the horizontal sub-rectangles of the rectangle π(Ri) of the Markov

partition π(R) for the pseudo-Anosov homeomorphism (φ, S ′) are enumerated as {H i
j}
hi
j=1

in increasing order with respect to the vertical orientation of π(Ri) induced by π.
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Lemma 4.11. With the previous notation, we observe that hi = hi, meaning that
the number of horizontal sub-rectangles in Ri is equal to the number of horizontal sub-
rectangles in π(Ri). Furthermore, for each j ∈ {1, . . . , n}, we have π(H i

j) = H i
j.

Similarly, if {V k
l }

vk
l=1 are the vertical sub-rectangles of Rk and {V k

l }
vk
l=1 are the vertical

sub-rectangles of π(Rk), we have vk = vk, indicating that the number of vertical sub-
rectangles in Rk is equal to the number of vertical sub-rectangles in π(Rk). Moreover, we
have π(V k

l ) = V k
l for each l ∈ {1, . . . , vk}.

Proof. Let H := H i
j be a connected component of Ri ∩ f−1(Rk), which is an hori-

zontal sub-rectangle of the Markov partition R. Therefore,
o

H is a connected component

of
o

Ri ∩ f−1(
o

Rk) for certain indexes of rectangles.

Now, let π(
o

H) is a connected component of π(
o

Ri)∩π(f−1(
o

Rk)) =
o

π(Ri)∩φ−1(π(
o

Rk)).

Therefore π(
o

H) is an horizontal sub-rectangle of π(R). If H1, H2 are two different horizon-
tal sub-rectangles of Ri. Their interior don’t intersect and a adaptation of the argument

in 4.7 implied π(
o

H1) ∩ π(
o

H2) = ∅. Therefore there is a bijection between the horizontal
sub-rectangles of Ri and those of π(Ri).

The projection π preserve the vertical order of the rectangles, then the rectangles H i
j

and H i
j+1 are projected in adjacent rectangles preserving the order, hence π(H i

j) = H i
j.

The proof of the assertions concerning the vertical sub-rectangles is completely similar.
�

Corollary 4.1. For all i ∈ {1, · · · , n} and j ∈ {1, · · · , hi}, φ(H i
j) = V k

l if and only

if f(H i
j) = V k

l .

Proof. If f(H i
j) = V k

l , then π(f(H i
j)) = π(V k

l ). Using the semi-conjugation, we

obtain that φ(π(H i
j)) = φ(H i

j) = V k
l .

Conversely, if φ(H i
j) = V k

l , then H i
j = π(H i

j) and V k
l = π(V k

l ). In the case that

f(H i
j) = V k′l′, it is clear that V k

l = π(f(H i
j)) = π(V k′l′) = V k′

l′ , which implies k′ = k and

l′ = l.
�

Remark 8. As the orientation in π(Ri) is induced by π, it is clear that π preserves
the vertical orientation relative to Ri and π(Ri). Similarly, π preserves the horizontal
orientation relative to Rk and π(Rk).

This implies that f restricted to H i
j preserves the vertical orientation if and only if φ

restricted to H i
j preserves the vertical orientation.

1.4.2. Proof of proposition 4.2. After 4.1 and Remark 8 we can conclude the proof of
Proposition 4.2.

Proof. Let T (R) = {n, {(hi, vi)}ni=1, (ρ, ε)} be the geometric type of R, and let
π(T ) = {n′, {(h′i, v′i)}n

′
i=1, (ρ

′, ε′)} be the geometric type of π(R).
The number of rectangles in R and π(R) is equal to n, and for every i ∈ {1, · · · , n},

Lemma 4.11 implies that hi = h′i and vi = v′i.
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The function ρ(i, j) = (k, l) if and only if f(H i
j) = V k

l . Corollary 4.1 states that this

occurs if and only if φ(H i
j) = V k

l . In terms of the geometric type, this is equivalent to the

fact that ρ′(i, j) = (k, l).
Finally, Remark 8 tells us that ε(i, j) is 1 if and only if ε′(i, j) is 1. This completes

our proof.
�

2. All geometric types of the pseudo-Anosov class have finite genus and no
impasse.

In this section, we assume that T is a geometric type in the pseudo-Anosov class.
We are going to prove that its incidence matrix is mixing, it genus is finite and does
not display any impasse. The arguments of this section use the equivalence between the
combinatorial and topological conditions of finite genus and impasse.

Nowadays the following Proposition is a classic result, its proof could be found for
example in [6] and [7] and directly implies the first Item of Proposition 4.1.

Proposition 4.5. Let R be the Markov partition of a generalized pseudo-Anosov
homeomorphism then its incidence matrix is mixing, i.e. there exists a number n ∈ N
such that for all i, j ∈ 1, · · · , n, a

(m)
i,j > 0.

According to Proposition 1.9 any geometric type without double boundaries admits a
realization. The following Lemma can be applied to a geometric type T in the pseudo-
Anosov class and implies that T does not have double boundaries.

Lemma 4.12. If the incidence matrix of T is mixing, then T does not have double
boundaries.

Proof. Let {ei}ni=1 be the canonical basis of Rn, and let A be the incidence matrix
of T . We recall that the entry aij represents the number of horizontal sub-rectangles of
Ri that are mapped to Rj. In particular, if hi = 1, there exists a unique j0 such that
f(Ri) ∩ Rj0 is a horizontal sub-rectangle of Rj0 . This implies that aij0 = 1, and for all
j 6= j0, aij = 0.

The condition of double s-boundaries implies the existence of {is}Ss=1 ⊂ {1, · · · , n}
such thatA(eis) = eis+1 for 1 ≤ s < S and A(eiS) = ei1 . This forces Am to not be positive
definite for any m ∈ N, which contradicts the mixing property of the incidence matrix.

Therefore, if T has a mixing incidence matrix, it does not have double s-boundaries.
�

This lemma have the following corollaries.

Corollary 4.2. If T is in the pseudo-Anosov class, then T does not have double
boundaries.

Corollary 4.3. If T is a geometric type in the pseudo-Anosov class, T it admits a
realization.

2.1. Some convention in notation and orientations.
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2.1.1. Corresponding rectangles and curves. Let T be a geometric type in the pseudo-
Anosov class that we denoted by:

T := {n, {hi, vi}ni=1,Φ := (ρ, ε)}.

In future discussions, we will compare two different objects associated to a to the geometric
type T :

i A realization by disjoint rectangles of the geometric type T . We shall denote
such realization by a pair partition/diffeomorphism: {R = {Ri}ni=1, φ}.

ii) A geometric Markov partition by non-disjoint rectangles, R̃ = {R̃i}ni=1, of a
pseudo-Anosov homeomorphism f : S → S with geometric type T .

We shall to fix some notations:

i) For all i ∈ {1, · · · , n}, R̃i is a rectangles in the Markov partition and Ri is a
rectangle in the realization.

ii) The vertical and horizontal sub-rectangles of the realization are denote by:

{V k
l : (k, l) ∈ V(T )} and {H i

j : (i, j) ∈ H(T )}

.
iii) The vertical and horizontal sub-rectangles of the Markov partition are denoted

by:

{Ṽ k
l : (k, l) ∈ V(T )} and {H̃ i

j : (i, j) ∈ H(T )}.
iv) If α is the lower boundary of a vertical sub-rectangle V k

l in the realization, then

α̃ is the lower boundary of the corresponding vertical sub-rectangle Ṽ k
l in the

Markov partition. Similarly, if α is the left boundary of H i
j, then α̃ is the left

boundary of H̃ i
j.

v) Take two vertical sub-rectangles V k
l1

and V k
l2

, with l1 < l2, and let α and β be
the horizontal boundaries of these sub-rectangles. Suppose both boundaries are
contained in either the upper or lower boundary of Rk. Without loss of generality,
let’s assume they are in the lower boundary of Rk. Using the fact that l1 < l2,
we can write α = [a1, a2]s < β = [b1, b2]s, and we denote

γ = [a2, b1]s

as the curve contained in the lower boundary of Rk and lying between α and β.
vi) The curve γ̃ is the curve contained in the lower stable boundary of R̃k that

corresponds to the curve obtained by taking the union of the lower boundaries

of all vertical sub-rectangles in the Markov partition R̃ that lie between Ṽ k
l1

and

Ṽ k
l2

. This is

γ̃ := ∪l1<l<l2∂s−Ṽ k
l .

With respect to Item v) and vi): if l2 = l1 + 1 the curve γ̃ consist in a point but γ is
a non-trivial interval.

Remark 9. Suppose that: ΦT (i, j) = (k, l, ε). This implies that: φ(H̃ i
j) = Ṽ k

l and

f(H i
j) = V k

l .
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2.1.2. Orientation. Here we should define three different orientations of a curve con-
tained in the stable boundary of the Markov partition and the realization. This will
complete the notation that we require to deduce that the realization doesn’t have the
topological obstructions by looking at what kind of obstruction it induces in the Markov
partition.

Let H i
j and V k

l be a horizontal and a vertical sub-rectangle of Ri in the realization.
They have orientations induced by the rectangle Ri in which they are contained. The
function εT in the geometric type T measures the change in relative vertical orientation
induced by the action of f .

Definition 4.9. Let α be a horizontal boundary component of V k
l . Since Rk is a

geometrized rectangle, there are two types of orientations for this curve:

• The induced orientation of α is the one that is inherited from the horizontal
orientation of Rk. This means that α is oriented in the same direction as the
horizontal sides of Rk.
• The gluing orientation of α, defined as follows: If εT (i, j) = 1, then α has the

induced orientation. However, if ε(i, j) = −1, then α has the inverse orientation
of the induced orientation. In other words, if the change in relative orientation
between H i

j and V k
l is negative, then the gluing orientation of α is the opposite

of the induced orientation.

Similarly, for the Markov partition, we can define the induced orientation and gluing
orientation of the curve α̃.

Definition 4.10. Let α̃ be the corresponding curve in the Markov partition:

• The induced orientation of α̃ is the one that is inherited from the horizontal
orientation of R̃k.
• The gluing orientation of α̃ is defined in a similar manner as for the concretiza-

tion. If ε(i, j) = 1, then α̃ has the induced orientation. However, if ε(i, j) = −1,
then α̃ has the inverse orientation of the induced orientation.

If α̃ is contained in the stable boundary of two rectangle R1 and R2, the induced
orientation of α̃ coincides with its glue orientation if and the horizontal orientation of R1

and R2 is coherent along the stable boundaries that contains α̃.
The boundary of a geometric Markov partition is contained in the stable leaves of

periodic points and we can define another orientation in such stable boundaries.

Definition 4.11. Let Õ be a periodic point of f and L̃ be a stable separatrix of Õ.
The dynamic orientation of the separatrix L is defined by declaring that: for all x ∈ L̃,
f 2Pm(x) < x, where P is the period of f .

This orientation points towards the periodic point. Suppose that L̃ intersects the
stable boundary of R̃i in an interval Ĩ, which may or may not contain a periodic point
P̃ . The dynamic orientation of Ĩ is the orientation induced by the dynamic orientation
of the separatrix L̃ within the interval. Let’s address the case of the realization.

Definition 4.12. Suppose O is a periodic point located on the horizontal boundary L
of Ri. Let I be a connected component of L \ {O}. It can be observed that I is mapped
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into a smaller interval under the action of φ, and after a certain number of iterations, it
becomes contained within the interior of I. This contraction property in us to define the
dynamical orientation of I in such a way that it points towards the periodic point O.

Suppose that in the realization, there is a ribbon r joining the boundary α of V k
l with

the boundary β of V k′

l′ . This configuration implies that in the Markov partition of f , the

boundary α̃ of Ṽ k
l is identified with the boundary β̃ of Ṽ k′

l′ . This identification preserves

the gluing orientation of α̃ and β̃. However, it is possible for the curves to have different
induced orientations. The induced orientation may vary along the curves, but the gluing
orientation remains the same, ensuring coherence in the identification process.

2.2. Finite genus and not impasse. After establishing the formalism, we proceed
to prove that T has no impasse and none of the obstructions for finite genus. We begin by
assuming that T satisfies the topological conditions for have fine genus and not impasse
in the first realizer R1, which implies the existence of certain ribbons connecting the
boundaries α and β of vertical sub-rectangles in the realization. This implies that α̃ and
β̃ are identified in the Markov partition, and this identification must be consistent with the
induced, gluing, and dynamic orientations previously defined. By carefully considering
these orientations, we will be able to derive certain contradiction, thereby establishing
that T has finite genus and not impasse.

In the next lemma we are going to prove that if there is a stripe that joints two stable
intervals inside a rectangle Rk of the realization implies that such rectangle contain a
spine in one of its horizontal boundaries, like is indicated in Figure 4.

Figure 4. Two stable separatrices collapse in a Spine

Lemma 4.13. Consider a rectangle Rk, with the horizontal orientation of Rk suppose
there exists a ribbon joining the boundaries α = [a1, a2]s ⊂ V k

l1
and β := [b1, b2]s ⊂ V k

l2
,

assume that l1 < l2 and let γ = [a2, b1]s the curve between α and β. Let α̃ := [a′1, a
′
2]s,

β̃ := [b′1, b
′
2]s and γ̃ := [a′1, b

′
2] be the previously defined curves with the induced orientation

in R̃k. In this circumstances:
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i) The curve γ̃ is a closed interval with one end point equal to a Spine type periodic
point of f .

ii) The curve γ contains a periodic point.

Proof. The curve γ̃ is a closed manifold of dimension one, it is either an interval or a
circle. Since γ̃ is contained in the stable leaf I of a periodic point Õ of the pseudo-Anosov
homeomorphism f , it couldn’t be a circle therefore is closed interval I. We claim that
such interval must contains an end point of a stable separatrix of a periodic point Õ of f ,
and then such end point is Õ.

Look at figure 5 to follow our next arguments, the curve γ̃ is the union of all the lower

(or upper) boundaries of Ṽ k
l with l1 < l < l2 an it is contained in inferior boundary of R̃k.

It could be a single point if l2 = l1 or the not trivial interval, γ̃ := [a′1, b
′
2], lets to consider

the last situation, let õ the extreme point of I that is not in α̃ nor β̃.

Figure 5. Rectangle R̃k

Let Ψ : H := [0, 1]×[0, 1]→ R̃k the parametrization of the rectangle R̃k. Following the
induced horizontal orientation of R̃k the point õ lies in the interior of the lower boundary
of R̃k and we can assume that Ψ(t0, 0) = õ for some t0 ∈ (0, 1). Since R̃k is a rectangle
and there exist two closed intervals A1 and A2 in H such that by the action of Φ these
intervals are identified, i.e. Φ(A1) = α̃ = β̃ = Ψ(A2), then there exists closed semicircle

U ′ b
o

H ∪ ∂sH with center at (t0, 0) that contains its that Ψ(U ′) = U ′ b
o

Rk (see Figure) .

Consequently, õ has an open neighborhood
o

U that is contained in the interior of R̃k, that
have center in õ. Moreover, it is clear that the diameter of U ′ was collapsed by the action
of Φ in a closed interval with a extreme in õ and therefore õ has only one separatrice.
This allows us to deduce that õ is a Spine, and so it is equal to the periodic point Õ.

The situation when I is a point is similarly proved.
�

Corollary 4.4. A geometric type T in the pseudo-Anosov class does not have com-
binatorial impasses.

Proof. First, observe that the geometric type T does not have the impasse condition.
If there were an impasse, it would be in a situation as described in the previous lemma,
where α̃ and β̃ are the horizontal boundaries that are identified. The curve γ̃ would be
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Figure 6. The projection by Φ of the rectangle H

reduced to a periodic point, and γ would have a periodic point. However, γ is the s-arc
given by the impasse, so it cannot have periodic points. This contradiction implies that
T does not have the impasse condition.

Now, if T represents (via a Markov partition) the pseudo-Anosov homeomorphism f ,
then fn has a Markov partition of geometric type T n. Since fn is pseudo-Anosov, T n is
also in the pseudo-Anosov class and does not have the impasse condition. This implies
that T does not have an impasse. �

Lemma 4.14. A geometric type T in the pseudo-Anosov class does not satisfy the
combinatorial condition of type (1).

Proof. Suppose T satisfies the combinatorial condition of type 1. This implies that
the 1-realization of T has the topological obstruction of type 1, according to the Lemma
1.4. Therefore, there exist curves α and α′ in the boundary of a rectangle Rk in the
realization that are joined by a ribbon r. Let γ the curve that is comprised between α
and α′ with respect the vertical orientation of Rk. Then there exists another ribbon r′

with a horizontal boundary β that is contained within the interior of γ, while the other
boundary of r′ is located outside of γ.

The curve γ̃ contains β̃ in particular γ̃ is a non-trivial interval and due to the identifi-
cation induced by the ribbon r′ it contains β̃′. However, like it was established in Lemma
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4.13, the stable boundary of Rk is collapsed into a Spine, the curve γ have a periodic
point p in their interior and moreover bout separatrices of p are identified.

Is not difficult to see that the gluing orientation and the dynamical orientation of γ
must be the same, for that reason look at Figure 7 where:

• The horizontal h orientation of the stable boundary of Rk is indicated with a
blue solid arrow.
• The induced orientation in γ̃ is the indicated with two dotted blue lines.
• The gluing orientation in γ̃ is the indicated with two dotted black lines,and clearly

they point towards the spine Õ.

Hence, any interval I ⊂ γ that is one separatrice of p must be identify with another
interval I ′ in the other stable separatrice of p, and they are the only intervals that are
identify. In particular β must me identify with another interval inside γ, like this interval
is β′ we deduce that β′ is inside γ and this is a contradiction.

Figure 7. Type 1 obstruction

�

If T is a geometric type in the pseudo-Anosov class and f is a generalized pseudo-
Anosov homeomorphism that realizes T , it follows that T n is the geometric type of a
Markov partition of fn. Since fn is also pseudo-Anosov, we can conclude that T n does
not have the type (1) property or an impasse. In particular, for any positive integer n, T 6n

does not have the type (1) property, and T 2n+1 does not have an impasse. This discussion
leads to the following corollary.

Corollary 4.5. A geometric type T in the pseudo-Anosov class don’t have the type-
(1) obstruction or impasse.
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Figure 8. Type 2 obstruction

Lemma 4.15. A geometric type T in the pseudo-Anosov class does not have the com-
binatorial condition of type-(2).

Proof. Assume this is not true. In view of Lemma 1.5, T has the topological con-
dition of type-(2) in its 1-realization. This implies the existence of a ribbon r joining
two curves α and α′ that lie on different sides of the stable boundary of the Markov
partition. Similarly, there is another ribbon r′ joining curves β and β′, where β is on the
same stable side as α and β′ is on the same side as α′. These curves correspond to the
boundaries of vertical sub-rectangles in the realization. The type-(2) condition imposes
certain conditions about the orientation on these curves, namely:

• The gluing orientation of α is equal to its induced orientation, and the gluing
orientation of α′ is equal to its respective induced orientation.
• The gluing orientation of β coincides with its induced orientation if and only if

the r gluing and the induced orientations of β′ coincides.

As usual, γ is the curve between α and β with respect to the induced orientation:
α ≤ γ ≤ β. Similarly, γ′ is the curve between β′ and α′ with respect to the induced
orientation: β′ ≤ γ′ ≤ α′. The same orientation properties hold for the curves α̃, α̃′, β̃,
β̃′, γ̃, and γ̃′ in the Markov partition of f .

Furthermore, the dynamic orientation of α̃ matches its induced orientation if and only
if the dynamic orientation of α̃′ matches the induced orientation. We adopt the convention
that the induced orientation, gluing orientation, and dynamic orientation of α̃ and α̃′ are
the same and fixed from now on. Even more, we assume that the dynamical orientation
and gluing orientation of β̃ and β̃′ are the same, as they both point towards the same
periodic point. We shall analyze two disjoint situations: either the dynamical orientation
of β̃ is the same as that of α̃, or it is different.
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If the dynamical orientation of α̃ and β̃ are the same, we define the curve L̃ as follows:

L̃ := α̃′ · γ̃′ · β̃ · γ̃.

This curve L̃ is a simple closed curve because its entire interior is oriented with respect
to the dynamical orientation in a stable leaf. However, this is not possible because the
stable foliation of f does not have closed leaves.

If the dynamical orientations of α̃ and β̃ are different, this implies that γ̃ contains
a periodic point Õ, and we have the following inequalities with respect to the induced
orientation:

α̃ < Õ < β̃.

Like the induced and dynamical orientations of α̃ and α̃′ coincide: α̃′ < Õ. Similarly, the
dynamical orientation of β̃ matches that of β̃′ and they are the inverse of the induced
orientation, so Õ < β̃′. This implies that, with respect to the induced orientation:

Õ < β̃′ < α̃′ < Õ

so the only way for this to occur is to have a closed leaf, which contradicts the fact that the
stable foliation of f does not have closed leaves. This ends our proof by contradiction. �

Corollary 4.6. A geometric type T in the pseudo-Anosov class does not have the
type-(2) obstruction.

Proof. It is sufficient to prove that Tm does not have the type-(2) condition. How-
ever, Tm is a geometric type in the pseudo-Anosov class associated with fm. By Lemma
4.15, we know that Tm does not have the type-(2) condition. Therefore, it follows that T
does not have the type-(2) obstruction. �

Lemma 4.16. A geometric type T in the pseudo-Anosov class does not have the com-
binatorial condition of type (3).

Proof. Suppose T has the combinatorial condition of type (3). Then, according to
Lemma 1.6, the first realization of T has the topological obstruction of type (3). Let α
and α′ be the curves identified by the ribbon r, and let r′ be the other ribbon given by
the combinatorial condition that connects β and β′. Suppose that α and β are contained
in the separatrix F s

1 (p0), while β′ is contained in F s
1 (p1) and α′ is contained in F s

1 (p2),
where p0, p1, and p2 are periodic points. By hypothesis F s

1 (p0), F s
1 (p1), and F s

1 (p2) are
all distinct and the curves are all embrionary . Now, let us analyze what happens in the
Markov partition.

By the identifications, the curves α̃, α̃′, β̃, and β̃′ are all contained in the same sta-
ble separatrix F̃ associated with a periodic point Õ and they don’t contain this point
(remember they comes from embrionary separatrices).

Now, the separatrix F̃ has only two sides. On one side, we have the rectangle R̃k which
contains α̃ and β̃ in their periodic boundary. On the other side, we have the rectangle R̃a

which contains α̃′, and R̃b which contains β̃′.
If R̃a is not the same as R̃b, then only one of these rectangles can have a periodic

stable boundary. However, our hypothesis states that both α′ and β′ are in embrionary
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Figure 9. Type 3 obstruction

separatrices, which means that both R̃a and R̃b should have periodic boundaries containing
these curves. This leads to a contradiction.

Therefore, the rectangle Ra of the Markov partition contains, in one of its periodic
boundaries, the curves α′ and β′. However, by the coherence of the dynamical orientation
with the induced orientations, α′ and β′ should be in the same stable separatrix. This
contradicts our assumption.

�

Corollary 4.7. A geometric type T in the pseudo-Anosov class doesn’t have the type
(3) combinatorial obstruction.

Proof. Similarly to the other obstruction, for all m ∈ N, Tm is the geometric type
of the pseudo-Anosov homeomorphism fm. This implies that Tm doesn’t have the type
(3) combinatorial condition. �

3. Finite genus and no-impasse implies basic piece without impasse.

In this part we are going to prove the next implication of Proposition 4.1. It correspond
tho the following proposition.

Proposition 4.6. A geometric type T which satisfy the following properties:

(1) The incidence matrix in transitive.
(2) The genus of T is finite.
(3) T don’t have impasse.

is realized as a mixing basic piece of a surface Smale diffeomorphism without topological
impasse
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Proof. The Theorem 5 due to Bonatti-Langevin-Beguin implies that T is realized as
a saturated basic set K of a surface Smale diffeomorphism . Like the incidence matrix is
mixing, we deduce K is mixing and then it is basic piece (Look at [9, Proposition 18.7.7]).
The Theorem 7 implies that K does not have a topological impasse. �



CHAPTER 5

Some computations

Me gusta andar por la sierra
Me crie entre los matorrales

Ah́ı aprend́ı a hacer las cuentas
Nomás contando costales

Pacas de a kilo - Los Tigres Del Norte

1. Partitioning a Markov Partition Using a Periodic Code.

Let T be a geometric type in the pseudo-Anosov class with binary incidence matrix
A := A(T ). Consider f : S → S as a generalized pseudo-Anosov homeomorphism, which
has a geometric Markov partition R of geometric type T . In this section, πf : ΣA → S
is the projection from the Shift space to the surface ( Definition 3.7 ). Let w ∈ ΣA be a
periodic code of period P ≥ 1, and let p := πf (w) be the corresponding periodic point of
f under this projection. In this section, we will construct a geometric Markov partition
for f that includes p as an s-boundary point and calculate its geometric type in terms of
w and T . Our main technical assumption is that the periodic code w is not s-boundary,
at the end of our exposition we are going to remark why this is not a limitation for our
future applications.

1.1. The s-boundary refinement with respect to a periodic code. We will
construct the s-boundary refinement of the Markov partition R by dividing it along the
orbit of a stable interval I containing p = πf (w). Let’s begin by characterizing the orbit
of this interval.

Definition 5.1. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix A := A(T ). Consider w ∈ ΣA as a periodic code. Define F s(w) as the
stable leaf codes of w ( Definition 3.10). Let t ∈ N, the stable manifold codes for σt(w),
where the non-negative code matches that of σt(w), are denoted by:

(59) I t,w := {v ∈ F s(σt(w)) : vn = wt+n for all n ∈ N}.

If π−1
f (πf (w)) has more than one element, it’s possible that there exist t1 and t2 (both

not multiples of the period of p, to be denoted P ) such that σt1(w) 6= σt2(w) but their
projections coincide. The following lemma clarifies this situation.

Lemma 5.1. Let It,w := πf (I t,w), then:

i) It,w is a unique stable interval of Rwt that contains f t(p).
ii) If w is a s boundary code, then It,w is a stable boundary component of Rwt.

133
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iii) If w is not a s-boundary code and there exist t1 and t2 in N such that σt1(w) 6=
σt2(w) but their projections coincide, i.e. f t(p) := πf (σ

t1(w)) = πf (σ
t2(w)), then

the stable intervals It1,w and It2,w have disjoint interior and only intersect at the
point f t(p).

Let us point that in item iii), t1 − t2 cannot be a multiple of the period of P . Because
if this were the case, t1 = t2 +mP and therefore:

σt1(w) = σt2(σmP (w)) = σt2 .

Proof. Item i). According to Proposition 3.6, the set I t,w is contained in the stable
manifold of πf (w). If w is a u-boundary code, then I t,w is in a unique stable separatrice.
In this case, I t,w is contained in this separatrice and cover a stable interval contained in
Rwt . If p is an interior point, I t,w is contained in both separatrices of f t(p) and covers
a whole stable interval of Rwt . Just remains to prove that It,w is indeed a unique stable
interval.

If the positive code of σt(v) coincides with σt(v), then, for all n ∈ N, vt+n = wt+n
and vt+n+1 = wt+n+1, and since the incidence matrix is binary, we can deduce that their
projections are in the same horizontal sub-rectangle of R, i.e. πf (σ

t+n(w)), πf (σ
t+n(v)) ∈

H
wt+n
jt+n

. Then:

πf (σ
tw) ∈ πf (I t,w) ⊂

⋂
n∈N

H
wt+n
jt+n

= I and(60)

πf (σ
tv) ∈ πf (I t,w) ⊂∈

⋂
n∈N

H
vt+n
jt+n

= I.(61)

Therefore, It,w is contained in I, and I is a unique horizontal interval of Rwt , this
probes the first item.

Item ii). The projection of a s-boundary code it is always a s-boundary point,
therefore It,w is a stable interval of Rwt contained in the stable boundary of such rectangle,
i.e. it is a stable boundary component of Rwt .

Item iii). Considering that w is not an s-boundary code and multiple codes project
to the same point, f t(p) becomes a u-boundary point but not an s-boundary point.
Consequently, only two distinct codes project to f t(p), specifically σt1(w) and σt2(w).
Consequently, F s(σt1(w)) and F s(σt2(w)) are mapped to different stable separatrices of
f t(p). This implies that It1,w and It2,w belong to separate separatrices and have non-
overlapping interiors. Since f has no closed leaves, their combination does not form a
closed curve, only intersecting at f t(p).

�

Definition 5.2. We call to It,w := πf (I t,w) the stable interval of Ri induced by the
iteration t of w.

Remark 10. If w has period P then It,w = It+P,w.

Definition 5.3. For every rectangle index i ∈ {1, · · · , n}, the set of stable intervals
of the rectangle Ri ∈ R, determined by the periodic code w, is given by:

(62) I(i, w) := {It,w : wt = i and t ∈ N}.
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Let I(w) = ∪ni=1I(i, w) set that contain to all of such intervals.

By Remark 5.2, I(i, w) and I(w) are finite sets.

Convention. To avoid overwhelming notation, we use ∪I(i, w) and ∪I(w) to rep-
resent the union of all stable intervals contained within these finite sets.

The next lemma will be useful for establishing the f -invariance of the family I(w).

Lemma 5.2. For every interval Ii,w ∈ I(i, w), its image under f satisfies that:

f(It,w) ⊂ It+1,w.

Proof. The proof follows from the next computation:

f(πf (I t,w)) ⊂ πf (σ(I t,w)) =

πf (I t+1,w) = It+1,w.

�

We are going to divide the rectangles of R trough the stable intervals in the union of
all I(i, w).

Lemma 5.3. Let R̃ be the closure of a connected component of
o

Ri \ I(w). Then R̃ is
a horizontal sub-rectangle of Ri

Proof. If i 6= j, then
o

Ri ∩∪I(j, x) = ∅, because for any point x ∈ Ri and every code
v ∈ π−1

f (x), v0 = k. In contrast, if y ∈ ∪I(j, w), at least one code w′ = σt(w) in π−1(x)
has its zero term equal to j, i.e., w′0 = j. Therefore, x 6= y.

We only need to consider the case when It,w ⊂ Ri. In this situation, It,w is a horizontal

interval of Ri. Consequently, each connected component of
o

Ri \ ∪I(i, w) is a horizontal
sub-rectangle H of Ri minus its stable boundaries, and its closure coincides with H. This
argument proves our lemma. �

These will be the rectangles in the Markov partition that we are looking for.

Definition 5.4. Let

(63) RS(w) = {R̃r}Nr=1

be the family of rectangles that were described in Lemma 5.3.

Lemma 5.4. The family of rectangles RS(w) is a Markov partition of f : S → S.

Proof. Every rectangle in RS(w) is a horizontal sub-rectangle of a rectangle Ri in R
and they don’t overlap. Therefore, any pair of rectangles in RS(w) has disjoint interiors,
and their union is the whole surface S.

The unstable boundary of RS(w) is identical to the unstable boundary of R and is thus
f−1-invariant. To complete our analysis, we need to confirm that the stable boundary is
also f -invariant.
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The stable boundary of RS(w) consists of two kinds of elements: stable intervals from
R that are part of the stable boundary of R, and stable segments of the form It,w. As
R itself is a Markov partition of f , the first type of intervals have an image within the
stable boundary of R, which is included in ∂sRS(w).

Lemma 5.2 implies that the image of any interval It,w under f is contained within
It+1,w, which is contained in the stable boundary of RS(w). This establishes that the
stable boundary of RS(w) is f -invariant. Then, RS(w) is a Markov partition for f .

�

1.2. The geometrization of RS(w). Establishing a geometrization for the Markov
partition RS(w), requires to assign labels and orientations to the rectangles in RS(w).

Definition 5.5. If the rectangle R̃ ∈ RS(w) is contained within the rectangle Ri ∈ R,

we assign to the rectangle R̃ the vertical and horizontal orientations that are consistent
with the respective vertical and horizontal orientations of the leaves in Ri.

Definition 5.6. We label the rectangles in RS(w) using the lexicographic order. We
start by numbering the horizontal sub-rectangles of Ri that belong to RS(w) from the bottom

to the top with respect the vertical orientation of Ri as: {R̃(i,s)}Nis=1 , where Ni is a positive

integer. In this manner, the rectangle R̃(i,s) ∈ RS(w) is contained within Ri at vertical

position s. Then we fix the label: R̃(i,s) := R̃r, where the number r is determined by the
formula:

r = r̃(i, s) :=
i∑

i′<i

Ni′ + s.

Definition 5.7. The Markov partition RS(w) endowed with the geometrization given
by Definitions 5.5 and 5.6 is called the s-boundary refinement of R with respect to the
code w and its geometric type is denoted by:

(64) TS(w) = {N, {Hr, Vr}Nr=1,ΦS(w) := (ρS(w), εS(w))}.
And we recall the notation to such the rectangles in the partition:

(65) RS(w) := {R̃r}Nr=1

Remark 11. If the periodic code w is an s-boundary code, Item ii) of Lemma 5.1
tells that every interval in the set I(i, w) is contained within the stable boundary of Ri.
Consequently, the set of rectangles in RS(w) coincides with R. The geometrization of
RS(w) is the same as that of R, and the geometric type TS(w) is identical to T .

This observation justifies considering w as a periodic code that is not s-boundary
because, in this case, cutting the Markov partition R along I(w) has no effect on R and
will not change the geometric type T . Therefore from now on we are should assume that
w is not a s-boundary code.

We will begin by determining the parameters in the geometric type TS(w) in the fol-
lowing order:

(1) Determine the number N of rectangles in RS(w).
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Figure 1. The set I(i, w) and the rectangles H i
jt,w

(2) For each rectangle R̃r, find the pair (i, s) such that r = r̃(i, s).
(3) Then, determine the number of vertical sub-rectangles in R̃r.
(4) Next, we identify the such intervals in I(w) that are the stable boundary of R̃r.
(5) Afterward, calculate the number of horizontal sub-rectangles in R̃r and determine

the permutation ρS(w).
(6) Finally, establish the function εS(w).

1.3. The number of rectangles in RS(w). The number of rectangles in RS(w) is
equal to the sum over all integers i ∈ {1, · · · , n} of the total number of sub-rectangles in
Ri obtained by cutting it along I(i, w). In fact, since the number of horizontal intervals
in I(w) is equal to the period of w:

N = n+ Per(w).

Anyway for our future arguments we are going to develop another approach.

Definition 5.8. Let w ∈ ΣA be a non-s-boundary periodic code with a period P .
Then, for every i ∈ {1, . . . , P − 1}, we take:

(66) O(i, w) = {(t, w) : t ∈ {0, . . . , P − 1} and wt = i}.
The cardinality of this set is denoted by O(i, w).

The next lemma is nothing but a direct observation.

Lemma 5.5. For all i ∈ {1, . . . , n}, the number of rectangles in the Markov partition
RS(w) that are contained in Ri is equal to O(i, w) + 1.
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We have an immediate corollary:

Corollary 5.1. The number N in the geometric type TS(w) that is equal to the number
of rectangles in the s-boundary refinement, it is determined by the following formula:

(67) N =
n∑
i=1

O(i, w) + 1.

In the following sub-sections, we are going to consider a rectangle Rr and we are going
to assume that we know the terms (i, s) such that r = r̃(i, s). The next lemma indicates
how to determine such parameters and justifies our future hypotheses regarding them.

Lemma 5.6. Let R̃r a rectangle in RS(w) then we can determine two unique numbers
(ir, sr) such that r = r̃(ir, sr) in following manner:

i) There exist unique ir ∈ {1, · · · , n} such that:∑
i<ir

O(i, w) + 1 < r ≤
∑
i≤ir

O(i, w) + 1

ii) Take sr := r −
∑

i<ir
O(i, w) + 1.

Proof. The only point that we need to argue is the first item, as the second one
is totally determined by such a number ir. But since r ∈ {1, · · · ,

∑n
i=1 O(i, w) + 1}, in

fact, there exists a maximum i0 ∈ {1, · · · , n} such that
∑

i<i0
O(i, w) + 1 < r. Clearly

ir = i+1 satisfies the second equality because if this is not the case:
∑

i<i0+1O(i, w)+1 < r
contradicting that i0 is the maximum with this property. �

1.4. The vertical sub-rectangles in TS(w). Now, we are going to determine the

number of vertical sub-rectangles in every rectangle R̃r ∈ RS(w), but first, we need to
characterize them.

Definition 5.9. Let R̃r be a rectangle in the geometric Markov partition RS(w), and
suppose that r = r̃(i, s) for some s. Let V i

l be a vertical sub-rectangle of the Markov
partition (f,R) contained in Ri, define:

Ṽ r
l :=

o

R̃r ∩
o

V i
l ,

as the closure of the intersection between the interior of R̃r and the interior of V i
l .

Lemma 5.7. The set Ṽ r
l is a vertical sub-rectangle of R̃r

Proof. As the intersection of the interiors of a horizontal and a vertical sub-rectangle

of Ri has a unique connected component, in particular,
o

V i
l ∩

o

R̃r has a unique connected

component. Clearly, V i
l crosses R̃r from the bottom to the top, and therefore, Ṽ r

l is a

vertical sub-rectangle of R̃r. �

Remark 12. The horizontal and vertical orientations of R̃r coincide with those of Ri.
Therefore, the labeling {Ṽ r

l }
vi
l=1 of the vertical sub-rectangles, as given in Definition 5.9,

is coherent with the horizontal direction of R̃r.

Before we continue, let us prove the next technical lemma.
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Figure 2. The vertical sub-rectangle Ṽ r
l of R̃r(i,s).

Lemma 5.8. Let R̃r ∈ RS(w) with r = r̃(i, s) for some s. Suppose H̃ ⊂ R̃r is a
horizontal sub-rectangle of (f,RS(w)). Since i was already determined before, there exists

a unique pair j ∈ {1, · · · , hi} such that (i, j) ∈ H(T ) and
o

H ⊂
o

H i
j, i.e., H is contained

in the interior of the horizontal sub-rectangle H i
j of (f,R).

Proof. We claim that H̃ intersects a unique horizontal sub-rectangle H i
j in its in-

terior. If this is not the case, there are two adjacent sub-rectangles of Ri, H
i
j1

and H i
j2

,

sharing a stable boundary I that lies inside the interior of H, i.e.,
o

I ⊂
o

H. Then, f(
o

H)

will intersect the stable boundary of R in the stable interval f(
o

I). However, this interval

is contained in the stable boundary of RS(w), leading to a contradiction. Therefore,
o

H is
contained in the interior of a unique horizontal sub-rectangle H i

j. �

Definition 5.10. Let R̃r ∈ RS(w) with r = r̃(i, s). Let H̃ ⊂ R̃r be a horizontal
sub-rectangle of RS(w), we denote (i, jH̃) ∈ H(T ) as the only pair that was determine in
Lemma 5.8.

Lemma 5.9. The rectangles in {Ṽ r
l }

vi
l=1, as described in Definition 5.9, are the vertical

sub-rectangles of the Markov partition (f,RS(w)) that are contained in R̃r.

Proof. Assume that f−1(V i
l ) = Hk

j . Since the vertical boundaries of Ṽ r
l are contained

within the vertical boundaries of V i
l , then f−1(Ṽ r

l ) is a horizontal sub-rectangle of Hk
j

whose unstable boundary is contained in ∂uRk. Furthermore, f−1(Ṽ r
l ) does not intersect

the orbit of p in its interior. Hence, there exists a unique R̃r′ ∈ RS(w) such that f−1(Ṽ r
l ) ⊂

R̃r′ and it is a horizontal sub-rectangle of Rk whose stable boundary ( under the action
of f) is send to the stable boundary of the Markov partition RS(w). This implies that

f−1(Ṽ r
l ) is a horizontal sub-rectangle of (f,RS(w)), and then Ṽ r

l is a vertical sub-rectangle
of (f,RS(w)).
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Let Ṽ ⊂ R̃r be some vertical sub-rectangle of (f,RS(w)). We know that f−1(Ṽ ) is a

horizontal sub-rectangle of a certain rectangle R̃r′ ⊂ Rk ∈ R. Since p := πf (w) is not s-

boundary, the interior of f−1(Ṽ ) does not intersect the stable boundary of any horizontal
sub-rectangles of Rk. Therefore, f−1(Ṽ ) is contained in a unique horizontal sub-rectangle
Hk
j of the Markov partition (f,R), where j := jf−1(V ) is given by Lemma 5.8.

Consequently, the unstable boundary of Ṽ is contained within the unstable boundary
of f(Hk

j ) = V k
l , and the stable boundaries of Ṽ are within the stable boundary of R̃r. As

a consequence:
o

Ṽ =
o

Rr ∩
o

V i
l .

and Ṽ is one of the rectangles described in Definition 5.9 . �

We have a immediate corollaries.

Corollary 5.2. If r = r̃(i, s) then Vr = vi.

Proposition 5.1. Let H̃ ⊂ R̃r be a horizontal sub-rectangle of (f,RS(w)), assume

that H̃ ⊂ H i
j and f(H i

j) = V k
l . If f(H) = Ṽ r′

l′ , then l = l′.

Proof. As H̃ ⊂ H i
j, then f(H̃) ⊂ f(H i

j) = V k
l . Simultaneously, f(H) = Ṽ r′

l′ =
o

R̃r′ ∩
o

V k
l . Given that the intersection

o

R̃r′ ∩
o

V k
l has only one connected component, it is

necessary that
o

V k
l =

o

V k
l′ and thus l = l′. �

1.5. The stable boundary of a rectangle R̃r. The first task will be to determine
the stable boundaries of a rectangle R̃r ∈ RS(w). In view of Lemma 5.6, we can add to
our hypothesis the equality r = r̃(i, s), as we can always determine the parameter (i, s).

In the rest of this subsection we are going to assume that:

• The geometric type T = {n, {hi, vi}ni=1,ΦT = (ρt, εT )} is in the pseudo-Anosov
class
• Its incidence matrix A := A(T ) is binary.
• The periodic code w ∈ ΣA have period P ≥ 1 and its is not s-boundary.

The following lemma establishes that for any given terms wt and wt+1 in w, there
exists a unique horizontal sub-rectangle Hwt

jt
whose image corresponds to a vertical sub-

rectangle V
wt+1

lt+1
contained within Rwt+1 . We have expressed this in terms of ρt to make

explicit that this condition is entirely determined by the geometric type T and w.

Lemma 5.10. Let t ∈ {1, · · · , P}. There is a unique index jt,w ∈ {1, · · · , wwt} that
satisfies the following condition: (wt, jt,w) ∈ H(T ) is the sole pair of indices for which
ρT (wt, jt,w) = (wt+1, lt+1) ∈ V(T ) (for certain lt+1). Furthermore, lt+1 ∈ {1, · · · , vwt+1} is
also uniquely determined.

Proof. Let’s suppose that wt = i. As the incidence matrix of T is binary, there exists
at most one horizontal sub-rectangle H i

j of Ri such that f(H i
j) ⊂ Rwt+1 . However, since w

is an admissible code, there exists at least one horizontal sub-rectangle H i
j of Ri such that

f(H i
j) ⊂ Rwt+1 . Therefore, there exists only one rectangle of Ri such that f(H i

j) ⊂ Rwt+1 ,
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and we declare jt,w as this unique number. Clearly, if ρT (i, jt,w) = (wt+1, lt+1), then
lt+1 ∈ {1, · · · , hwt+1} is uniquely determined. �

Corollary 5.3. Assume that wt = i, then the stable interval It,w is contained in
H i
jt,w \ ∂

sH i
jt,w .

Proof. It is evident that πf (w) ∈ H i
jt,w . Now, consider another code v ∈ F s(σt(w))

that projects to It,w. As in Lemma 5.10, there exists only one index jt,v ∈ {1, . . . , hvt} such
that ρT (i, jt,v) = (vt+1, l

′), and therefore πf (v) ∈ H i
jt,v . However, due to the matching of

non-negative codes between w and v, we have wt = vt and wt+1 = vt+1, leading to
jt,v = jt,w. Consequently, πf (v) ∈ H i

jt,w .
Since w is not an s-boundary point, the projection of its stable leaf codes cannot

intersect the stable leaves of s-boundary periodic points. In particular, it does not intersect
the stable boundary of the horizontal sub-rectangles of (f,R). Hence, we deduce that
It,w ⊂ H i

jt,w \ ∂
sH i

jt,w . This confirms the claim.
�

Definition 5.11. Consider two horizontal segments, I and I ′, within the rectangle
Ri. We say that I is positioned below I ′ in relation to the vertical orientation of Ri if the

intersection of the interior of segment
o

I with a vertical segment J within Ri is lower than

the intersection of
o

I ′ with J . In this case we write I < I ′.

Remark 13. The trivial bi-foliated structure of
o

Ri ensure that this ordering is inde-
pendent of the specific vertical segment J .

Lemma 5.11. Let It1,w and It2,w be two stable segments contained within Ri, i.e.,
wt1 = wt2 = i. Suppose that jt1,w < jt2,w. Then, with respect to the vertical orientation of
Ri:

It1,w < It2,w.

Proof. As was observed in Corollary 5.3, It1,w ⊂ H i
jt1,w

and It2,w ⊂ H i
jt2,w

. With

respect to the vertical orientation of Ri any stable interval contained in H i
jt1,w

lies below

any stable interval contained in H i
jt2,w

. In particular, we have It1,w < It2,w, as we claimed.
�

Lemma 5.12. If there exist two distinct numbers t1 and t2 in {0, · · · , P − 1} such that
σt1(w) 6= σt2(w) but both have wt1 = wt2 = i, then we consider the two elements in O(i, w)
determined by these iterations: (t1, w) and (t2, w). In this case:

i) There exists an natural number M between 1 and P−1 such that wt1+M 6= wt2+M ,
but for all m from 0 to M − 1, wt1+m = wt2+m.

ii) If M = 1, then jt1,w 6= jt2,w. However, if M ≥ 2, for all m ∈ {0, · · · ,M − 2},
the indices jt1+m,w and jt2+m,w (defined in 5.10) are equal. Thus, for all m in the
range 0 to M − 2:

εT (wt1+m, jt1+m,w) = εT (wt2+m, jt2+m,w).

iii) The indices jt1+M−1,w, jt2+M−1,w ∈ {1, · · · , hwt1+M−1
= hwt2+M−1

} are different.
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Proof. Item i). Since σt1(w) 6= σt2(w), and w has a period of P , there must exist an
integer M ∈ {0, · · · , P − 1} such that wt1+M 6= wt2+M , and M is chosen as the smallest
integer with this property. We claim that M 6= 0 because wt1+0 = wt2+0. Since M is
the minimum integer where wt1+M 6= wt2+M , then for all 0 ≤ m < M , it holds that
wt1+m = wt2+m.

Item ii).If M = 1, then wt1+1 6= wt2+1. Since the incidence matrix A is binary, this
implies that jt1,w 6= jt2,w.

Now, let’s consider the case when M > 1. For each m ∈ {0, · · · ,M − 2}, the indices
jt1+m,w and jt2+m,w are the only ones that satisfy ρT (wt1+m, jt1+m,w) = (wt1+m+1, lm) and
ρT (wt2+m, jt2+m,w) = (wt2+m+1, l

′
m). However, since wt1+m+1 = wt2+m+1, it follows that

jt1+m,w = jt2+m,w. Consequently, we have:

εT (wt1+m, jt1+m,w) = εT (wt2+m, jt2+m,w).

Item iii). Remember that ρT (wt1+M−1, jt1+M−1,w) = (wt1+M , l) and ρT (wt2+M−1, jt2+M−1,w) =
(wt2+M , l

′). Since wt1+M 6= wt2+M and the incidence matrix of T is binary, it is necessarily
the case that jt1+M−1,w 6= jt2+M−1,w. �

Definition 5.12. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix A. Suppose w ∈ ΣA is a periodic code of period P that is not an s-
boundary code. Assume that σt1(w) 6= σt2(w) but wt1 = wt2 = i. Let M be the number
determined in Lemma 5.12. We define the interchange order between (t1, w) and (t2, w)
as follows:

• If M = 1 then δ((t1, w), (t2, w)) := 1.
• If M > 1 then

δ((t1, w), (t2, w)) =
M−2∏
m=0

εT (wt1+m, jt1+m,w) =
M−2∏
m=0

εT (wt2+m, jt2+m,w).

Lemma 5.13. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix A. Suppose w ∈ ΣA is a periodic code of period P ≥ 1 that is not an
s-boundary code. Assume that σt1(w) 6= σt2(w) but wt1 = wt2 = i. Consider a realization
(f,R) of the geometric type T by a pseudo-Anosov homeomorphism f : S → S. Let
It1,w and It2,w be the two stable segments determined by the numbers t1 and t2. Then,
It1,w < It2,w with respect to the vertical orientation of Ri ∈ R if and only if one of the
following situations occurs:

• jt1+M−1 < jt2+M−1 and δ((t1, w), (t2, w)) = 1, or
• jt1+M−1 > jt2+M−1 and δ((t1, w), (t2, w)) = −1,

Proof. The case when M = 1 reduces to Lemma 5.11, so let’s assume that M > 1.
Assume that It1,w < It2,w and call H the horizontal sub-rectangle determined by such
stable intervals. For all 0 ≤ m ≤ M − 2, jt1+m = jt2+m and fm(H) is contained in a
unique horizontal sub-rectangle of Rwt1+m

. In this case, after applying fM−1 to H, we
have two possibilities:

i) jt1+M−1 < jt2+M−1 and fM−1 preserves the vertical orientation, which happens if
and only if δ((t1, w), (t2, w)) = 1, or
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ii) jt1+M−1 > jt2+M−1 and fM−1 changes the vertical orientations, which happens if
and only if δ((t1, w), (t2, w)) = −1.

Now, assume that jt1+M−1 < jt2+M−1 and δ((t1, w), (t2, w)) = 1. Let H be the horizon-
tal sub-rectangle of Rwt1

determined by the intervals It1,w and It2,w, we need to determine
what of such intervals is the upper boundary of H.

The number δ((t1, w), (t2, w)) measures the change in the relative positions of fM−1(It1,w)
and fM−1(It2,w) inside the rectangle Rwt1+M−1

. In this case, the relative position of

fM−1(It1,w) and fM−1(It2,w) insideRwt1+M−1
is the same as the relative position of It1+M−1,w

and It2+M−1,w inside Ri. Since δ((t1, w), (t2, w)) = 1, the upper boundary of fM−1(H)
coincides with the image of the upper boundary of H and similarly, the inferior boundary
of H corresponds to the inferior boundary of fM−1(H).

Furthermore, since jt1+M−1 < jt2+M−1 and according to Lemma 5.11, It1+M−1,w <
It2+M−1,w. So, we can conclude that the inferior boundary of fM−1(H) is contained
within It1+M−1,w and then the inferior boundary of H is It1,w, and its upper boundary is
It2,w. In this manner, we have It1,w < It2,w with respect to the vertical order in Ri.

Let’s consider a scenario where jt1+M−1 > jt2+M−1 and δ((t1, w), (t2, w)) = −1. In
this case, we take H as the horizontal sub-rectangle of Rwt1

determined by the intervals

It1,w and It2,w. The negative value of δ((t1, w), (t2, w)) indicates that fM−1|H alters the
relative positions of the stable boundaries of H with respect to the vertical order in Ri.
Consequently, the upper boundary of fM−1(H) is the image of the inferior boundary of H,
and simultaneously, the lower boundary of fM−1(H) is the image of the upper boundary
of H.

Given that jt1+M−1 > jt2+M−1, it follows that the lower boundary of fM−1(H) is
enclosed within H

wt1+M−1

jt1+M−1,w
, and the upper boundary is encompassed within H

wt2+M−1

jt2+M−1,w
.

Therefore by Corollary 5.3 we have that It1+M−1,w > It2+M−1,w, and the upper bound-
ary of fM−1(H) is confined within It1+M−1,w. Using Lemma 5.2, we can deduce that
fM−1(It1,w) ⊂ It1+M−1,w and then that It1,w is the inferior boundary of H. Finally we get
that: It1,w < It2,w with respect to the vertical order in Ri.

�

We will now establish a formal ordering for the set of stable segments within Ri, which
constitute the stable boundaries of the rectangles contained in RS(w) that also lie within
Ri.

Definition 5.13. Let Ri ∈ R be any rectangle, denote Ii,−1 := ∂s−1Ri as the lower
boundary of Ri, and Ii,+1 := ∂s+1Ri as the upper boundary of Ri. Define:

s : O(i, w) ∪ {(i,+1), (i,−1)} → {0, 1, · · · , O(i, w), O(i, w) + 1},

as the unique function such that:

• s(t1, w) < s(t1, w) if and only if It1,w < It1,w respect the vertical order in Ri.
• It assigns 0 to (i,−1) and O(i, w) + 1 to (i,+1).

We call this function s the order induced in O(i, w) by the geometric type T .
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The boundaries of any rectangle R̃r of RS(w) contained in Ri are defined by two
consecutive horizontal intervals in O(i, w) ∪ {Ii,−1, Ii,+1}. The previous order enables us

to describe them accurately based on the relative position of R̃r inside Ri.

Lemma 5.14. Let R̃r be a rectangle in the geometric Markov partition RS(w) with r =

r̃(i, s). Then, the stable boundary of R̃r consists of two stable segments of Ri determined
as follows:

i) If s = 1, the lower boundary of R̃r is Ii,−1. If O(i, w) = 0, then its upper boundary
is Ii,+1. However, if O(i, w) > 0, there exists a unique (t, w) ∈ O(i, w) such that

s(t, w) = 1, and the upper boundary of R̃r is the stable segment It,w.
ii) If O(i, w) > 1 and s 6= 1, O(i, w) + 1, there are unique (t1, w), (t2, w) ∈ O(i, w)

such that: s(t1, w) = s− 1, s(t2, w) = s. Furthermore, the lower boundary of R̃r

is the stable segment It1,w, and the upper boundary of R̃r is the stable segment
It2,w.

iii) If O(i, w) > 0 and s = O(i, w) + 1, then the upper boundary of R̃r is the stable
segment Ii,+1. Additionally, there exists a unique (t, w) ∈ O(i, w) such that

s(t, w) = O(i, w), and the inferior boundary of R̃r is the stable segment It,w.

Proof. Recall that s is the vertical position of R̃r inside Ri but s̃(t, w) is the position
of the horizontal interval It,w inside Ri.

Item i). Since s = 1, within the vertical ordering of Ri, R̃r represents the first
rectangle from RS(w) contained within Ri. Therefore, its lower boundary coincides with
the lower boundary of Ri, which is Ii,−1.

If O(i, w) = 0, then R̃r = Ri, and it’s the only rectangle from RS(w) within Ri.

Consequently, the upper boundary of R̃r must be Ii,+1.

However, if O(i, w) > 0, the upper boundary of R̃)r must correspond to a stable
interval It,w ∈ I(i, w), which occupies the first position according to the order s; hence,
s(t, w) = 1.

Item ii). Since R̃r occupies the vertical position 1 < s < O(i, w) + 1 among all the
rectangles in RS(w) within Ri, its stable boundaries cannot coincide with Ii,−1 or Ii,+1.
Therefore, its stable boundary is defined by two consecutive stable segments in I(i, w),
denoted as It1,w < It2,w. Furthermore, the interval It1,w holds the position s − 1 relative
to the elements in I(i, w) ∪ Ii,+1, Ii,−1, and It2,w is positioned at s. This leads to the
conclusion that s(t1, w) = s− 1 and s(t2, w) = s.

Item iii).Since s = O(i, w) + 1, R̃r is the upper rectangle of RS(w) contained in
Ri. Consequently, its upper boundary is Ii,+1, and its lower boundary is the segment
It,w located in position O(i, w) among the elements of I(i, w) ∪ {Ii,+1, Ii,−1}. Therefore,
s(t, w) = O(i, w).

�

Let’s determine the image of the stable boundaries of a rectangle Rr. We are going to
use Lemma 5.2 as our main tool.



1. PARTITIONING A MARKOV PARTITION USING A PERIODIC CODE. 145

Lemma 5.15. Let R̃r, where r = r̃(i, s), be a rectangle in the geometric Markov parti-
tion RS(w). We can determine the image of the horizontal boundary of R̃r under f in the
following manner:

i) If the lower boundary of R̃r is Ii,−1 and ΦT (i, 1) = (k, l, ε), then f(Ii,−1) is con-
tained within Ik,−1 if ε = 1, and it is contained within Ik,+1 otherwise.

ii) If one boundary component of R̃r is the stable segment It,w, then f(It,w) ⊂ It+1,w.

iii) If Ii,+1 is the upper boundary of R̃r and ΦT (i, hi) = (k, l, ε), then f(Ii,+1) is
contained in Ik,+1 if ε = 1 and is contained in Ik,−1 otherwise.

Proof. Item i). It’s evident that the image of Ii,−1 under f will be contained either
in the upper or lower boundary of Rk, depending on how f alters the vertical orientation.
Specifically, if ε = 1, then f(Ii,−1) is within the lower boundary of Rk, whereas if ε = −1,
it will be situated in the upper boundary of Rk.

Item ii). This is Lemma 5.2.
Item iii). The argument is the same as in Item i).

�

1.6. The relative position of H i
j with respect to R̃r.. The number of horizontal

sub-rectangles within R̃r can be determined by counting the number of sub-rectangles
contained within each H i

j that intersect R̃r and then summing up all of these quantities.

Definition 5.14. Let R̃r ∈ RS(w) with r = r̃(i, s). We define:

H(r) := {(i, j) ∈ H(T ) :
o

H i
j ∩

o

R̃r 6= ∅}.

If we know the stable segments that delineate R̃r, we can determine the indices of
the horizontal sub-rectangles within R that contain the upper and lower boundaries of
R̃r. Let’s assume these horizontal sub-rectangles are in positions j− < j+. Thus, we can
define H(r) as the set of indices (i, j) where j ranges from j− to j+. The following lemma
provides a more detailed explanation of this observation.

Lemma 5.16. Let R̃r be a rectangle within the geometric Markov partition RS(w), where
r = r̃(i, s). There are three distinct scenarios to consider:

i) If O(i, w) = 0, then H(r) = {(i, j) ∈ H(T )}.
ii) If s 6= 1 and s 6= O(i, w)+1, we identify the lower boundary of R̃r as It1,w, and the

upper boundary as It2,w (given by Item ii) of Lemma 5.14), with corresponding
indices jt1,w and jt2,w determined by Lemma 5.10. In this situation, H(r) =
{(i, j) ∈ H(T ) : jt1,w ≤ j ≤ jt2,w}.

iii) If O(i, w) > 0 and s = O(i, w) + 1, we designate the upper boundary of R̃r as
Ii,+1 and the lower boundary as It,w, with jt,w determined by Lemma 5.10. In this
scenario, H(r) = {(i, j) ∈ H(T ) : jt,w ≤ j ≤ hi}.

iv) If O(i, w) > 0 and s = 1, the inferior boundary of R̃r is Ii,−1 and its upper
boundary is denoted by It,w, where jt,w was determined by Lemma 5.10. In this
scenario, H(r) = {(i, j) ∈ H(T ) : 1 ≤ j ≤ jt,w}.
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Proof. Item i). If O(i, w) = 0, then R̃r = Ri, indicating that H(r) must include
the labels of all the horizontal sub-rectangles within the Markov partition R that are
contained in Ri. Thus, H(r) = {(i, j) ∈ H(T )}.

Item ii). The lower boundary of R̃r lies within H i
jt1,w

, while the upper boundary

is contained in H i
jt2,w

. It’s evident that all the horizontal sub-rectangles of the form H i
j

with jt1,w ≤ j ≤ jt2,w are the only ones that satisfy that
o

H i
j ∩

o

R̃r. This implies that
H(r) = {(i, j) ∈ H(T ) : jt1,w ≤ j ≤ jt2,w}.

Item iii). Every horizontal sub-rectangle H i
j with jt,w ≤ j ≤≤ hi satisfies that

o

H i
j∩

o

R̃r 6= ∅, and these are the only horizontal sub-rectangles within R with this property.
Thus, H(r) = {(i, j) ∈ H(T ) : jt,w ≤ j ≤ hi}.

Item iv). The argument is the same as in Item iii).
�

Figure 3. Three configurations for horizontal sub-rectangles of R̃r inside H(r)

Let R̃r ∈ RS(w) be a rectangle with r = r̃(i, s). For each (i, j) ∈ H(r), there are three

possible situations regarding the placement of R̃r with respect to the sub-rectangle H i
j of

Ri ∈ R:

i) H i
j ⊂ R̃r

ii) R̃r ⊂ H i
j \ ∂sH i

j

iii) H i
j contains only one horizontal boundary component of R̃r.

Let’s establish a criterion for every pair (i, j) ∈ H(r) to know what kind of behavior they
have.

Proposition 5.2. Let R̃r ∈ RS(w) be a rectangle with r = r̃(i, s).
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Assume that R̃r 6= Ri and H(r) = {(i, j1), · · · , (i, jK)} with jk < jk+1. Let (i, jk) ∈
H(r) in this manner:

i) R̃r ⊂ H i
jk
\ ∂sH i

jk
if and only if H(r) = {(i, jk)}, i.e. K = 1.

ii) H i
jk
⊂ R̃r if and only if j1 < jk < jK.

iii) The sub-rectangle H i
jk

contains only one horizontal boundary component of R̃r if
and only if K > 1, i. e. the cardinality of H(r) is bigger than 1 ( ](H(r)) > 1
). In this case, H i

jk
contains the inferior boundary of R̃r if k = 1 and the upper

boundary of R̃r if k = K.

In case that R̃r = Ri, for all (i, j) ∈ H(r), H i
j ⊂ R̃r.

Proof. Item i). If R̃r ⊂ H i
jk
\ ∂sH i

jk
, the only horizontal sub-rectangle of Ri that

intersects the interior of R̃r is H i
jk

, so H(r) = {(i, jk)} and K = 1.
Conversely, if H(r) = {(i, j1)}, the only horizontal sub-rectangle of Ri that intersects

the interior of R̃r is H i
j1

, then
o

R̃r ⊂ H i
j1

. Since the stable boundaries of R̃r are disjoint

from the stable boundaries of H i
jk

, it is necessary that R̃r ⊂ H i
jk
\ ∂sH i

jk
.

Item ii). The horizontal sub-rectangles H i
jk−1

and H i
jk+1

intersect the interior of R̃r,

and H i
jk−1

is below H i
jk

, and H i
jk+1

is above H i
jk

, then it is necessary that H i
jk
⊂ R̃r.

Conversely, if H i
jk
⊂ R̃r and R̃r 6= Ri, the contention is proper, which implies the

existence of horizontal sub-rectangles of Ri, H
i
jk+1 above H i

jk
and H i

jk−1
below H i

jk
. They

intersect the interior of R̃r and therefore, (i, jk−1) and (i, jk+1) are elements of H(r). This
implies that j1 ≤ jk−1 < jk < jk+1 ≤ jK .

Item iii).If H i
jk

contains only the inferior boundary of R̃r, the index jk satisfies that

for all j′ ∈ H(r), j′ ≥ jk. Since the upper boundary of R̃r is not contained in the interior
of H i

jk
, there exists another j′ > j such that the upper boundary of R̃r is contained in

the interior of H i
j′ . Consequently, the interior of R̃r intersects the interior of H i

j′ . Hence,

(i, j′) ∈ H(r), K > 1 and jk = j1. The case where H i
jk

contains only the upper boundary

of R̃r is entirely symmetric.
Finally if R̃r = Ri, then H(r) = {(i, j) ∈ H(T )} and then every horizontal sub-

rectangle H i
j is contained in Ri = R̃r, therefore H i

j ⊂ R̃r.
�

1.7. The number of horizontal sub-rectangles in R̃r. We will count the number
of horizontal sub-rectangles within the Markov partition RS(w) in the intersection R̃r∩H i

j,
and we will also establish how these sub-rectangles are rearranged by f . For that reason
we consider the three different cases that we outlined in Proposition 5.2.

The strategy will be:

(1) For every (i, j) ∈ H(r), compute the number of horizontal sub-rectangles con-
tained within R̃r ∩H i

j and call it h(r, j).

(2) Label the rectangles within R̃r ∩H i
j as {H̃r

j,J}
h(r,j)
J=1 .

(3) Determine the function ρ
(r,j)

that, when given (r, J), returns a value (r′, l′) such

that f(H̃r
j,J) = Ṽ r′

l′ .
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(4) Calculate Hr by summing h(r, j) over all j such that (i, j) ∈ H(r), which gives
us the number of horizontal sub-rectangles within R̃r.

(5) Enumerate the horizontal sub-rectangles within R̃r by {H̃r
J}HrJ=1 and specify how

to determine the relative position of a rectangle H̃r
J . This means finding a unique

index j and a unique J such that H̃r
J = H̃r

j,J .
(6) Finally, define ρS(w)(r, J) as ρ(r,j)(r, J), where j and J were determined in the

previous step.

1.7.1. First case: R̃r ⊂ H i
j \∂sH i

j. In some sense, this is the simplest scenario because

all the horizontal sub-rectangles of R̃r are contained within H i
j. This allows us to directly

compute the value for Hr and the function ρS(w) when restricted to the horizontal sub-

rectangles of R̃r.

Lemma 5.17. Let R̃r ∈ RS(w), with r = r̃(i, s). Suppose we have a pair of indices

(i, j) ∈ H(r) such that R̃r ⊂ H i
j \ ∂sH i

j. In this case s 6= 1 and s 6= O(i, w) + 1 and we

take It1,w as the lower boundary of R̃r and It2,w as the upper boundary of R̃r.
Assume that ρT (i, j) = (k, l). Let s− = s(t1 + 1, w) and s+ = s(t2 + 1, w). Then,

wt1+1 = wt2+1 = k and the number of horizontal sub-rectangles of RS(w) contained in the

intersection R̃r ∩H i
j is given by the formula:

(68) h(r, j) = |s− − s+|.

Proof. Look at Figure 4. Since R̃r ⊂ H i
j \ ∂sH i

j, R̃r doesn’t share a stable boundary
component with Ri. This means s 6= 1 and s 6= O(i, w) + 1, and we can take the
intervals It1,w and It2,w as described in the Lemma. Since f(R̃r) ⊂ f(H i

j) ⊂ Rk, then

wt1+1 = wt2+1 = k, as we claimed. Then the number of horizontal sub-rectangles of R̃r

consists of all the rectangles in RS(w) contained in Rk and located between the intervals
It1+1,w and It2+2,w. If their relative positions are given by the numbers s− and s+, then
the number of such rectangles is given by |s− − s+| and we has proved our Lemma.

�

Definition 5.15. The horizontal sub-rectangles of R̃r as described in Lemma 5.17 are
labeled from the bottom to the top with respect to the orientation of R̃r as:

{H̃r
j,J}

h(r,j)
J=1 .

Remark 14. As established in Item i) of Proposition 5.2, the set H(r) contains only
one element. Therefore, Hr = |s− − s+|,

Lemma 5.18. With the hypothesis of Lemma 5.17, assume that ΦT (i, j) = (k, l, ε) and
f(H̃r

j,J) = Ṽ r′

l′ . Then:

i) If ε = ε(i, j) = 1, then s− < s+, r′ = r̃(k, s− + J) and l = l′.
ii) If ε = ε(i, j) = −1, then s− > s+, r′ = r̃(k, s− − J + 1) and l = l′.

Proof. Item i). If ε(i, j) = 1 then f preserves the vertical orientation of R̃r, and
then It1+1,w < It2+1,w, so s− < s+.
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The rectangle H̃r
j,J is in vertical position J inside R̃r∩H i

j and it is sent to the rectangle
whose position inside Rk is at vertical position J above the the rectangle in position s−

withing Rk. Therefore, f(H̃r
j,J) is inside a rectangle R̃r′ inside to Rk whose position is

equal to s− + J . In other words, r′ = r̃(k, s− + J).
Item ii). If ε(i, j) = −1 then f inverts the vertical orientation of R̃r. Then, It1+1,w >

It2+1,w and s− > s+.

The rectangle H̃r
j,1 that is positioned at place 1 inside R̃r ∩ H i

j is sent into to the

rectangle R̃r′ , whose upper boundary is at position s−, therefore r′ = s− = s− − (1− 1).
In general the upper boundary of the rectangles R̃ ⊂ Rk determine its position inside Rk.
That means that f(H̃r

j,J) is inside a rectangle R̃r′ withing Rk whose position is given by
s− − J + 1. In other words, r′ = r̃(k, s− − J + 1).

Finally in bot cases, Proposition 5.1 implies that l′ = l. �

Definition 5.16. With the hypothesis of Lemma 5.17, assume that ΦT (i, j) = (k, l, ε).
Then:

If ε(i, j) = 1 we define:

(69) ρ
(r,j)

(r, J) = (r̃(k, s− + J), l).

and if ε(i, j) = −1:

(70) ρ
(r,j)

(r, J) = (r̃(k, s+ − J + 1), l).

Remark 15. In this particular case the function ρS(w)(r, J) is determined by either
Equation 70 or Equation 69. Towards the end of this section, we will provide a unified
approach of all the cases that we are going to consider, for this reason we are keeping
the notation H̃r

j,J even if we can change it by H̃r
J as the parameter j is not important

anymore.

1.7.2. Second case: H i
j ⊂ R̃r.

Lemma 5.19. Let R̃r ∈ RS(w) be a rectangle, with r = r̃(i, s). Let (i, j) ∈ H(r) be any

pair of indices such that H i
j ⊂ R̃r and assume that ρT (i, j) = (k, l). Then, the number of

horizontal sub-rectangles of RS(w) that are contained in the intersection R̃r ∩H i
j is given

by the formula:

(71) h(r, j) = O(k, w) + 1.

Proof. See Figure 5. The vertical sub-rectangle V k
l = f(H i

j) of Rk ∈ R intersects to

all the rectangles R̃r′ ∈ RS(w) that are contained in Rk, but by definition this quantity
is equal to O(k, w) + 1. Even more, this number coincides with the number of horizontal
sub-rectangles of RS(w) that are contained inside R̃r ∩H i

j and therefore:

(72) h(r, j) = O(k, w) + 1,

is the number of horizontal sub-rectangles of RS(w) inside R̃r ∩H i
j.

�
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Figure 4. First case: R̃r ⊂ H i
j \ ∂sH i

j

We proceed to label such horizontal sub-rectangles.

Definition 5.17. The horizontal sub-rectangles of R̃r described in Lemma 5.19 are
labeled from the bottom to the top with respect to the vertical orientation of R̃r as:

{H̃r
j,J}

h(r,j)
J=1 .

Let’s determine the image of any such horizontal sub-rectangle of R̃r ∩H i
j.

Lemma 5.20. Let R̃r ∈ RS(w), with r = r̃(i, s). Let (i, j) ∈ H(r) be any pair of

indices such that H i
j ⊂ R̃r, and let H̃r

j,J be a horizontal sub-rectangle of R̃r. Assume that

ρT (i, j) = (k, l) and that f(H̃r
j,J) = Ṽ r′

l′ .

i) If εT (i, j) = 1, r′ = r̃(k, J) and l = l′.
ii) If εT (i, j) = −1, then r′ = r̃(k,O(k, w) + 1− J + 1) and l = l′.

Proof. Item i). If ε(i, j) = 1, the vertical orientation is preserved by f restricted
to R̃r, and the horizontal sub-rectangle H̃r

j,J that is in position J inside R̃r ∩ H i
j is sent

to the rectangle R̃r′ located in position J inside Rk. This means that r′ = r̃(k, J) and in
view of Proposition 5.1, l′ = l.

Item i). If ε(i, j) = −1, the vertical orientation is invert by f restricted to R̃r ∩H i
j,

and the horizontal sub-rectangle H̃r
j,J that is in position J inside R̃r ∩ H i

j is sent to the

rectangle R̃r′ located in position J − 1 below the top rectangle of RS(w) (for J = 1 the
position is O(k, w)) + 1), and this position is equal to O(k, w) + 1− J + 1 inside Rk. This
means that r′ = r̃(k,O(k, w) + 1− J + 1). Finally, by Proposition 5.1, l′ = l.
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Figure 5. Second case: H i
j ⊂ R̃r

�

Definition 5.18. Let R̃r ∈ RS(w), with r = r̃(i, s). Let (i, j) ∈ H(r) be a pair

of indices such that H i
j ⊂ R̃r, and let H̃r

j,J be an horizontal sub-rectangle of R̃r ∩ H i
j.

Assume that ρT (i, j) = (k, l).
If ε(i, j) = 1 we set:

(73) ρ
(r,j)

(r, J) = (r̃(k, J), l),

If ε(i, j) = −1 we set:

(74) ρ
(r,j)

(r, J) = (r̃(k,O(k, w) + 1− J + 1), l).

1.7.3. Third case: H i
j contains only one horizontal boundary component of R̃r. We

consider the case when H i
j contains the upper boundary of R̃r.

Lemma 5.21. Consider R̃r ∈ RS(w), where r = r̃(i, s), and assume that O(i, w) > 0.
Take a pair of indices (i, j) ∈ H(r) such that H i

j exclusively contains the upper boundary

of R̃r. Let It,w be the upper boundary of R̃r. Let s+ = s(t + 1, w) and assume that
ρT (i, j) = (k, l). Then, the number of horizontal sub-rectangles of RS(w) that are contained

inside R̃r ∩H i
j can be computed using one of the following formulas:

• If εT (i, j) = 1:
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(75) h(r, j) = s+.

• If εT (i, j) = −1

(76) h(r, j) = O(k, w) + 1− s+.

Figure 6. Third case: H i
j contains only one horizontal boundary compo-

nent of R̃r

Proof. Look the Figure 6 to get some pictorial intuition.
Case εT (i, j) = 1. The upper boundary of R̃r is mapped to the stable segment It+1,w,

positioned at place s+ inside Rk and the inferior boundary of R̃r ∩ H i
j coincides with

the inferior boundary of H i
j and since εT (i, j) = 1, f preserves the vertical orientation of

R̃r ∩H i
j. Consequently, the image of the inferior boundary of R̃r ∩H i

j is contained in the
inferior boundary of Rk. The number of rectangles in RS(w) between the segment It+1,w

and the inferior boundary of Rk is given by s+ and this number is equal to the number
of horizontal sub-rectangles of R̃r ∩H i

j.

Case εT (i, j) = −1. The upper boundary of R̃r ∩H i
j is equal to the upper boundary

of R̃r and is mapped by f to the stable segment It+1,w, positioned at place s+ inside Rk.

The inferior boundary of R̃r ∩H i
j coincides with the inferior boundary of H i

j , but since

εT (i, j) = −1, f inverts the vertical orientation of R̃r ∩ H i
j. Consequently, the image of

the inferior boundary of R̃r ∩H i
j is contained in the upper boundary of Rk. The number

of rectangles in RS(w) between the segment It+1,w and the upper boundary of Rk is given
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by O(k, w) + 1− s+ and this number is equal to the number of horizontal sub-rectangles
of R̃r ∩H i

j.
�

The next lemma addresses the situation in which the rectangle H i
j just contains the

inferior boundary of R̃r. Its proof follows a similar approach to that of Lemma 5.21, so
we won’t delve into further details.

Lemma 5.22. Consider R̃r ∈ RS(w), where r = r̃(i, s), and assume that O(i, w) > 0.
Take a pair of indices (i, j) ∈ H(r) such that H i

j just contains the lower boundary of

R̃r. Let It,w be the lower boundary of R̃r, and denote s+ = s(t + 1, w). In this scenario,

the number of horizontal sub-rectangles of RS(w) that are contained in R̃r ∩ H i
j can be

determined using one of the following formulas:

• If εT (i, j) = 1:

(77) h(r, j) = O(k, w) + 1− s+.

• If εT (i, j) = −1

(78) h(r, j) = s+.

Definition 5.19. The horizontal sub-rectangles of R̃r described in Lemma 5.21 and
Lemma 5.22 are labeled from the bottom to the top with the vertical orientation of R̃r as:

{H̃r
j,J}

h(r,j)
J=1 .

Lemma 5.23. With the hypothesis of Lemma 5.21, assume that ΦT (i, j) = (k, l, εT (i, j))
and f(H̃r

j,J) = Ṽ r′

l′ . Suppose that H i
j just contains the upper boundary of R̃r, then we have

the following situations:

i) If εT (i, j) = 1, then r′ = r̃(k, J) and l = l′

ii) If εT (i, j) = −1, then r′ = r̃(k,O(k, w) + 1− J + 1) and l = l′.

Proof. Item i). When εT (i, j) = 1 f preserves the vertical orientation restricted to
R̃r ∩ H i

j. Consequently, the horizontal sub-rectangle H̃r
j,J that is located at position J

within R̃r∩H i
j, is send to the rectangle R̃r′ that is located at position J over the rectangle

that is in the position s+ within Rk, therefore r′ = r̃(k, s+ + J).
Item ii). When εT (i, j) = −1, f inverts the vertical orientation of R̃r ∩ H i

j. Conse-

quently, the horizontal sub-rectangle H̃r
j,J that is located at position J within R̃r ∩H i

j, is
send to the rectangle located at position J − 1 below the upper rectangle in Rk, this is
given by O(k, w) + 1− (J − 1) withing Rk. Therefore, r′ = r̃(k,O(k, w) + 1− J + 1).

In bot cases Proposition 5.1 implies that l′ = l.
�

The proof of the next lemma is the same, but in this case we consider the case when
H i
j contains the inferior boundary of R̃r.

Lemma 5.24. With the hypothesis of Lemma 5.22, assume that ΦT (i, j) = (k, l, εT (i, j))
and f(H̃r

j,J) = Ṽ r′

l′ . Suppose that H i
j just contains the inferior boundary of R̃r, then we

have the following situations:
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i) If εT (i, j) = 1, then r′ = r̃(k, s+ + J) and l = l′

ii) If εT (i, j) = −1, then r′ = r̃(k, s+ − J + 1) and l = l′.

Definition 5.20. With the hypothesis of Lemma 5.21, assume that ΦT (i, j) = (k, l, ε).
Suppose that H i

j just contains the upper boundary of R̃r:

i) If εT (i, j) = 1, we define:

(79) ρ
(r,j)

(r, J) = (r̃(k, J), l).

ii) if εT (i, j) = −1 we take:

(80) ρ
(r,j)

(r, J) = (r̃(k,O(k, w) + 1− J + 1), l).

Definition 5.21. With the hypothesis of Lemma 5.22, assume that ΦT (i, j) = (k, l, εT (i, j)).
Suppose that H i

j just contains the lower boundary of R̃r, then:

i) If εT (i, j) = 1, we define:

(81) ρ
(r,j)

(r, J) = (r̃(k, s+ + J), l).

ii) if εT (i, j) = −1 we take:

(82) ρ
(r,j)

(r, J) = (r̃(k, s+ − J + 1), l).

1.8. The number Hr.

Corollary 5.4. Let R̃r ∈ RS(w) with r = r̃(i, s), then the number Hr of horizontal

sub-rectangles of the Markov partition (f,RS(w)) that are contained in R̃r is given by:

(83) Hr =
∑

{j:(i,j)∈H(r)}

h(r, j).

1.9. The function ρS(w) in the geometric type TS(w).

Definition 5.22. The sub-rectangles of the geometric Markov partition RS(w) con-

tained in R̃r are labeled as:
{Hr

J}HrJ=1

from the bottom to the top with respect to the vertical orientation of R̃r.

We’ve explained how to compute ρ
(r,j)

(r, J) for the three distinct cases. Now, we need

to integrate them into a unified function, ρS(w). The initial step in this process is to find

a pair (j, J) than, once given r = r̃(i, s) and J ∈ {1, · · · , Hr}, H̃r
j,J = H̃r

J . We suggest to
look the Figure 7 to get some intuition about our procedure and definitions below.

Lemma 5.25. For each J ∈ {1, · · · , Hr}, there exists a unique index j(J) such that

(i, j) ∈ H(r) and H̃r
J ⊂ H i

j ∩ R̃r. The index j(J) is determined by satisfy the next inequal-
ities:

(84)
∑

{j′:(i,j′)∈H(r) and j′<j(J)}

h(j′, r) < J ≤
∑

{j′:(i,j′)∈H(r) and j′≤j(J)}

h(j′, r).
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Figure 7. The relative position of H̃r
J for J = 6

Proof. This is immediate. �

Definition 5.23. Given J ∈ {1, · · · , Hr} we call the index j(J) that was determined
in Lemma 5.25 the horizontal parameter of J .

Definition 5.24. Let r = r̃(i, s), J ∈ {1, · · · , Hr}, and let j(J) be the horizontal

parameter of J . The relative index of Hr
J inside of R̃r ∩H i

jJ
is given by:

(85) J(J) := J −
∑
j′<j(J)

h(r, j′).

Definition 5.25. Let J ∈ {1, · · · , Hr} the relative position of J inside R̃r is the pair
(j(J), J(J)) of the horizontal parameter of J and the relative index of Hr

J inside of R̃r∩H i
j(J )

Lemma 5.26. The rectangle H̃r
j(J),J(J)

and the rectangle H̃r
J are the same.

Proof. The rectangle H̃r
J within R̃r holds position J among all its horizontal sub-

rectangles. If we know which horizontal sub-rectangle H i
j (or R ) contains H̃r

J , we can

determine the index J as the sum of all the total of horizontal sub-rectangle of R̃r that
are contained in H i

j′ ∩ R̃r with j′ < j and then determine the position J of H̃r
J inside

H i
j ∩ R̃r.

Equation 84 specifies that H̃r
J is not included in the horizontal sub-rectangles H i

j′ for

j′ < j(J) but is contained in H i
j(J)

. Even more, equation 85 said that H̃r
J holds the position



156 5. SOME COMPUTATIONS

J(J) inside H i
j(J)

. Thus, we can conclude that:

H̃r
j(J),J(J)

= H̃r
J

as was claimed. �

The relative position of H̃r
J inside the rectangle R̃r ∩H i

j allows us to apply the corre-
sponding formula to this J(w) in order to compute the label of the vertical sub-rectangle
of RS(w) of its image.

Corollary 5.5. Let r = r̃(i, s) and J ∈ {1, · · · , Hr}. Let (j(J), J(J)) the relative
position of J as was given in Definition 5.25. Then the function ρS(w) is given by the
formula:

(86) ρS(w)(r, J) := ρ
(r,j(J))

(r, J(J)).

Proof. This is just a direct consequence of our previous constructions and the Lemma
5.26. �

1.10. The orientation function εS(w).

Lemma 5.27. Let r = r̃(i, s) and J ∈ {1, · · · , Hr}. Let j(J) the horizontal parameter
of J (Definition 5.23). Then:

(87) εS(w)(r, J) := εT (i, j(J)).

Proof. Since H̃r
J ⊂ H i

j(J)
, the reversal or preservation of the horizontal orientation

only depends on εT (i, j). This gives the equality. �

1.11. Conclusion.

Corollary 5.6. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix denoted as A := A(T ). Given a periodic code w ∈ ΣA, there is algorithm
to compute the geometric type:

TS(w) := {N, {Hr, Vr}Nr=1,ΦS(w) := (ρS(w), εS(w))}.
in therms of the given geometric type T and the code w.

Proof. Each parameter in TS(w) has been rigorously determined through the following
steps:

(1) The number N was calculated in Corollary 5.1.
(2) The values of Vr were established in Corollary 5.2. 5.2
(3) The formula for Hr was provided in Corollary 5.4
(4) The permutation ρS(w) was obtained in Corollary 5.5
(5) The function εS(w) was established in Lemma 5.27

It’s important to note that each of these results is derived from an explicit algorithm
that solely relies on the combinatorial information of T and w. �
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2. Cut along a family of periodic codes

Let T be a geometric type in the pseudo-Anosov class with a binary incidence matrix
A := A(T ). Consider a generalized pseudo-Anosov homeomorphism f : S → S with a
geometric Markov partition R of geometric type T . Suppose we have a finite family of
non-s-boundary periodic codes:

W = {w1, · · · , wQ} ∈ ΣA.

In this section, we aim to generalize the procedure for cutting along the stable inter-
vals determined by a single periodic code to cutting along the family of stable intervals
determined by the family W .

Convention 2. For the remainder of this section, we will maintain fixed:

• The family of non s-boundary periodic codes W = {w1, · · · , wQ}.
• The geometric type T = {n, {hi, vi}ni=1,Φt := (ρT , εT )} and its associated inci-

dence matrix A := A(T ), with the assumption that A is binary.
• A generalized pseudo-Anosov homeomorphism f : S → S. that have a geometric

Markov partition R = {Ri}ni=1 with geometric type T .

2.1. The Markov partition RS(W). Lemma 5.1 holds for every code wq ∈ W , and
we can define the set of intervals that are contained into the same rectangle Ri of R.

Definition 5.26. For every i ∈ {1, · · · , n} the set of stable intervals determined by
the family W that are contained within Ri is given by:

(88) I(i,W) := ∪Qq=1I(i, wq).

Lemma 5.28. Let R̃ be the closure of a connected component of
o

Ri \ ∪I(i,W). Then
R̃ is a horizontal sub-rectangle of Ri.

Proof. The argument is the same as in Lemma ??. Cutting
o

Ri along the finite
family of stable intervals in I(i,W) produces connected components whose closures are
horizontal sub-rectangles of Ri.

�

Definition 5.27. The family, which includes all the rectangles as described in Lemma
5.28, corresponding to all the rectangles Ri in R, is denoted as: RS(W).

Lemma 5.29. The family of rectangles RS(W) is a Markov partition for f .

Proof. The interiors of two distinct horizontal sub-rectangles within Ri do not in-
tersect, and a horizontal sub-rectangle from Ri does not overlap with the interior of a
horizontal sub-rectangle from Rj if j 6= i. Consequently, the interiors of two different
rectangles in RW are disjoint.

The union ∪RS(W) coincides with the union of the rectangles in R, but R is Markov
partition for f , therefore ∪RS(W) = ∪R = S.

The stable boundary of RS(W) consists of two types of stable intervals: those that
are part of the stable boundary of R and whose image is contained in ∂sR ⊂ ∂sRS(W),
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and those of the form It,wq for some wq ∈ W that, as stated in Lemma 5.2: f(It,wq) ⊂
It+1,wq ⊂ ∂sRS(W). Therefore, ∂sRS(W) is f -invariant.

Since the unstable boundary of RS(W) coincides with the unstable boundary of R,
∂uRS(W) is f−1-invariant.

This proves that RS(W) is a Markov partition of f . �

2.2. The geometrization of RS(W). Let’s choose an orientation for every rectangle
in RS(W) and label its elements.

Definition 5.28. If the rectangle R̃ ∈ RS(W) is contained within the rectangle Ri ∈
R, we assign to R̃ the vertical and horizontal orientations that are consistent with the
respective vertical and horizontal orientations of Ri.

Definition 5.29. We label the rectangles in RS(W) using the lexicographic order. To
do this, we begin by numbering the horizontal sub-rectangles of Ri that belong to RS(W)

from the bottom to the top, denoting them as {R̃i,s}Nis=1, where Ni ≥ 1. Each rectangle

R̃i,s ∈ RS(w), which is contained within Ri at vertical position s, is labeled as R̃ := R̃r,
where the number r is determined by the formula:

r = r̃(i, s) :=
i∑

i′<i

Ni′ + s.

Definition 5.30. The Markov partition RS(W) with the geometrization given by Def-
initions 5.28 and 5.29 is called the s-boundary refinement of R with respect to the family
W. Its geometric type is denoted by:

(89) TS(W) = {N, {Hr, Vr}Nr=1,ΦS(W) := (ρS(W), εS(W))}.

We give the following notation to the rectangles of the partition:

(90) RS(W) := {R̃r}Nr=1

2.3. The number of rectangles in RS(W). Let wq ∈ W be any code. We’ll denote
Per(wq) as the period of wq, and let wqt represent the term in position t of the code wq.

Definition 5.31. For every i ∈ {1, · · · , n} let:

(91) O(i,W) = ∪Qq=1O(i, wq) = {(t, wq) : t ∈ {0, . . . ,Per(wq)− 1} and wqt = i}.

the indexes of the stable intervals determined byW that are contained into Ri. Let O(i,W)
be its cardinality.

The next lemma is immediate.

Lemma 5.30. For all i ∈ {1, . . . , n}, the number of rectangles in the Markov partition
RS(W) that are contained in Ri is equal to O(i,W) + 1

Corollary 5.7. The number N in the geometric type TS(W) is equal to the number of
rectangles in the s-boundary refinement respect to W and is determined by the following
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formula:

(92) N =
n∑
i=1

O(i,W) + 1.

2.4. The vertical sub-rectangles in TS(W).

Definition 5.32. Let R̃r be a rectangle in the geometric Markov partition RS(W) and
suppose that r = r̃(i, s). Let V i

l be a vertical sub-rectangle of the Markov partition (f,R)
contained in Ri. Define:

Ṽ r
l :=

o

R̃r ∩
o

V i
l .

as the closure of the intersection between the interior of R̃r and the interior of V i
l .

The proof of the following Lemma is completely analogous to the such presented in
Lemma 5.7.

Lemma 5.31. The set Ṽ r
l is a unique horizontal sub-rectangle of R̃r

Remark 16. The labeling of the vertical sub-rectangles of R̃r:

{Ṽ r
l }

vi
l=1,

is coherent with the horizontal orientation of Ri.

Taking in account the previous Remark 16, the argument used to prove Lemma 5.8
can be applied to demonstrate the following generalized result:

Lemma 5.32. Let R̃r ∈ RS(W) with r = r̃(i, s). Let H̃ ⊂ R̃r be a horizontal sub-

rectangle of RS(W). Then there is a unique pair (i, j) ∈ H(T ) such that
o

H ⊂
o

H i
j.

Definition 5.33. Let R̃r ∈ RS(W) with r = r̃(i, s). Let H̃ ⊂ R̃r be a horizontal

sub-rectangle of RS(W), we call (i, jH̃) to the only pair that was determine in Lemma 5.32.

Lemma 5.33. The rectangles {Ṽ r
l }

vi
l=1 described in Definition 5.9 are the vertical sub-

rectangles of the Markov partition (f,RS(W)) contained in R̃r.

Proof. Consider a single rectangle Ṽ r
l . Following the reasoning from Lemma 5.9, we

can observe that f−1(Ṽ r
l ) is a subset of f−1(V k

l ), and specifically, it is contained in some

horizontal sub-rectangle of R, H i
j. The preimage f−1(Ṽ r

l ) is a horizontal sub-rectangle

of H i
j whose interior don’t intersect ∂sRS(W), then and it’s exclusively contained within

a unique rectangle R̃r. Even more, the stable boundary of f−1(Ṽ r
l ) has image contained

within the stable boundary of the Markov partition RS(W). Therefore, f−1(Ṽ r
l ) is a

horizontal sub-rectangle of RS(W), and then Ṽ r
l is a vertical sub-rectangle of the Markov

partition RS(W).

Conversely, if Ṽ is a vertical sub-rectangle of RS(W), then f−1(Ṽ ) = H̃ is a horizontal

sub-rectangle of RS(W). Let (i, jH̃) be the indexes give in Definition 5.33. Thus, Ṽ is a
horizontal sub-rectangle of V k

l = f(H i
jH̃

), and its interior does not intersect the stable

boundaries of RS(W). However, its stable boundaries are contained in ∂sRS(W). This
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implies that Ṽ ⊂ V k
l ∩ R̃r for some r ∈ {1, · · · , n}, and it turns out to be one of the

rectangles Ṽ r
l given by Ṽ r

l :=
o

R̃r ∩
o

V k
l .

�

This result have the next immediate corollary.

Corollary 5.8. If r = r̃(i, s) then Vr = vi.

The following result is a generalization of Proposition 5.1, and it is proven in a similar
manner. The primary element in this proof is the consistency of the horizontal orientation
of Ri and the labeling of the vertical sub-rectangles {Ṽ r

l }
vi
l=1 within R̃r ⊂ Ri.

Corollary 5.9. Let H̃ ⊂ R̃r any horizontal sub-rectangle of RS(W , assume that

H̃ ⊂ H i
j and f(H i

j) = V k
l . If f(H) = Ṽ r′

l′ then l = l′.

2.5. The stable boundary of a rectangle R̃r ∈ RS(W). Almost any result in this
sub-section can be proved in the same manner as the respective result was proved for only
one code. For example, the next lemma is proved with the same strategy developed in
Lemma 5.12. The number M is the minimum natural number such that w1

t+1+M 6= w2
t2+M ,

and all the other properties follow from this number.

Lemma 5.34. Suppose that w1 and w2 are two codes in W with periods P1 and P2,
respectively. Let t1 be a number in {0, · · · , P1− 1} and t2 be a number in {0, · · · , P2− 1}
such that σt1(w1) 6= σt2(w2), but both w1

t1
and w2

t2
are equal to i ∈ {1, · · · , n}. Consider

the two elements in O(i,W) determined by these iterations: (t1, w
1) and (t2, w

2). In this
way:

i) There exists an integer M ∈ {1, · · · , P − 1} such that w1
t1+M 6= w2

t2+M , but for
all 0 ≤ m ≤M − 1, the numbers w1

t1+m and w2
t2+m are equal.

ii) If M = 1, the indexes jt1,w1 and jt2,w2 (Definition 5.10) are distinct. However,
when M ≥ 2, for every m in the set {0, · · · ,M − 2}, the indices jt1+m,w1 and
jt2+m,w1 (see Definition 5.10) are equal. Thus, for all m ∈ {0, · · · ,M − 2}:

εT (w1
t1+m, jt1+m,w1) = εT (w2

t2+m, jt2+m,w2).

iii) The indices jt1+M−1,w1 and jt2+M−1,w2 in {1, · · · , hw1
t1+M−1

= hw2
t2+M−1

} are dif-

ferent.

This permits us to define the interchange function as in Definition 5.12 but this time
respect two non necessarily equal codes in W .

Definition 5.34. Suppose that w1 and w2 are two codes inW with periods P1 and P2,
respectively. Let t1 be a number in {0, · · · , P1− 1} and t2 be a number in {0, · · · , P2− 1}
such that σt1(w1) 6= σt2(w2) but w1

t1
= w2

t2
= i. Let M be the number determined in

Lemma 5.34. We define the interchange order between (t1, w
1) and (t2, w

2) as follows:

• If M = 1 then δ((t1, w
1), (t2, w

2)) = 1.
• If M > 1 then

δ((t1, w
1), (t2, w

2)) =
M−2∏
m=0

εT (w1
t1+m, jt1+m,w1) =

M−2∏
m=0

εT (w2
t2+m, jt2+m,w2).
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Lemma 5.13 admits the following generalization whose proof is essentially the same.

Lemma 5.35. Let It1,w1 and It2,w2 be two stable segments such that w1
t1

= w2
t2

= i.
Then, It1,w1 < It2,w2 with respect to the vertical orientation of Ri if and only if one of the
following situations occurs:

• jt1+M−1,w1 < jt2+M−1,w2 and δ((t1, w
1)(t2, w

2)) = 1, or
• jt1+M−1,w1 > jt2+M−1,w2 and δ((t1, w

1)(t2, w
2)) = −1

Now, we can establish a formal order for the set of stable segments in Ri that are part
of the stable boundary of the rectangles in RS(W) contained within Ri.

Definition 5.35. Let Ri ∈ R be any rectangle, denote Ii,−1 := ∂s−1Ri as the lower
boundary of Ri, and Ii,+1 := ∂s+1Ri as the upper boundary. Define

s : O(i,W) ∪ {(i,+1), (i,−1)} → {0, 1, · · · , O(i,W), O(i,W) + 1}.

as the unique function such that:

• s(t1, w1) < s(t2, w
2) if and only if It1,w1 < It1,w2.

• It assigns 0 to (i,−1) and O(i,W) + 1 to (i,+1).

Lemma 5.36 is a generalization of 5.14 , and Lemma 5.37 is a generalization of 5.15.
Their proofs are exactly the same as the results they generalize.

Lemma 5.36. Let R̃r be a rectangle in the geometric Markov partition RS(W) with r =

r̃(i, s). Then, the stable boundary of R̃r consists of two stable segments of Ri determined
as follows:

i) If s = 1, the lower boundary of R̃r is Ii,−1 and if O(i,W) = 0, its upper boundary
is Ii,+1. However, if O(i,W) > 0, there exists a unique (t, wq) ∈ O(i,W) such

that s(t, wq) = 1, and the upper boundary of R̃r is the stable segment It,wq .
ii) If O(i,W) > 1, s 6= 1 and s 6= O(i,W) + 1, there are unique (t1, w

1), (t2, w
2) ∈

O(i,W) such that: s(t1, w
1) = s − 1, s(t2, w

2) = s. Furthermore, the lower
boundary of R̃r is the stable segment It1,w1, and the upper boundary of R̃r is the
stable segment It2,w2.

iii) If O(i,W) > 0 and s = O(i,W) + 1, then the upper boundary of R̃r is the stable
segment Ii,+1. Additionally, there exists a unique (t, wq) ∈ O(i,W) such that

s(t, wq) = O(i,W), and the inferior boundary of R̃r is the stable segment It,wq .

Lemma 5.37. Let R̃r with r = r̃(i, s) be a rectangle in the geometric Markov partition
RS(W). Then, the stable boundary components of R̃r have images under f determined in
the following manner:

i) If the lower boundary of R̃r is Ii,−1 and ΦT (i, 1) = (k, l, ε), then: if ε = 1,
f(Ii,−1) ⊂ Ik,−1, but if ε = −1, f(Ii,−1) ⊂ Ik,+1.

ii) If one boundary component of R̃r is the stable segment It,w, then f(It,w) ⊂ It+1,w.

iii) If Ii,+1 is the upper boundary of R̃r and ΦT (i, hi) = (k, l, ε), then: if ε = 1,
f(Ii,+1) ⊂ Ik,+1, but if ε = −1, f(Ii,+1) ⊂ Ik,−1.
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2.6. The relative position of H i
j with respect to R̃r. Like we did before, we

are going to determine the set of horizontal sub-rectangles of R that intersect a certain
rectangle Rr from RS(W).

Definition 5.36. Let R̃r ∈ RS(W) with r = r̃(i, s). We define:

H(r) := {(i, j) ∈ H(T ) :
o

H i
j ∩

o

R̃r 6= ∅}.

The fundamental tool to prove the next result is Lemma 5.10 , which we presented
earlier and is valid for any element in O(i,W). We’ll leave the proof out as the philosophy
is the same as our previous Lemma 5.16.

Lemma 5.38. Let R̃r be a rectangle in the geometric Markov partition RS(w) with
r = r̃(i, s). Then the set H(r) is determined by one of the three following formulas:

i) If O(i,W) = 0, then: H(r) = {(i, j) ∈ H(T )}.
ii) If O(i,W) > 0, s 6= 1 and s 6= O(i,W) + 1, let It1,w1 be the inferior boundary of

R̃r, and let It2,w2 be the upper boundary of R̃r. Let jt1,w1 and jt1,w2 be the indices
determined in Lemma 5.10. In this situation:

H(r) = {(i, j) ∈ H(T ) : jt1,w1 ≤ j ≤ jt2,w2}.

iii) If O(i,W) > 0 and s = O(i,W) + 1, let It,w1 be the inferior boundary of R̃r and

Ii,+1 the upper boundary of R̃r. Let jt,w1 be the index determined in 5.10. In this
manner,

H(r) = {(i, j) ∈ H(T ) : jt,w1 ≤ j ≤ hi}.

iv) If O(i,W) > 0 and s = 1, let It,w1 be the upper boundary of R̃r, let Ii,−1 be its
inferior boundary and let jt,w1 be the index determined in 5.10. In this manner:

H(r) = {(i, j) ∈ H(T ) : 1 ≤ j ≤ jt,w1}.

Let R̃r ∈ RS(W) be a rectangle with r = r̃(i, s). For each (i, j) ∈ H(r), there are three

possible situations regarding the placement of R̃r with respect to the sub-rectangle H i
j of

Ri ∈ R:

i) H i
j ⊂ R̃r

ii) R̃r ⊂ H i
j \ ∂sH i

j

iii) H i
j contains only one horizontal boundary component of R̃r.

As done in Proposition 5.2, we need to provide a criterion to determine which of the
three situations previously mentioned we are dealing with, in fact the criterion is the
same, but we reproduce here just for completeness.

Proposition 5.3. Let R̃r ∈ RS(W) be a rectangle with r = r̃(i, s).

Assume that R̃r 6= Ri and H(r) = {(i, j1), · · · , (i, jK)} with jk < jk+1. Let (i, jk) ∈
H(r) in this manner:

i) R̃r ⊂ H i
jk
\ ∂sH i

jk
if and only if H(r) = {(i, jk)}, i.e. K = 1.

ii) H i
jk
⊂ R̃r if and only if j1 < jk < jK.
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iii) The sub-rectangle H i
jk

contains only one horizontal boundary component of R̃r if
and only if K > 1, i. e. the cardinality of H(r) is bigger than 1 ( ](H(r)) > 1
). In this case, H i

jk
contains the inferior boundary of R̃r if k = 1 and the upper

boundary of R̃r if k = K.

In case that R̃r = Ri, for all (i, j) ∈ H(r), H i
j ⊂ R̃r.

2.7. The number of horizontal sub-rectangles of RS(W). We are going to count
how many rectangles in the Markov partition RS(W) are contained in the intersection

R̃r∩H i
j and describe the way that f send such horizontal sub-rectangles into vertical sub-

rectangles. Demonstrations of all the following Lemmas is a compilation of the arguments
developed in the previous section, and we believe they don’t require further explanation.
However, we enunciate them and give some hits about their proof for completeness.

2.7.1. Fist case: R̃r ⊂ H i
j \ ∂sH i

j.

Lemma 5.39. Let R̃r ∈ RS(cW ), with r = r̃(i, s). Suppose we have a pair of indices

(i, j) ∈ H(r) such that R̃r ⊂ H i
j \ ∂sH i

j. In this case s 6= 1 and s 6= O(i,W) + 1 and we

take It1,w1 as the lower boundary of R̃r and It2,w2 as the upper boundary of R̃r.
Assume that ρT (i, j) = (k, l). Let s− = s(t1 + 1, w1) and s+ = s(t2 + 1, w1). Then,

w2
t1+1 = w2

t2+1 = k and the number of horizontal sub-rectangles of RS(W) contained in the

intersection R̃r ∩H i
j is given by the formula:

(93) h(r, j) = |s− − s+|.

Definition 5.37. The horizontal sub-rectangles of R̃r as described in Lemma 5.39 are
labeled from the bottom to the top with respect to the orientation of R̃r as:

{H̃r
j,J}

h(r,j)
J=1 .

Lemma 5.40. With the hypothesis of Lemma 5.39, assume that ΦT (i, j) = (k, l, ε) and
f(H̃r

j,J) = Ṽ r′

l′ . Then:

i) If ε = ε(i, j) = 1, then s− < s+, r′ = r̃(k, s− + J) and l = l′.
ii) If ε = ε(i, j) = −1, then s− > s+, r′ = r̃(k, s− − J + 1) and l = l′.

Remark 17. The only modification in the statement of Lemmas 5.39 and 5.40 respect
to such in Lemma 5.17 and 5.18 is that the numbers s− and s+ in our previous section
depend on the same code w in this case s− depends on w1 and s+ depends on w2. But
once we have fixed the values s− and s+ all the arguments in the proofs are the same.

Definition 5.38. With the hypothesis of Lemma 5.39, assume that ΦT (i, j) = (k, l, ε).
Then:

If ε(i, j) = 1 we define:

(94) ρ
(r,j)

(r, J) = (r̃(k, s− + J), l).

and if ε(i, j) = −1:

(95) ρ
(r,j)

(r, J) = (r̃(k, s+ − J + 1), l).
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2.7.2. Second case: H i
j ⊂ R̃r.

Lemma 5.41. Let R̃r ∈ RS(W), with r = r̃(i, s). Let (i, j) ∈ H(r) be a pair of indices

such that H i
j ⊂ R̃r, assume that ρT (i, j) = (k, l), then the number of horizontal sub-

rectangles of RS(W) that are contained in the intersection R̃r∩H i
j is given by the formula:

(96) h(r, j) = O(k,W) + 1,

Proof. The image of f (H i
j ∩ R̃r) = f(H i

j) = V k
l and V k

l intersect all the rectangles
of RS(W) that are contained in Rk, the total amount of them is O(k,W) + 1, and this is

the number of horizontal sub-rectangles of RS(W) that are contained in R̃r ∩H i
j. �

Definition 5.39. The horizontal sub-rectangles of R̃r described in Lemma 5.41 are
labeled from the bottom to the top with respect to the orientation of R̃r as:

{H̃r
j,J}

h(r,j)
J=1 .

Now we can determine the image of any horizontal sub-rectangle.

Lemma 5.42. Let R̃r ∈ RS(W), with r = r̃(i, s). Let (i, j) ∈ H(r) be a pair of indices

such that H i
j ⊂ R̃r, and let H̃r

( j, J) be an horizontal sub-rectangle of R̃r ∩ H i
j. Assume

that ρT (i, j) = (k, l), and that f(H̃r
j,J) = Ṽ r′

l′ , then:

i) If ε(i, j) = 1, then r′ = r̃(k, J) and l = l′.
ii) If εT (i, j) = −1, then r′ = r̃(k,O(k,W) + 1− J + 1) and l = l′.

Definition 5.40. Let R̃r ∈ RS(W), with r = r̃(i, s). Let (i, j) ∈ H(r) be a pair of

indices such that H i
j ⊂ R̃r, and let H̃r

j,J be an horizontal sub-rectangle of R̃r∩H i
j. Assume

that ρT (i, j) = (k, l), then:
If ε(i, j) = 1 we define:

(97) ρ
(r,j)

(r, J) = (r̃(k, J), l),

and if ε(i, j) = −1

(98) ρ
(r,j)

(r, J) = (r̃(k,O(k,W) + 1− J + 1), l).

2.7.3. Third case: H i
j contains only one horizontal boundary component of R̃r.

Lemma 5.43. Consider R̃r ∈ RS(W), where r = r̃(i, s), and assume that O(i,W) > 0.
Take a pair of indexes (i, j) ∈ H(r) such that H i

j exclusively contains the upper boundary

of R̃r. Let It,w1 (with w1 ∈ W) be the upper boundary of R̃r. Let s+ = s(t + 1, w1) and
assume that ρT (i, j) = (k, l). Then, the number of horizontal sub-rectangles of RS(W) that

are contained in R̃r ∩H i
j can be computed using one of the following formulas:

• If εT (i, j) = 1:

(99) h(r, j) = s+
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• If εT (i, j) = −1

(100) h(r, j) = O(k,W) + 1− s+.

Proof. In fact the proof is exactly the same as Lemma 5.21 the only difference is
that function s now take in count all the rectangles determined by the family W , when
previously only depended on a single code w.

�

Lemma 5.44. Consider R̃r ∈ RS(W), where r = r̃(i, s), and assume that O(i,W) > 0.

Take a pair of indexes (i, j) ∈ H(r) such that H i
j just contains the lower boundary of R̃r.

Let It,w1 (with w1 ∈ W ) be the lower boundary of R̃r, and denote s+ = s(t + 1, w1).
In this scenario, the number of horizontal sub-rectangles of RS(W) that are contained in

R̃r ∩H i
j can be determined using one of the following formulas:

• If εT (i, j) = 1:

(101) h(r, j) = O(k,W) + 1− s+

• If εT (i, j) = −1

(102) h(r, j) = s+.

Definition 5.41. The horizontal sub-rectangles of R̃r described in Lemma 5.43 and
Lemma 5.44 are labeled from the bottom to the top with the vertical orientation of R̃r as:

{H̃r
j,J}

h(r,j)
J=1 .

Lemma 5.45. With the hypothesis of Lemma 5.43, suppose that H i
j just contains the

upper boundary of R̃r and assume that ΦT (i, j) = (k, l, εT (i, j)) and f(H̃r
j,J) = Ṽ r′

l′ . Then
we have the following situations:

i) If εT (i, j) = 1, then r′ = r̃(k, J) and l = l′

ii) If εT (i, j) = −1, then r′ = r̃(k,O(k,W) + 1− J + 1) and l = l′.

Lemma 5.46. With the hypothesis of Lemma 5.44, suppose that H i
j just contains the

lower boundary of R̃r and assume that ΦT (i, j) = (k, l, εT (i, j)) and f(H̃r
j,J) = Ṽ r′

l′ . Then
we have the following situations:

i) If εT (i, j) = 1, then r′ = r̃(k, s+ + J) and l = l′

ii) If εT (i, j) = −1, then r′ = r̃(k, s+ − J + 1) and l = l′.

Definition 5.42. With the hypothesis of Lemma 5.43, suppose that H i
j just contains

the upper boundary of R̃r and assume that ΦT (i, j) = (k, l, ε). Then:

i) If εT (i, j) = 1, we define:

(103) ρ
(r,j)

(r, J) = (r̃(k, J), l).

ii) if εT (i, j) = −1 we take:

(104) ρ
(r,j)

(r, J) = (r̃(k,O(k,W) + 1− J + 1), l).
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Definition 5.43. With the hypothesis of Lemma 5.44, suppose that H i
j just contains

the lower boundary of R̃r and assume that ΦT (i, j) = (k, l, ε). Then:

i) If εT (i, j) = 1, we define:

(105) ρ
(r,j)

(r, J) = (r̃(k, s+ + J), l).

ii) if εT (i, j) = −1 we take:

(106) ρ
(r,j)

(r, J) = (r̃(k, s+ − J + 1), l).

2.7.4. Collecting the information. Now, we can collect the information from the three
cases to compute the number of horizontal sub-rectangles in R̃r.

Corollary 5.10. Let R̃r ∈ RS(W) with r = r̃(i, s), then the number Hr of horizontal

sub-rectangles of the Markov partition (f,RS(W)) that are contained in R̃r is given by:

(107) Hr =
∑

{j:(i,j)∈H(r)}

h(r, j).

2.8. The function ρS(W) in the geometric type TS(W).

Definition 5.44. The sub-rectangles of the geometric Markov partition RS(W) con-

tained in R̃r are labeled as:

{Hr
J}HrJ=1

from the bottom to the top with respect to the vertical orientation of R̃r.

Lemma 5.47. For each J ∈ {1, · · · , Hr}, there exists a unique index j(J) such that

(i, j) ∈ H(r) and H̃r
J ⊂ H i

j ∩ R̃r. The index j(J) is determined by satisfy the next inequal-
ities:

(108)
∑

{j′:(i,j′)∈H(r) and j′<j(J)}

h(j′, r) < J ≤
∑

{j′:(i,j′)∈H(r) and j′≤j(J)}

h(j′, r).

Definition 5.45. Given J ∈ {1, · · · , Hr} we call the index j(J) that was determined
in Lemma 5.47 the horizontal parameter of J .

Definition 5.46. Let r = r̃(i, s), J ∈ {1, · · · , Hr}, and let j(J) be the horizontal

parameter of J . The relative index of Hr
J inside of R̃r ∩H i

j(J ) is given by:

(109) J(J) := J −
∑
j′<j(J)

h(r, j′).

Definition 5.47. Let J ∈ {1, · · · , Hr} the relative position of J inside R̃r is the pair
(jJ , J(J)) of the horizontal parameter of J and the relative index of Hr

J inside of R̃r ∩H i
jJ

Lemma 5.48. The rectangle H̃r
j(J),J(J)

and the rectangle H̃r
J are the same.
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Corollary 5.11. Let r = r̃(i, s) and J ∈ {1, · · · , Hr}. Let (j(J), J(J)) the relative
position of J as was given in Definition 5.47. Then the function ρS(W) is given by the
formula:

(110) ρS(W)(r, J) := ρ
(r,j(J))

(r, J(J)).

2.9. The orientation εS(W).

Lemma 5.49. Let r = r̃(i, s) and J ∈ {1, · · · , Hr}. Let j(J) the horizontal parameter
of J (Definition 5.45). Then:

(111) εS(w)(r, J) := εT (i, j(J)).

2.10. Conclusion.

Corollary 5.12. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix denoted as A := A(T ). Let W a family of periodic codes contained in
ΣA, there is algorithm to compute the geometric type:

TS(W) := {N, {Hr, Vr}Nr=1,ΦS(W) := (ρS(W), εS(W))}.
using the given geometric type T and the codes in W.

3. The u-boundary refinement

.
In this part, we are going to define the u-boundary refinement of a Markov partition

along a family of periodic codes. This procedure involves cutting R along the unstable
segments that correspond to the orbit of any of the codes in W . In fact, we can define it
using our previous s-boundary refinement applied to T−1 and f−1.

Definition 5.48. Let T be a geometric type in the pseudo-Anosov class with an in-
cidence matrix A := A(T ) that is binary. Consider a generalized pseudo-Anosov homeo-
morphism f : S → S with a geometric Markov partition R of geometric type T . Let

W = {w1, · · · , wQ},
be a family of periodic codes that are non-u-boundary.

• Let RU(W) the s-boundary refinement of R when R is viewed as a Markov parti-
tion of f−1. i.e (R, f−1). Denote by T−1

S(W) the geometric type of (RU(W), f
−1).

• Let TU(W) the geometric type of (RU(W), f).

In this case the geometry Markov partition RU(W) for f called the u-boundary refine-
ment of R respect the family W.

Remark 18. We can make the following direct observations:

(1) If w is not a u-boundary point for (R, f), the w it is not a s-boundary point for
(R, f−1), which justifies our assumption.

(2) The geometric Markov partition (RU(W), f) has a geometric type TU(W), and this
geometric type is the inverse of the geometric type of (RU(W), f

−1), therefore:

TU(W) := (T−1
S(W))

−1.

and we can determine TU(W) in an algorithmic manner.
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(3) For every w ∈ W, the point πf (w) (where πf is the projection with respect to
(R, f)) is a u-boundary point of RU(W).

(4) If w is a u-boundary point, clearly RU(w) = R and TU(w) = T . This justifies
taking any code in W as a non u-boundary code.

4. The corner refinement

Let T be a geometric type within the pseudo-Anosov class with binary incidence
matrix A(T ). Consider a generalized pseudo-Anosov homeomorphism f : S → S with
a geometric Markov partition R of geometric type T . The projection πf : ΣA(T ) → S,
as defined in 3.7, depends on the specific geometric type T of the Markov partition. We
will relabel it as πT : ΣA(T ) → S to enable easier comparison with another projection πT ′
associated with a different geometric type T ′

For a given geometric type T , we have defined its s and u generating functions in 3.12
and 3.13, respectively. Iterating these functions generates codes in ΣA(T ), which project to
the stable and unstable boundary components of R. Furthermore, as described in Section
1, using T , it is feasible to determine the sets of periodic s-boundary codes of T :

Per(S(T )) := {w ∈ ΣA(T ) : w is periodic for σ and πT (w) ∈ ∂sR}.

and the sets of periodic u-boundary codes:

Per((T )) := {w ∈ ΣA(T ) : w is periodic for σ and πT (w) ∈ ∂uR}.

Their union is the set of boundary periodic codes:

Per(B(T )) := Per(S(T )) ∪ Per(U(T )).

In order to avoid to heavy notations we relabel these sets:

S(T ) := Per(S(T )), U(T ) := Per(U(T )) and B(T ) := Per(B(T ))

Finally a corner periodic code is any code in the intersection:

C(T ) := S(T ) ∩ U(T ).

Definition 3.16 reveals that B(T ) can be described in a combinatorial manner using T ,
avoiding the use of the Markov partition or the homeomorphism f . Based on the theory
developed in Section 1, we can draw the following conclusion, which we present in the
form of a corollary:

Corollary 5.13. Given a specific geometric type T , we can compute the sets: (S(T )),

U(T ), B(T ), and C(T ), in terms of the geometric type T .

Definition 5.49. A geometric type T have the corner property if every periodic
boundary code is a corner peridic code, i.e B(T ) = S(T ) ∩ U(T ).

We fix the following notation:

• Ps(f) is the set of s-boundary periodic points of (f,R).
• Pu(f) is the set of u-boundary periodic points of (f,R)
• Pu(f) = Ps(f) ∪ Pu(f) is the set of periodic boundary codes of (f,R), and
• Pc(f) = Ps(f) ∩ Pu(f) is the set of corner points of R.
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Definition 5.50. A geometric Markov partition R of f have the corner property if
every rectangle R ∈ R that contains a boundary point p ∈ Pb(f,R) have p as a corner
point.

A corner point p of a rectangle R ∈ R is on the boundary of another rectangle R′ ∈ R
but it is not necessarily a corner point of R′; it can be on the interior of the unstable
boundary of R′, for example. In this situation, π−1

T (p) ⊂ ΣA(T ) contains a corner code
and a u-boundary code that is not an s-boundary code. Therefore, C(T ) 6= B(T ) and
T don’t have the corner property. This discrepancy makes it necessary to introduce the
following lemma

Lemma 5.50. The geometric Markov partition R has the corner property if and only
if its geometric type T has the corner property.

Proof. If R satisfies the corner property, and we have an s-boundary code w ∈ S(T ),

then by Lemma 3.15, πT (w) is a stable boundary periodic point contained in the rectangle
Rw0 , where w0 = w0, is 0 therm of the code w. However, by hypothesis, if p is a s-boundary
point of Rw0 , it is a corner point of Rw0 , then, p is a u-boundary point. We can use Lemma
3.15 to deduce that the code w is also a u-boundary code. So, w ∈ C(T ). The case when

the code w is a u-boundary code, i.e., w ∈ U(T ), is similarly proven.
On the other hand, assume T satisfies the corner property. Let p ∈ Rw0 ∈ R a s-

boundary point of R. There exist a s-boundary code w ∈ π−1
T (p) such that w0 = w0. Like

T have the corner property, any s-boundary periodic code is u-boundary, which in turn
means w is a u-boundary code. As a consequence of Lemma 3.15, p = πT (w) ∈ Rw0 is a
u-boundary point contained in Rw0 , therefore p is a corner point of such rectangle, Rw0 .
The situation when p is s-boundary point of Rw0 is proved in the same manner.

On the other hand, assume that T satisfies the corner property. Let p ∈∈ ∂sRw0 be
an s-boundary point of Rw0 . There exists an s-boundary code w ∈ π−1

T (p) such that
w0 = w0. Since T has the corner property, any s-boundary periodic code is also a u-
boundary code, which, in turn, means that w is a u-boundary code. As a consequence of
3.15, p = πT (w) ∈ ∂sRw0 is a u-boundary point contained in Rw0; therefore, p is a corner
point of such a rectangle, Rw0 . The situation when p is an s-boundary point of Rw0 is
proved in the same manner.

�

4.1. Construction of the corner refinement. The first goal of this section is to
provide a method for creating a geometric Markov partitionRC(T ) for the homeomorphism
f , along with its corresponding geometric type C(T ), in such a way that both RC(T ) and
TC satisfy the corner property.

Let T be a geometric type in the pseudo-Anosov class with a binary incidence matrix
A(T ). Consider a generalized pseudo-Anosov homeomorphism f : S → S with a geometric
Markov partition R of geometric type T . The procedure is as describe in the following
paragraph:

(1) Get the s-boundary refinement of R along the family of boundary periodic of
codes B(T ) to obtain:

RS(B(T )).
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and its geometric type: TS(B(T )).

(2) Compute the set of boundary periodic codes of the geometric type TS(B(T )) (Corol-

lary 5.13):
S(TS(B(T ))) ⊂ ΣA(TS(B(T ))).

(3) Obtain the u-boundary refinement of RS(B(T )) along the family of boundary pe-

riodic codes S(TS(B(T ))) to obtain the corner refinement of R:

(112) RC(T ) := [RS(B(T ))]U(S(TS(B(T )))).

whose geometric type is TC .

Definition 5.51. The geometric Markov partition for f , RC(T ), described by equation
(112), is the Corner refinement of the geometric Markov partition (f,R), and its geometric
type TC is the Corner refinement of T .

Proposition 5.4. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix A(T ). Consider a generalized pseudo-Anosov homeomorphism f : S → S
with a geometric Markov partition R of geometric type T . Let (f,RC(T )) and TC be their
corner refinement. Then:

i) The boundary periodic points of (f,RC(T )) and the boundary periodic points of
(f,R) are exactly the same. In simpler terms: Pb(f,RC(T )) equals Pb(f,R).

ii) The Markov partition (f,RC(T )) exhibits the corner property
iii) The new geometric type TC also exhibits the corner property:

B(TC) = U(TC) ∩ S(TC).

In other terms every boundary periodic code of TC is a corner code.

Proof. Item i). For the s-boundary refinement, the following equality holds:

Pb(f,RS(B(T )))) := Pb(f,R) ∪ πT (B(T )) = Pb(f,R).

As a consequence, the boundary points of (f,RC(T )) coincide with the boundary points
of (f,R).

Item ii). Let p be a boundary point of RS(B(T )), and let R ∈ RS(B(T )) be a rectangle
that contains p. Let R0 ∈ R be a rectangle of R that also contains R. After the s-
boundary refinement:

(1) If p belonged to both ∂sR0 and ∂uR0, then p becomes a corner point of the
rectangle R.

(2) If p were in ∂sR0 but not in ∂uR0, it remains in ∂sR but not in ∂uR. There is
no change.

(3) If p was in ∂uR0 but not in ∂sR0, then it becomes a corner point of R.

Let p be a periodic boundary point in RC(T ). Consider a rectangle R in

RC(T ) = [RS(B(T )]U(B(TS(B(T )))),

that contains p, along with a rectangle R0 in R0 ∈ RS(B(T )) that contains R. After the
u-boundary refinement, we can have two possible outcomes
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(1) If p ∈ ∂sR0 ∩ ∂uR0 was a corner point of Rw0 , then the rectangle R has p as one
of its corner points.

(2) If p ∈ ∂uR0 \ ∂sR0, after the u-boundary refinement, p is in ∂sR ∩ ∂uR and is a
corner point of R.

In conclusion, the geometric Markov partition (f,RC(T )) exhibits the corner property,
as asserted in Item ii.

Item iii). In light of Lemma 5.50, TC(T ) exhibits the corner property, and thus, we
can proceed to prove item iii.

�

4.2. The corner refinement in a family of periodic codes. LetR be a geometric
Markov partition of f : S → S with geometric type T that has the corner property. Take a
family of periodic codesW ⊂ ΣA(T ) with its corresponding projected family PW = πT (W)
of periodic points for f . The s-boundary refinement of R concerning this family yields
RS(W) and its geometric type TS(W). The boundary points of this Markov partition are
given by the union of the boundary points of R and the periodic points determined by
the projections of the codes in W :

Pb(f,RS(W)) = Pb(f,R) ∪ PW
Let RC(TS(W)) be the corner refinement of RS(W) with geometric type [TS(W)]C . A

corollary of Proposition 5.4, when applied to the geometric type TS(W), is as follows:

Corollary 5.14. Let RC(TS(W)) be the corner refinement of RS(W) with geometric
type TC(TS(W)). Then:

i) The boundary periodic points of (f,RC(TS(W))) and the boundary periodic points of

(f,RS(W)) are exactly the same. In simpler terms: Pb(f,RC(TS(W))) = Pb(f,RS(W)).

ii) The Markov partition (f,RC(TS(W))) exhibits the corner property.

iii) The new geometric type [TS(W))]C also exhibits the corner property:

B([TS(W))]C) = U([TS(W))]C) ∩ S([TS(W))]C).

In other terms, every boundary periodic code of [TS(W))]C is a corner code.

4.3. The corner refinement in codes of bounded period. Finally, let us make
a construction that will help us during the discussion of the Béguin algorithm.

Definition 5.52. Let T be a geometric type in the pseudo-Anosov class with a binary
incidence matrix A(T ), and let f : S → S be a generalized pseudo-Anosov homeomorphism
with a geometric Markov partition R of geometric type T . Assume that (f,R) (and T )
has the corner property. Now, consider the following definitions:

• Let PB(T ) be the maximum period among the boundary periodic codes of T :

PB(T ) := max{Per(w, σT ) : w ∈ B(T )}

• For any integer P ≥ PB(T ), define WP as the set of admissible codes with periods
less than or equal to P :

WP := {w ∈ ΣA(T ) : Per(w, σT ) ≤ P}.
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• The corner refinement of RS(WP ) along the family WP is given by RC(TS(WP )),
with its corresponding geometric type referred to as TC(P ).

Lemma 5.51. Let P ≥ PB(T ). Suppose p ∈ S is a periodic point of f with a period

less than or equal to P ; i.e., Per(p, f) ≤ P . Consider w ∈ ΣA(T ) as a code that projects
to p: πT (w) = p. Then, the period of w is less than or equal to P , and w ∈ WP .

Conversely, if w ∈ WP , then the point p := πT (w) ∈ S is a periodic point of f with a
period Per(p, f) less than or equal to P . In this manner:

(113) πT (WP ) = {p ∈ S : Per(p, f) ≤ P} and π−1
T ({p ∈ S : Per(p, f) ≤ P}) =WP

Proof. Let p ∈ S be a periodic point of f with period less or equal than P . We have
two possible situations:

• The periodic point p is a boundary point. In this case, w ∈ B(T ) ⊂ WP just by

definition of WP . Let’s recall that any code in B(T ) has a period less than or
equal to PB(T ) ≤ P .

• The periodic point p is interior. In this case, π−1(p) contains a unique code w
whose period coincides with the period of p, i.e., Per(w, σT ) = Per(p, f) ≤ P .
Therefore, w ∈ WP .

This implies that:

(114) π−1
T ({p ∈ S : Per(p, f) ≤ P}) ⊂ WP

and

(115) {p ∈ S : Per(p, f) ≤ P} = πT (π−1
T ({p ∈ S : Per(p, f) ≤ P})) ⊂ πT (WP ).

For any code w ∈ WP with a period Q no greater than P , we can observe the following
relationship:

p = πT (w) = πT (σQ(w)) = fQ(πT (w)) = fQ(p)

This implies that P ≥ Q ≥ Per(p, f), i.e., the period of p with respect to f is less
than or equal to P . Then:

(116) πT (WP ) ⊂ {p ∈ S : Per(p, f) ≤ P}.
This inclusion, along with the information provided in 115, implies that:

πT (WP ) = {p ∈ S : Per(p, f) ≤ P}.
Furthermore, if w ∈ WP , trivially w ∈ π−1

T (πT (w)) and p := πT (w) has a period less
than or equal to P . In this manner:

(117) WP ⊂ π−1
T ({p ∈ S : Per(p, f) ≤ P}).

Using this information and the contention provided in 114, we establish the second equality
of our lemma:

π−1
T ({p ∈ S : Per(p, f) ≤ P}) =WP .
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This ends our proof. �

Corollary 5.15. When P ≥ PB(T ), the periodic boundary points of the corner re-
finement (f,RC(TS(WP ))) coincides with the set of all periodic points of f having periods
less than or equal to P i.e.,

Pb(f,RC(TS(WP ))) = {p ∈ S : Per(p, f) ≤ P}.

Furthermore, (f,RC(TS(WP ))) also possesses the corner property.

Proof. From Corollary 5.14:

Pb(f,RC(TS(WP ))) = Pb(f,RS(WP )).

But, we recall that:
Pb(f,RS(WP )) = Pb(f,R) ∪ πT (WP ).

In view of Lemma 5.51

πT (WP ) = {p ∈ S : Per(p, f) ≤ P}
and clearly Pb(f,R) ⊂ {p ∈ S : Per(p, f) ≤ P}. Therefore:

Pb(f,RC(TS(WP ))) = Pb(f,RS(WP )) = Pb(f,R) ∪ πT (WP ) = {p ∈ S : Per(p, f) ≤ P}.
�

5. The boundary refinement respect to W

In this section we deal with next objects:

(1) A geometric type in the pseudo-Anosov class, T whose incidence matrix A(T ) is
binary.

(2) A generalized pseudo-Anosov homeomorphism f : S → S. With a geometric
Markov partition (f,R) of geometric type T .

(3) Finite family of periodic points of f , P := pα
A
α=1

Given a geometric type G we must fix the following notation, whenever it have seance:

(1) A(G) its it incidence matrix, (ΣA(G), σA(G)) the sub-shift of finite associate to G
(??????)and πG : ΣA(G) → S the natural projection defined in Def ????.

(2) WG(P) = π−1
πG

(P).

Definition 5.53. The boundary refinement of R and T with respect to the family of
periodic points P is:

RB(P) := (RS(WT ))U(WTS(WT (P))
(P)).

To clarify the ideas:

• We obtain the s-boundary refinement of R along the periodic codes WT , to get
another Markov partition RS(WT ) with geometric type TS(WT (P)).
• WTS(WT (P))

(P)) is a family of periodic codes in ΣA(TS(WT (P))). We obtain the u-
boundary refinament of RS(WT ) along this family of peridoic codes. To obtain:

(RS(WT ))U(WTS(WT (P))
(P)).

as was defined.
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This definition have total seance from a formal point but we is necessarily that
(RS(WT )) be commutable in therms of the geometric type T and the family of periodic
codes WT to be interesting. We have develop a effective approach to compute the s and
u boundary refinements of a Markov partition and their respective geometric type, by
applied such process to the respective Markov partitions we should obtain the boundary
refinement an its geometric type. The only difficulty is loved a effective computation of
the family codes of WTS(WT (P))

(P) in therms of T .
Lets to recall that T 6= TS(WT ) at leas the family just contains s-boundary codes.

Therefore the shift space ΣA(T ) is different that ΣA(TS(WT )). The objective of this section
is solve the following problem:

Problem 2. Let TS(WT (P)) be the geometric type of the s-boundary refinement of T
a long the family WT (P) of periodic codes in ΣA(T ). Compute every code in the family
WTS(WT (P))

(P), in therms of the geometric type T and WT (P).

5.1. From a code in ΣA(T ) to a pair of codes in ΣA(TS(W)). We are going to
consider the next simplified problem:

Problem 3. Let {pm}mm=1 a family of periodic points of f that are no s or u-boundary
codes. Let W := ∪mm=1π

−1
f (pi) and let Ws := ∪mm=1π

−1
fs

(pi). Construct any element of Ws

in therms of elements in W.

Let w ∈ W lets see how the boundary refinement split it. Lets to take:

(1) The period of w is P .
(2) We can determine for all t ∈ {0, · · · , P − 1} the following parameters: st :=

s(t, w), r̃(wt, s(t, w)) and εt := εt(wt, jt,w).

Now we are going to construct the two codes in ΣA(TS(W)) that project to p := πf (w)
using a recursive process:

• The point p is in the stable boundary of two adjacent rectangles of RS(W)

R̃r̃(w0,s(0,w)) and R̃r̃(w0,s(0,w)+1). Clearly R̃r̃(w0,s(0,w)) is below R̃r̃(w0,s(0,w)+1). De-
pending on this choose we are going to construct the different codes. In this
construction we are going to take the inferior rectangle

v0 := R̃r̃(w0,s(0,w))

which means that we need to look for the orbit of the any sector e of p that point
toward the bottom of Rw0 .
• Now the stable segment f(I0,w) ⊂ I1,w and I1,w is the stable boundary of two

adjacent rectangles of RS(W) they are R̃r̃(w1,s(1,w)) and R̃r̃(w1,s(1,w)+1). To deter-
mine the index v1 we need to know if f change or not the vertical direction of
our sector e, i.e. we need to look at ε0, in this manner:

– If ε0 = 1 we take v1 = r̃(w1, s)) because f(e) point towards the bottom of
Rw1 .

– If ε0 = −1 we take v1 = r̃(w1, s+ 1)) because f(e) point towards the top of
Rw1 .

In any case we know the therm v1 and the direction towards f(e) points, and this
position is given by the sing og −ε0.
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• Now it comes our recursive law. Imagine we have determined the therm vT and
we know the direction towards fT (e) points towards by use the formula:

eT := −
T−1∏

0

εt

then:
i) If eT = −

∏T−1
t=0 εt = −1, fT (e) points toward the bottom of RwT and :

a) If εT = 1, vt+1 = r̃(wT+1, s(T + 1, w)) and −
∏T−1

t=0 εt = −1.

b) If εT = 1, vt+1 = r̃(wT+1, s(T + 1, w) + 1) and −
∏T−1

t=0 εt = 1.

i) If eT = −
∏T−1

t=0 εt = 1, fT (e) points toward the top of RwT and :

a) If εT = 1, vt+1 = r̃(wT+1, s(T + 1, w) + 1) and −
∏T−1

t=0 εt = 1.

b) If εT = 1, vt+1 = r̃(wT+1, s(T + 1, w)) and −
∏T−1

t=0 εt = −1.
• This processes end after P or 2P iterations depending on the change of the

vertical orientation of fP in the unstable manifold of p. If end after 2P iterations
we obtain the two different codes of ΣA(TS(W)) that project to p at the same time.
If not we need to incite the process assuming that the sector e point towards the
top of Rw0 and take the upper rectangle

v0 := R̃r̃(w0,s(0,w)+1).

6. The genus and the geometric type

Along this section, let T = {n, {hi, vi}ni=1,ΦT := {ρT , εT}} be a geometric type in the
pseudo-Anosov class, assume that f : S → S is a generalized pseudo-Anosov homeomor-
phism with a geometric Markov partition R of geometric type T . We must determine the
genus of the surface S, gen(S), using the Euler-Poincaré formula ([6, Proposition 11.4]):

Proposition 5.5. Let S be a closed and oriented surface with a singular foliation F .
Let Ps be the number of prongs at a singular point ps. Then

2− 2gen(S) =
1

2

∑
ps∈Sing(F)

(2− Ps).

If we are able to compute the number of singularities of F s,u and the number of prongs
in each of them, we have essentially computed the genus, as we can take the sum over all
of the singularities and apply the Euler-Poincaré formula.

The set of s-boundary periodic codes of T , Per(S(T ), was introduced in 3.16 and

Proposition 3.8 establishes that each such periodic code, w(i, ε), projects into ∂sεRi and the
positive part is given by I+(i, ε) (Definition 3.14). Similarly, the u-generating funtion Υ(T )
(??) lets us determine the negative codes J−(i, ε) for each unstable boundary component
of R.

After a refinement in the geometric type, we can assume that the incidence matrix of
T , A(T ), is binary. In Chapter3 , we use the s-generating function Γ(T ) (Definition 3.12)
to produce the s-boundary codes in the sub-shift of finite type, (ΣA(T ), σA(T )), associated
with T (Definition 3.6). These codes are projected by π(f,R) : ΣA(T ) → S (Definition 3.7)
into the stable boundary components of the Markov partition R.
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If we think for a while, any k-prong of the stable foliation F s is always in the boundary
of R and if T have the corner property, the number k of prong in each singularity is equal
to the number of the different periodic boundary codes in ΣT that project into p. This
discussion suggest the following proposition.

Proposition 5.6. Let T be a geometric type in the pseudo-Anosov class whose inci-
dence matrix A(T ) is binary and has the corner property. Let f : S → S be a pseudo-
Anosov homeomorphism with a geometric Markov partition R of geometric type T . Let
(ΣA(T ), σA(T )) be the sub-shift associated with T , and let π = π(f,R) : ΣA(T ) → S be the
natural projection, then the following statements holds:

i) For each boundary label (3.11) of T it is possible to determine by iterating Γ(T ) at
most 2n times if the corresponding stable boundary ∂sεRi of R is either periodic or
not. In the periodic case, the positive periodic expression is given by the positive
code, I+(i, ε), and has a period less than or equal to 2n. Therefore the set of
periodic and positive s-boundary codes of T is given by:

S+(T ) = {I+(iι, ει)}P(T )
ι=1 ,

Where 1 ≤ P(T ) ≤ 2n is equal to the number of periodic stable boundary
positive codes of T , the index iι ∈ {1, · · · , n} may appear in at most 2 pairs but
if iι = iι′ then ει 6= ει′.

ii) A similar statement holds for the set of periodic and negative u-boundary codes
of T by applying the u-generating funtion Υ(T ) at most 2n times. Moreover, the
set of periodic and negative u-boundary codes of T is given by:

U−(T ) = {J−(iι, ε
′
ι}

P(T )
ι=1 ,

where the number P(T ) and the indexes iι ∈ {1, · · · , n} are the same than those
given in item i) for the set S+(T ), but in this case ε′ι may be different from ει.

iii) The set of periodic boundary codes of T , denoted by Per(B(T )), is given by

such periodic codes p ∈ Per(ΣA(T )) for whose there exist ι ∈ {1, · · · ,P(T )} and
such that:

(118) p
+

= I+(iι, ει) and p− = J−(iι, ε
′
ι)

In this case we label such periodic periodic code as p
(
ι, ε8ι) keeping the label

of its positive part. In this manner:

Per (B(T )) = {p(ι, ει)}P(T )
ι

Proof. Item i) : For each boundary label (i, ε), the procedure to construct its positive
boundary code I+(i, ε) as given in Definition 3.14, determine the image by f of the
horizontal boundary, ∂sεRi and the image of ∂sεRi can be in at most 2n different boundary
components of R before come back to itself, in this manner after at most 2n iteration
of Γ(T ) we can determine if ∂sεRi is or not periodic, while we can recover the periodic
expression of I+(i, ε) by look the first 2n iteration of Γ(T ).

The number of periodic boundary codes of T , P(T ), is well determined and is less or
equal than 2n that is the number of different of boundary codes of T .
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If the code I+(i, ε) is periodic the rectangle Ri have a periodic point p in the stable
boundary component ∂sεRi, but for the corner property ofR, p is a corner point of Ri. The
rectangle Ri cant have two different periodic corner points, but Ri can have p as corner
point whit two different quadrants contained in Ri, is this situation which force that the
periodic codes generated by the s-boundary labels, I+(i, 1) and I+(i,−1) be different.

Items ii) : The arguments are the same than in item ii), but we recall that, by the
corner property every periodic boundary point p is in the corner of each rectangle that
contain it. In this manner if I+(iι, ει) is periodic we can deduce that the periodic point
p in ∂sειRι it is in ∂sε′ιRι where ε′ι is such that J−(iι, ε

′
ι) is periodic with the same periodic

expression than I+(iι, ει).
Items iii) : As the code p is periodic the positive part and the negative part w

must have the same periodic expression, and this determine the (iι, ει) and (iι, ε
′
ι) in the

proposition. The rest of the notation is coherent and natural.
�

The equivalence relation ∼T was introduced in 3.23, when is applied to the set of
periodic boundary codes, each equivalence class, [p(iι, ει]T , is in correspondence with
a unique periodic boundary point by the natural projection π(f,R), there fore we can
determine the number of periodic boundary points by cont the number of such equivalence
classes:

Per (B(T ))/ ∼T= {[p
s
]}(S)(T )
s=1

where (S)(T ) ∈ N is the number of ∼T -equivalence classes, the construction of ∼T permits
to determine in finite time such number and the elements of each conjugacy class, in this
manner we pose the following notation:

P s := #[p
s
]T

be the number of periodic codes in the ∼T equivalence class of p
s
.

Lemma 5.52. Assume that T has the corner property and the incidence matrix of T is
binary. Let w be a code in [p

s
]T and let ps := πf,R(w) ∈ S, be the corresponding periodic

boundary point of (f,R). The point ps is a Ps-prongs where, Ps = 1
2
P s.

Proof. Like T have the corner property, then the number P s is equal to the number
of sectors of the point ps. Now, consider that the number of prongs of ps is the half of
the number of its sectors to obtain the equality. �

Theorem 14. Let T a geometric type in the pseudo-Anosov class and let f : S → S
a generalized pseudo-Anosov homeomorphism that realize T . If the T have the corner
property and its incidence matrix is binary, the Euler-Characteristic of S is given by the
formula:

χ(S) =
1

2

∑
s∈Sing(F)

(2− Ps) =
S∑
s=1

(2− 1

2
P s.

Proof. The only thing to observe is that, ff ps is a regular (boundary) point 2−Ps = 0
and 2− 1

2
P s = 0. Therefore we don’t add anything to the sum in the left side, by consider

regular points. �





CHAPTER 6

The formal derived from Anosov of a geometric type

A veces una mujer encuentra los restos de un barco hecho pedazos y decide hacer con
ellos un hombre sano. En ocasiones lo consigue. Otras veces una mujer encuentra un

hombre sano y decide hacerlo pedazos. Siempre lo consigue.
Una casa en el océano - Cesare Pavese

1. The formal DA of a geometric type.

Let T be a geometric type in the pseudo-Anosov class. Our previous results showed
the existence of a closed surface S and a Smale diffeomorphism φ : S → S, that have
a mixing saddle-type basic piece K(T ) which has a Markov partition of geometric type
T . Therefore, we can define ∆(T ) := ∆(K(T )) ⊂ S as the domain of K(T ). Moreover,
the diffeomorphism φ uniquely determines (up to conjugation) a diffeomorphism in the
domain φT : ∆(T )→ ∆(T ). This justify the following definition.

Definition 6.1. Let T be a geometric type of the pseudo-Anosov class. Let S be
a closed surface and φ : S → S be a Smale surface diffeomorphism having a mixing
saddle-type basic piece K(T ) with a geometric Markov partition of geometric type T , let
∆(T ) ⊂ S be the domain of the basic piece K(T ). We define the formal derived from
Anosov of T to be the triplet

DA(T ) := (∆(T ), K(T ), φT ).

where φT : ∆(T ) → ∆(T ) is the restriction of the diffeomorphism φ restricted to the
domain of K(T ).

The following proposition is consequence of the Bonatti-Langevin results that were
presented in the Chapter 5.1 of Preliminaries.

Proposition 6.1. Let T be a geometric type in the pseudo-Anosov class. Up to a
topological conjugacy in their respective domains, that is the identity in the non-boundary
periodic points of K(T ), there exists a unique DA(T ).

Let T be a geometric type in the pseudo-Anosov class. Consider a generalized pseudo-
Anosov homeomorphism f with a geometric Markov partition R whose geometric type is
T . The concept of formal derived from Anosov is rooted in the classical idea of considering
all the periodic points in the boundary R and open the stable and unstable manifolds of
these periodic points. Then a saddle-type basic piece without singularities obtained. In
this process, each periodic point on the boundary of the Markov R partition becomes a
corner point of the basic piece. However, with our definition of DA(T ), what happens
is that, the periodic points on the stable boundary of R become s-boundary points of
the basic piece K(T ) while the periodic points on the unstable boundary of R become

179



180 6. THE FORMAL DERIVED FROM ANOSOV OF A GEOMETRIC TYPE

u-boundary points of K(T ). The need to open all boundary points of R in the stable and
unstable direction is what has motivated us to introduce the corner refinement of T .

When comparing two saddle-type basic pieces obtained as the formal DA of two
different geometric types in the pseudo-Anosov class, the first condition for these basic
pieces to be topologically conjugate is that they must possess an equal number of periodic
s and u-boundary points. To achieve this, we introduce the concept of a joint refinement
of two geometric Markov partition and its associated geometric type. This process allows
us to transform two basic pieces originating from different geometric types into ones with
the same number of corner points. We will delve into the details of this construction in
the upcoming section.

2. The joint refinement of two geometric types.

Let to recall that WT,P := {w ∈ ΣA(T ) : Per(σT , w) ≤ P}.
Definition 6.2. Let f and g be pseudo-Anosov homeomorphisms with geometric

Markov partitions Rf and Rg whose geometric types Tf and Tg have binary incidence
matrices. Let PB(Tf ) be the maximum period among the boundary periodic codes of Tf :

PB(Tf ) := max{Per(w, σTf ) : w ∈ B(Tf )}
and similarly PB(Tg) be the maximum period among the boundary periodic codes of Tg.

Lets take define N(f, g) := max{PB(Tf ), PB(Tg)}. Consider:

(1) The joint refinement (Definition 5.52) of Rf with respect to Rg is the corner
refinement of Rf with respect to the family of periodic codes WTf ,N(f,g) ⊂ ΣA(Tf ):

R(Rf ,Rg) := [Rf ]C(WTf ,N(f,g)).

Its geometric type is denoted by T(Tf ,Tg).
(2) The joint refinement of Rg with respect to Rf is the corner refinement of Rg

with respect to the family of boundary periodic codes W(g,N(f, g)) ⊂ ΣA(Tg):

R(Rg ,Rf ) := [Rg]C(Wg,N(f,g)).

Its geometric type is denoted T(Tg ,Tf ).

Remark 19. By construction, the geometric Markov partition R(Rf ,Rg) has the corner
property and all its boundary points are corners of any rectangle that contains them. The
number N(f, g) is equal to N(g, f), and the corner points of R(Rf ,Rg) coincide with the set
of periodic points of f with periods less than or equal to N(f, g). Similarly, for R(Rg ,Rf ),

3. The lifting of a geometric Markov partition of f to the formal DA(T ).

The important property of the joint refinement it that every periodic boundary point
is a corner point of any rectangle that contain such point. We must use this property to
prove the following Proposition.

Notation: Once we have fixed Rf and Rg to avoid an overwhelming notation, we
make the following conventions:

Rf,g := R(Rf ,Rg) and Rg,f := R(Rg ,Rf ),(119)

Tf,g := T(Tf ,Tg) and Tg,f := T(Tg ,Tf ).(120)
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The formal derived from pseudo-Anosov of such geometric types are:

DA(Tf,g) := {∆(Tf,g), K(Tf,g),ΦTf,g)} and(121)

DA(Tg,f ) := {∆(Tg,f ), K(Tg,f ),ΦTg,f )}(122)

Proposition 6.2. Let f : Sf → Sf and g : Sg → Sg be two generalized pseudo-Anosov
homeomorphisms with geometric Markov partitions, Rf and Rg, whose geometric types,
Tf and Tg, have binary incidence matrix. Suppose that f and g are topologically conjugate
through an orientation preserving homeomorphism h : Sf → Sg and let:

π : ∆(Tg,f )→ Sg,

be the projection given by Proposition 4.2. In this situation:

(1) The induced geometric partition, h(Rf,g) is a geometric Markov partition of g
whose geometric type Tf,g have the corner property.

2) A point p ∈ Sf is a periodic boundary point of the Markov partition (f,Rf,g)
if and only if h(p) is a periodic boundary point of (g,Rg,f ). In particular, the
corner periodic points of h(Rf,g) are the corner periodic points of RRg,f .

(3) There exit a unique Markov partition h(Rf,g) = {h(Ri)}ni=1 of K(Tg,f ) ⊂ ∆(T(g,f)))
such that:

π

(
o

h(Ri)

)
=

o

(h(Ri)).

(4) Keep the previous label of the rectangles in h(Rf,g) and give to the rectangle
h(Rf,g) the unique vertical and horizontal orientation such that π is increasing
along both the vertical and horizontal leaves within h(Ri). With this geometriza-
tion, the geometric type of h(R) is Tf,g.

Proof. Item (1). In Definition 2.10, we introduced the induced geometric Markov
partition h(Rf,g). Theorem9 establishes that h(Rf,g) is a geometric Markov partition
with the same geometric type as Rf,g, specifically Tf,g. The joint refinement was obtained
as the corner refinement of another geometric type and Proposition 5.4 implies that Tf,g
has the corner property.

Item (2). By definition of the joint refinement, a periodic point p of f is a corner
point of Rf,g if and only if it is a period is less than or equal to N(f, g). But h(p) has the
same period that p, therefore h(p) is a periodic point of g with period less than or equal
to N(g, f) = N(f, g), then h(p) is corner point of Rg,f , by definition it is a boundary
point. This proves the second item of the proposition.

Item (3). We are going to prove the second statement through a series of lemmas.
The reader can refer to Figure 1 for a visual representation of our notation.

Lemma 6.1. Let R be a rectangle in the Markov partition h(Rf,g). Then π−1(R)
contains a unique rectangle R ⊂ ∆(Tg,f ) with the following properties:

• The interior of R is mapped under π to the interior of R, i.e., π(
o

R) =
o

R, and
the image of R is the rectangle R, i.e., π(R) = R.
• The horizontal boundary of R is contained in a stable separatrice of an s-boundary

periodic point of K(Tg,f ), and its vertical boundary is in an unstable separatrice
of an u-boundary point.
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Figure 1. The lift of a rectangle R.

• The rectangle R is isolated from the basic piece K(Tg,f ) from its exterior, i.e.,
there is an open neighborhood U of R such that K(Tg,f ) ∩ U = K(Tg,f ) ∩R.

Proof. Denote the left side of R as J−, its right side as J+, its lower boundary as
I−, and its upper boundary as I+. All these intervals are contained within the invariant
manifold of a corner periodic point of h(Rf,g). Moreover, the boundary points of h(Rf,g)
are all corner points and as proven in Item (2), they coincide with the corner points
of Rg,f . This implies that neither J± nor I± contain a periodic point in their interior;
therefore, they are contained within a unique separatrice of a corner point. Now, let’s
analyze the set π−1(I−) to get some conclusions that can be applied to the remaining
intervals J+, J−, I+ in the boundary of R.

Assume that I− is contained in the stable separatrice F s(p) of the corner point p.
Inside the domain DA(Tg,f ) there are two s-boundary periodic points of K(Tg,f ), p1

and p
2

with different stable separatrices F s(p
1
) and F s(p

2
), such that: π−1(

o

I−) has two
connected components that are are contained in such separatrices:

o

I ′1 ⊂ F s(p
1
) and

o

I ′2 ⊂ F s(p
2
).

and π(
o

I ′1) = π(
o

I ′2) =
o

I−. Such stable intervals are contained in the stable boundary of
s-boundary periodic point, therefore only one of these intervals have points that can be
approximated by singletons (Item i) in Definition 4.4 ) of the form π−1(xn) ∈ K(Tg,f ),

where xn ∈
o

R and xn converge to a point in I−. Assume that
o

I ′1 is such an interval.

Let’s understated the closure of
o

I ′1 inside the stable separatrice F s(p1). We need to
consider two different of extreme points in I−:
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i) The interval I− has a periodic point p as one of its endpoints. In this case, π−1(p)

is contained in a cycle. The endpoint of I ′− =
o

I ′1 which projects to p needs to
be contained in such a cycle. However, at the same time, such a point can be

approximated by points in K(Tg,f )∩
o

I ′1 and is, therefore, an element of K(Tg,f ).
The unique hyperbolic points in the cycle are periodic points, so the endpoint of
I ′− that projects to p is the periodic point p

1
, which is approximated by points

in F s(p
1
).

ii) The endpoint O ∈ I− is not periodic. In this case, π−1(O) is a minimal rec-

tangle. Similar to before, the endpoint of I ′− =
o

I ′1 which projects to O needs
to be contained in such a minimal rectangle and be an element of the basic
piece. Therefore, it is the unique corner point O, in the minimal rectangle that

is saturated by points in K(Tg,f ) ∩ π−1(
o

I ′1).

In this setting: If I− have a periodic end point:

I− := [O, p
1
]s ⊂ F s(p

1
).

If I− = [O1, O2]s have no periodic end points, we can applied the analysis in Item i) to
construct point O1 and O2 such that:

I− := [O1, O1]s ⊂ F s(p
1
).

Remark 20. The extreme points of I− are, in any case, u-boundary points. Therefore,
I− is contained within an open interval I−1 ⊂ F s(p

1
) such that K(Tg,f )∩I−1 = K(Tg,f )∩I−

and π(I ′−1 ) = I−. Furthermore, I− is the smallest interval contained in F s(p
1
) that

projects to I ′. These two properties determine it uniquely.

The same construction applies to the other boundary components. That is, there
are unique periodic corner points p

2
, q

1
, and q

2
of the basic piece K(Tg,f ) and unique

separatrices of such points that contain minimal intervals:

I+ ⊂ F s(p
2
)

J− ⊂ F s(q
1
)

J+ ⊂ F s(q
2
)

These intervals project into the respective boundary components of R. The stable
separatrice F s(p

2
) is the only stable separatrice that is saturated by stable leaves of non

s boundary periodic points that project to R. Clearly, these intervals are unique, as they
are minimal with these properties.

We claim that |I−∩J−| = 1. Let O be the corner of R determined by I− and J−, and
let e be the sector of O that is determined by the left-inferior corner of R. Then π−1(O)
could be:

• Part of a cycle if O is a periodic point. In this cycle, all the boundary points are
corner points and has only one sector saturated by points in K(Tg,f ). Let {xn} ⊂
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o

R be a sequence on non-boundary periodic codes that converges to 0 in the sector
e, then π−1(xn) is a singleton and then: limn→∞ π

−1(xn) is simultaneously the
periodic endpoint of I− and the periodic endpoint of J−, i.e p

1
= q

1
.

• A minimal rectangle if O is not periodic. In this case, there is only one cor-
ner of the minimal rectangle where I− and J− intersect. Such is the only one

accumulated by singletons in π−1(
o

R) that converge to O.

The same property follows for the other vertices of R. Furthermore, since the basic
piece K(Tg,s) doesn’t contain impasses, we deduce that I− is in a different stable separa-
trice than I+, and then I− ∩ I+ = ∅. In conclusion, I− ∪ I+ ∪ J− ∪ J+ forms a closed
curve. We shall see what happens with the interior of R̃.

Take any point x ∈
o

R. The set π−1(x) is not part of a cycle because the only s and u
boundary points of K(Tg,f ) are projected to corner points of the original Markov partition
h(Rf,g). Therefore, π−1(x) is a rectangle and is trivially bi-foliated. We can deduce that

if
o

J ⊂
o

R is an unstable segment, its preimage π−1(
o

J) is a rectangle without its horizontal

boundary. Clearly, the horizontal boundary of π−1(
o

J) has one connected component
intersecting I− and the other intersecting I+. The same holds for any horizontal segment
o

I ⊂
o

R.
In conclusion, I− ∪ I+ ∪ J− ∪ J+ bounds a region that is trivially bi-foliated, and

therefore, it is a rectangle denoted as R. It’s evident that its projection is R, and its
interior projects to the interior of R.

The stable boundary of R consists of two disjoint intervals contained in the s and u
boundary leaves, as we observed in Remark 20. By taking slightly larger intervals that
contain I−, I+, J−, and J+, we can construct a small neighborhood U of R such that
K(Tg,f ) ∩ U = K(Tg,f ) ∩R. �

As a consequence, for all rectangles h(Ri) ∈ h(Rf,g), there is a unique rectangle
h(Ri) ⊂ DA(Tg,f ) as described in Lemma 6.1 that projects to h(Ri). Furthermore, these
rectangles have their boundaries isolated of the basic piece from its exterior. In particular,
we have the following corollary:

Corollary 6.1. If i 6= j, then h(Ri) ∩ h(Rj) = ∅.

Let

h(Rf,g) := {h(Ri)}ni=1

be the family of rectangles constructed in Lemma 6.1 for each rectangle in the Markov
partition h(Rf,g).

Lemma 6.2. K(Tg,f ) ⊂ ∪ni=1h(Ri)

Proof. The set of periodic points of f that are not (s, u)-boundary is dense inside
every rectangle h(Ri) and is contained in its interior. Denote the set of these periodic
points by P (i). Then π−1(P (i)) consists of all the periodic points of φTg,f that are con-
tained in the interior of π−1(h(Ri)) and there fore that are not (s, u)-boundary. Such
points are dense in K(Tg,f ) ∩Ri, and then:
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K(Tg,f ) ⊂ ∪ni=1π
−1(P (i)) ⊂ ∪ni=1

o

h(Ri) = ∪ni=1h(Ri)

�

Lemma 6.3. The stable boundary of the partition h(Rf,g) is Φg,f -invariant.

Figure 2. The stable boundary of the partition h(Rf,g)

Proof. Let h(Ri) ∈ h(Rf,g) be a rectangle. Take I as the lower boundary of such a
rectangle, and let O1 and O2 its end points, the analysis for the upper boundary is the
same.

There is a sequence xn ⊂
o

h(Ri) consisting of non s, u-boundary periodic points that

converges to O1 as shown in Figure 2. Similarly, there exists a sequence {y
n
} ⊂

o

h(Ri) of
non s, u-boundary periodic points that converges to O2. In these points, π is a one-to-one
map and serves as a conjugation restricted to their image. This implies that:

Φg,f (O1) = lim
n→∞

Φg,f (xn) = lim
n→∞

π−1 ◦ g ◦ π(xn).

and

Φg,f (O2) = lim
n→∞

Φg,f (yn) = lim
n→∞

π−1 ◦ g ◦ π(yn).

By taking sub sequences of {xn} and {y
n
}, we can assume that xn := π(xn) and

yn := π(yn) are always contained in the interior of the rectangle h(Ri). Furthermore,
since h(Rf,g) is a Markov partition of g, we can assume that the lower horizontal sub-
rectangle H := H i

1 contained in h(Ri) of the Markov partition (g,Rf,g) contains to {xn}
and {yn} within its interior. Therefore, if g(H) = V k

l , then {g(xn)} and {g(yn)} are
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contained in
o

V k
l ⊂

o

h(Rk) and they converge to g(O1) and g(O2), which are in the stable
boundary of h(Rk).

We claim that Φg,f (I) is a stable interval contained in a single stable boundary com-
ponent of h(Rk). Suppose this is not the case, then Φg,f (I) contains an s-arc, α′ = [a′, b′]s

joining two corners of the rectangle h(Rk), where a′ is on the lower boundary of h(Ri) and

b′ is on the upper boundary of h(Ri) , as shown in Figure 3. This implies that I contains

in its interior the s-arc Φ−1
g,f (α

′) := α = [a, b]s, that we recall it is contained in the inferior
boundary of h(Ri)

Figure 3. Φg,f (I) is in single stable boundary component

Just as we did before for the endpoints of I we can take decreasing successions

{an}, {bn} ⊂
o

h(Ri) of periodic non-corner points converging to a and b in two distinct

sectors (the green and purple semicircles in Figure 3). Let us define, an := π(an) and
bn := π(bn). They are decreasing sequences (for the vertical order of h(Ri)) that converge
to the same point c = π(a)0π(b) ∈ I. Clearly {g(an)} is a decreasing (or increasing)
sequence for the vertical order of h(Rk) if and only if {g(bn)} is a decreasing (resp. in-
creasing) sequence, and both converge to g(c), without loss of generality suppose they are
decreasing. Thus π−1(g(an)) and π−1(g(bn)) are decreasing for the vertical order of h(Ri).
Moreover

limπ−1(g(an)) = lim Φg,f (an) = φg,f (a) = a′

and
limπ−1(g(bn)) = limφg,f (bn) = φg,f (b) = b′

This implies that a′ and b′ are on the lower boundary of h(Ri) which is a contradiction.

Then Φg,f (I) is contained in a single stable boundary component of h(Rk) and we conclude

that the stable boundary of π−1(h(Rf,g)) is f -invariant.
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�

The Φ−1g, f -invariance of ∂uh(Rf,g) is similarly proved. Consequently, h(Rf,g) is a
Markov partition of the basic piece K(Tg,f ).

Item (4). Considering the geometrization of h(Rf,g) that was indicated in our last
item, let T ′ be its geometric type. It was proven in Proposition 4.2 that:

π(h(Rf,g)) = h(Rf,g)

is a geometric Markov partition of g with geometric type T ′. Since the geometric type
of h(Rf,g) is Tf,g, we can conclude that T = Tf,g, which confirms the last statement of
our proposition.

�





CHAPTER 7

Equivalent geometric types: The Béguin’s algorithm

Mise en place (noun [U]): The preparation of the food and equipment
you will need before you start cooking, especially in a restaurant kitchen.

Cambridge Advanced Learner’s Dictionary

The equivalence problem.

Let Tf and Tg be two geometric types in the pseudo-Anosov class, and let (f,R) and
(g,Rg) be realizations of such geometric types by generalized pseudo-Anosov homeomor-
phisms. Their joint refinement was defined in 6.2 and denoted as Tf,g and Tg,f). Their
formal derived form Anosov, denoted as DA(Tf,g) and DA(Tg,f ), were introduced in 6.1.

Two geometric types, T1 and T2 are considered to be strongly equivalents if DA(T1)
has a Markov partition of geometric type T2 and DA(T2) has a Markov partition of
geometric type T1. Our Proposition6.2 yields the following corollary.

Corollary 7.1. Let f and g be generalized pseudo-Anosov homeomorphisms with
geometric Markov partitions Rf and Rg of geometric types Tf and Tg, respectively. Let
Rf,g be the joint refinement of Rf with respect to Rg, and let Rg,f be the joint refinement
of Rg with respect to Rf , whose geometric types are Tf,g and Tg,f , respectively. Under
these hypotheses: f and g are topologically conjugated through an orientation preserving
homeomorphism if and only if Tf,g and Tg,f are strongly equivalent.

Proof. Let’s assume that f and g are topologically conjugated through an orientation-
preserving homeomorphism. Proposition 6.2 establishes that, in this situation, the saddle-
type basic piece Kf,g in DA(Tf,g) has a geometric Markov partition with geometric type
Tg,f ; therefore, Tf,g and Tg,f are strongly equivalent.

If Tf,g and Tg,f are strongly equivalent, then the saddle-type basic piece Kf,g in
DA(Tf,g) has a geometric Markov partition R with geometric type Tg,f . Let

π : DA((Tf,g)→ Sf

be the projection introduced in Theorem 13. Proposition 4.2 states that π(R) is a
geometric Markov partition of f with type Tg,f . Theorem 11 implies that f and g are
topologically conjugated through an orientation-preserving homeomorphism.

�

Part of the classification of saddle-type basic pieces for surface Smale diffeomorphisms
was carried out in 2004 by François Béguin in [3]. In that work, he developed an algorithm
that determines in finite time when two geometric types associated with non-trivial saddle-
type basic pieces of surface Smale diffeomorphisms are strongly equivalent.
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Theorem 15 ( Béguin [3]). Let T1 and T2 be geometric types realizable as basic pieces
K1 and K2 of Smale surface diffeomorphisms. There exists a finite algorithm that deter-
mines if T1 and T2 are strongly equivalent.

Now we can state a similar result when is applied to geometric types in the pseudo-
Anosov class.

Theorem 16. Let Tf and Tg be two geometric types within the pseudo-Anosov class.
Assume that f : S → Sf and g : Sg → Sg are two generalized pseudo-Anosov homeomor-
phisms with geometric Markov partitions Rf and Rg, having geometric types Tf and Tg
respectively. We can compute the geometric types Tf,g and Tg,f of their joint refinements
through the algorithmic process described in Chapter 5, and the homeomorphisms f and
g are topologically conjugated by an orientation-preserving homeomorphism if and only if
the algorithm developed by Béguin determines that Tf,g and Tg,f are strongly equivalent.

Proof. In view of Corollary 7.1, the algorithm determines that Tf,g and Tg,f are
strongly equivalent if and only if f and g are conjugated. �
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