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ABSTRACT 
 
The work of my thesis is best understood in the context of the hierarchical organization of the 
visual system, the functional consequences of hierarchy and its role in perceptual decisions. 
Accordingly, the purpose of this introduction is to review the structural and functional 
specificities of feedforward (FF) and feedback (FB) streams in the cortex and how they relate 
to hierarchical processing. Unlike FF function that has been extensively studied and associated 
to the building of increasingly complex representations of the outside world, much less is 
known about the functional and perceptual roles of FB signals in cortico-cortical networks.  
 
Models of motion integration are ideal candidates for reviewing functional hierarchy in early 
visual cortex. Motion integration has been extensively studied and constitutes an influential 
model originally represented as a two-stage feedforward process where FB signals played no 
apparent role in motion perception. Within this model, low-level visual areas are proposed to 
linearly detect and encode one-dimensional (or “component”) motion (e.g., a single grating 
moving orthogonally to its orientation), while the higher-level motion detectors compute non-
linear integration of more complex (or “pattern”) motion signals (e.g., two superimposed 
moving gratings integrated as one moving plaid). According to this view, low-level visual areas 
(primary and secondary visual areas, V1 and V2) and higher-level ones (e.g., MT/V5, middle 
temporal area) represent motion information differently. However, more recent data from 
single-cell responses and cortical imaging in macaque indicate that pattern motion signals can 
be recorded as early as area V1. My thesis addresses whether such signals can be detected in 
early visual areas in human cortex and considers whether they might arise from feedback 
processes. 
 
Given the large hierarchical distance between them, V1 and MT/V5 have the particularity  
to be relatively strongly anatomically interconnected. This suggests that V1-MT/V5 coupling 
might play an important role in motion perception. This idea is supported by a number of 
studies indicating that MT-to-V1 FB connectivity might play a key role in generating mental 
representations of perceived motion based on incomplete or illusory sensory input. 
Interestingly, the relation between these two areas can be investigated through a well-known 
paradigm of bistable motion which consists of superimposed moving gratings of different 
orientations that can generate multiple perceptual states over time. These perceptual states 
appear as spontaneous shifts between the perception of a coherent plaid pattern moving in a 
single direction and that of a pair of component gratings, transparently sliding over each other 
in two different directions. Several neurocomputational models have been proposed to explain 
the neural mechanisms underlying bistable motion perception. In general, they propose that the 
perception of ambiguous motion signals can be explained by a competition between neural 
populations that support distinct representations of motion. For example, one hypothesis states 
that these neural populations are composed of both excitatory and inhibitory units that are 
involved in both competitive and adaptative mechanisms over time.  
 
In my thesis, after designing an efficient bistable moving plaid illusion, we used an event-
related fMRI paradigm to study bistable perception dynamics. In preliminary measures, we 
were able to identify direction-selective voxels in early visuals areas V1, V2 and the hMT+ 
complex (human motion complex, hMT+, equivalent to MT/V5 in non-human primate and 
adjacent motion-selective areas). We went on to engineer conditions that would trigger 
spontaneous perceptual switches while maintaining a constant visual stimulation. The two 
competitive perceptual states are proposed to consist of two equiprobable and mutually 
exclusive representations of motion information. While subjects fixated a central cross, to 



- 4 - 
 

minimize eye movements, they were asked to report their perceptual state. Analyses of the 
hemodynamic activity in these areas demonstrated that the direction-selective voxels 
preferentially responded to the perceptual state in accordance with the matching direction. In 
subsequent analyses, we argue that the results represent neural activity related to the perceptual 
switching, and are not reflecting eye movement phenomena. 
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1. Anatomy and function of the visual cortical hierarchy  
 
1.1 Historical overview 
 
The notion of hierarchical processing in the visual cortex was introduced by Hubel and Wiesel 
to account for the variation in receptive field (RF) organization in early visual processing. They 
conducted a series of experiments involving the presentation of oriented and non-oriented 
stimuli while recording receptive field properties in the thalamus and visual cortex in both cats 
(1962; 1965) and macaques (1968). They proposed a hierarchical organization which amounted 
to a serial model of processing whereby the so-called simple cells in layer 4 of cortical area V1 
of the cat exhibited oriented RFs that were constructed from the summation of the RFs of non-
oriented cells in the Lateral Geniculate Nucleus (LGN) and where neurons in area V1 
(displaying simple RFs) converged to the so-called complex cells of area V2 (exhibiting a more 
“complex” RF organization). These authors envisioned that this process achieved a 
complexification of stimulus selectivity. In their model, cells at early stages of vision were 
integrated hierarchically to generate selectivity to more complex features at subsequent stages 
of processing. These discoveries were fundamental to understanding functional specificities of 
neurons in early visual cortex.  
 
Later, Rockland and Pandya (1979; 1981) described a hierarchical model of inter-areal 
connectivity with ascending stream (feedforward, FF) going from lower to higher-order areas, 
and descending connections (feedback, FB) going from higher- to lower-order areas. They 
proposed that FF were defined by their projection to layer 4 (by analogy to the projection of 
LGN to layer 4 of V1), and FB by their avoidance of layer 4. In 1991, Felleman and Van Essen 
exploited this categorization of FF and FB and provided a more general model of visual 
hierarchy, where the increase in the number of connections led to numerous parallel pathways, 
hence characterizing a distributed hierarchy. Their analysis was based on a comprehensive 
review of the literature (up to 1990) of antero- and retro-grade tract tracing studies, 
investigating the laminar patterns of inter-areal connectivity in macaque cortex. More recently, 
quantitative measures of the hierarchical connectivity reveal that FB pathways are more 
numerous and cross more hierarchical levels than do FF pathways (Markov et al., 2014b).  
 
Although Felleman & Van Essen’s hierarchy provided important insight into the cortical 
anatomy it was indeterminate as it yielded over 150,000 possible hierarchical orderings 
(Hilgetag et al., 1996). This problem was overcome by quantifying the laminar, inter-areal 
connectivity and establishing a metric of hierarchical distance based on retrograde tract-tracing 
(Barone et al., 2000; Markov et al, 2014b; Vezoli et al., 2021), thereby defining a determinate 
model of hierarchy. Further, the investigation of the cortical anatomy of visual hierarchy led to 
the identification of two distinct FF and FB pathways located in the infragranular and 
supragranular compartments (Markov et al 2014b; Vezoli et al., 2021). These multiple FF and 
FB patterns of connectivity led to the concept of a Dual Counter Stream architecture (Fig. 2), 
defining specific FF and FB relations in the two compartments based on an index of 
hierarchical distance. This model is increasingly influential for understanding diverse aspects 
of hierarchical processing in the cortex of rodents (Barzegaran & Plomp, 2022) and primates 
(Markov et al., 2013b; Vezoli et al., 2021; Maric & Domijan, 2022). 
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1.2 Anatomy of hierarchy 
 
Simple and Complex neurons  
 
Visual input originates from the retina, where photoreceptors transduce light into chemo-
electrical activity. At the retinal output, ganglion cells transmit the signals to the thalamic 
nucleus, the Lateral Geniculate Nucleus (LGN), which, in turn, relays signals to the first 
cortical stage of vision, the primary visual area (area V1). Area V1 occupies a unique position 
in the visual cortical hierarchy as it receives no FF cortical input and has no FB projections to 
other cortical areas. Interestingly, transcriptomic cytoarchitecture across human cortex shows 
that area V1 exhibits dramatically different features compared to other cortical areas, a 
specificity that could have important impacts on the FB pathways targeting area V1 (Jorstad et 
al., 2022 bioRxiv). Furthermore, area V1 is regarded as a mandatory element of passage where 
removal of area V1 in human subjects leads to a loss of conscious vision and a residual visual 
capacity known as blindsight, which is thought to involve subcortical direct visual input to 
MT/V5 (see review Bourne & Morrone, 2017). 
 
In 1962, David Hubel and Torsten Wiesel were awarded the Nobel prize in part for their work 
describing the functional organization and basic physiology of neurons in V1 (cat: Hubel & 
Wiesel, 1962; 1977; monkey: 1968; 1976). In terms of functional architecture, area V1 in cats 
and macaques is composed of columnar units at two different scales, corresponding to 
orientation and ocular dominance columns. Area V1 responds to many different stimulus 
properties such as color, spatial frequency, motion direction etc. In this section, we focus on 
the elementary features that present a clear anatomical and functional segregation in area V1. 
 
Hubel and Wiesel distinguished three main types of neurons on the bases of their RF properties 
and activity profiles. Simple cells, like retinal ganglion (RGC) and LGN cells, are characterized 
by separate zones of ON and OFF responses to light. The integrated response of a simple cell 
corresponds to the spatial distribution of these ON and OFF regions (Fig. 1). Hubel and Wiesel 
hypothesized that simple cells sum input signals from multiple LGN cells having adjacent and 
aligned RFs, thereby conferring upon each cell a particular orientation preference. Hence, 
unlike the RGC and LGN cells that have a concentric center-surround organization, the simple 
cells respond best to oriented lines or edges, which in mammals is a hall mark of the early 
visual cortex (but see Douglas et al., 1995; 1989; Ferster et al., 1996). 
 

Figure 1: Illustration by David Heeger, 2006 
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Hubel and Wiesel went on to propose that complex cells non-linearly integrate input signals 
from multiple, similarly oriented simple cells that present distinct polarities. Therefore, 
complex cells do not display separate ON and OFF zones, but instead present a spatially 
homogeneous RF. As a consequence, complex cells reflect the same preferences as simple cells 
(orientation selectivity), except that a complex cell’s response does not depend on the spatial 
location of a stimulus within its RF (phase insensitivity). In addition, complex cells tend to be 
more direction-selective compared to simple cells. 
 
Hypercomplex cells share similar properties with complex cells except that they contain 
inhibitory flanks at the spatial extremities of their RFs, so that while their response to a bar 
stimulus initially increases with length, beyond a certain length it decreases due to the presence 
of inhibitory flanks. This last property referred to as end-stopping results in the cell maximally 
responding to a short-oriented line segment or a more complex two-dimensional feature, such 
as a corner. Note that there is a category of simple-like cells that also show this end-stopping 
property (Orban & Kennedy, 1981).  
 
Based on their relative properties, these three cell types enable processing of different and 
successively more complex features of the visual environment. This is the basis of many 
hierarchical model of how compound forms can be represented by combinations of cells 
responding to simpler features (Barlow et al., 1972).  
 
 
Receptive field or the expression of FF processing 
 
Ascending visual pathway relaying retinal input to area V1 preserve retinotopic relations 
whereby neighboring positions in the visual field are encoded by adjacent neurons. Following 
this topographical organization, a retinotopic map of the available visual information is relayed 
by the striate cortex (V1) to areas V2, V3, V4 and MT/V5. In passing from central (or foveal) 
to peripheral vision, receptive fields become progressively larger. As a consequence, visual 
acuity degrades with eccentricity, resulting in an inhomogeneity of resolution in passing from 
the central to peripheral visual fields. In terms of cortical topography, the amount of cortex 
devoted to central vision is magnified at the expense of peripheral vision, so that the central 10 
degrees of the visual field occupies roughly half of area V1 (Hubel & Wiesel, 1974). From the 
cell’s perspective, the region of space from which visual information is processed, the RF, is 
highly restricted in the pre-cortical visual pathways and early visual cortex. RFs increase both 
in size and complexity as one ascends the visual hierarchy, enabling more complex 
representations of information. This produces a mismatch in FF and FB pathways given the 
large RF of higher-order areas projecting back to lower areas with much smaller RFs (Salin et 
al., 1992), implying that FB does not lead to an activation of the classical RF of early stage 
neurons (Angelucci & Bullier, 2003).  
 
 
FF, FB and lateral information flow  
 
In the 1970s and 80s, several research groups used anterograde (Martinez-Millan & Hollander, 
1975; Spatz et al. 1970; Tigges et al., 1973) and retrograde (Rockland & Pandya, 1979; Lund 
et al., 1975; Fisken et al. 1975; Wong-Riley, 1974; Kennedy & Bullier, 1985) tract-tracing to 
study inter-areal connectivity of early visual cortex. The emerging consensus was that FF and 
FB connections are frequently reciprocal with laminar-specific properties in which FF 
projections mainly originate from superficial layers and target layer 4, while FB pathways 



- 13 - 
 

mainly originate from deep layers and target any layer other than 4. Together with the 
ascending and descending hierarchical streams, lateral connections (intrinsic to a hierarchical 
level) were identified, a finding that was clearly in contradiction with the most widespread 
model at the time, i.e., visual perception resulting strictly from FF process (Hubel & Wiesel, 
1962; 1977; 1968; 1976; Barlow, 1972). 
 
 
The Dual Counter Stream 

Markov and collaborators (2014b) showed; (i) that the supragranular FB exhibits a short 
distance, point-to-point connectivity while the infragranular FB is a long-distance and more 
diffuse connectivity; (ii) FB are twice as numerous as FF; (iii) on average FB cross more 
hierarchical levels than do FF; (iv) on average FF are stronger than FB. From a previous study 
(Markov et al., 2013a) it emerged that the cortical inter-areal matrix has a density of 66%, 
meaning that nearly 2/3 of the possible connections actually exist. This density is nearly twice 
that of the database exploited by Felleman and Van Essen (1991). The high density of the 
cortical matrix has important consequences for the cortical hierarchy since each area on a 
particular level projects to all the higher and lower areas as well as areas on the same level 
(Markov et al., 2013c). Consequently, the pathways ascending and descending the cortical 
hierarchy are massively parallel, and the seriality of earlier models is seriously eroded. Given 
that most of the cortical input to a given area is considerably weaker than the LGN input (which 
is thought to be just enough to activate an area) and while it seems reasonable to believe that 
the response properties of an area are consequent to its connectivity profile, it leads to the 
conclusion that the activation of a cortical area is a cooperative process (Markov et al., 2014a; 
see review Passingham et al., 2002). Furthermore, the Felleman and Van Essen database was 
compiled from data generated across different laboratories using very different criteria and 
plane of section which led to large errors in count data with respect to the consistent criteria 
used in the Markov et al., 2014a study. 
 
On top of revealing a multiplicity of pathways across cortical layers, the Dual Counter Stream 
architecture (Fig.2) re-defines key properties of cortical projections. The convergence of 
cortical FF connections (i.e., “from many to few”) is now considered to be shared by the 
supragranular FB pathway, while the notion that FB connections are divergent (“from few to 

Figure 2: Anatomy of Hierarchy: The Dual Counter Stream  
In red: feedforward streams; in blue: feedback streams 
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many”) seems to be specific of the infragranular FB type (see Vezoli et al., 2021 for further 
discussion).  
 
The structural hierarchy is now known to have a functional counterpart. In macaque distinct 
neural oscillatory patterns were observed at distinct cortical depths (Maier et al., 2010; Buffalo 
et al., 2011; Bosman et al., 2012). Pascale Fries and his team were able to show that these 
oscillatory patterns replicated the laminar connectivity distribution described in anatomy by 
Kennedy’s team (Markov et al., 2014b), enabling these authors to construct an extensive 
functional hierarchy of the macaque visual cortex (Bastos et al., 2015). In a second step, these 
authors used magnetoencephalography to look at oscillatory patterns in human cortex, and by 
reference to areal homologies to macaque cortex, were able to construct a functional hierarchy 
of human cortex (Michalareas et al., 2016). This was a remarkable achievement where research 
in non-human primates was able to play a key role in furthering our understanding of the human 
brain. Altogether, structural models of cortical hierarchy appear to be particularly coherent with 
the theory of predictive processing and the notion of the Bayesian brain (Bastos et al, 2012; 
Markov & Kennedy, 2013b; Feldman & Friston, 2010). Therefore, establishing a functional 
hierarchy in both the macaque and human brain greatly facilitates the investigation of the neural 
mechanisms underlying predictive processing (Friston, 2019; Shipp, 2016; Vezoli et al., 2021). 
 
To explain the fact that each level of hierarchy comprised several areas interconnected via 
lateral connections, Felleman and Van Essen emphasized a preexisting view (Henry et al, 1983) 
that, particularly in the visual system, multiple processing pathways run in parallel.  
 
 
A multiplicity of pathways 
 
Retinal projections to LGN reflect two main streams of visual information: magnocellular (M) 
and parvocellular (P) pathways. These are named after the type of retinal ganglion cells they 
receive input from (M(agno)- for large cell bodies, P(arvo)- for small cell bodies). In terms of 
function, it is well established that M cells have larger receptive fields and are characterized by 
a peak of sensitivity for low spatial and high temporal frequencies. In other words, the M 
pathway responds preferentially to large and high-speed visual stimuli, hence is suitable for 
contributing to processing motion information. However, they are less responsive to 
wavelength and chromatic differences. In contrast, P cells have smaller RFs, and are sensitive 
to high spatial and low temporal frequencies, therefore responding preferentially to small and 
slow stimuli. In addition, P cells respond differentially to wavelength and are sensitive to 
chromatic differences, hence are implicated in processing color information. This anatomical 
and functional segregation is partially preserved throughout the visual hierarchy, with the M 
path dominating projections towards the dorsal visual stream (the “Where” path, e.g., motion 
representation), and the P path preferentially towards ventral stream (the “What” path, e.g., 
color information), with cross talk interactions occurring at different stages of the circuitry 
(reviewed in Previc, 1990). 
 
We have seen that the cortical hierarchy is well defined in terms of anatomy. However, 
investigating functional connectivity is equally important to determine what are the functional 
consequences of the structural hierarchy. To answer this question, a growing number of 
neuroimaging and electrophysiological studies appeared in the 2000’s, aiming to distinguish 
top-down from bottom-up signals, as well as demonstrating mental representations that are 
supported across hierarchical levels. 
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The fact that FF and FB constitute distinct neural populations (Markov et al., 2014b) is 
recognized as a key requirement enabling distinct functionalities of generative top-down 
networks (Friston, 2018; Markov and Kennedy, 2013c; Shipp, 2016), a concept that will be 
described in the next part. 
 
 
1.3 Towards the definition of a functional hierarchy 
 
The importance of top-down generative network 
 
Conceptually, bottom-up visual input aims to break down or filter high-dimensional sensory 
representations into low-dimensional information represented at higher levels of the hierarchy. 
Conceivably FB pathways invert this process by generating high-dimensional images starting 
from low-dimensional features (Hinton, 2007). This notion is at the core of what is referred to 
as a generative top-down network (for review, see Vezoli et al., 2021). 
 
 
V1, a dynamic blackboard for mental representation 
 
Investigating the earliest cortical stages of visual processing enables understanding of the 
gradual increase in complexity of neural representations built up from relatively simple and 
fundamental visual features (contrast, orientation, color, motion, etc.). Hypothetically, these 
attributes will correspond to the substrate of our mental imagery. Moreover, the retinotopic 
spatial organization of visual information renders the information easier to track. As a result, 
we have good insights on the connectivity patterns of early visual cortex. For example, 
considering V1 total input connectivity, only 1 to 2% arises from the LGN whereas around 
80% originates from intrinsic connections and the remaining 18% from higher-level cortical 
areas (Markov et al., 2011). fMRI experiments comparing the neural correlates of visual 
perception, working memory and mental imagery in early visual areas (from V1 to hMT+) 
have shown that these three different visual modalities actually share highly similar patterns of 
activity, hence reflecting common neural correlates (Slotnick, 2005; Albers et al. 2013; 
Lawrence et al., 2018). These findings indicate that early visual cortex plays a specific role in 
maintaining information about recent visual history, giving access to local fine-tuned feature 
information. As expected, this does not seem to be the case in higher-order areas showing more 
complex and global information processing (Harrison & Tong, 2009). Moreover, the ability to 
reconstruct the mental image of an object that is absent from the visual field, incomplete or 
ambiguous, highlights the importance of FB signals in shaping and predicting sensory signals 
(Muckli et al., 2015; Papale et al., 2022). This raises strong arguments against the outdated 
view of FB connectivity as exerting a relatively weak and strictly modulatory influence on 
cortical processing.  
 
As stated previously, it is generally accepted that V1 encodes visual information in a 
topographical manner, reflecting retinal input, and that this retinotopic structure is also 
preserved in the earliest cortical stages of visual processing (V2, V3, V4). Moreover, we have 
seen that these areas contain columnar functional units whose activity is maximized for a 
preferred feature. However, determining how this structure evolves in higher-order areas to 
represent more complex/naturalistic scenes is still debated among researchers. We know that 
the representation of information follows specific neural dynamics inherent to cortical 
structure, but which ones? To tackle this question, researchers initially proposed the “efficient 
coding” theory, the general concept of which states that sensory neurons encode maximal 
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information of visual input given internal constraints (metabolic cost, noise, etc.) (see review 
Chalk et al., 2018). Many neurocomputational models have been proposed, differing in the 
nature and substrate of the encoded information, the choice of constraints and the field of 
application. Such mathematical frameworks seek to model cortical dynamics involved in 
sensory and cognitive tasks used to represent sensory input. I will shortly introduce two of 
these models that appear particularly relevant in the context of my thesis project.  
 
 
Identifying functional units 
 
As first described in cat and macaque cortex (Hubel & Wiesel, 1962; 1968), early visual cortex 
shows a remarkably well-preserved functional organization between V1 and MT/V5 
hierarchical levels. Functional columns and patches of varying size and spatial arrangement 
were characterized, based on both immunohistochemistry (e.g., Cytochrome Oxydase ) and 
high-resolution neuroimaging (e.g., optical imaging, fMRI), by investigating neural activity in 
response to a specific stimulus feature. Similar structures and recurrent patterns were reported 
across macaque and human primates. This segmentation of feature-specific interdigitated 
pathways was first described in V1 with columnar units specific to orientation (“pinwheel”), 
color (“blob”), spatial frequency, ocular dominance and disparity (Livingstone and Hubel, 
1984; Cheng et al., 2001; De Valois et al. 1982ab; Adams et al, 2007; Tsao et al., 2003; Guan 
et al., 2021). Subsequently, researchers extended these investigations to higher-order early 
visual areas (V2, V3, V4, MT/V5). They were able to define similar functional maps 
reciprocally connected across hierarchical levels, thereby showing evidence for parallel 
feature-specific visual pathways (Yoshioka & Dow, 1996; Albright, 1984; Diogo et al., 2003; 
Ahmed et al., 2012; Tang et al., 2018a; Malonek et al., 1994; Zimmerman et al., 2011; 
Schneider et al., 2019). Depending on the areas involved and the selectivity of the response for 
a given physical parameter, some areas appeared to be more specialized than others (e.g., V4 
for contours/shapes and color, MT/V5 for motion, etc.). Taken together, these results show that 
distinct attributes of visual input are processed in parallel within early hierarchical stages of 
visual processing. Nonetheless, in the aim of reaching a more fine-grained functional map of 
the cortex, Li and collaborators (2019) proposed a revision of the current representation of the 
orientation hypercolumn by identifying distinct subunits encoding multiple elementary features 
of visual contours (preferred orientation, optimal spatial frequency and temporal frequency, 
location and size of the classical RF, surround suppression property, response latency, etc.) 
within a single pinwheel. This functional representation of RF properties of V1 strengthens the 
notion that it encodes general building blocks used for more specific representations formed in 
higher-order visual areas (Barlow, 1972; Li et al., 2019; Tang et al., 2018b). This is well 
illustrated in the temporal ventral stream where there is a progressive construction of complex 
shape/features representations (e.g., leading to object and face recognition) (Fujita et al., 1992; 
Tanaka et al., 1996; Wang et al., 1996; 1998; Tsunoda et al., 2001; Sato et al., 2009; Tsao et 
al., 2008). 
 
A major research effort is being made in identifying the neural code of our internal 
representations, from their initial encoding to their storage. V1 stands out as the key area in 
receiving and filtering sensory input, but also integrating information from higher-level neural 
representations, and for this reason remains the focus of interest of a large number of studies. 
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Efficient coding 
 
The efficient coding theory, as first introduced by Horace Barlow in 1961, hypothesizes that 
sensory coding (as assessed by sequences of action potentials of neurons) in the brain follows 
a specific coding scheme aiming to encode accurate input information while minimizing the 
associated metabolic cost. Indeed, propagating spikes throughout the brain is energy-
demanding and seems to be strategically optimized by limiting the neuronal encoding to the 
strict minimum while ensuring sufficient signal-to-noise ratio. It is important to recognize that 
the standard definition of efficient coding fails in describing precisely what network dynamics 
could support the efficient coding of complex sensory information given the internal constraint 
of the physical network in place. Moreover, addressing the question of the energy minimization 
appears fundamental (Johnson et al., 2016). To this aim, researchers proposed that independent 
and local neural systems extract and encode information following a “sparse latent structure”. 
This led to the sparse coding theory, subdividing neural networks into small neural units firing 
synchronously and sparsely at a given time. Originally, this was particularly adapted to describe 
orientation and motion selectivity in the early visual cortex (Olshausen & Field, 1996; Bell & 
Sejnowski, 1997; van Hateren & van der Schaaf, 1998; van Hateren & Ruderman, 1998) and 
was inspired from Barlow’s observations (1972) who suggested that any given information was 
encoded by fewer and fewer neurons as one moves up into the visual cortical hierarchy. Since 
then, many lines of evidence have converged, supporting and developing the computational 
strategy underlying sparse coding (Olshausen & Field, 2004; Rolls & Tovee, 1995; Vinje & 
Gallant, 2000). This type of neural computation presents several advantages. First, it optimizes 
memory storage capacity by maximizing local learning associations in highly specific neural 
networks. Second, it makes the statistical signature of signals more explicit, allowing the 
representation of increasingly complex visual input at subsequent levels of processing. Finally, 
it allows a reduction of metabolic cost by limiting the number of cells that fire simultaneously. 
Numerous electrophysiological recordings suggest that sparse coding is a ubiquitous strategy 
that applies to various sensory modalities and across different organisms (Brecht et al., 2003; 
Tang et al., 2018b). 
 
 
Predictive processing theory 
 
However, sparse coding theory does not resolve how neural systems define and prioritize 
context-relevant information. Bialek and coworkers (Bialek et al., 2006; Palmer et al., 2015) 
adjusted the model, by positing that efficient coding aims to maximize any past information 
that contains predictive value about the future. As a consequence, neurons would preferentially 
encode what deviates from statistical regularities. This coevolved with what we now refer to 
as predictive coding or processing theory, which is a descendent of von Helmholtz’s 
unconscious inference (1867). This form of efficient coding posits that while top-down 
generative networks encode predictions about future events (implementing Bayesian 
inference), bottom-up prediction error signals are generated to estimate and update prior 
predictions in the light of sensory input (Rao & Ballard, 1999; Clark, 2013; Hohwy, 2013; de 
Lange et al., 2018; for review see Vezoli et al., 2021; Maric & Domijan, 2022). Although the 
idea that neural systems make inference about sensory input using internal or generative models 
is quite common, the notion of predictive processing is controversial. Nevertheless, this theory, 
is one of the most neurobiological plausible candidates for exploring the concept of brain 
inferences (Srinivasan et al., 1982; Mumford, 1992; Rao & Ballard, 1999; Friston, 2010). 
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The canonical microcircuitry and the issue of cortical activation  
 
The canonical cortical microcircuit theory explores the electrophysiological properties of the 
local cortical connectivity, notably with respect to within-laminar connections (note that local 
and microcircuit are used interchangeably). In vivo intracellular recordings made in area V1 in 
cat cortex revealed that thalamic input to area V1 was greatly amplified locally by recurrent 
excitatory loops within layer 4 of area V1 (Douglas et al., 1995). Subsequent quantification of 
the local anatomical cortical connectivity showed that the recurrent excitation is a highly 
characteristic feature of the local circuit particularly for the thalamic recipient layers (layer 4 
and layer 2/3), but less of the infragranular layers (Binzegger et al., 2009). Although excitatory 
neurons outnumber inhibitory neurons by a factor of 5, such a computational framework 
explains how the inhibitory signal is amplified locally, hence exerting a control on the balance 
between excitatory and inhibitory signals in order to optimize the RF response (Douglas et al., 
1989; 1991; 1995).  
 
The original study describing the canonical microcircuit theory showed that amplification of 
the weak input to neurons in layer 4 was responsible for the orientation response. This idea 
challenged the Hubel and Wiesel theory that the orientation response was the consequence of 
the convergence of LGN to area V1, a proposition for which empirical evidence was provided 
by Ferster et al (1996), who claimed that the role of the recurrent excitatory loops was limited 
to the amplification of signal, not its generation. However, recent work in mouse visual cortex 
using modern techniques shows a non-random connectivity of cells in the area V1 layer that 
receives thalamic input. These authors describe a lognormal distribution of synaptic weights 
where strong connectivity was shown to be restricted to neurons sharing similar RF properties 
(Cossell et al., 2015). These findings suggest that each neuron is generally functionally 
connected to neurons with similar response properties, thereby ensuring a selective signal 
amplification. This idea is highly relevant to cortico-cortical inter-areal connections as the vast 
majority of these connections are much weaker than LGN cortical input and illuminate the 
observation of Tsodyks and collaborators (1999) that ongoing (i.e., spontaneous) activity in the 
cortex reflects the backbone of local strong connections.  
 
Recently, a link was made between the canonical cortical microcircuit and its application to 
the amplification of FF and FB inputs to a given area (Vezoli et al., 2021). According to this 
view, local amplification of incoming FF signal supports the function of shaping the RF of the 
target area (Hubel, 1995). Basically, FF processing is the success story of neuroscience over 
the last 50 years. This contrasts with the FB pathway which remains to this day poorly 
understood but is thought to be relaying contextual information to lower-level areas (Gilbert 
and Li, 2013; Zipser et al., 1996 ; Bullier, 2006) (see further discussion of FB pathways below 
in Identifying feedback functions). The importance of the amplification of input signals to the 
cortex suggests that all inputs to the cortex have a modulatory function, therefore blurring the 
distinction of modulatory and driving inputs (Vezoli et al., 2021) 
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The Bayesian brain 
 
Bayesian inference is a method of statistical inference (derived from Bayes’ theorem) that 
consists in updating the probability for a prior hypothesis as more evidence/information 
becomes available.  
 
According to Bayes theorem: 

𝑃!"#$ =	𝑃!%&"% . 𝐿 
 
Where 𝑃𝑝𝑜𝑠𝑡 is the posterior conditional probability distribution, 𝑃!"#$" the prior probability 
distribution (reflecting prior belief and the uncertainty that it involves), 𝐿 the Likelihood, a 
density function defining the probability distribution relative to a specified statistical model 
(integrating new evidence/information) 
 
Applied to sensory processing, Bayesian inference assumes that the brain is an allostatic 
system, which naturally tends to minimize entropy (i.e., error), or the level of surprise 
associated with the acquisition of new sensory evidence, as represented in the likelihood. It is 
suggested that the Bayesian brain maximizes the likelihood (compatibility) of the model by 
updating the probability for the prior hypothesis while taking into account new evidence. This 
probabilistic model is particularly relevant to explain how the brain can handle incomplete, 
noisy, or ambiguous sensory input signals (Friston, 2012). As highlighted by the free energy 
principle (Friston, 2008; 2010), prediction error is undesirable because it signals that the brain 
has lost allostatic balance with the environment. The free energy principle also succeeds in 
describing how to fit generative models to sensory signals following a hierarchical structure 
where predictions and prediction errors flow across multiple processing stages (Friston, 2008; 
2010). 
 
From this perspective, the Bayesian approach can be regarded as a way to filter and interpret 
the massive and noisy flow of sensory information. This idea constitutes the foundation of 
predictive processing theory, assuming that brain machinery encodes and updates its internal 
representations by estimating the most likely explanation considering “what is already known” 
(i.e., prediction) and new relevant information that needs to be integrated (i.e., prediction error) 
(see reviews de Lange et al., 2018; Yon et al., 2019). Therefore, the prediction error signal 
(bottom-up) leads to updating the prior representation (top-down prediction) by indicating 
when sensory input does not meet expectations. A third parameter to consider is the intrinsic 
precision weighting signals which modulate the influence of the prediction error signal. For 
example, a high-precision weighting will enhance the influence of the prediction error on the 
posterior predictions, shifting it “away from priors”, whereas a low-precision weighting will 
have the opposite effect. 
 
Although these theoretical models of efficient coding can appear complementary on some 
aspects, it is important to point out that they are constrained by different parameters 
(information saliency, energy cost, neural network, etc.). Moreover, an important source of 
confusion is caused by the fact that many publications attribute the same name to models using 
very different mathematical formulas. For this reason, defining a unifying framework that 
enables comparing and/or combining distinct types of processing is extremely informative 
(Chalk et al., 2018).  
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Identifying feedback functions 
 
It is generally accepted that the main function of FF connectivity in perception is to convey 
sensory signals ascending the cortical hierarchy while expanding receptive fields both in size 
and complexity. According to predictive processing theory, the amount of sensory signal 
ascending to the brain is proportional to the level of surprise. Therefore, the more visual input 
deviates from predictions, the stronger FF signal and inversely, the more visual input conforms 
to the prediction the weaker it becomes. However, there is no clear explanation of how the 
brain constrains the bidirectional flow of information between FF sensory input and FB 
predictions. It was argued that this predictive shaping of information confers a direct top-down 
shaping of visual processing called “cognitive penetrability of vision” (Lupyan, 2015, 2017; 
O’Callaghan et al. 2017; Hohwy, 2017). Moreover, according to some authors, the modulation 
would differ between early and later stages of processing (Raftopoulos & Zeimbekis, 2015; 
Raftopoulos 2009; 2014; 2019; for review see Maric & Domijan, 2022). Obviously, FB 
function still raises debate and is the object of investigations in a broad range of fields. For 
example, transcranial magnetic stimulation in humans showed that fast FB projections from 
MT/V5 to area V1 are necessary for visual awareness (Pascual-Leone & Walsh, 2001; Tong, 
2013). Among the most studied implications of FB signals, a few examples are shaping mental 
representations (e.g., working memory, van Kerkoerle et al., 2017, Lawrence et al., 2018 ; 
mental imagery, Slotnick et al., 2005; Harrison et al, 2009; Albers et al, 2013), building 
perceptual inference based on prior knowledge (i.e., expectations) (Summerfield et al., 2008; 
2011 ; Rahnev et al., 2011) and attentional modulation (i.e., behavioral relevancy of available 
information) (van Kerkoerle et al., 2017), as well as resolving local ambiguities (Kok et al., 
2014; 2016; van Kemenade et al., 2022). In general, all of these functions have in common to 
provide guidance to the visual system. 
 
 

2. Investigating FB function through perceptual integration 
 
The first parameter of importance when aiming to study Blood-Oxygen-Level-Dependent 
(BOLD) FB signals independently from FF activity lies in the choice of the experimental 
paradigm. In order to modulate FB activity while keeping FF signal constant, I designed a 
stimulus that would trigger spontaneous perceptual switches (in the absence of changes in 
stimulus physical properties).  
 
Extracting visual information from a general context and shaping mental representations has 
been long thought to engage visual cortical areas exclusively. However, the emergence of 
studies investigating multistable perception at the end of the 20th century (see review Leopold 
& Logothetis, 1999) marked a turning point in the understanding of local/global 
representations. Notably, the fact that associative areas play an essential role in the integration 
of visual and non-visual information highlighted the influence of top-down signals in 
perceptual integration. 
 
 
Integrating spatial cues 
 
Building a representation of three-dimensional visual space involves exploiting spatial cues 
that can be derived from various features such as binocular disparity, shading, shape, etc. as 
well as using prior knowledge to convert the retinal information including disparity of visual 
elements in both retinas into depth information. Therefore, perceptually shaping 3D mental 
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images out of 2D retinal input requires selecting, integrating and translating spatial cues into 
coherent and robust global interpretations of a visual scene. Sensory signals are by essence 
ambiguous, associated with high uncertainty, and it is assumed that the Bayesian brain tries to 
explain or interpret these by fitting the most likely prediction and minimizing errors. Different 
strategies have been described that could disambiguate visual input. First of all, by multiplying 
the sources of information that are context-relevant, thereby more information is provided to 
the brain to make inferences about the sources of retinal stimulation. Second to the massive 
collection of data, comes the objective of selecting the most reliable perceptual estimates, that 
is the one that shows minimal noise. Prior experience will help constrain the range of 
possibilities to the most likely interpretations. In the objective of reducing noise that is inherent 
to any type of sensory signal, the perceptual estimate with the lowest variance is selected under 
the Maximum Likelihood Estimate (MLE) rule (i.e., method estimating the parameters of an 
assumed probability distribution, given some observed data).  
In naturalistic scenes, combinations of sensory signals benefit from multimodal cooperation. 
However, in the next sections I will review a few examples of purely visual integration.  
 
 
Illusory contours and surface filling 
 
Visual illusions generate vivid sensations of features which are not physically present. In the 
field of research, illusory stimuli are widely used when investigating perceptual brain 
inferences (Brown & Friston, 2012). One well-known example of this type of stimulus is the 
Kanizsa illusion which is traditionally composed of several “pac-man” inducers spatially 
arranged in a way to suggest an overlaying surface (Fig. 3(A)). The configuration triggers the 
perception of illusory contours, thereby revealing an illusory figure that appears brighter than 
the background; this effect is referred to as surface filling-in. The same type of phenomenon 
occurs in figure/ground segmentation of a textured surface in which a small region shows 
texture discontinuities/contours that are detected through boundary completion, making the 
delimited figure pop-out from the background. It is known that FB from higher areas to V1 has 
a unique function in surface filling-in (whereas boundary detection would be more automatic 
and already processed at the level of V1, see Poort et al., 2012). Moreover, laminar 
neuroimaging in humans and invasive recording in macaque suggest that different FB pathways 
might be involved in boundary completion (superficial layers FB) surface filling-in (deep 
layers FB) (Kok et al., 2016; Self et al., 2013). Another example of long-range filling-in that 
generates color surfaces signaled by distance chromatic contours and that appears to involve 
feedback in multiple pathways is the Watercolor Effect (Pinna et al., 2003; Gerardin et al., 
2018; Devinck et al., 2019). Evidence for multiple feedback signals have been presented as 
well for percepts related to “real” and “imagined” visual experiences (Bergmann et al., 2019 
bioRxiv). 
 

Figure 3: Example of Kanizsa stimulus (Kok et al., 2016) 
(A) Surface filling-in effect 
(B) No effect 
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Local vs Global perceptual integration 
 
Generally, perceptual integration occurs when local features are integrated into a global 
percept. This phenomenon can be experienced with any physical parameter such as contrast, 
color, orientation, shape, motion, etc. Encoding visual input into internal representations is by 
nature ambiguous, especially in low-level areas, but this ambiguity generally tends to decrease 
in higher-order areas, as more complete “ensemble representations” are built. However, when 
these ensemble representations of local features remain ambiguous, giving rise to several 
equiprobable interpretations, it can create a multi-stable visual perception, that is a spontaneous 
change of perceptual state, given unchanged physical stimulation. In the particular case where 
this type of ambiguous visual stimulus is experienced over a long period, it can trigger 
successive exchange between two (or more) equiprobable and mutually exclusive perceptual 
states: perception is then considered as being bistable (or multi-stable). The dynamics of 
bistable perception will be detailed more thoroughly in the second part of this introduction. 
 
Perceptual functions based on mental representations, multi-modal integration, and inference 
illustrate the influence of top-down activity on early visual processing. The model of motion 
integration is a good candidate to study feedback function because of the relatively strong and 
direct anatomical FB connectivity from motion-selective areas MT/V5 to V1, two 
hierarchically and physically distant cortical areas. Based on the central role of MT in motion 
processing, and more specifically motion integration, this suggested a key role for this FB 
pathway in generating predictions about pattern motion information reflected as early as area 
V1. Although motion detection systems in area V1 are presumed to only respond to local 
“components” (or 1D) motions (e.g., gratings of a narrow band of orientations), while motion 
integration of “pattern” is processed in higher-order areas in the hierarchy (such as the motion 
complex hMT+), several electrophysiological studies have reported evidence of pattern-
selective responses as early as area V1 in awake macaques (Pack & Born, 2001; Guo et al., 
2004). Supposing that the cells in area V1 are narrowly tuned to orientation and have small 
RFs, this suggests that the fact that area V1 exhibits activity in response to complex motion 
signals reflects higher-level computations. Bistable motion paradigms enable tackling this 
question by focusing on internally generated changes of perception. Under the right conditions, 
the phenomenon generates two widely different percepts (“component” or “pattern” 
representation of motion) that can be dynamically reported by the observer and serve to define 
the experimental conditions.  
 
The dynamics of bistable perception will be developed in the next section, showing how the 
integration of motion signals, a model that has been extensively studied, provides a direct 
illustration of the idea of hierarchical information processing. 
 
 

3. A well-known model of visual hierarchy: Motion integration  
 
3.1 Motion signals 
 
Definition 
 
A motion signal is defined as a series of images presented sequentially and showing spatial 
correlations. Visual motion signals are composed of multiple features that the visual system 
must extract over space and time in order to encode or to detect movement. 
Neurocomputational models representing motion processing in the visual system describe 
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multiple pathways along the visual hierarchy, each dedicated to specific aspects of motion 
signals (Snowden & Hammett et al., 1992; Ledgeway & Smith, 1994; Lorenceau, 2001; Sun et 
al., 2014; 2015). 
 
I will take an extensively studied example of a one-dimensional motion stimulus, a grating 
(defined as a periodic repetition of oriented black and white lines), as illustration.  
 
 
First-order: Fourier motion energy 
 
The Fourier transform is a mathematical tool widely used to decompose complex signals 
(which are not necessarily periodic) into the sum of periodic functions of different frequencies 
and phases. An advantage of such a transformation is the ability to represent a complex signal 
in terms of simpler components. The distribution of the amplitudes and phases of the transform 
as a function of frequency constitutes the spectrum of the signal. For periodic stimuli, the 
Fourier decomposition yields a discrete series of components whose sum reconstructs the 
original signal. The fundamental frequency corresponds to the lowest frequency (i.e., with the 
longest period) and defines the periodicity of the signal. Any multiple of this fundamental 
frequency is called a harmonic, and together with the fundamental, they constitute the 
frequency spectrum of the periodic signal.  
 
Classic theories of motion perception assert that, first-order motion signals are extracted by 
“elementary motion detectors” presumed to be mainly located mainly in V1 (first described by 
Reichardt, in 1957, see also Adelson and Bergen, 1985, Van Santen and Sperling, 1984; 1985). 
This motion detection system would extract “Fourier energy”, which is proposed to integrate 
luminance as a linear function of luminance over time (Adelson and Bergen, 1985; Van Santen 
and Sperling, 1984; 1985; Watson and Ahumada, 1985; Chubb and Sperling, 1988, Emerson 
et al., 1992, Lu and Sperling, 1995; 1999; 2001). This proposition is supported by the 
observation that initial eye movements are invariably made in the direction of the Fourier 
energy (Chen et al., 2005; Montagnini et al., 2007)). 
 
Nonetheless, although first-order motion processing has the advantage of being fast (generating 
response within 60 ms approximately), it does not provide sufficient information to describe 
all types of motion. For example, it is possible to induce perceived motion by reversing the 
stimulus contrast over time (flickering target/background) or by using complex textures. 
However, in these examples, first-order (or luminance-based) motion detection will not be 
effective if the average luminance remains unchanged over time.  
 
 
Second-order: Non-Fourier motion energy 
 
We have just seen that some stimuli require more complex (“non-Fourier”) computations of 
the motion signal, involving higher-order detectors. Such motion-selective cells can derive 
non-linear motion energy from luminance-based features such as contrast, boundaries, texture, 
etc. (Ramachandran et al., 1973; Chubb & Sperling, 1988; Chubb et al., 1994; Baker, 1999). It 
is presumed that non-Fourier motion detectors are more likely to be found among higher-order 
visual areas (e.g., MT/V5) and are absent or rare in V1. According to Wilson et al. (1992), both 
Fourier/non-Fourier signals involve distinct pathways along the V1-V2-hMT+ axis, providing 
complementary information. They both contribute to identify the velocity (i.e., speed and 
direction) of the seen motion. One hypothesis is that both Fourier/Non-Fourier motion energies 
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would eventually be summed into a global output signal at the level of hMT+. However, in the 
case of noisy or ambiguous perception, concurrent first-order and higher-order detection 
systems might predict different, incoherent velocities. Using Fourier decomposition, it is 
possible to create a stimulus that has a Fourier motion energy moving in the opposite direction 
to that of the other features (edges, contrast, textures, etc.) (Adelson & Bergen, 1985; Chen et 
al., 2005; Duchemin et al., 2022) (Fig. 4).  
 

 
 
In an attempt to explain what happens when disambiguating motion information, or the fact 
that one perceptual state becomes predominant, it was proposed that a suppressive hMT+-to-
V1 FB signal would silence concurrent neural units (Wilson et al., 1992; Berzhanskaya et al., 
2007). 
 
 
Third-order: Feature-based motion energy 
 
These first- and second-order motion mechanisms are primarily monocular (i.e., specific to one 
eye). Nonetheless, the existence of purely binocular (i.e., relative to both eyes), and in general 
more global motion detection system, has promoted conjectures of a third-order mechanism. 
This global motion detection system would be specific to stimuli that produce apparent motion, 
that is motion perceived only if the observer selectively attends to one of the embedded 
“features” (e.g., edge, pattern, shape, etc.). Importantly, such features would by definition be 
invisible to first- and second-order motion systems. Hence, they require a more global 
processing, that is made possible by integrating motion signals into a salience map (i.e., a 
representation of what is the most salient information to the observer in the image). As a result, 
the direction of the apparent motion differs depending on the focus of attention (Lu & Sperling, 
1995). Experimentally, such feature-selective mechanisms were investigated by designing 
ambiguous moving gratings in which the Fourier motion energy dominates during the earliest 
stage of the stimulus presentation, before rapidly switching to a feature-selective dominant 
motion energy in a different direction (e.g., Georgeson & Harris, 1990; Smith, 1994). 
 
Such feature-selective mechanisms are involved in several well-studied experiments involving 
moving gratings and where the perceived motion is not perpendicular to the grating’s 
orientation (contrarily to what Fourier motion energy predicts). An extensively studied 
example is the Barber Pole illusion, where an oblique grating moving orthogonally to its 
orientation (Fourier motion energy direction) is perceived as moving vertically when presented 
through a thin rectangular vertical aperture (Sun et al., 2015). In this stimulus, the most salient 
feature detected is induced by motion signals at the edges of the aperture (an end-stopping 
property).  
 

Figure 4: Different types of motion signals: 
Black screen: control 
Square-wave: Fourier motion 
Missing fundamental & 3rd harmonic:  
incoherent signal 
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Another example involving a “small aperture” presentation is the ambiguous plaid (made of 
two superimposed grating components moving obliquely), that is alternatively perceived as 
component motions (i.e., moving gratings) or pattern motion (i.e., a plaid plaid moving in a 
different direction) (Adelson & Movshon, 1982; Stoner & Albright, 1992b). One hypothesis 
that would explain how component motions are fused into a pattern is that the sum of the two 
gratings results in a highly salient feature specific to the plaid, “blobs”. The blob is a structure 
derived from nterference of luminance signals at the intersections of the component gratings. 
This phenomenon will be covered in a later section, Neurocomputational models of bistable 
plaid motion, in which I will describe relevant neurocomputational models proposed to explain 
how perceptual decisions evolve over time based on specific spatio-temporal cues. 
 
 
3.2 Moving plaids and The Aperture Problem  
 
Ambiguous infinite uni-directional (1D) motion 
 
When viewing an oriented grating moving through a small circular aperture, in such a way that 
its edges are masked, i.e., so that the grating can be displaced in different directions of motion 
for a constant orientation, observers perceive only a single direction of motion, that is 
perpendicular to the orientation of the grating. A proposed explanation of this is that masking 
the endpoints of the grating renders motion signals infinite along the orientation of the lines. 
Any variation of motion collinear with the orientation of the grating cannot be detected because 
the luminance-derived signal is constant. Instead, the only measurable motion signal is along 
the axis orthogonal to the grating’s orientation (corresponding to the Fourier motion energy), 
thus explaining that we always perceive the grating as moving orthogonally to its orientation. 
In other words, it seems that when the available motion signal is not sufficient to discriminate 
between multiple combinations of direction and speed, the dominant percept is driven by first-
order motion detection. In 1982, Adelson & Movshon conducted a series of psychophysical 
experiments on this phenomenon which they referred to as the Aperture Problem. 
 
  



- 26 - 
 

Resolving the Aperture Problem in the velocity space 
 

 
In order to understand and represent the mechanisms underlying the ambiguity that occurs in 
the Aperture Problem, we shall first consider this infinite moving grating presented at a given 
velocity (i.e., speed and direction). Such motion can be represented in velocity space by a vector 
whose length and angle, respectively, express its speed and direction (i.e., the velocity vector) 
All of the possible interpretations of the direction and velocity of the grating when viewed 
through the aperture fall along a line perpendicular to the motion vector shown by the dashed 
line in Figure 5a. 
 
Adelson and Movshon proposed that in order to resolve the Aperture Problem, it requires 
adding a second spatial dimension, turning the infinite uni-directional motion into a 2D signal 
(Fig. 5b). For this purpose, they retained the concept of the moving object viewed through a 
limited aperture, but this time they superimposed two non-colinear moving gratings, forming 
a plaid, thereby providing a non-ambiguous motion signal. The motion of the plaid was 
perceived as different from each of its components but perceived in the direction according to 
the intersection of the two lines perpendicular to the component velocity vectors (Fig 5b). This 
was called the Intersection of Constraints (IOC) rule. This general rule was not accurate at 
predicting perceived motion of a different type of plaids forming a narrow angle between 
gratings: type II plaids (i.e., whose component velocity vectors fall on the same side of the IOC 
velocity vector) (Fig. 5c).  

Figure 5: Adelson and Movshon’s representation of the Aperture Problem (1982) 
A single moving grating seen through a small aperture creates ambiguity  
in terms of perceived motion direction.  
(a) A representation of equivalent velocities (the broken line indicates  
the locus of velocity vectors compatible with the motion of the grating)  
(b) Unambiguous motion perception can be triggered by superimposing  
a second grating that moves orthogonally to the first one.  
According to the IOC vector constraints rule, the perceived direction  
of the resulting plaid (through motion integration) is given by  
the intersection of the component velocities. 
(c) The IOC model fails in predicting the perceived motion direction  
of type II plaids (which component velocity vectors fall on the same side  
of the IOC vector). 
 
See chapter called Neurocomputational models of bistable perception 
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Importantly, they found that under certain conditions, the moving plaid stimulus induced two 
different and alternative motion percepts. Either observers perceived simultaneously the two 
component motions, each moving in the direction orthogonal to its orientation (i.e., Fourier 
motion energies) or the single direction of motion of the plaid pattern (i.e., feature-based 
motion energy). This competition between two main perceptual states is a direct illustration of 
the current hypothesis stating that several motion systems coexist, involving pathways between 
V1, V2 and MT.  
 
 
Evidence of Component- and Pattern selective cells in visual cortex 
 
Movshon, Adelson, Gizzi and Newsome (1985) presented the first evidence supporting the 
two-stage feedforward model, thereby explaining the neural basis for the integration of oriented 
moving components to generate a response to the motion of the plaid pattern. They studied 
direction-selectivity using single-cell recordings in Vl and MT/V5 of both cat and macaque 
while characterizing specific direction-tuning responses to moving gratings and plaids (Fig. 
6(A)(B)). Since then, a number of studies have replicated their results, showing evidence of a 
distribution of Component- and Pattern-selective neurons that is related to the hierarchical level 
of visual cortical areas (see Fig. 6(C) by Khawaja et al, 2009; Rodman & Albright, 1987; 
Wallisch & Movshon, 2019). On the one hand, “Component” cells exhibit narrow direction 
tuning curves, highly specific to the component motion directions (i.e., orthogonal to the 
orientation of each component grating). When presented with a moving plaid, such cells exhibit 
a bi-lobed or “rabbit ears” profile with two distinct peaks of activity in response to the motion 
direction of each of the component gratings independently. On the other hand, “Pattern” cells 
show a uni-modal tuning curve that preferentially encode the integrated motion direction of the 
two superimposed moving component gratings. Interestingly, a “Pattern” cell will produce a 
similar response to a single moving grating as that of a plaid pattern for equivalent global 
motion direction. 
 
Most of the studies on motion integration were performed in anesthetized animals. The findings 
that V1 cells were selective to grating components (i.e., bi-lobed tuning curve in response to a 
plaid) and MT/V5 cells responsive to plaid motion (unimodal tuning to a plaid) supported the 
two-stage feedforward model, in which component sensitivity is restricted to early visual areas 
and pattern sensitivity emerges in higher-order cortical areas. However, subsequent reports in 
awake and behaving animals found evidence for pattern sensitivity in cells as early as area V1 
in macaque (Pack & Born, 2001; Guo et al., 2004; Khawaja et al., 2009). One possibility would 
be that V1 cells combine their signals to generate pattern selective responses, but this seems 
unlikely given the limited size of V1 RFs and the spatially limited range of intrinsic 
connectivity in area V1. Markov and collaborators (2011) reported that 80% of back labeled 
intrinsic neurons in V1 are contained within 1.2 mm around the injection site, 95% within 1.9 
mm. An alternative is that such responses arise from the strong feedback connections from 
areas MT/V5 and MST (Medial Superior Temporal) to earlier visual cortical areas (Markov et 
al., 2014b). We hypothesize that such feedback connectivity could be involved in the bistable 
perception of moving plaids. 
 
As previously described, the V1 cells that respond only to the component gratings have narrow 
orientation tuning and small RFs. While integrating the spatio-temporal variation of the 
stimulus over its receptive field, such cells generate a stream of action potentials that encodes 
a one-dimensional motion signal. Trade-offs between different orientations, contrasts and 
velocities can generate the same output, making the identification of the motion direction of 
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the stimulus input ambiguous on the basis of the stream of activity of a single cell. The MT/V5 
cells that respond to plaid patterns must combine the outputs of direction-selective cells 
responsive to different orientations in order to respond to the multidimensional direction of the 
plaid.  
 
Importantly, the neural ambiguity of motion direction at the neuronal level must be 
distinguished from the ambiguity described above concerning the perceived motion of a grating 
viewed through a limiting window. Specifically, the perceptual significance of such neuronal 
activity is unknown. One can wonder why, perceptually, in the case of the aperture 
phenomenon (see section “3.2 Moving plaids and The Aperture Problem”), one perceives a 
monostable direction of motion rather than experiencing a stimulus whose speed and direction 
spontaneously shift between any possible combination. One possibility is that the visual system 
has built-in biases or priors to infer a particular speed and direction of motion. In the case of 
the moving vignetted grating, humans seem to prefer interpreting the stimulus as the one with 
the slowest velocity, that is the shortest velocity vector with respect to the line of equivalent 
velocities and whose direction is perpendicular to the orientation of the grating (Fig 5A) (Weiss 
& Adelson, 1998). 
 
An alternative explanation might depend on that multiple single cells with different but 
overlapping orientation tuning curves all respond to the grating in the window, i.e., to the extent 
that their tuning curves are sensitive to the spatio-temporal properties of the stimulus. Perhaps, 
the perceived direction corresponds to the global intersection of the equivalent velocity lines 
for this ensemble of cells, yielding a global intersection of constraints solution. This 
explanation is not necessarily at odds with a Bayesian interpretation, in the sense that the spatio-
temporal tuning of an individual cell can be considered a built-in prior. The distribution of 
responses from the differently tuned cells to a single moving grating could then function like a 
posterior probability distribution to assign the most likely cause, i.e., the motion direction and 
velocity, as the one that would generate the peak activity of this distribution, or if an IOC 
solution, the direction and velocity interpretation common to the ensemble of cells. 
 



- 29 - 
 

The two-stage FF model does not account for the bistable perception of a moving plaid. The 
duality between Component- and Pattern-selective motion detectors and the fact that their 
relative proportion reveals an increasing complexity ascending the visual cortical hierarchy 
raise the question of how we can perceptually decide on what we see, notably when visual input 
is fundamentally ambiguous.  
  

Component-selective cell 

Pattern-selective cell 

Plaid = 

Predicted neuronal responses  
under the vector sum hypothesis  

Component-selective cell 
 

Pattern-selective cell 
 

Direction-tuning curves of two neurons  
in MT/V5 of a macaque: 

Classification of Component- and Pattern- selective neurons  
across the visual cortical hierarchy 

V1 MT/V5 MST 

A 

B C 

Figure 6: Electrophysiology data of component- and -pattern selective neurons at different 
hierarchical levels of visual cortical hierarchy 
(A) Moving single gratings and superimposed pair of gratings induce different responses 
in neurons with different direction tuning curves as predicted by the vector sum model  
(B) Electrophysiological single-cell recordings in two neurons of MT/V5 complex of an 
anesthetized macaque with different direction-selectivity properties.  
A “Component” cell responds to the component gratings independently, and this even 
when superimposed (as shown by the “rabbit ears” profile of activity to a moving plaid). 
A “Pattern” cell responds similarly to a single grating or to the integrated (weighted sum) 
of the two components as long as they result in the same direction (as shown by the broader 
direction-tuning curve preferentially pointing towards the sum of the two component 
directions in response to a moving plaid) (Movshon et al., 1985)  
(C) Classification analyses of Component- vs Pattern- selective cells show a gradual 
increase in pattern-selectivity as ascending visual cortical hierarchy (V1; MT/V5; MST: 
Medial Superior Temporal area) (Khawaja et al., 2009) 
Note that MT/V5 + MST in macaque is equivalent to hMT+ in human 
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3.3 Perceptual competition: from general to specific rules 
 
Many different types of visual illusions have been studied in order to understand the critical 
features implicated in producing ambiguity. Binocular rivalry, which occurs when both eyes 
receive different information which cannot be fused, has long dominated the research field of 
visual competition. It has the advantage that it allows independent isolation and manipulation 
of the visual input to each eye, therefore establishing a direct causal relation between the two 
concurrent signals underlying the perceptual rivalry. Although monocular bistable perception 
under monocular conditions does not allow such a straightforward control of the input signal, 
it offers other advantages such as triggering perceptual alternation for a stimulus whose 
parameters are held constant. Well-known examples of bistable perception can be 
demonstrated with depth perception (e.g., Necker cube, 1832; Schroeder’s stairs, 1858; 
depth/structure from motion, Wallach & O’Connell, 1953), illusory contours (e.g., Kanizsa 
shapes, Kanizsa, 1979), figure/ground illusions (Rubin’s vase/face, 1915), motion illusions 
(von Schiller’s apparent motion quartet, 1933; bistable moving plaid (Wallach, 1935; English 
translation in Wuerger, Shapley, & Rubin, 1996), etc. In principle, investigating how 
ambiguous sensory signals are processed by the visual system to interpret information 
constitutes an effective method for studying feedback predictive signals. The feedforward 
signal is constant and therefore, it can be argued that the perceptual transitions are triggered by 
an internal process, potentially of a feedback nature. 
 
 
Stimulus strength and perceptual alternation 
 
In this review, I refer to the example of monocular bistable perception of an ambiguously 
moving superposed pair of moving gratings (i.e., the paradigm used in my thesis project) in 
which perception alternates between two mutually exclusive states (component versus pattern), 
while both eyes receive the same input. Ideally, in the optimal conditions, the two states 
alternate over time with approximate equal probability. Several studies have measured the 
distribution of durations of the competing percepts to determine the relative strength of one 
perceptual state over the other, which might be referred to as the degree of bistability. The aim 
is generally to study the physical parameters that control the dominance of one perceptual state 
over the other in order to identify the conditions that lead to equiprobability between the states. 
 
Levelt’s propositions (1968) are very general rules that can apply to many types of perceptual 
competitions (Logothetis et al., 1996). Originally, Levelt’s rules mostly described the 
psychophysical relation between stimulus strength and binocular rivalry (Von Helmholtz, 
1867; Breese, 1899; 1909; Levelt, 1968; Blake & Fox, 1974; Logothetis & Schall, 1989; 
Leopold & Logothetis, 1996). Although monocular and binocular perception rely on different 
pathways at early stages of processing, it has been shown that the four principles known to rule 
binocular rivalry (Levelt’s proposals) are also pertinent for monocular bistable perception (after 
some minor modifications, Hupé et al., 2019; Klink et al., 2008; Hupé & Rubin, 2005).  
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Levelt’s propositions (adapted to bistable perception)  
 
A revision of the four original proposals was experimentally tested and published by Hupé et 
al. (2019) to specifically adapt to the bistable perception of ambiguous moving plaids: 
 
Proposition 1: Increasing the stimulus strength in favor of one percept increases the 
predominance of this percept (in terms of relative time it is perceived). In bistable plaids, it was 
shown that varying depth order, the angle between component gratings or their relative speed 
affects perceptual dominance. 
 
Propositions 2&3: Manipulating the strength of one percept (therefore the relation of 
dominance) influences to a greater extent the average dominance duration of the dominant 
percept (proposition 2, Moreno-Bote et al., 2010 Hupé & Rubin, 2005) and the rate of 
perceptual switching (proposition 3). Hence, favoring one of the two percepts (e.g., either the 
plaid or the components) extends its own average duration (but not necessarily the non-
dominant one), and decreases the rate of perceptual switching. 
 
Proposition 4: Increasing the global stimulus strength of the stimulus increases the rate of 
perceptual switching. This means that a bistable plaid made of two highly salient grating 
components (e.g., either both high-speed or high-contrast) will maximize the rate of perceptual 
switching (hence resulting in very short percepts). 
 
It is important to recall that although, based on psychophysical dynamics, monocular and 
binocular rivalry seem to be subject to similar stimulus constraints, both types of alternating 
perception are mediated by fundamentally different neural mechanisms.  
 
 
3.4 Neurocomputational models of bistable perception 
 
In this section, I review alternative models hypothesizing how bistable motion is processed by 
early visual cortex. Several neuromechanistic models represent competitive and modulatory 
interactions between cortical neural units that encode distinct representations of motion. 
 
 
The Intersection-Of-Constraints model 
 
Plaid motion has become a classical paradigm for investigating motion perception, as it 
facilitates the study of the two-stage hierarchical model of motion integration where component 
motions are integrated into a global motion. The Intersection-Of-Constraints (IOC) model, 
originally presented by Adelson and Movshon, hypothesized that component motions are 
initially processed separately in V1 before being combined in a weighted sum of the velocity 
vectors at a later stage, such as in the hMT+ complex. According to this model, the intersection 
of the two constraint lines orthogonal to each of the component velocity vectors determines the 
velocity and direction interpretation common to both components, the so-called IOC vector, 
that predicts the perceived direction of the plaid (Fennema & Thompson, 1979) (Fig. 5b). 
However, in some cases, the IOC rule cannot predict the perceived motion of the plaid (Fig. 
5c). Indeed, it seems that the IOC model only applies to symmetric (or “type I”) plaids for 
which the IOC velocity vector lies between the velocity vectors of the two component gratings 
(Ferrera & Wilson, 1990, 1991). 
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Adaptation-driven models 
 

 
Evidence against the Adelson and Movshon model has been obtained in studies using 
asymmetric (or “type II”) plaids (narrow angle, < 90°), in which the predicted IOC velocity 
vector falls outside that of the two components’ (Yo & Wilson, 1992). Experiments with such 
plaids demonstrate that, during the initial period of the stimulus presentation (≤60 ms), the 
perceived direction is not consistent with the IOC prediction. Instead, within this short interval, 
the perceived direction that is reported points towards the vector sum (VS) of the two 
component velocity vectors (Wilson et al., 1992; Wilson & Kim, 1994) before it switches to 
an approximation of the IOC vector (while maintaining a ~ 5° bias towards one of the 
components). These studies proposed that the change in the perceived direction reflects a 
transition between two motion detection systems, namely luminance-based and feature-based, 
that processed differently motion signals over time. They later extended this model to bistable 
perception, by presenting perceptual switching as a competition between neural units (i.e., 
neurons or populations of neurons) encoding distinct percepts and undergoing both reciprocal 
inhibition and self-adaptation (Fig. 7). In this interpretation of the bistable perception, Wilson 
et al. suggested that the unit with the higher initial response suppresses the output of the other 

WTAdapt.out <- ode(state, times, WTAdapt, parameters)

The responses of each unit are shown below plotted against time. Note how when one is
excited the other is suppressed. The response of the active unit slowly declines (adapts) until
it crashes and the other unit takes over. The two response patterns alternate in a regular
fashion. One source proposed for the irregularity in the durations of bi-stable responses in
vision is noise added to the nodes.
plot(WTAdapt.out[, 1], WTAdapt.out[, 2],

type = "l", xlab = "Time", ylab = "Spike Rate")
lines(WTAdapt.out[, 1], WTAdapt.out[, 3], lty = 2)
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Below the solutions for the four equations above are plotted in two graphs, top for E1 (solid)
and A1 (dashed) and bottom for E2 and A2. The left grey vertical line indicates the first
peak of E1 at 180 ms and the right vertical grey line indicates the first peak of A1 at 1160 ms.
par(mfrow = c(2, 1))
plot(WTAdapt.out[, 1], WTAdapt.out[, 2], type = "l", ylim = c(0, 60))
lines(WTAdapt.out[, 1], WTAdapt.out[, 4], lty = 2)
abline(v = c(150, 1160), col = "grey")
plot(WTAdapt.out[, 1], WTAdapt.out[, 3], type = "l", ylim = c(0, 60))
lines(WTAdapt.out[, 1], WTAdapt.out[, 5], lty = 2)
abline(v = c(150, 1160), col = "grey")

5

Some notes on Wilson’s model of bi-stabilty from
adaptation

library(deSolve)
suppressPackageStartupMessages(library(diagram))

Wilson (1999) proposed a model of bi-stability in which two neural units (neurons or
populations of neurons) inhibit each other creating a winner-take-all circuit, i.e., the unit
with the higher initial response suppresses the output of the other unit. The activated unit
also generates a slow build-up of adaptation that influences the unit’s gain. At some point,
the adaptation is su�cient that the other unit’s activity suppresses the adapted unit and
wins out, commencing its own build-up of adaptation, and the cycle repeats.

Schematically, the relation between processes is drawn below. Excitatory inputs are indicated
by arrows and inhibitory inputs by black circles. Two neural units, E1 and E2 receive
respective inputs, K1 and K2. Each neural unit has a self-inhibitory loop that will account
for the decay of its response to a transitory input, and the two units mutually inhibit each
other. In addition each is in a mutual excitatory interaction with its respective adaptation
site, A1 and A2. Not indicated in the diagram is that the time constants on the interactions
with the adaptation sites are much longer than those on the links between the units. Also,
the adaptation contributes through a divisive process.

E1

A1

E2

A2

K1 K2

The model is formalized in the system of nonlinear di�erential equations below. There are
four dynamic nodes in the graph above and these are represented by four equations. There is
an equation for each neural unit and one for each adaptation site. In the Shpiro et al paper,
they describe a more elaborate version of Wilson’s model that additionally includes separate
dynamic nodes for inhibitory units (Wilson, 2003), yielding then a system of six equations.
Here, however, the inhibitory dynamics are not included and do not seem to be necessary to

1

 

Figure 7: Wilson’s model of bistabilty via adaptation 
Schematic representation on the left illustrates: 
Excitatory inputs as indicated by arrows;  
Inhibitory inputs by black circles 
E1 and E2, two excitatory neural units  
that mutually inhibit each other,  
receive different signal inputs (K1 and K2, respectively),  
hypothetically corresponding to distinct perceptual states.  
The mutual inhibition results in the more strongly  
excited E unit suppressing the other one.  
Each E unit excites an adaptation site with  
a slow time constant (A1 and A2 respectively)  
that will result, through divisive inhibition, 
in the eventual decay of response of the active E unit,  
so that the other E unit will win out, thus reversing the trend.  
The self-inhibitory loops account for the decay of response  
to a transitory input at each site in the model. 
The bistable alternation of E1 and E2 units  
over time is plotted below for a case in which  
the time constant of the A units is 30 times greater  
than that for the E units. 
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unit. In parallel, it was proposed that the activated unit also generates a slow build-up of 
adaptation that influences the unit’s gain (e.g., divisive gain adaptation). At some point, the 
adaptation becomes sufficient so that the other unit’s activity suppresses the adapted unit and 
wins out, commencing its own build-up of adaptation, and the cycle repeats (Wilson, 1999). 
 
Shpiro et al. (2007) discuss an alternate model from Laing and Chow (2002) that achieves 
bistability by using subtractive inhibition rather than divisive gain adaptation, but it results in 
similar dynamics. Interestingly, Weilnhammer et al. (2017) have sought to substitute the notion 
of accumulation of evidence in place of adaptation and provide arguments why this might 
describe the dynamics better for a different bistable motion phenomenon.  
 
 
Noise-driven models 
 
The preceding theories all have in common that they identify adaptation as the main 
explanatory variable in perceptual alternation, thus defining it as a periodic function of time. 
To account for the irregularity of state transitions, noise is included in the model. In some 
models, noise becomes the essential driving force for the switching mechanism (Moreno-Bote 
et al., 2007; Shpiro et al, 2009). Another theory is that adaptation and noise would have distinct 
and complementary effects: while adaptative mechanisms would drive the direction of the 
switch (i.e., perceptual choice), noise would influence the timing of the switch (Huguet et al., 
2014).  
 
Another possibility to obtain irregular switching rates is through chaotic dynamics. For 
example, Strogatz (2018), in his textbook, presents a forced double-well oscillator whose 
dynamics might account for irregular switching. The model is a mechanical system driven by 
a sinusoidal input that for certain parameter value switches irregularly between two states. It 
would be interesting to explore if a neural analogue of such a model could be developed. 
 
 
A key feature in plaids: the blob 
 
An alternative theory was developed to explain the failure of the IOC model to predict the 
perceived direction of Type II plaids. It was noted that, because of the narrow angle, such plaids 
contain elongated high-luminance features referred to as blobs, which form at the intersections 
of the grating components. The blobs are rated as the most salient feature of the plaid for the 
human eye, and seems to be detected based on their longest edge (1D) and end-points (2D) 
(i.e., the interblob crossing-point with lower luminance) (Fig. 8). Note that blobs are present at 
the intersections of symmetric gratings, also, but they are generally less salient. Such 
observations led to the proposition that local motion detectors, existing as early as area V1, 
could respond to the motion direction of both the blob (orthogonal to the orientation of the 
longest edge) and the end-point features (Wilson et al., 1992; Dimova & Denham, 2010). Far 
from the traditional 2-stage feedforward model of motion integration (IOC model) described 
as a weighted sum of first-order motion components, this feature-based model explains motion 
integration in terms of the blob/endpoint features. According to this model, the plaid is defined 
as a product of (anti-phase) component gratings rather than a sum. It posits that the early 
misperception is dominated by 1D motion signals (along the high-luminance long edge of the 
blob), before 1D and 2D (end-point) signals are combined in a recursive Bayesian integration 
mediated through reciprocal interactions between V1 and hMT+. Such recurrent interactions, 
which are known to be strongly involved in perceptual awareness of motion (Sterzer et al., 
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2006), would lead to a progressive shift in the dominant form of motion perception, from 1D 
to 2D motion.  
 

 
 

4. Summary 
 
The goal of this first chapter was to introduce some of the key findings that reveal a hierarchical 
structure of visual cortex in cats and primates. Ascending and descending projections appear 
to follow general statistical rules both in terms of the distribution across cortical layers and 
inter-areal patterns of connectivity. Oscillatory coherence between areas has been shown to 
follow the anatomical laminar pattern, thereby suggesting a matching functional hierarchy. The 
feedforward visual hierarchy is strongly supported by the role of receptive fields in 
automatically generating holistic representations based on local processing of sensory signals. 
This contrasts with feedback which is much more difficult to study. On the other hand, if we 
consider global-to-local processing (e.g., we consider the whole face before examining its inner 
components, Peters et al., 2018), Hochstein and Ahissar in 2002 literally reversed the hierarchy 
by arguing that holistic representation can precede the examination of local details of interest 
(i.e., seeing the “forest before the trees”) through active/conscious perception. Moreover, this 
reverse hierarchy theory is consistent with predictive processing theory, showing that internal 
global representations (i.e., predictions) of the visual environment are refined through recursive 
local active sensing. 
 
In my thesis project we studied a well-known hierarchical model of visual perception: motion 
integration. We implemented a paradigm of bistable perception that enabled investigating 
changes in perception independently of visual input (i.e., the stimulus parameters remained 
fixed). Therefore, we hypothesize that, due to the ambiguity inherent to the stimulus, the 
spontaneous perceptual switching that occurs will reflect a competition between high-level and 
low-level representations of motion.  
 
The first step of my thesis (described in Chapter 2) will be designing a bistable moving plaid 
that alternates perceptual state at approximately regular intervals, with intervals long enough 
to permit studying brain states through fMRI. This justifies the review of different motion 
detection systems characterized in literature, as well as the physical properties of bistable 
plaids. In this part, I will present results and analyses of a psychophysical experiment that we 

Figure 8: A plaid containing blobs  
as illustrated by Wilson et al., 1992 
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designed in order to optimize the parameters allowing bistable alternation between moving 
components and pattern perceptual states. 
 
Then, using this bistable plaid, we investigated the neural correlates of perceptual decisions 
with an event-related fMRI paradigm, by tracking motion integration signals in areas V1, V2 
and hMT+, as a function of perceptual state (as reported by observers). This second project, 
developed in Chapter 3, reveals evidence of a higher-order motion representation at the lowest 
level of visual cortical hierarchy, V1. 
 
Finally, we explored the influence of eye movements on the neural correlates of bistable 
perception. The question is whether or not the previous results were not biased by eye 
movements. Therefore, the Chapter 4 of my thesis analysed the variability of eye in the two 
perceptual states, first comparing eye movements made prior to perceptual switches, and also 
during the reported percept.  
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CHAPTER 2:  
The Dynamics of Bistable Perception 
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In the introduction, I described several computational models of neural competition that aimed 
to illustrate the phenomenon of bistable perception. The aim of this thesis is to detect whether 
neural correlates associated with bistable motion perception are detectable in early visual areas. 
Given the known physiology of these areas, a positive finding would support the presence of 
feedback processes associated with this phenomenon. Thus, it will be necessary to define 
stimulus conditions that generate bistable motion perception in a reliable and reproducible 
fashion. In this chapter, I will describe the psychophysical experiments that were performed to 
explore parameters that produced the bistable phenomenon. What we seek are stimuli whose 
appearance over an extended viewing period alternates between two different perceptual states 
with an approximate regular period between transitions. It is also important that the alternation 
rate is not too rapid, i.e., that each of the states remains stable for a sufficient time to enable 
measurement of BOLD responses associated with each state in the subsequent experiments, 
but it should be short enough to measure several perceptual transitions over the viewing period. 
For example, with a one-minute viewing period, 12 to 20 alternations would indicate that each 
perceptual state was stable for between 3 and 5 seconds, on average. 
 
 

1. Psychophysics: How to design a bistable plaid? 
 
Inducing a bistable perception requires designing a stimulus that will trigger perceptual 
switching between two equiprobable interpretations of the same motion information. The 
example of bistable perception that will be studied here is constructed from superimposed one-
dimensional component gratings of different orientations, moving in different directions. 
Prolonged viewing of these stimuli leads to spontaneous switches between two different 
perceptual states: perceiving the component gratings moving in different directions, sliding 
transparently over each other, or an integrated plaid pattern moving in a single direction 
different from each of the components. Initial experiments were run to find stimulus parameters 
for which each perceptual state lasted more than three seconds and the average amount of time 
spent in each state was about equal. Several behavioral studies are in general agreement about 
critical parameters for facilitating bistable plaid dynamics. First of all, designing asymmetric 
plaids by creating a situation where component gratings have different physical attributes (e.g., 
spatial frequency, duty-cycle, speed, orientation difference of the gratings or angle, contrast 
etc.) generally enhances the transparency effect, therefore allowing perceptual switches 
towards the component percept (Hupé et al., 2019; Huguet et al, 2014). In order to find a 
balance between the dominance of plaid and component percepts, the transparency effect can 
be manipulated and counterbalanced by setting the contrast between grating’s intersections and 
other parts of the plaid in an in-between situation between transparent and non-transparent 
regimes. To implement this, we used two of the most influential variables to design a set of 
plaids varying systematically with respect to the values of two parameters: the orientation 
difference or angle between the component gratings and their difference in contrast (Von 
Grünau & Dubé, 1992 ; Stoner & Albright, 1996 ; Hupé & Rubin, 2003 ; 2005 ; Klink et al., 
2008; Huguet et al., 2014). The most common experimental method to evaluate this is to 
measure the distribution of the durations of the two perceptual states as a function of angle and 
contrast levels. 
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1.1 General properties of bistable plaids 
 
Brief introduction 
 
Behaviorally, bistable perception is defined as a spontaneous alternation of perception between 
two equiprobable perceptual states (although no physical change actually occurs). Moreover, 
in order to produce such ambiguity, the stimulus has to meet specific criteria. In the example 
of bistable plaids, such a situation can be arranged by setting specific physical parameters 
(described below) and by presenting the stimulus for long periods of time to the observer. 
Various psychophysical studies have identified the principal parameters influencing bistable 
perceptual dynamics, in particular altering the angle between the component gratings, the 
relative transparency and speed. 
 
Plaids with transparent grating components can induce up to three percepts, hence they are 
often referred to as tristable, alternating between the pattern percept (i.e., a coherent motion of 
the plaid), and the transparent component motions with either one or the other grating in the 
foreground (Hupé & Pressnitzer, 2012). Hupé, Signorelli and Alais (2019) were the first to 
modulate separately the strength of these percepts. They interpreted their results by proposing 
that each of these three percepts is encoded by distinct neural populations that are mutually 
inhibiting each other.  
 
 
Effect of depth-ordering 
 
Within this framework, we chose to study plaid bistable motion perception, a visual illusion 
used to study motion integration phenomenon, which actually also concerns monocular depth 
perception. Therefore, we limited the perceptual alternation to two options (bistable 
perception), either experiencing the motion of the plaid or perceiving one grating (always the 
same) in front of the other. For this purpose, we were able to replicate Hupé et al.’s method by 
constraining the depth-order (i.e., transparency relation) to one unambiguous component state 
(foreground grating perceived as occluding background grating). 
 
I will briefly introduce a few properties derived from the physics of transparency (Metelli, 
1974; Beck et al., 1984) that indicated which cues drive depth perception when presenting 
simple moving structures. The underlying mechanisms of depth-ordering involve very general 
effects of transparency that were extremely useful in determining how to design a bistable plaid 
(the main objective of Chapter 2 psychophysics).  
 
Three main depth cues are characterized in asymmetric plaids (i.e., plaids made of two grating 
components with distinct physical properties). The most influential one is the ratio between the 
spatial frequencies of the components (i.e., wavelength): the grating with a shorter wavelength 
(higher frequency) tends to be perceived at the back. To a lesser extent, duty cycle (i.e., 
light/dark cycle width ratio) and speed effects have also been described, showing a tendency 
to perceive the grating with the smallest duty cycle or the highest speed as behind the other one 
(Moreno-Bote et al., 2008). However, I will not enter into the detail of these effects as we did 
not exploit parameters that favored the component percept at the expense of the pattern percept. 
 
Instead, we exploited the rules governing luminance ratios between the different regions of the 
plaid, an important factor also shown to influence depth perception (Stoner & Albright, 1996, 
Stoner et al., 1990), and thus plaid’s motion integration. What mattered was the relative 
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contrast between the intersections and the rest of the plaid more than the absolute values of 
luminance itself.  
 

For example, if the objective is to avoid the 
transparency effect (which favors the 
perception of two sliding components), then it 
is required to display the intersections in such 
a manner that they pop out from the rest of the 
plaid by enhancing the contrast of the 
intersections (see fig. 9, non-transparent 
regime).  
 
The transparency effect is governed by the 
depth-ordering between the two component 
gratings. A plaid is considered “transparent” 
if the intersection contrasts relative to each 
grating line is reduced (see fig. 9, transparent 
regime).  
 
  

Figure 9: Schematic depiction of the transparency effect 
in plaid’s motion perception  
described by Stoner & Albright (1990; 1992ab; 1996, 
1998) 
Here are four plaids differing in the contrast ratio  
between the intersection (A), both gratings’ line (B and C) 
and the background (D) regions. Each case illustrates  
a different relation of luminance contrast between regions 
A, B, C and D, in a way that it alters surface segmentation 
and depth perception.  
Behaviorally, a reduced contrast (i.e., the most salient 
contrast in the stimulus corresponds to the one between 
gratings’ thin bars and the background) tends to induce a 
transparent perception of motion (i.e., the components), 
whereas an enhanced contrast of the intersections (in 
relation to the gratings’ bars) makes the plaid’s motion 
perception dominant. 
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An extrapolation to the previous rule can be made when dealing with asymmetric plaids, by 
setting one grating in enhanced contrast relative to the intersection (perceived at the back), 
while the other is in reduced contrast (perceived on top). Figure 10 illustrates the luminance of 
the intersection region (I), the background (B), and gratings’ thin bars (l and d). Stoner and 
Albright demonstrated that the more similar the grating’ stripe luminance (d) is to I and the 
more it differs from B, the more likely component motion will be perceived (“reduced 
contrast”). In contrast, the greater the difference between gratings’ thin bars luminance (l) and 
I and the more similar to B, the more it favors pattern (integrated) motion perception 
(“enhanced contrast”). Therefore, by setting one grating to reduced, the other to enhanced 
contrast, we hypothesized that it would maximize the ambiguity in the motion percept. 

 
 
Effect of angle 
 
The angle α between component gratings has been shown to have a significant influence on 
the tendency to perceive coherent versus transparent motion in many research studies (Adelson 
& Movshon, 1982 ; Kim & Wilson, 1993 ; Hupé & Rubin, 2003). All of them agree that angles 
(α) closest to 90° facilitate the perception of a coherent motion. And conversely, the more the 
angle differs from a square angle, the more transparent motion will appear.  
 
 
Effect of speed 
 
The effect of speed, although significant, appears less determinate than the contrast and angle 
parameters. Many studies have shown that increasing speed facilitates motion transparency (as 
it provides a higher level of motion contrast between the two component directions), however 
this only applies to a very limited range of speeds (high speed) and depends on the angle α 
(Farid & Simoncelli, 1995 Smith, 1992; von Grunau & Dubé, 1993; Hupé et al., 2019).  
 
 
1.2 Motivations 
 
The main objective of this behavioral experiment is to determine the stimulus parameters that 
optimize the probability of switching percepts, i.e., perceiving the plaid’s motion as “coherent” 
(i.e., pattern), or “transparent” (i.e., components) 50 % of the time. As described in the 
introduction, it was shown that increasing the angle between gratings (>90°) strengthens the 
component percept, whereas the pattern percept dominates when the angle approaches 90°.  
 
Secondly, enhancing or reducing the contrast of the intersections relative to grating’ stripes has 
been shown to affect motion integration (Fig. 10). Moreover, another argument for setting 

Coherence (enhanced contrast): 
I/ l > l /B 

Transparency (reduced contrast): 
I/ d < d /B 

 

d 
I 

l 
B 

Figure 10: Transparency versus Coherence, a matter of depth-order 
Component motion perception is facilitated by transparency  
between gratings. A way to implement this is to vary the  
contrast of intersection region (I) relative to the rest of the  
plaid (l, d, B). Reducing this contrast will more probably  
elicit the component percept, whereas enhancing it has the  
opposite effect (pattern).  
For this reason, we created a hybrid plaid with one grating  
in reduced, the other in enhanced contrast regime  
(Stoner & Albright, 1990; 1992ab; 1996; 1998). 
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different contrasts between gratings is that it enabled maintaining the perceived depth-order 
constant for the component percept (with stripes d on top of l), hence constraining the range of 
perceptual states to a bistable perception (component/pattern) instead of a tristable plaid, (Hupé 
& Pressnitzer, 2012). 
 
 
1.3 Methodology 
 
Participants 
 
Six healthy volunteers (3 women, 3 men, aged 18 to 30 years) with normal or corrected-to-
normal vision were included in the study. They all gave informed consent and performed 5 
sessions. However, one of them (the experimenter) was considered an outlier and excluded 
from the group-level analyses. All other participants were naive to the experiment. 
 
 
Stimuli 
 
Specifically for this experiment, we created a set of 25 plaids varying in both angle (α) and 
contrast between grating components (∆𝑐) (5x5 factorial design matrix, with 5 levels of α 
crossed with 5 levels of ∆𝑐) (Fig. 11). α levels ranged from 90° (presumed to induce strong 
pattern percept) to 140° (strong component percept). Similarly, ∆𝑐 varied from 0% (identical 
contrast between gratings) to 60% (i.e., one grating’s contrast is enhanced (80%), while the 
other is reduced (20%)). 
 
Except for the stimulus with identical contrast (∆𝑐 = 0%), one grating had its thin bars always 
more similar to the intersection’s luminance than the other. Setting this difference of contrast 
is known to influence perceived depth-order (i.e., one component is perceived as sliding on top 
of the other).  
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Apart from the two aforementioned variables, all plaids shared similar structure: stimuli were 
presented in a circular annular field whose outer border subtended 13 degrees of visual angle 
and inner border 1.5. The outer border was masked with a raised cosine and the inner with a 
Gaussian to smooth the edges. A black fixation cross subtending 0.5 deg appeared in the center. 
The background was grey equal to the space average luminance of the grating with CIE 
coordinates (xyY = (0.33, 0.34, 100 cd/m2)). The stimulus consisted of two non-colinear 
overlapping square-wave gratings, each moving orthogonally to its orientation. Both 
component gratings had spatial frequency of 0.6 cycle/deg, with unequal duty cycle (22.2 %), 
moving at a speed of 1.7°/s. Moreover, grating components were spatially arranged 
symmetrical to the horizontal axis (0°). 
 
Each trial consisted of a short presentation of the moving plaid (400 ms) interleaved with a 
600-1200 ms response period between stimuli. 5 sessions were performed, resulting in 50 
repetitions of each combination of α and ∆𝑐. 

∆𝑐 (%) 

α 
(°

) 

60 % 0 % 15 
% 

30 
% 

45 
% 

90
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10
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5°
 

11
5°

 
12

7.
5°

 
14
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Figure 11: Plaids differing in angle and contrast levels 
The 5x5 design matrix was used to test for the effect of angle and contrast between grating components.  
In this experiment, each plaid was shown for a short duration (400 ms) and repeated 50 times.    
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Observers were positioned 57 cm from the screen in a darkened room equipped with a chin 
rest). While fixating a central target cross, they were presented a plaid with its characteristics 
randomly chosen from the stimulus set and responded as to whether motion was perceived in 
one direction (pattern) or two (component). If we measure the proportion of trials on which 
they respond “one” (pattern), this is equivalent to a Yes/No task. Observers were instructed to 
maintain fixation during the whole session. 
 
 
Contribution of angle and contrast to the perceived motion 
 
A first step was to visualize the contribution of α and ∆𝑐 variables in each observer’s motion 
perception (observer IDs: P-L-A-I-D). To implement this, we measured the proportion of 
pattern percept over component (𝑃%/') as a function of α and ∆𝑐 (e.g., 𝑃%/' →	0 was indicative 
of 0 % of pattern / 100 % component percept and inversely). In other words, one can consider 
this as an indirect measure of the % of motion integration as a function of the stimulus physical 
properties. 
 
Individual 3D perspective plots illustrate the two explanatory variables in the same referential, 
and their 2D plane projections showed that both angle and contrast influence perceived motion. 
Indeed, for each observer, Fig.12 (column 2) shows the effect of ∆𝑐 for each level of α#. 
Conversely, Fig. 12 (column 3) illustrates the effect of α across ∆𝑐& 	levels. The steeper the 
curve is, the higher the effect of the continuous variable. A flat line (coefficient 0) is indicative 
of a null effect of the continuous variable, i.e., that the influence of one variable is independent 
of the other.  
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Figure 12: Contribution of angle and contrast to perceived motion 
On the left (column 1), individual 3D perspective plots representing the proportion of perceived pattern  
(vs component) motion as a function of contrast and angle settings as reported by N=5 observers (P-L-A-I-D). 
∆𝑐 corresponds to the difference of contrast of gratings each in relation to the intersection region.  
α corresponds to the angular difference between the two gratings. 
The same information is shown in 2D plane, representing the effect of α gradient across ∆𝑐! levels,  
and the effect of ∆𝑐	gradient across 𝜶𝒊 levels. 
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There is remarkable agreement between observers, overall. Both variables influenced 
perceived motion, with the major effect attributed to α (independently of ∆𝑐& 	level). Indeed, the 
α effect on perceived motion showed a steep variation and a full coverage of 𝑃%/' amplitude. 
In comparison, the motion percept was relatively independent of ∆𝑐 except for level 4 of α. 
 
In order to generalize the relation between these stimulus physical properties and the perceived 
form of motion, we investigated α and ∆𝑐 at the group-level.  
The objective was to predict the probability associated with response variable (“observer 
reported pattern (=1) or component (=0)”) as a linear model of α and ∆𝑐 predictor variables, 
hypothesized to influence the way stimulus was perceived. A suitable model for this type of 
dataset is a binomial Generalized Linear Model otherwise known as logistic regression. Note 
that the Generalized Linear Model, often abbreviated by GLM in the literature, is different from 
the General Linear Model, also abbreviated by GLM, used below to analyse fMRI results. To 
avoid confusion, we will use lower case glm for the Generalized and uppercase GLM for the 
General Linear models, respectively. This makes sense as the function in the R programming 
language used to fit this model is in lowercase. 
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Figure 12bis: Contribution of angle and contrast to perceived motion 
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1.4 Introduction to binomial Generalized Linear Model (glm) 
 
Definition 
 
Each trial can be considered as an independent Bernoulli event whose outcome refers to 
observer’s response (𝑅𝑒𝑠𝑝 = [pattern=1, component=0]). This response variable is a special 
case of the binomial distribution with n = 1: 
 
 𝑅𝑒𝑠𝑝	 ∼ 	𝐵(𝑛𝑖, 𝑃(/*), where 𝑛𝑖 represents the number of trials (𝑛𝑖 =1, here) 
𝑃(/* , the proportion of 𝑅𝑒𝑠𝑝	= 1	, 
with variance 𝑣𝑎𝑟8𝑃(/*9 = 	

+
,&
𝑃(/*(1 − 𝑃(/*) , 

that can be simplified to 𝑉(𝜇̂(/*) =𝜇̂(/*(1 −𝜇̂(/*) , 
with 𝜇̅(/*  estimating the probability that 𝑅𝑒𝑠𝑝	= 1	 
 
Next, predicted values are transformed on a 0 → +Inf scale representing the odds ratio, that is 
the ratio between the probability of 𝑅𝑒𝑠𝑝 = 1 and 𝑅𝑒𝑠𝑝 = 0 .	
 
	𝑜𝑑𝑑𝑠𝑃/𝐶 =

-.𝑃/𝐶
1−-.𝑃/𝐶

 

 
Finally, the logit function is given by the natural logarithm (base e) of the odds ratio: 
 
𝜂𝑃/𝐶 = 𝑙𝑜𝑔𝑖𝑡(𝜇̂𝑃/𝐶) = 𝑙𝑜𝑔(𝑜𝑑𝑑𝑠𝑃/𝐶) , with 𝜂𝑃/𝐶 predictions now ranging from −Inf → +Inf . The 
𝜂𝑃/𝐶 is a linear model (or predictor) of the explanatory variables 𝛼 and Δ𝑐 that is related to the 
expected probability of choosing the pattern stimulus through the logit transform. The 
contributions of both variables are estimated by maximum likelihood using the glm function in 
the OpenSource software R. The expected probabilities are obtained by inverting the logit 
function to obtain: 

𝜇̂(/* =
exp(𝜂(/*)

1 + exp(𝜂(/*)
 

 
The significance of the contributions of the explanatory variables is evaluated by comparing 
nested models using likelihood ratio tests. 
 
 
How to plot the binomial glm? 
 
As previously described, the estimated probability 𝜇̂(/* 	is expressed as a linear combination of 
predictors by means of the logit, a sigmoid link function (see Fig. 13 for example). 
This is an example of a psychometric function, a family of psychometric models applied in 
detection and discrimination tasks with choice paradigms. The data points are obtained by 
aggregating the responses within specific combinations of angle and contrast and averaging the 
response, which yields the proportion of “pattern” responses. 
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Comparing glm’s goodness of fit and complexity 
 
Because individual profiles showed that 𝜇̂(/*  mainly varies as a function of α, and that this 
contribution seemed to be independent of ∆𝑐, we first chose to focus on the main effect α. 
However, to keep sense of ∆𝑐 effect, we defined a binomial GLM 𝜇̂(/* 	~	α + ε independently 
for each ∆𝑐& level (Fig. 14).  
Fig. 14 represents model predictions 𝜇̂(/* 	estimated as a function of α and compared across 
∆𝑐& levels. The steeper the curve of the psychometric function is, the higher the absolute value 
of α slope coefficient, and thus the sharper the transition between the two perceptual states. To 
obtain equiprobable transition probabilities, the contrast level should be chosen where the 
psychometric function gives a value of 50%. 
 
Based on the model predictions, it appears that the absolute estimated coefficient for α 
(continuous variable) increases with contrast level, ∆𝑐& (ordinal variable). To test this 
hypothesis (H1) against the null hypothesis of “no significant effect of contrast level on the 
predicted motion perception”, we defined and compared the following nested models. 
The simplest model (1) expresses 𝜇̂(/*  as a function of continuous variable α exclusively (H1). 
Model (2) adds a linear effect of ∆𝑐& (H2 : “additive effect of contrast level”). Finally, the most 
complex model (3) tests for potential interaction effects between α and ∆𝑐& level (H3 : α slope 
coefficients depends on contrast level).  
 
(1) 	𝜇̂(/* 		~	α + 	ε    (independent model: only α) 
(2) 	𝜇̂(/* 		~	𝛂 + ∆𝒄𝒊 	+	𝜺    (additive model) 
(3) 	𝜇̂(/* 		~		α +	∆𝑐& + (α ∶ ∆𝑐&) + 	ε  (interaction) 
 
The best model was selected after a tradeoff between goodness of fit and model complexity 
with an Analysis of Deviance. The additive model (2) came out being highly significant 
(Analysis	of	Deviance, p < 2.0 × 10+,-) and showed the smallest Akaike information criterion 
(AIC, indicator of prediction error). It indicated that 𝜂𝑃/𝐶 linear predictor was best modeled as 
a sum of α and ∆𝑐& effects (rejecting H1), and that there was no significant interaction effect 
between the two explanatory variables (rejecting H3).  

α (°) 

𝜇 𝑃
/𝐶

 

Figure 13: Pattern versus Component discrimination  
as a function of angle  
Psychometric functions of the probability  
of pattern (1) versus component (0) responses 
as predicted by glm linear model 𝜇̂$/%

%
~	𝛼 + 𝜀 

N= 5 observers 
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2. Group-level statistics for the additive model 
 
Each term of the model reached high significancy as reported in the table of coefficients below 
(table 1). The estimated coefficient for the intercept corresponds to the condition/plaid with α 
= 90° and ∆𝑐	= 0%, that theoretically corresponds to the strongest pattern state. 

 
In comparison to this presumed to be “strongest pattern state”, coefficients were estimated for 
continuous variable α, confirming that it was the most influent factor in explaining 𝜇̂(/*  
variation (𝜇̂(/*  decreased as α increased, z-value = -32.8, 𝑝 < 2.0 × 10/+0). 
Moreover, table 1 shows that the pattern-to-component transition reached the largest 
coefficient (steeper slope) for high contrast differences (for ∆𝑐1= 60%, z-value = -12.4, 𝑝 <
2.0 × 10/+0), also confirming our previous observation (Fig. 12).  
 
On top of showing a steeper pattern-to-component discrimination slope, ∆𝑐1 also ensured a 
more complete coverage of 𝜇̂(/*  amplitude (from 1: strongly pattern-like, to 0: strongly 
component-like).  
Finally, after determining the optimal level of contrast difference (∆𝑐1 = 60%), we reported the 
associated value of the angle parameter as 𝛼-.$/&=50% = 125°, where 𝜇̂(/* 	= 50% represents the 

0.5 

	𝛼𝜇!𝑃/𝐶=125 

α (°) 

-----𝒊-----  
∆𝑐&	level 

𝜇 𝑃
/𝐶

 

Figure 14: Pattern versus Component discrimination  
as a function of angle across contrast levels 
Psychometric functions of the proportion  
of pattern (1) versus component (0) percepts 
as predicted by binomial glm (2) 
N = 5 observers 
 

Table 1 : Estimated coefficients of angle and contrast levels 
Summary of binomial glm (2) 
Each variable’s z-value is tested against the intercept (“strongest pattern state”). 
Negative values indicate a shift towards the component perceptual state. 
All effects of α and ∆𝑐!were highly significant (***, p<0.001)  
except for lowest levels of ∆𝑐!	(*, p<0.05). 

Coefficients : 
 
(Intercept) 
∆𝒄𝟐	level 
∆𝒄𝟑	level 
∆𝒄𝟒	level 
∆𝒄𝟓	level 
α 
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intermediate state presumed to equiprobably lead to either of the two concurrent perceptual 
states (pattern/component). 
 
 

3.  Conclusion  
 
This experiment motivated our choice for optimal angle and contrast settings that would 
perceptually maximize plaid’s bistable motion. Moreover, this alternation of perception 
(ideally between the two principal perceptual states) had to be the most direct, by limiting the 
number of intermediate states that would constitute a factor of noise in our fMRI study of 
perceptual decision.  
 
Varying the angle between gratings satisfied this criterion by showing strong pattern-to-
component dependence and a full coverage of the two strongest perceptual states. The effect 
was weaker and more variable with the contrast parameter. 
 
However, when comparing the contribution of angle across the different contrast levels, we 
found an additive effect of contrast level that was specific to the highest level (∆𝑐 = 60%, 
consisting of a grating in “reduced” contrast (20%), and the other enhanced (80%)).  
With ∆𝑐 = 60% and 𝜇̂(/*= 50% (bistable stimulus), the model predicted a value  
of 𝛼-.$/&=50% = 125°. Altogether, these results were in accordance with previous psychophysical 
studies investigating prolonged exposure to ambiguously moving plaids (for a review, see Hupé 
and Rubin, 2003). 
 
Therefore, we designed our bistable plaid (∆𝑐 = 60% and α = ±62.5° relative to the horizontal 
axis) (Fig. 10) with the main property of inducing a well-balanced competition between pattern 
and component perceptual states (Fig. 14). This bistable plaid was the main stimulus used in 
the fMRI experiment presented in Chapter 3. 
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CHAPTER 3:  
Neural Correlates of Perceptual Decisions 
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In this chapter, the neuroimaging results and analyses of the main experiment are presented. In 
order to investigate the neural correlates of perceptual state transitions in a bistable motion 
phenomenon, fMRI recordings were obtained from direction-selective subdomains in visual 
cortical areas V1, V2 and the hMT+ complex while participants continuously viewed a bistable 
moving plaid stimulus and reported on changes in perceptual state. Since the physical 
parameters of the stimulus remain unchanged during viewing, the perceptual transitions are 
unlikely to be mediated by bottom-up signals, and it is hypothesized that they will be related 
to top-down activity. The results and analysis of the simultaneously recorded eye movement 
activity will be presented in the subsequent chapter. The current chapter begins with a brief 
historic review of fMRI recording, its physical bases and the current understanding of its 
relation to neural activity. This is followed by a brief discussion of the General Linear Model 
(GLM) used to estimate and test hypotheses relating imaging signals to stimulus conditions. 
Section 3 describes the stimuli and experimental paradigms for the main experiment and for 
localizing direction-selective subdomains. This is followed by a section detailing the analysis 
pipeline. Sections 5 and 6 describe the results and conclusions, respectively. 
 
 

1. Introduction to functional magnetic neuroimaging 
 
Functional Magnetic Resonance Imaging (fMRI) is a relatively recent technique, developed in 
the 1990s (credited to Seiji Ogawa and Ken Kwong), to measure brain activity indirectly and 
non-invasively through the Blood Oxygen Level Dependent (BOLD) signal. The underlying 
concept is quite intuitive: the more oxygenated blood flow increases/decreases in a specific 
region of the brain (relative to its baseline activity and to neighboring areas), the more it reflects 
an increased/decreased need for energy, and thus a local change of neural activity. This general 
idea was first suggested by an Italian scientist, Angelo Mosso, whose experiment was then 
published in William James’ book The Principles of Psychology, in 1890. 
 

Although the method sounds very experimental and questionable as it aims to measure 
variation of blood flow in general and not oxygenation level specifically, the relation made 
between brain activity and the redistribution of blood, more particularly during intellectual or 
emotional tasks, was very innovative and constituted a turning point for non-invasive 
neuroimaging. At the time a common belief was that no local variation of blood flow could 
occur in the brain tissue due to the fact that it is embedded and constrained by the skull. 
 

The subject to be observed lay on a delicately balanced table which could tip downwards 
either at the head or the foot if the weight of either end was increased. The moment 
emotional or intellectual activity began in the subject, down went the balance at the head-
end, in consequence of the redistribution of blood in his system. 

‘ 

’ 
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Charles S. Roy and Charles S. Sherrington (1890) were 
the first to show evidence of a coupling between energy 
metabolism and blood flow in the brain. They conducted 
a series of experiments on anesthetized dogs by placing a 
monitoring device, the “Kymograph”, on the cortical 
surface, measuring blood volume variable (Fig. 15). They 
were able to measure significant fluctuations of blood 
flow, however they could not determine the cause of this 
physiological response. 
 
It was only later, in 1948, that Seymour Kety and Carl 
Schmidt identified the brain self-regulation of oxygenated 
blood level as a function of its regional energy cost. 
Notably, they postulated that because neurons used more 
oxygen, surrounding blood vessels received chemical 
signals to vary their diameter, thus regulating cerebral 
blood flow (CBF). This breakthrough made fMRI an 
attractive tool to investigate brain function in humans.  
 
 

 
1.1 Biology 
 

In physiological conditions, oxygenated blood that flows to the brain (~20%) is remarkably 
constant, mainly due to the prominent contribution of large arteries (carotid + vertebral) to 
vascular resistance (that regulates blood pressure, i.e., blood vessel length/diameter and blood 
viscosity). However, brain tissue requires a tight regulation of blood flow adapted to dynamic 
and local increased demand for oxygen. Such regulation is mediated through vasodilation of 

Figure 15: The Sherrington Starling 
Kymograph 

Figure 16a: Organisation of the human cerebral blood 
circulation (by Yohannes Mamo, 2015) 

Fig. 16b: Illustration of the Blood-Brain barrier  
(by James Perkins) 
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distal/proximal arterial segments. This arterial system leads to a dense and complex capillary 
system where the exchanges between blood and the brain occur (Fig. 16a). Along this network, 
red blood cells that bind oxygen through hemoglobin will meet the increased demand for 
oxygen of active neurons. Importantly, one specificity of the brain is that capillary endothelial 
cells are highly selective and semi-permeable, preventing blood from crossing the barrier of 
the central nervous system. Indeed, this border, known as the Blood-Brain Barrier (BBB), only 
allows a selection of molecules to cross through specific junctions/transporters (e.g.: O2, 
hormones, ions, glucose, amino acids, etc.) (Fig. 16b).  
 
Importantly, the magnetic properties of hemoglobin change between oxygenated and 
deoxygenated states. The level of blood oxygenation, also called the blood oxygenation level 
dependent (BOLD) signal, is what fMRI measures to infer neural activity.  
 
 
1.2 Physics 
 
The MRI scanner is simply a huge cylindrical magnet that emits a powerful electromagnetic 
field. A typical field strength is 3 Tesla (T), that is equivalent to approximately 50 000 times 
the strength of the Earth’s magnetic field. Some scanners induce stronger fields (currently, an 
increasing number of human neuroimaging studies work at 7 T, but scanners with stronger 
fields are beginning to see use), resulting in images with higher spatial resolution and quicker 
examination time on average. 
 
The electromagnetic field (i.e.: emission of electrons) generated by the scanner affects the 
spatial arrangement/spin of protons (H+) contained within the atomic nuclei of water molecules 
(H2O), both within and around the scanner. As H+ absorb electromagnetic energy (when 
exposed to short radio frequency pulses), they tend to align in the direction of the magnetic 
field. Once they release the energy, they return to the initial state (random 
orientation/direction). The energy released during relaxation produces a global coherent 
magnetic signal large enough to be measured by the head coil. Varying the strength of the field 
and the frequency of radio frequency pulses affect the degree of alignment and the relaxation 
time, hence resulting in a characteristic signal (Fig. 17). A key property of this magnetic signal 
is that it varies in strength depending on the material through which it travels. For example, the 
signal echoing from grey matter, white matter, or cerebral spinal fluid (CSF) have different 
relaxation times and, depending on the type of MRI sequence used, will show specific 
contrasts. 
 

 

Figure 17: Illustration of the magnetization vector 
(Brindle, 2008) 
Some nuclei have the property of spin, meaning that they 
possess a magnetic dipole moment (a). When placed in a 
strong magnetic field (B0) these dipoles tend to align with 
the field, although not precisely (b). Application of an 
oscillating magnetic field that is perpendicular to the 
main field (B0) and rotating coherently with the nuclear 
spin induces transitions between two energy levels and 
tips the net magnetization vector into the x–y plane, hence 
resulting in a detectable signal in the receiver coil. The 
second magnetic field is usually applied in the form of a 
RF pulse (e.g., 90°, c).  
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To induce specific image contrasts that provide complementary information (about the brain’s 
anatomy, function, etc.), various MRI sequences are implemented, with highly controlled 
technical parameters. Two main temporal settings that govern the properties of the resulting 
images are Echo Time (TE) and Repetition Time (TR), both measured in milliseconds. TE 
corresponds to the time between the center of the radio frequency pulse to the center of the 
generated echo signal. TR is the time between two corresponding consecutive points in a series 
of pulses and echoes. 
 
 
Structural (or T1-weighted) images  

Structural MRI sequences (or T1 images in Fig. 18) are characterized by both short TE and 
short TR. This type of sequence is used to describe the anatomy of the brain, both cortical 
surface and volume, in terms of shape, size, composition and organization. Notably, the 
contrast and the difference of relaxation time between white matter and grey matter is 
determined by fundamental anatomical differences. White matter is mainly composed of 
axonal projections covered with myelin, a fatty substance that protects and sheathes axons, and 
very few cell bodies (mainly glia). Therefore, it is less dense to electrons than grey matter, that 
is heavily filled with neurons and glial cells. For this reason, on a T1w image, white matter 
appears particularly bright, whereas grey matter is darker, and CSF is not detected.  
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Figure 18: Anatomical (T1) and Functional (T2*) images  
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Functional (or T2-weighted) images 
 

When aiming to investigate the brain’s functional activity, another family of MRI sequences is 
used, referred to as T2-weighted. Traditionally, these sequences show long TR and TE and 
have the specificity to delimit brain tissue (dark) from CSF (bright). In addition, some T2w 
sequences ensure a contrast between white (visualized as dark grey) and grey matter (as light 
grey). 
 
In contrast to T2w sequences that trigger single spin echo signals, an alternative approach 
consists in inducing a gradient echo train (i.e., series of echoes that are generated in response 
to each radio frequency pulse), referred to as T2*w (T2* in Fig. 18). This property can be 
explained by T2*w sequences showing very short relaxation time (TRT2*w < TRT2w). The main 
advantage of such a sequence is its efficiency, with quantitative data being acquired over a 
short period (ensuring better temporal resolution, ~2 sec). However, this comes at the expense 
of spatial resolution (increased effect of susceptibility distortions due to field inhomogeneities, 
mainly around air/tissue interfaces). Nevertheless, such artefacts can be corrected by running 
a reverse phase-encoded gradient sequence (Fig. 19). 

 
 
Gradient Echo-Echo Planar Imaging 
 
Gradient Echo - Echo Planar Imaging (GE-EPI) is the most popular type of functional MRI 
sequence because it constitutes one of the fastest imaging techniques (with approximately 1 
slice acquired every 100 ms). The signal is acquired almost continuously under the form of a 
gradient echo train (i.e., a series of echoes generated in response to each radio frequency pulse). 
This is implemented by rapid alternation of phase and frequency encoding gradients.  
 
  

BEFORE AFTER 

Figure 19: Example of susceptibility distortion 
corrected by reverse-encoding phase 
acquisition in a subject, based on fieldmap 
estimation (fMRIprep) 
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MultiBand accelerated EPI pulse sequences 
 
Multiband accelerated EPI refers to ultrafast image acquisition with simultaneous excitation 
and acquisition of multiple slices per radio frequency pulse (instead of standard single slice 
stimulation). This method is particularly adapted for event-related protocols that require an 
optimized temporal resolution (TR~1 sec). However, it requires an ”unfolding process” to 
correct for aliasing artefacts and to increase Signal-to-Noise Ratio (SNR). This allows for a 
significant reduction of the effective TR by the number of simultaneously stimulated slices 
(depending on the acceleration factor). 
 
 

2. Modeling BOLD signal with the General Linear Model 
 
2.1 Introduction to GLM statistics 
 
The first statistical model of importance when dealing with fMRI data is the General Linear 
Model (GLM), a tool that enables estimating condition-specific contrasts in comparison to 
other conditions and/or baseline activity, while generalizing across events/trials, functional 
runs, sessions, observers etc. The main purpose of such a model is to test if a significant 
variation of BOLD signal can be attributed specifically to a variable/condition of interest (i.e., 
“Is the difference in BOLD estimates significantly different from zero between conditions A 
and B?”). 
 
The GLM is a linear model and can be explained with reference to linear regression: 
 
 𝑦 = 𝛽Y2 +	𝛽Y+𝑥 + 	𝜀  
 
Where y corresponds to the measured BOLD signal, 
x the predictor variable(s) 
𝛽Y2 an intercept term, 
𝛽Y+ estimate(s) of the slope or explanatory weight, 
𝜀 the residual error* (i.e., remaining unexplained variance, presumed to follow a Gaussian 
distribution with zero mean and variance of σ2) 
 
*Typically, it is important that quantitative fMRI data is acquired repeatedly for each condition 
of interest and baseline, so that the residual error for the mean is normally distributed, following 
the Central Limit Theorem. 
 
The GLM is used to model many repeated measures in time (time series). Therefore, the 
response variable y as well as the predictor x and the error 𝜀 are expressed as matrix equations 
as follows (1), usually rearranged into a matrix multiplication (2): 
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In addition, the GLM design matrix will generally include more than one explanatory variable. 
Therefore, the more regressors added (experimental or control conditions, button press, 
confounding factors such as head motion etc.), the more columns in the design matrix and the 
more complex the model. 
 
In design matrix (3), the first column of 1s represent the constant or baseline activity, whereas 
the three following correspond to different experimental conditions that can be compared via 
GLM contrast estimates. The corresponding 𝛽! coefficients estimate the weight of each 
explanatory variable 𝑥& in describing the measured 𝑦& signal. 

 
For further information, Poline and Brett (2012) published a very clear and concise review on 
GLM methods and applications, especially for fMRI. 
 
 
2.2 Multilevel GLM analyses  
 
Subject vs Group-level statistics 
 
In the previous section, a very schematic description of the GLM was provided. Nonetheless, 
statistically comparing GLM contrast estimates across multiple functional runs, sessions, or 
between individuals requires the implementation of several levels of analysis. Initially, one 
design matrix per run is generated, then a second-level design matrix at the session/individual 
level, and finally statistical analyses are pursued up to the group-level if a common standard 
template is used (e.g.: MNI152NLin2009cAsym). 
 
  

(1) (2) 

(3) 



- 61 - 
 

ROI-based analyses 
 
Defining regions of interest (ROI) that are hypothesized to be specifically involved in the 
investigated function is a way to minimize the issue of multiple comparisons (i.e., testing 
independently a large number of GLM contrasts at the voxel-level, which increases the Type 1 
error rate). However, certain rules must be followed in order to ensure that the localized ROI 
is not biased in relation to the contrast of interest (e.,g, arising from non-independence of 
measurements, see Kriegeskorte et al, 2009, 2010). For example, if a functional “localizer” 
sequence is used for the voxel selection of the ROI, then, the contrast of interest for the main 
experiment should not overlap with the localizer sequence. Moreover, ideally, each ROI 
analysis should be treated as an independent test. 
 
 
Regressing out confounding factors 
 
BOLD signals result from both neural and non-neural variables. As previously described, 
neural activity is inferred from the local changes in the BOLD signal. Non-neural fluctuations, 
however, arise from additional confounding sources: head motion, physiological fluctuations 
(due to cardiac or respiratory effects), etc. Greve et al., 2013 reviewed many of the potential 
sources of noise occurring during fMRI data acquisition (Fig. 20). If these potentially 
confounding signals are measured, they can be included as covariates in the GLM design 
matrix, to estimate their influences on the signal and thereby reduce their contribution as a 
source of uncontrolled variation or noise in interpreting the relevant contrasts. 
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3. Material & Method 
 
Participants 
 
Thirty-four healthy participants (24 females, mean age 25.5, s.e.m. 0.61) with normal or 
corrected-to-normal vision were included in the study. They each performed both a localizer 
task and a bistable motion experiment. Three participants were excluded because of poor 
performance on the fixation task and/or in reporting their perceptual state over time. All 
participants gave informed consent and were paid 20 euros for their participation. 
 
The experimental procedure was covered by the CMO regio A-N 2014/288 blanket approval 
called “Imaging Human Cognition” between the Donders Center for Cognitive Neuroimaging 
(DCCN) and the Medical Research Ethics Committee. 
 
 

Figure 20: Example of confounds that can be derived from global signal  
(with fMRIprep) 
Anatomical: GS: global signal, -CSF: Cerebro Spinal Fluid, -WM: White Matter 
Head motion: DVARS is the derivative of the estimated relative frame-to-frame  
bulk-head motion over voxels (Jenkinson et al., 2002).  
FD Framewise Displacement estimates bulk-head motion calculated  
using formula proposed by Power et al., 2012ab) 
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Experimental design and apparatus 
 
Before entering the scanner, each participant was allowed to practice and become familiar with 
the task during a short behavioral training period. The experimental session included 
simultaneous fMRI, behavioral and eye movement recordings. The scanning session included 
the acquisition of a standard structural MRI sequence (T1 MPRAGE 1mm ISO), together with 
a head scout and localizer (32-channel head coil). Functional volumes were Multi-Band 
accelerated Echo Planar Imaging (EPI) Pulse sequences (MB6 2mm ISO, TR1000). This type 
of accelerated sequence has the advantage of using a short repetition time (1000 ms) and a 6-
fold acceleration factor (number of slices simultaneously excited) that results in the acquisition 
of a multiband signal in a single EPI echo train. To correct for EPI image distortion, we also 
performed a field map and an inverted phase encoding direction EPI sequence.  
 
During the bistable motion task, and while fixating a central cross, observers were presented 
with a bistable moving plaid. Their task was to report dynamically each perceptual switch of 
motion percept they experienced. A three-alternative choice was made possible by means of a 
button box, and observers indicated their perceptual state at a specific time: component motions 
(“Component”), plaid (“Pattern”), or, if they were uncertain, an ambiguous percept (excluded 
from the analyses, see Analysis pipeline – behavioral data). In total, they performed 5 runs, 
with six one-minute trials each, of this task interrupted by 10 second intervals of intertrial 
break. The Component/Pattern report of perception served as a subjective measure reflecting 
perceptual decisions. The transition rate between the two perceptual states, i.e., how frequently 
subjects’ perception alternated, was used as a measure of motion bistability.  
 
In the same session as the main bistable perception task, 3 runs of functional localization were 
achieved. This localizer had two main purposes: first, defining the bilateral motion-selective 
complex hMT+ ; secondly, selecting within each visual area direction-selective subdomains. 
 
 
Main stimulus: bistable plaid 
 
The bistable plaid stimulus was tested and described in detail in the Psychophysics experiment 
(see Chapter 2, Fig.10 reported below).  

 
A critical experimental design feature necessary for inducing and measuring bistable motion 
perception is long-term viewing of the ambiguous stimulus (for review, see Hupé & Rubin, 
2003). For this reason, continuous one-minute trials were performed in this experiment. 
 
Long term presentation of the plaid stimulus resulted in an ambiguous motion perception, 
alternating between two percepts that remained stable for several seconds at a time. We will 
refer to these as Component (C) and Pattern (P) perceptual states. The stimulus input being 

Coherence (enhanced contrast): 
I/ l > l /B 

Transparency (reduced contrast): 
I/ d < d /B 

 

d 
I 

l 
B 

Figure 10: Transparency versus Coherence, a matter of depth-order 
Component motion perception is facilitated by transparency  
between gratings. A way to implement this is to vary the contrast  
of intersection region (I) relative to the rest of the plaid (l, d, B).  
Reducing this contrast will more probably elicit the component 
percept, whereas enhancing it has the opposite effect (pattern).  
For this reason, we created a hybrid plaid with one grating  
in reduced, the other in enhanced contrast regime  
(Stoner & Albright, 1990; 1992; 1996; 1998). 
 



- 64 - 
 

unchanged, we considered that each transitory button press corresponded to a perceptual switch 
towards a new state as reported by the observer. 
 
 
Localizer stimulus 
 
The functional localizer consisted of short trials (10 seconds) of non-ambiguous moving 
gratings randomly interleaved with static ones (each type repeated 13 times). The moving 
gratings were presented specifically in the directions matching either the perceived component 
(upward and downward directions) or pattern (rightward direction). Disambiguating the 
movement of lines seen through a small aperture design while preserving the 
orientation/direction combinations of interest, required modification of the original stimulus. 
In this context, we chose to use single gratings made of dashed lines, allowing the extraction 
of information from the local edges of the dashes and thereby restoring a two-dimensional 
motion signal. We also enhanced the contrast of the stimulus (white lines moving on a black 
background). This resulted in a strong and clear perception of motion direction (Fig. 21). 

 
 
Imaging data acquisition  
 
All MRI data were acquired on the 3T MAGNETOM Skyra MR scanner (Siemens AG, 
Healthcare Sector, Erlangen, Germany) at the Donders Center for Cognitive Neuroimaging 
(Nijmegen, Netherlands), using a product 32-channel head coil. All participants performed a 
unique fMRI scanning session of approximatively 1 hour. This session was composed of a 
standard MPRAGE T1w anatomical scan (315 s, resolution 1mm3, during which a training was 
performed), 5 runs of bistable motion (each lasting 430 s) and 3 runs of motion/direction 
localizer (400 s each). 
 
The anatomical scan consisted of a T1-weighted Magnetization Prepared Rapid Acquisition 
Gradient Echo (3D-MPRAGE, 256 sagittal slices, TR = 2300 ms, TE = 3 ms, flip angle = 8°). 
Furthermore, an initial slice positioning fieldmap was collected to ensure the functional 
coverage of V1, V2 and hMT+ (66 coronal slices, isotropic resolution of 2 mm).  
 
During the experimental runs, the BOLD signal was recorded using MultiBand (MB) 
accelerated Echo Planar Imaging (EPI) sequences with an acceleration factor of 6 (66 coronal 
slices, isotropic resolution of 2 mm, TR = 1000 ms, TE = 34 ms, Anterior-Posterior phase 
encoding). Finally, due to the fact that MB accelerated sequences provide a better temporal 
resolution at the cost of higher susceptibility-related artifacts, EPI data with the opposite phase 
gradient (Posterior-Anterior) were collected to efficiently correct for gradient field non-
linearity distortions. 
  

Figure 21: Direction-selective localizer stimulus  
with disambiguated moving gratings 
Dashed-line gratings moving either obliquely (blue arrows)  
or horizontally (red arrows) were shown to participants  
during 10-second trials. Gratings orientation and direction  
matched those perceived in the bistable plaid stimulus.  
Based on this independent localizer,  
direction-selective GLM contrast estimates  
enabled to define direction-selective units  
within visual cortical areas. 
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4. Analysis pipeline 
 
4.1 Behavioral data 
 
Participants indicated each perceptual switch by using a bimanual 8-button box response pad 
(HHSC-2x4-C). Three alternative choices were proposed, either reporting the Components, the 
Pattern, or reporting a mixed transitory percept. In order to avoid confusion and errors in the 
button presses, and to optimize response time, we assigned Component/Pattern responses to 
different hands (L/R). The subjective reports were used to define experimental conditions and 
study temporal dynamics of bistable perception, and later to realign and analyze the fMRI and 
eye tracker recordings. Any percepts shorter than or equal to 2 seconds or longer than 30 
seconds, and any report of mixed percept were considered as outliers and excluded from the 
analyses (Zhang et al, 2017). Excluded outliers represented on average 20% of the  
total dataset. 
 
4.2 fMRI Preprocessing 
 
Preprocessing steps were applied following fMRIprep analysis pipeline. First, T1w images 
were corrected for intensity non-uniformity (Tustison et al. 2010; Avants al., 2008) and skull-
stripped (Nipype implementation of the ANTs atlas-based brain extraction workflow). Brain 
tissue segmentation of CerebroSpinal Fluid (CSF), White-/ Grey-Matter (WM/GM) was 
defined (based on FSL Fast toolkits). Volume-based spatial normalization of the T1w reference 
was performed to the MNI152NLin2009cAsym standard space through non-linear registration 
(ANTs registration tool; Fonov et al, 2009). 
 
Regarding BOLD series, a reference volume was computed out of the aligned single-band 
reference images (SBRefs). A field map estimating susceptibility distortions was estimated 
based on the reversed phase encoding EPI sequence (AFNI; Cox, 1996) and enabled unwarping 
the data, providing a corrected EPI reference. This latter was used to co-register functional data 
to the T1w reference (using bbregister in Freesurfer) by implementing a boundary-based 
registration (Greve & Fischl, 2009) with 6 degrees of freedom. Head-motion parameters were 
estimated with respect to the functional reference (transformation matrix including 6 rotation 
and translation parameters, using mcflirt in FSL; Jenkinson et al, 2002) before any spatio-
temporal filtering was applied. The BOLD signal was slice-time corrected (using 3dT-shift in 
AFNI; Cox, 1996). The resulting BOLD time-series were then resampled to both native and 
standard space by applying a single composite transform to correct for head-motion and 
susceptibility distortions. 
 
FMRIPrep calculates several confounding time-series based on the preprocessed BOLD signal. 
Framewise displacement (FD) and DVARS were calculated for each functional run, both using 
their implementations in Nipype (following the definitions by Power et al., 2014). Three global 
signals were extracted within the CSF, the WM, and the whole-brain masks. Additionally, a 
set of physiological regressors were extracted to allow for component-based noise correction 
using the CompCor method (Behzadi et al., 2007). Principal components were estimated after 
high-pass filtering the preprocessed BOLD time-series (using a discrete cosine filter with 128 
s cut-off) for the two CompCor variants: temporal (tCompCor) and anatomical (aCompCor). 
tCompCor components are calculated from the top 2% variable voxels within a mask covering 
the subcortical regions. aCompCor components are calculated within the intersection of the 
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aforementioned mask and the union of CSF and WM masks calculated in T1w space, after 
projection to the native space of each functional run. 
 
After preprocessing with fMRIPrep, the confounds were inspected to determine if data met the 
criteria for inclusion. Subjects were excluded if more than 30% of time points exceeded a FD 
of 0.5 mm. Another reason for excluding subjects was if they did not experience a bistable 
perception or did not perform well at fixating the target cross when viewing the ambiguous 
plaid stimulus. For each subject, confound time-series included in the model were the six head-
motion parameters, the first six aCompCor components from WM and CSF mask, and FD.  
 
BOLD data were smoothed using SUSAN noise reduction nonlinear filtering that reduces noise 
whilst preserving the underlying structure. This is accomplished by averaging only neighboring 
voxels showing similar intensity, i.e., that form part of the “same region” as the central voxel. 
A 6 mm FWMH gaussian kernel was applied and the threshold for brightness intensity set to 
75% of the median value for every run. 
 
Afterwards, each volume of every run was scaled so that the median value of a specific run 
was set to 10000, and a scaling factor was estimated for intensity normalization. Finally, BOLD 
data were band-pass filtered using high-pass (0.008 Hz) and low-pass filtering (3rd-order 
polynomial function using the method of linear least squares) (see Savitzky & Golay, 1964; 
Press et al., 2007).  
 
 
4.3 fMRI analysis: GLM 
 
BOLD responses recorded during both the bistable motion and the functional localizer were 
assessed by applying an ROI-based fixed-effect general linear model (GLM) approach using 
the FSL implementation in Nipype. All regressors representing experimental conditions were 
convolved with a Double-Gamma hemodynamic response function (dgamma-HRF). For the 
localizer data (3 runs), four predictors (oblique (2) and rightward (1) motions, static stimulus) 
were represented with boxcar functions. For the bistable motion sequence (5 runs), we modeled 
the perceptual report (Component, Pattern and or Mixed motion) with Single Impulse (or stick) 
functions. The first-level (run-level) design matrix included predictors (experimental 
condition, button press) and motion correction parameters as confound predictors. Voxel 
timeseries were z-transformed and corrections for serial correlation were applied (using a first-
order autoregressive estimator). At this step, any run that did not fulfill the inclusion criteria 
either because of excessive head motion, poor fixation stability or unclear bistable perception 
was excluded from the analyses. In total, 3 participants were fully excluded from the study, 
two of them did not properly perform the task, and one excessively moved his head. Finally, 
for one participant, we decided to discard two bistable motion runs (out of five), because of 
excessive head motion (average FD>0.5 mm). 
 
The second-level (or subject-level) GLM design matrix was then created for each of the 
remaining 34 subjects by merging the run-based contrast parameters. The average BOLD 
response (z-score) was then extracted for each region of interest (ROI: direction-selective 
subdomains) within visual areas (V1, V2, and hMT+). 
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Finally, group-level statistics were calculated by implementing a Linear Mixed-Effects model 
(Bates et al, 2015) to account for between-subject variability, while testing the effect of 
variables (or interaction of variables) that best fitted the measured response variable.  
 
 
Brief introduction to Linear Mixed-Effect Models 
 
Once again, let’s start with a formal linear regression model that would estimate the BOLD 
signal as a function of explanatory variables in a matrix X: 
 
𝑌	~	𝛽2 + 𝑋𝛽+ + 	𝜀 
 
Where Y is the response variable, 
𝛽2 represents the intercept (estimate of response variable Y when X = 0), 
𝑋	, the design matrix of predictor variables, 
𝛽+ , vector of regression coefficients (fixed effect), 
𝜀 , error accounting for the residual variance (following normal distribution). 
 
This type of linear regression is ideal for homogeneous datasets. However, when there is 
significant variability within the observed sample due to multiple sources of variance (i.e., a 
structure including multiple randomly chosen levels, groups or individuals), then Linear Mixed 
Effect (LME) models will be the appropriate approach to describe the data. Here, the 
participants were considered to be randomly chosen so that the variance due to the choice of 
the participants sampled from the population is incorporated and estimated as an additional 
source of variance in the model. 
 
In the current situation, LME models consist in regression analyses that measure a dependent 
variable (the response variable) as a function of explanatory variables (or “effects”) measured 
across many repetitions on different participants. There are two main types of effects: fixed 
and random. A fixed effect will be used to test the effect of an explanatory variable of interest 
X (or interaction of variables) on response variable Y (with the variable levels of interest being 
set by the experimenter). On the other hand, a random effect applies to any variable whose 
level is considered a random draw from the population of potential levels that could have been 
chosen for the experiment. In a typical case, the random choice of subjects who participated in 
the experiment fits this definition. Only the variance of the random effects is estimated directly 
in fitting the model. The LME approach is widely used in experimental designs involving 
multiple levels of analysis (e.g., within-subject/group-level analyses). In fMRI, a very common 
application is for considering the effect of parameter X on the BOLD signal both at subject- 
and group-levels. In that case, several sources of residual variance in the data can be considered 
as potential random effects: subjects, sessions (if there were multiple scanning per participant), 
functional runs, etc. In addition to fitting the data better, this has the advantage of enabling 
more accurate predictions when aiming to generalize conclusions beyond the scope of the 
dataset. 
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An example of a simple LME model that includes a random intercept term is the following: 
 
(𝑌|𝑠𝑢𝑏)	~	𝛽2 + 𝛽+𝑋 +	𝛾2,#45 + 	𝜀	  
 
Where Y is expressed conditionally on random effect sub, 
𝛽2 represents the fixed or population intercept (estimate of Y when all independent variables 
are null), 
𝑋	, the design matrix of predictor variables, 
𝛽+	, vector of fixed effect coefficients, 
𝛾2,#45	, a subject specific random intercept, the product of the design matrix of random 
intercepts and a vector of random-effect coefficients that is assumed to be normally distributed 
and whose variance rather than the individual coefficients is estimated in the model,  
𝜀	, error accounting for the residual variance (normally distributed) 
 
The LME model can be made more complex as more terms are added, effects of interaction, or 
random slope coefficients (i.e., when the random effect includes variance terms for different 
intercepts and slopes per subject, for example). However, in order to avoid overfitting the data, 
the trade-off between goodness of fit and model complexity is taken into account. 
 
 
Regions of interest (1): visual areas 
 
The Freesurfer reconstruction tool enabled delineating anatomical regions of interest 
bilaterally, namely retinotopic visual areas V1 and V2, as well as hMT+ complex, the 
contiguous region of gray matter in the posterior middle temporal region responding more 
strongly to moving gratings than to stationary ones (selection of the 100 most specific voxels 
from the [Motion – Static] GLM contrast, p<0.01). For each participant, we first extracted 
bilateral V1, V2 and hMT+ masks (average size±sd , isotropic resolution 1mm: 9946.6 ± 753.1 
voxels ; 17037.0 ± 953.9 voxels ; 4060.5 ± 388.2 voxels, respectively). 
Within these anatomical masks, we used a functional localizer to reveal direction-selective 
populations of voxels.  
 
 
Decoding perceptual state  
 
In a first attempt to identify the neural codes of Component and Pattern perceptual states, we 
performed subject-level classification analyses. Given the rapid event-related design paradigm, 
we chose to use single-event beta estimates with the Least Squares Single (LSS) method 
(described in detail in Mumford et al., 2012; 2014). This consists of modeling a betaseries for 
each trial or event (a perceptual state for instance) independently in each voxel, instead of 
defining one average regressor representing a trial type as is done in more standard approaches. 
The advantage of such method is that it enables deconvolving the BOLD activity, particularly 
in the case of adjacent events that we want to distinguish. We implemented this using the 
NiBetaSeries tool (https://nibetaseries.readthedocs.io/en/stable/usage.html), with the LSS 
estimator and Glover’s Double-Gamma hemodynamic response function. Similar to the 
preprocessing steps described in a previous section of the current chapter (4.2 fMRI 
Preprocessing), a 0.008 Hz high-pass filtering was applied and the same motion regressors 
were added to the model. However, specifically for this analysis we did not perform any spatial 
smoothing that could interfere with the multivoxel pattern analysis (Misaki et al., 2013). 
Furthermore, to prevent potential confounding factors (e.g., behavior, oculomotor activity, etc.) 
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biasing the classification accuracy, we used independent datasets to train and test logistic 
regression classifiers to discriminate motion direction for each subject. After being normalized 
at the run-level, the betaseries were extracted and labeled according to their trial type (i.e., 
Rightward or Oblique for the localizer; Pattern or Component for the bistable motion task). 
The training step was carried out entirely within the localizer dataset, classifying multivoxel 
patterns of activity between Rightward and Oblique conditions. Subsequently, [Rightward vs 
Oblique] trained classifiers were tested at decoding the matching perceived directions in the 
bistable motion experiment, thereby aiming to discriminate Pattern from Component 
perceptual states. The goal of this analysis was to evaluate how similar neural representations 
of motion direction were between the stimulus-driven responses and the bistable perception.  
 
In order to assess the prediction accuracy of the model, we used the Receiver Operating 
Characteristic (ROC) curve, a metric that describes the trade-off between the true positive rate 
(TPR) and false positive rate (FPR) of a prediction. The prediction accuracy of the model can 
be assessed by the average area under the curve (AUC). The higher the AUC score, the more 
accurate the classification. According to David W. Hosmer and Stanley Lemeshow (2004), 
AUC scoring can be evaluated as follows: 
50 % = No discrimination (random)  
50-70 % = Poor discrimination 
70-80 % = Acceptable discrimination  
80-90 % = Excellent discrimination  
 
At the group-level, average classification accuracies are represented in figure 22 for each 
functionally defined motion-selective region in V1, V2 and hMT+. For each region, 
classification accuracy was compared to chance-level based on n=1000 permutation tests (i.e., 
after randomizing trial type labels of events). At the group-level, in V1 and V2, the from-
localizer-to-bistable classification analysis failed in generalizing decoding to perceptual states 
(unilateral paired t-test; V1: t=-1.54, df=33, p=0.85; V2: t=-2.82, df=33, p=0.99). Although 
classification was significantly more accurate in hMT+ (t=2.95, df=33, p<0.01), the 
classification accuracy remained within the range of poor discrimination (54.1%) (Fig. 22). 
This suggests that neural representations of internally induced perceptual states are dissimilar 
to those reflecting physical variations of motion signals. We hypothesized that such 
observations may indicate that neural units triggering perceptual switching are specific to top-
down induced percepts.  
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Figure 22: Generalized localizer-to-bistable 
classification in motion-selective visual 
regions 
Average z-scored single-event estimates  
were extracted. Logistic regression classifiers 
were trained on the localizer dataset to 
identify multivoxel patterns of activity 
representing motion directions [Rightward vs 
Oblique]. These classifiers were tested on the 
bistable motion dataset, decoding [Pattern vs 
Component] (PvsC) perceptual states. 
Group average AUC scores  
of classification were compared to chance 
level (n=1000 permutation tests). 
 
Classification was significantly above chance 
level only in hMT+ (**, p<.01),  
and not significant in V1 and V2 (ns). 
N= 34 observers 
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These results motivated the need to examine the activity of regions of interest which are more 
selective to the feature of interest, that is perceived motion direction, and to compare locally 
BOLD signal variations relative to perceptual states. Therefore, we decided to investigate 
bistable motion perception from the perspective of direction-selective units. 
 
 
Region of interest (2): Localization of direction-selective subdomains  
 
Each area’s average response to the unambiguous localizer sequence was used to map 
direction-selective subdomains independently of the bistable perception experiment. Prior to 
determining the optimal subdomain size, we considered how generalizable direction-tuning 
was across localizer runs. To evaluate this, we used a 3-fold cross-validation approach where 
each iteration consisted of two steps: 2 runs were picked to select the N most direction-selective 
voxels, and the remaining run was used to test the specificity of the selection in the estimated 
GLM contrast [Rightward vs Oblique]. This leave-one-run-out approach was repeated for 
different subdomain sizes (N = [25, 50, 75, 100] voxels). This range of sizes was determined 
based on the smallest functionally defined region hMT+ (i.e., after contrast estimate [Motion 
> Static]) that is significantly smaller than V1 and V2. Quantitative analyses of optimization 
of unilateral hMT+ functional localization reported an average size that is equivalent to 100 to 
150 voxels (for a voxel size of 2mm3) (Huang et al, 2019). Therefore, the maximal subdomain 
size for both Rightward and Oblique conditions was set to be smaller or equal to half of hMT+ 
minimal surface (i.e., 50 voxels per hemisphere, or 100 in total), and superior to ¼ of the total 
surface to ensure sufficient signal-to-noise ratio (>25 voxels). Statistical significance across 
sizes was evaluated using a LME model (with observer treated as a random effect (Bates et al, 
2015)). 
 
(𝑌|𝑠𝑢𝑏)	~	𝛽2 + 	𝛽+Area/Size/Subdom +	𝛾2,#45 + 	𝜀 
 
Where 𝑌 represents the average z-score of the Rightward vs Oblique GLM contrast estimate 
conditional on the subject random effect, 
Area/Size/Subdom is the nested fixed effect of Subdomain (Subdom: Rightward- or Oblique-
selective) within size parameter (Size: 25,50,75,100) within each visual area (Area: V1, V2, 
hMT+).  
 
The diagnostic plots in Fig. 23 for the model fits indicate that the model assumptions are 
reasonably met. The figure on the left indicates that there is no evidence of inhomogeneity in 
the distribution of the residuals nor of systematic bias as a function of the fitted. The normal 
quantile-quantile plot on the right displays the sorted residuals as a function of the theoretical 
quantiles of a normal distribution. The alignment of the points with the thin diagonal line 
indicates that ordered residuals do not deviate systematically from their expected values under 
the assumption of Gaussian error. 
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The fixed-effect estimates from the model fit are plotted in Fig. 24 as a function of subdomain 
size. The z-score decreases approximately linearly with number of subdomain voxels. Thus, 
direction-selectivity as indicated by z-score was maximized for N = 25 voxels in V1 and V2 
(the null hypothesis of no difference in selectivity explained by subdomain size was rejected at 
p<0.001) (table 2). In hMT+, although the differences between voxel size did not reach 
significance, we observed the same tendency, with N=25 voxels ensuring the strongest 
direction-selectivity.  
 
Therefore, within each area, we selected the top 25 rightward- and oblique-tuned voxels based 
on the average direction-selective contrast estimate (subject-level GLM, all localizer runs). 
Overall, these subdomains showed high direction-selectivity with z-scores ranging from about 
3.5 to 7.2 as presented in table 2. These subdomains, then, were used as the regions of interest 
for further group-level analyses. 
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Figure 23: Diagnostic plots of LME model for direction-selectivity (cross-validation) 
The Residual vs Fitted plot shows a random distribution of residual variance around zero. 
The Q-Q probability plot shows that data follows Normal distribution. 
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Figure 23: Direction-selectivity of subdomain in visual cortex as a function of subdomain size. 
From left to right, the coefficients estimated after the cross-validation, investigating the effect  
of subdomain size on the contrast of direction selectivity [Right vs Oblique]  
for size = 25, 50, 75 and 100 voxels. 
 
For V1 and V2, the smallest size (25 voxels) maximized direction selectivity  
within this cross-validation test, showing high specificity (V1: Z= 3.25; V2: Z=5.17, p< .01) 
In hMT+, although the effect of subdomain generalizing across runs was less strong,  
and independent of the size, it reached significancy (MT: Z=2.25, p< .01)  
N= 34 observers (minus 5 excluded due to weak subdomain’s localization) 
Fixed effect of subdomain size: ** p< .01 
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V1 V2 hMT+ 

Table 2: Table of average direction selectivity z-score  
Rightward > Oblique contrast estimate shows high specificity  
regarding Rightward (z-score > 0, p< .001) and Oblique (z-score < 0, p< .001)  
subdomains across visual areas at the group-level   
N=34 observers (minus 5 participants excluded due to weak subdomain localization)  
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Investigating perceptual decisions within direction-selective subdomains  
 
For each observer, we estimated the [P > C] contrast (perceptual state) within Rightward and 
Oblique subdomains. Our main hypothesis was that the P state would preferentially elicit 
response in Rightward subdomains, whereas the C state would more greatly activate Oblique 
subdomains. In order to test this hypothesis (against the null hypothesis of no preferential 
activation of subdomains with percept), we mapped [P > C] contrasts onto V1, V2 and hMT+ 
and extracted contrast estimates within direction-selective subdomains. 
 
Direction-selective and Perceptual decision maps are presented for five subjects as an example 
(Fig. 25, see others in Supplementary Fig. S1) associated with a table of z-scores (session-
level) per subdomain per area and a caption reporting the main results. The first table reports 
the average z-values measured in V1/V2 for the contrast estimates of [Rightward > Oblique] 
(column 1) and [Pattern > Component] (column 2), in both Rightward (1st row) and Oblique 
(2nd row) subdomains. A similar table is reported below for hMT+. Globally, the first column 
shows the degree of direction selectivity of the two subdomains, therefore we expect to find Z 
> 0 for Rightward subdomain and Z<0 for Oblique subdomain. If direction-selective 
subdomains reflect perceived (illusory) motion, we expect the same trend in the second column 
representing Pattern/Component selectivity (Z > 0 in Rightward subdomain and Z<0 in Oblique 
domain). For 5 subjects (out of 34), we were not able to identify Rightward and Oblique 
subdomains, therefore we excluded these subjects from group-level analyses and, thus, no z-
score tables are included for those participants in Fig. S1.  
 
Imaging data analyses were achieved via Nipype v1.8.2 interface (combining SPM, FSL and 
Freesurfer modules), and all statistical analyses were performed using the lme4 package (Bates 
et al., 2015) in the R statistical environment in RStudio (v2022.07.1+554). 
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 S1
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Pattern > Component

Rightward > Oblique

Pattern > Component

Figure 25.1: Direction-selectivity and Perceptual decision maps in subject 1 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (in blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (in cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest  
Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero:  p<0.01). 
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Figure S25.3 : Direction-selectivity and Perceptual decision maps in subject 3 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- ( orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing  
highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure 25.4 : Direction-selectivity and Perceptual decision maps in subject 4 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing  
highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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4.4 Group-level statistics: Linear Mixed Effect model 
S5

V1
/V

2
hM

T+

Rightward > Oblique

Pattern > Component

Rightward > Oblique

Pattern > Component

Figure 25.5 : Direction-selectivity and Perceptual decision maps in subject 5 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing  
highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure 25.8: Direction-selectivity and Perceptual decision maps in subject 8 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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4.4 Group-level analyses: Linear Mixed Effect model 
 
To account for the random effect of subject, the analyses were performed using an LME that 
permitted extracting conclusions at the group-level while accounting for random inter-
individual differences.  
 
We defined an LME model as follows (see diagnostic plots in Fig. 26): 
 
(𝑌|𝑠𝑢𝑏)	~	𝛽2 + 𝛽+Area/Subdom +	𝛾2,#45 	+ 	𝛾+,#45Area/Subdom + 	𝜀	  
 
Where 𝑌 is the z-score for the Pattern vs Component GLM contrast estimate conditional on 
subject, 
Area/Subdom is the nested fixed effect of Subdomain (Subdom: Rightward- or Oblique-
selective) within each visual area (Area: V1, V2, hMT+). 
The model includes both a random intercept 𝛾2,#45 for subject and a random slope 
	𝛾+,#45Area/Subdom for subdomain within area. Both of these random effects are assumed to 
be normally distributed with mean 0 and variances estimated to best fit the model. The 
diagnostic plots in Fig. 26 support that residuals from the model are in reasonable accord with 
the model assumptions. 

 
This model enabled us to test the main hypothesis that “Rightward/Oblique subdomains’ 
activity reflect Pattern/Component perceptual decisions” against the null hypothesis of no 
significant relation.  
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Figure 26: Diagnostic plots of LME model for Pattern/Component selectivity  
The Residual vs Fitted plot shows a random distribution of residual variance around zero. 
The Q-Q probability plot shows that data follow Normal distribution. 
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5. Results 
 
5.1 Behavioral results 

 
Before investigating the BOLD signal, we verified that the duration and number of perceptual 
switches recorded from participants (Component/Pattern button presses) were approximately 
balanced across the experiment. Therefore, we compared the number or reported perceptual 
switches per run and the average duration of perceptual states across reported Component and 
Pattern intervals. 
 
Figure 27a shows the average number of reports per run for component and pattern. Statistical 
analysis indicated no significant difference in the number of reports (26.0 ± 9.2 times for the 
Pattern; 26.4 ± 8.0 times for the Components; t=0.58, df = 33, p=0.56) (Fig. 27a). Moreover, 
the number of reports showed little variation across runs (as indicated by 95% confidence 
intervals), showing no apparent effect of perceptual learning with experience.  
 
Figure 27b shows violin plots for the average duration of pattern and component percepts. 
While both percepts occurred about equally often, on average the perceptual duration was 
significantly longer for the Component percept (as indicated by black dots: 7.5 ± 2.7 s 
(mean±sd) against 5.4 ± 1.5 s for the Pattern; t=4.16, df=33, p<0.001). A comparison of the 
medians (as indicated by grey dots) suggests that the significancy of the difference in means 
was possibly influenced by the greater skew of the component distributions as the more robust 
median values are lower for both pattern and component and more similar. 
  

Figure 27: Duration and proportion of each perceptual states  
during a bistable motion stimulation 
(a) Average number of occurrences per run (not significant, ns) 
(b) Distribution of the average duration of Pattern/Component percept 
(paired two-sample t-test p<.001***) 
N = 34 observers 
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5.2 Estimate of the Pattern/Component selectivity 
 
We aimed to test whether the BOLD responses in early visual areas (V1 and V2) and hMT+ 
simply responded to physical stimulus properties, or also reflected the subjective perceptual 
state of observers. To answer this question, we determined whether these regions exhibited 
differential activity depending on whether observers reported perceiving Pattern motion (in the 
rightward direction) or Component motion (in the oblique directions).  
 
We estimated the Pattern versus Component selectivity z-score based on the GLM contrast 
estimates [Pattern > Component]. In all areas, we found a subdomain-specific modulation of 
perceptual state. We tested the significance of this by comparing the goodness of fit of two 
nested LME models, with and without the subdomain-based perceptual effect, using a nested 
likelihood ratio test (LRT) including all visual areas. Pattern versus Component contrast 
estimates significantly differed between Rightward- and Oblique- selective subdomains (LRT 
(all areas): 𝜒4 = 46.3, 𝑝 < .001	) (Fig. 28). Overall, rightward-selective subdomains responded 
preferentially to the Pattern percept. Conversely, Oblique-selective subdomains showed a 
Component preference (significant in all visual areas). Interestingly, the Pattern vs Component 
contrast estimate was not significantly different from zero in V2 and hMT+ for the rightward 
domains (95% confidence intervals include 0), even though the differences between 
subdomains differed significantly (i.e., the interactions were significant).  
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Figure 28: Pattern/Component contrast estimate  
within direction-selective subdomains of visual cortex 
From left to right, the score of Pattern vs Component  
[P > C] preference between Rightward (R) and Oblique (O)  
direction-selective subdomains in V1, V2 and hMT+ 
 at the group-level. P vs C induced response  
significantly differed as a function of direction-selectivity  
(R vs O) in all areas. 
 
Pattern preference (Z>0) in right subdomain was significant only in V1. 
Component preference (Z<0) in oblique subdomain was significant in all areas. 
Linear Mixed Effect Model comparison (LRT): 
Fixed effect of subdomain: *** p<.001 
N= 29 observers (5 runs) 
 

*** *** *** 
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These are marginal effects, however and, as such, are not usually interpreted in the presence of 
a significant interaction. Nevertheless, one can wonder if the fact that we observe a stronger 
selectivity in oblique subdomains consistently across areas suggests that the neural mechanism 
underlying switching percepts operates differentially in relation to the orientation mechanisms 
sensitive to the components (here the oblique directions) rather than the pattern sensitive 
direction (here represented by the rightward subdomains). 
 
 

6. Conclusion  
 
In this Chapter, two fundamental aspects of bistable motion perception were presented. 
Behaviorally, we found that for the conditions that we defined in the previous chapter, the 
temporal distribution of Pattern/Component perceptual states was balanced. This constituted 
the critical criterion in deciding to include or not participants in the statistical behavioral and 
fMRI analyses. Unbalanced bistable perception (i.e., an experimental condition with fewer 
repetitions in time) could have generated a bias in the estimation of Pattern vs Component 
selectivity, that is the main result of interest. 
 
For the functional neuroimaging, it was possible to localize and optimize the size of direction-
selective subdomains within visual areas of most observers. A few observers for whom this 
was not possible were excluded from group-level analyses. At the group-level, we found a 
significant interaction between the activity in the direction-tuned subdomains and perceptual 
state. The Pattern vs Component contrast in rightward subdomains was significantly higher 
than that in oblique subdomains, thus, indicating that perceived direction was associated with 
the activity of specific directional subdomains. The key finding was that this effect was found 
as early as area V1, with oblique subdomains preferring Component percept while rightward 
subdomain was tuned to Pattern percept. Area V1 is presumed to not contain pattern-selective 
motion detectors, therefore we hypothesize that this result reflects the existence of motion 
integration signals being fed back from higher-level visual areas (Fig. 28). In V2 and hMT+, 
we consistently found the preference of Oblique subdomains for Component percept, and the 
significant difference between Oblique and Rightward subdomains’ [Pattern > Component] 
contrast estimates. However, we could not replicate the preference of Rightward subdomain 
for the Pattern percept (contrast estimate z-value was not significantly superior to zero). One 
speculation is that the neural units responding to Component motions might be more influential 
than those responding to the Pattern in driving the perceptual switching. This is consistent with 
the results of our previous classification analyses within motion-selective visual regions 
suggesting that the neural mechanisms underlying bistable motion perception are specific and 
distinct from responses of direction-tuned units to unambiguous Rightward and Oblique 
moving stimuli. 
 
The general results will be more thoroughly discussed in the general conclusion. In the next 
chapter, additional analyses were implemented to examine potential influences of eye 
movements on the results. 
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CHAPTER 4:  
Analysis of a potential role of Eye Movements 
in Bistable Motion Perception  
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1. Effect of eye movements in bistable perception 
  
Motivation 
 
Several studies support the theory that local competition between multiple mental 
representations of a stimulus is the driving force for bistable perception, as an attempt to 
interpret noisy sensory signals based on statistical regularities (see comment by Hupé et al., 
2008). Nevertheless, alternative hypotheses formulate a role for involuntary eye movements in 
triggering perceptual switches. Some research studies investigating the neural correlates of 
bistable perception have shown associated oculomotor physiological markers that predicted 
perceptual state (Wilbertz et al., 2018; Brych et al., 2021).  
 
 
1.1 From sensing to perceiving 
 
Filling in perceptual gaps 
 
Primates produce a variety of eye movements aiming to explore the surrounding visual 
environment and to build internal representations. This is achieved through both active and 
passive sensing. In terms of eye movements, active scanning refers to voluntary oculomotor 
activity that is intended to explore the environment either globally or by selectively focusing 
attention on local features. Passive scanning, however, consists in small reflexive eye 
movements automatically induced in response to visual stimulation. Perception arises from the 
extraction of the most salient/relevant information based on both external and internal factors. 
Due to the fact that visual scanning is punctuated by eye movements, blinks and occluded 
visual targets, the sensory input contains gaps (i.e., periods where the sensory signal is either 
partially or completely blocked, distorted or attenuated). Consequently, re-creating a smooth 
perception from the sampled information requires computational processes of perceptual 
inference and interpolation. It was proposed that this perceptual filling-in is made possible by 
inhibitory signals, originating from subcortical oculomotor regions (Reppas et al., 2002; 
Ramcharan et al., 2001; Berman and Wurtz, 2011; Frost & Niemeier, 2015), that would 
suppress motion sensitivity specifically in hMT+ complex (and other motion-selective dorsal 
areas) around the time of the gap (Ibbotson et al., 2008; Bremmer et al., 2009; Berman and 
Wurtz, 2011). Following the idea that the world is filled with statistical regularities, and 
assuming that our brain machinery makes predictions based on prior information, it seems 
reasonable to assume that it is unlikely that a major change will occur during the sensory gap 
(von Helmholtz, 1967). In principle, highly predictable stimuli (e.g., stationary objects, 
repeated items, ordered sequences, etc.) will be easy to fill-in, e.g., by interpolation, 
extrapolation or repetition of information at the gap boundaries. Nonetheless, the underlying 
neurocomputational processing becomes more complex when dealing with unexpected events.  
 
 
Visual tracking of moving targets 
 
When tracking a moving stimulus and depending on the nature of the signal (variation of speed, 
size, direction, contrast, etc.), the oculomotor system adapts to the object’s motion, enabling 
the formation and updating of the image of the target on the retina (for reviews see Krauzlis, 
2004; 2005). Different types of eye activity are elicited depending on the speed of the target. 
When the target moves slowly (velocity < 30°/s), smooth pursuit eye movements are made to 
track the object’s motion while stabilizing the image at the fovea (i.e., region of the retina with 



- 87 - 
 

the highest visual acuity). However, for higher speeds, the tracking may not keep up with the 
target, and the need to “catch-up” leads to rapid ballistic eye movements, called saccades, 
towards the object. 
 
 
Tracking through smooth pursuit 
 
We have seen that eye velocity is closely related to retinal motion signals as it adapts to the 
target motion. Smooth eye pursuit corresponds to a continuous activity characterized by slow 
rotations (eye velocity < 50 deg/s) of the eyes made to compensate for a target’s (slow) motion.  
 
In Humans, smooth pursuit eye movements in response to a moving visual target usually have 
a latency of about 80–120 ms (Carl and Gellman, 1987, Krauzlis, 2004), although it can vary 
as a function of the stimulus properties (e.g., Tychsen & Lisberger, 1986; Ferrera and 
Lisberger, 1995; Krauzlis et al., 1999; Spering and Gegenfurtner, 2008) and be influenced by 
predictions of the target trajectory (e.g., Bahill & McDonald, 1983).  
 
Although it is continuous, smooth pursuit is composed of an initial phase (∼100 ms) during 
which eye velocity is driven by the retinal image before it adapts to the velocity of the target. 
Concretely, an accelerated movement is first made towards the target, and then, the object of 
interest is maintained and stabilized at the fovea (Lisberger et al., 1987, Tychsen and Lisberger, 
1986). 
 
 
“Catching up” with saccades 
 
For higher-speed motions, correctional or “catch-up” saccades are made to compensate for 
retinal image slippage (De Brouwer et al., 2002). The visual system is equipped to track motion 
signals up to a velocity of 100°/s (Meyer et al., 1985). Unlike smooth pursuit, saccadic eye 
movements refer to discrete, ballistic movements that enable fast displacement towards the 
target of interest. 
 
 
Pupil dilation 
 
Pupillometry, or the measurement of changes in pupil diameter as controlled by the autonomic 
sympathetic nervous system, is a relatively old method that has been shown to reveal valuable 
information on neural activity. Indeed, pupil dilation in the absence of luminance changes is a 
physiological marker that has been associated with attention, interest, emotion, or more 
generally with mental workload and arousal (Iqbal et al., 2004; Tullis & Albert, 2008). 
 
Changes in pupil size have been associated with specific visual processing such as the transition 
from component to pattern motion and vice versa (Sahraie & Barbur, 1997). Interestingly, this 
phenomenon persists even in the case of internally-driven perceptual alternation, while visual 
stimulation remains unchanged. Conducting tasks of bistable motion perception, Einhäuser et 
al. (2008) reported an increase in pupil diameter, mediated by a release of norepinephrine (NE) 
in the locus coeruleus (a subcortical structure), that coincided with the time of perceptual 
switch. Notably, they suggested that pupil dilation was a reliable predictor of the stability (i.e., 
duration) of the upcoming perceptual state. Two more recent studies that aimed to replicate 
these results following the same methodology (Lamirel et al., 2008; Hupé et al., 2009) found 
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the same variations of pupil dilation around the time of perceptual switching, but it was argued 
that the predictive effect of pupil response was mainly an artefact of very short percepts (< 3 
sec), where variations of pupil diameter overlapped from one percept to the next. It resulted 
that discarding these short percepts fully abolished the positive correlation. Alternatively, they 
proposed that motor responses (button presses) and blinks explained most of the pupil 
modulation over time.  
 
 
1.2 Eye control and perception in visual cortex 
 
A brief review 
 
It is commonly accepted that sensory signals ascending and descending the visual cortical 
hierarchy participate in progressive levels of information processing over different spatial 
scales and complexity levels. Therefore, activity recorded within visual cortex can reflect 
sensory input, higher-level mental representations, but also attentional and oculomotor activity. 
I will not elaborate on attentional control in this chapter, but Wang & Kowler (2021) 
demonstrated that smooth pursuit activity is a reliable feature in estimating the distribution of 
attention during perceptual tasks involving dynamic display. 
 
Bogadhi and collaborators (2011) proposed a Bayesian framework explaining oculomotor 
activity in the light of two recurrent cortical loops involved in motion integration, with area 
hMT+ playing a central role. Such visual processing illustrates two important properties of 
oculomotor function. First, while retinal motion information is being collected through smooth 
eye pursuit, fast corrections (saccades) of the eye tracking error /delay can occur (possibly 
through hMT+-to-V1 feedback) (Bayerl & Neumann, 2004; Montagnini et al, 2007). Second, 
it was described that the inhibition of visual input signals to smooth out transient changes in 
the image (i.e., perceptual gaps) utilizing higher-level non-retinal signals originated from 
higher-level cortical areas (possibly through Frontal Eye Field-to-hMT+ feedback) (Newsome 
& Paré, 1988; Ilg & Their, 2003). 
 
Because they are intricately entwined, disentangling neural correlates of perception from eye 
movement-related activity remains challenging. However, it can be a confounding factor when 
investigating FB function. Interestingly, electrophysiological studies in awake monkeys 
revealed systematic differences in the temporal profile of activity in hMT+ neurons: while 
motion integration signals (representing pattern motion) were recorded within 60 ms post-
stimulus, smooth pursuit activity occurred after 100 ms approximately (Pack & Born, 2001). 
This finding suggests that the oculomotor response may have been a result of a change in 
perception (e.g., from component to pattern percept) instead of the reverse. This observation 
was subsequently confirmed by other research studies that experimentally investigated eye 
movements independently of conscious perception. An example of this is that small 
fluctuations in the input signal are not always consciously perceived even though they are 
processed by the oculomotor system, as indicated by triggering of eye movements (Tavassoli 
& Ringach, 2010). 
 
It remains undetermined if oculomotor activity and motion processing depend on similar 
mechanisms or are processed in parallel (Stone and Krauzlis, 2003 ; Dürsteler and Wurtz, 1988 
; Komatsu and Wurtz, 1988; 1989 ; Ilg and Thier, 2003). This question cannot be resolved by 
fMRI as this technique does not provide a sufficient temporal resolution to accurately 
discriminate between the two signals. However, a recent study conducted a series of experiment 
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aiming to determine the causal effects of ocular following response to moving gratings through 
apertures of varying size, orientation and/or direction. They demonstrated that directional eye 
movements were affected by orientation-selective mechanisms rather than direction (Sheliga 
et al., 2015), in a way that reflects the end-stopping property of complex cells in V1 
(Cavanaugh et al, 2002). Therefore, we expected that the oculomotor activity during a task of 
bistable motion where only direction (and not orientation) is perceived differently over time 
would not constitute a perceptual bias. To ensure constant visual stimulation during the viewing 
of the bistable moving plaid, we limited eye movements (via a fixation task) and controlled for 
involuntary residual eye activity. This enabled to investigate what if any role eye movements 
may play in the perceptual switching in bistable motion perception. 
 
As discussed in the introduction when performing motion integration, eye movements tend to 
follow the dominant perceived direction. Initially, they are driven by local component motions, 
hence conforming to the Vector Sum model prediction (Chen et al., 2005). After approximately 
200 ms, eye tracking progressively adjusts to the object’s global velocity vector which yields 
ocular response closer to the IOC prediction. However, these conclusions resulted from 
experiments with short presentation times and allowing voluntary eye movements (Wilbertz et 
al, 2018) (i.e;, there was no fixation task), therefore, such an effect, if it exists, is expected to 
be weaker when performing a fixation task. 
 
 
Isolating perceptual decisions from oculomotor activity  
 
Isolating the activity reflecting perceptual decisions from oculomotor responses is challenging 
if not impossible. However, in order to maximize the chance, we designed an experiment with 
a highly controlled eye tracking environment. To achieve this, we gave our participants a 
somewhat simple task: they had to lock their gaze on a cross in the center of the screen (hence 
avoiding voluntary eye movements) while reporting their perceptual switches. However, 
involuntary oculomotor response remained and should be accounted for. Based on the analyses 
of the eye movements in relation to perceptual state, we tested for any significant bias in the 
eye movements made within a particular state, or just before a perceptual switch. Finding a 
significant effect of the eye movements would impose to add this explanatory variable to the 
list of confounding factors in our fMRI model design matrices.  
 
 
Investigating involuntary eye movements 
 
In contrast to voluntary pursuit and saccadic eye movements, involuntary eye movements refer 
to reflex oculomotor activity and occur at shorter latencies and over smaller amplitudes (Miles 
et al., 1986). Nonetheless, they are driven by similar neural mechanisms as it was reviewed 
extensively elsewhere (e.g., Ilg, 1997; 2002, Keller and Heinen, 1991, Krauzlis, 2004; 2005, 
Thier and Ilg, 2005). 
 
In theory, when asked to fixate a stationary target stimulus during the presentation of a moving 
stimulus, observers who perform well at the task will succeed in inhibiting their voluntary 
oculomotor responses; however, they will have no control over involuntary residual 
movements. One example of such reflex movement is Optokinetic Nystagmus (OKN) that is 
characterized by two phases: a slow eye drift that consists of a smooth movement made in the 
direction of a moving target, and a fast correctional (micro)saccade back to the fixation target 
(see example in Fig. 29). 
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OKN has been shown to provide a reliable estimate of perceptual state in bistable perception 
(Enoksson, 1963 ; Watanabe, 1999 ; Wei & Sun, 1998 ; Naber et al., 2011). Thus, it behooves 
us to examine its relation to perceptual state in bistable motion. 
 

 
2. Material & Method 

 
 
Data collection 
 
We analyzed the eye movement data of all the individuals who were included in the fMRI 
group-level analyses, excluding 5 participants whose eyetracker recordings experienced 
technical problems, resulting in a dataset of N=24 observers. An Eyelink 1000+ setup 
synchronized to the fMRI scanner tracked oculomotor activity (raw eye position, saccades, 
blinks, pupil dilation). The Eyetracker system was set on monocular mode (tracking left eye), 
and a 9-dot calibration was performed before data collection began, to ensure high gaze 
accuracy and quality of recording. Eyetracking constituted an important measure to obtain 
during the whole session, as it has been shown that in the absence of an attentional/fixation 
task, eye movements reliably predict perceptual state (Wilbertz et al., 2018).  
 
 
Extraction of eye-velocity features 
 
In spite of the fact that observers were trained to fixate on a central target, involuntary eye 
movements persisted in response to the moving stimulus. We extracted both the speed and gaze 
direction following a methodology that was inspired by Wilbertz and collaborators. We 
extracted two-dimensional raw eye position (pixels) per millisecond, that was converted to 
degrees of visual angle (deg) based on distance to the screen and pixel size. In order to realign 
the eye data timeline to behavior (button presses), we added a 500-millisecond time lag to the 
eyetracker recordings. Then, we excluded blink periods as assessed by the Eyelink 1000+ 
system (± margin of 10 additional ms before and after). The velocity was computed as the 
difference between two successive eye positions divided by ∆time (1ms). We excluded 
artefacts that were mostly due to technical signal loss, and selected involuntary eye movements 
by removing any data where the rolling mean of absolute velocity over a 500-milisecond 
window was < 15 deg.s-1 and the absolute acceleration < 100 deg.s-2. Subsequently, we applied 
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Figure 29: Extracting eye movements from the eyetracker recording 
The plot shows an extract of the left eye’s horizontal displacement  
(in deg of visual angle) over time recorded during a session  
of bistable motion perception.  
 
Upward and Downward arrows indicate rightward and leftward  
eye movements, respectively. The trace illustrates the two phases of  
OptoKinetic Nystagmus, that consist of a slow drift in the direction  
of the moving target, followed by a fast saccade back to fixation. 
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a smoothing filter to the selected eye velocity by computing rolling means over 500-
millisecond window. We repeated this process for both vertical and horizontal dimensions. 
 
 

3. Analyses pipeline 
 
3.1 Analyses 1: Predicting perceptual state from previous eye movements 
  
In the context of the bistable moving plaid, observers experienced one of two percepts, either 
the Pattern (0°, rightward) or the Components (±62.5°). To exclude the possibility that 
involuntary eye movements accounted for the neural correlates of the perceptual decisions, we 
investigated horizontal eye movement velocity over the 1 second interval before a perceptual 
switch and compared Pattern and Components conditions.  
 
We fitted a model representing perceptual state as a function of eye velocity and performed 
decoding analyses in which we estimated how accurate model predictions were in classifying 
Pattern from Component perceptual state. We hypothesized that if there was an effect of eye 
movements relative to the perceptual state, this would be reflected by a specific pattern in eye 
movements made just before perceptual switches (Wilbertz et al., 2018).  
 
For each subject, we extracted the average standard deviation of the eye movement velocity 
over the 1-second interval before each perceptual switch along both horizontal and vertical 

Figure 30: Diagnostic plots of binomial glm representing perceptual state as a function of velocity features 
Linear predictor (aka "fitted") vs residuals (using jackknife deviance residuals,  
computed as sign(dev) * √ (dev2 + h * rp2)  
where dev is the deviance residual;  
h is the hat value;  
and rp is the standardized Pearson residual). 
 
Ordered deviance residuals vs quantiles of standard normal: "Q-Q plot" (using standardized deviance residuals) 
Leverage (ℎ/(1−ℎ)) vs Cook statistic, a more conservative rule to decide which influential points might be  
Outliers Case vs Cook statistic. 
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dimensions (𝜎7	and	𝜎8, deg/s). We fitted a binomial glm with a logit link estimating perceptual 
state (Resp, P or C) as a function of the x and y eye velocity’ standard deviations for the group. 
Diagnostic plots show that fits were not affected by influential outliers or collinearity between 
explanatory variables. The unusual form of the diagnostic plots is typical for binomial glm 
models, which are interpreted based on Gaussian models of error rather than the binomial 
deviance residuals used in the plots in Fig 30.  
 
 
It was found that 𝜎8	and	𝜎7	significantly differed across conditions showing bigger velocity 
variations for Pattern than for Components.  
The classification model was fitted to the data and estimated coefficients are as follows: 
 
Model: Resp ~ 𝜷𝟎 + 𝜷𝟏𝝈𝒚 +	𝜷𝟐𝝈𝒙 + 	𝜺, family = binomial) 
 
Coefficients: 
    Estimate SE  z-value  Pr(>|z|) 
𝛽,    0.1013 0.1582  0.640  0.52 
𝝈𝒚    0.6166 0.1028  5.998  2e-09 *** 
𝝈𝒙    0.5255 0.1519  3.461  5.4e-04 *** 
 
Significance code:  *** p< 0.001 
 
With Resp representing perceptual state as reported by observers, 
𝛽2, the intercept (Resp = Component) 
𝜎7	and	𝜎8 ,	the linear predictor variables, 
𝛽+	and	𝛽9, regression coefficients 
𝜀 , Gaussian error accounting for the residual variance 
 
We chose to perform within-subject decoding analyses to account for individual heterogeneity. 
As both 𝜎7	and	𝜎8 were correlated to perceptual state, we used these two explanatory variables 
to classify the response variable, perceptual state (Pattern/Component). We conducted a 5-fold 
cross validation decoding analysis (leave-one-run-out), training the model on Pattern vs 
Component discrimination based on the two velocity-based features  
 
Below (Fig. 31), is represented the 5-fold cross validation ROC curves for each observer, with 
the mean and standard deviation of the classification scores. The light grey line represents 
chance-level performance (AUC score = 50%).  
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The average AUC score for the group was 68% with a 95% confidence interval CI95 = [61% , 
75%], falling into the category of “poor-to-acceptable discrimination”.  
 
However, because classification was significantly superior to chance-level in most subjects, 
we need to compare the eye movements recorded during the bistable perception to a task that 
showed very little eye movement dependence: the localizer task. Indeed, because the localizer 
task consisted of short presentations of single gratings moving unambiguously, observers 
performed particularly well at fixating the cross in the center of the screen. However, due to 
the fact that there was no perceptual switch during the localizer sequence, the comparison was 
made on the basis of the eye movement variations occurring within (not before) a particular 
condition (Localizer: Right vs Oblique trials; Bistable: Pattern vs Component percept). 
 
 
3.2 Analysis 2: Comparison Localizer/Bistable perception 
 
In order to compare between tasks, we extracted the same variables as previously, 𝜎7	and	𝜎8. 
We hypothesized that any dominance in vertical/horizontal eye velocity variation would be 
significantly correlated to the perceptual state. Due to the fact that the Component percept (or 
Oblique condition for the localizer) contains two concurrent directions that are symmetrical in 
relation to the x axis, 𝜎p8 was expected to be higher than 𝜎p7. Conversely, during the Pattern 
percept (main task), as only rightward motion is experienced, we expected the reverse trend, 
with 𝜎p7	being predominant. These are the expected results if there was a bias in the direction 
of the eye movements during bistable perception. Addressing our initial question, we tested the 
correlation between vertical/horizontal eye velocity variations and perceived motion for each 
observer (relative to Pattern/Component percepts or Rightward/Oblique trials). 
  
We used Deming regression to explore the relation between the two spatial dimensions (x,y) 
of the eye movement dataset. This is implemented in the R package deming using the deming 
function (https://cran.r-project.org/web/packages/deming/index.html). 
 

!"# = 0.57 ± 0.06

S33

!"# = 0.73 ± 0.06

S34

Figure 31: Subject-level classification analyses of perceptual state as a function of pre-switch eye velocity 
The average 5-fold AUC score, that is the area under the ROC curve (sensitivity ~ (1- specificity)) reached 
significancy (AUC±sd>50%) for most observers. 
 
This indicates that pre-switch eye velocity features performed better than chance at predicting the 
perceived motion (P or C).  
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Deming regression, also called total and principal components regression, is a method aiming 
to estimate the line that best fits a dataset when both variables are subject to measurement error, 
as is the case here.  
 
The slope, 𝛽Y+was estimated based on the following equation: 
 

𝛽Y+ =
#-./	:#-/;	<#-./	:#-/;=:#-/-.

0

9#-/-.
  

 
With 𝑠𝜎𝑦  , the estimated variance of 𝜎8, 
𝑠𝜎𝑥  , the estimated variance of 𝜎7, 
𝑠𝜎𝑥𝜎𝑦  , the covariance of 𝜎7,and 𝜎8,, 
𝛿, an	error	term	(𝛿 = 1	as	measurement	methods	were	equivalent)	 
 
The intercept 𝛽Y2 was defined as: 
 
𝛽Y2 =	𝜎p8 −	𝛽y1𝜎p7 
 
In general, most observers showed stronger variations of vertical eye velocity, no matter which 
motion direction was perceived. In other words, eye velocity variations were not relevant to 
perceived motion. At first glance, it seems surprising that vertical eye movements dominated 
over horizontal ones, even when horizontal motion was perceived. One possible explanation is 
that that eye movements were made in the direction of the Fourier energy of the component 
gratings, hence reflecting first-order physical properties of the stimulus rather than perceived 
motion direction. This would be the case if the eye movements were responding to units with 
small oriented receptive fields subject to an aperture effect (Sheliga et al., 2015). 
 
The individual Deming regression profiles are illustrated in Fig. 32 for the bistable perception 
(columns 1-2) and the localizer task (columns 3-4). 
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Below are represented all the individual plots for both the bistable perception and the localizer 
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task, estimating coefficients as previously described in our Deming regression model.  

S13

S14

S15

S16

S18



- 100 - 
 

I. General conclusion 
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Figure 32: Individual plots of vertical/horizontal eye velocity regression model 
We modeled Deming regression independently for the bistable perception and localizer task  
independently for each observer. The estimated slope (𝛽1" ) and intercept (𝛽1# ) are plotted  
against the identity line (where 𝛽1"=1 and 𝛽1#=0, dashed line) to evaluate potential bias. 
A value of 𝛽1"  > 0 was indicative of a bias towards vertical eye velocity variations;  
and reversely, 𝛽1"  < 0 of horizontal bias. Model’s goodness of fit was also  
estimated as r2 (where 0 < r2< 1) 
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Statistically, we performed two paired t-tests to compare the slope coefficients between Pattern 
and Components (bistable perception) on the one hand, and Rightward and Oblique (localizer) 
on the other hand. 
 
 

4. Results 

 
Bistable perception: Paired t-test 
data:  𝜷)𝟏 by percept (intercept: P) 
t = 0.68, df = 23, p-value = 0.50 (not significant) 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -10.6  21.0 
 
  

Figure 33: Group-level plot of vertical/horizontal eye velocity regression model during bistable perception 
We modeled Deming regression during bistable perception for the group (N=24). 
The estimated slope (𝛽1") and intercept (𝛽1#) are plotted against the identity line  
(where 𝛽1"=1 and 𝛽1#=0, dashed line) to evaluate potential bias. 
A value of 𝛽1"  > 0 was indicative of a bias towards vertical eye velocity variations;  
and reversely, 𝛽1"  < 0 of horizontal bias.  
Model’s goodness of fit was also estimated as r2 (where 0 < r2< 1) 

Components 
Pattern 
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Localizer: Paired t-test 
data:  𝜷)𝟏 by percept (intercept: P) 
t = -0.88, df = 23, p-value = 0.38 (not significant) 
alternative hypothesis: true difference in means is not equal to 0 
95 percent confidence interval: 
 -8.19  3.30 
 
 
At the group-level, we found no significant bias regarding vertical/horizontal velocity 
variations, neither across Pattern/Component perceptual states (bistable perception, Fig. 33) 
nor Rightward/Oblique trials (localizer, Fig. 34). The 𝛽Y+ coefficient of linear regression 𝜎8 =
𝛽y0 +	𝛽y1𝜎7 + 	𝜀 did not significantly differ across conditions. Moreover, we confirmed that 
the residual bias towards making faster eye movements along the vertical axis is generalized 
across all conditions and motion-related tasks.  
 
The results do not support the hypothesis of a recurrent bias in the eye movements that would 
affect the neural correlates of perceptual decisions in early visual areas. 
 
  

Figure 34: Group-level plot of vertical/horizontal eye velocity regression model during localizer 
We modeled Deming regression during the localizer for the group (N=24). 
The estimated slope 𝛽1" and intercept  𝛽1# are plotted against the identity line  
(where 𝛽1"=1 and 𝛽1#=0, dashed line) to evaluate potential bias. 
A value of 𝛽1"  > 0 was indicative of a bias towards vertical eye velocity variations;  
and reversely, 𝛽1"  < 0 of horizontal bias.  
Model’s goodness of fit was also estimated as r2 (where 0 < r2< 1) 

Oblique 
Rightward 
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5. Conclusion 
 
Both at the subject- and group-levels, statistical analyses did not reveal a significant effect of 
the involuntary eye movements made just before a perceptual switch, or during bistable 
perception itself. In a first analysis, we performed individual classification analyses in which 
we used a reliable estimates of involuntary eye movements (horizontal and vertical variations 
of eye velocity made before each perceptual switch) to predict the upcoming perceptual state. 
Statistically, Pattern versus Component decoding did not exceed the acceptability criterion. 
Secondly, we estimated if the directionality of eye movements reflected the perceived motion 
during Pattern and Component perceptual states. We did not find such effect, and this was the 
case in all observers, however we found a general trend in making more eye movements along 
vertical axis (i.e., towards Component motions) rather than horizontally (i.e., towards Pattern). 
We believe this might reflect the fact that ocular following response reflects orientation-
selective neural mechanisms rather than direction (Sheliga et al, 2015). Therefore, it seems that 
we can exclude this confounding factor from the potential source of noise in our fMRI data.  
 
This last chapter is a control analysis complementary to the results presented in Chapter 3 on 
the neural correlates of bistable perception. The current analysis supports that the 
Pattern/Component contrast estimates that reached significance in direction-selective 
subdomains of early visual areas (V1, V2 and hMT+) were not biased by eye movement 
phenomena. 
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What motion integration reveals about functional hierarchy? 
 
With the objective of studying motion FB to area V1, we used a paradigm of bistable perception 
that consisted of presenting a fixed visual input that triggers two alternating perceptual states 
(i.e., a bistable stimulus). The stimulus was dynamic in the sense that it consisted of a correlated 
spatio-temporal variation (i.e., a moving pattern), but its parameters were fixed (e.g., 
orientation and contrast of components, temporal and spatial frequencies, etc.), so that any 
perceptual change in its appearance can be attributed to internal mechanisms rather than 
variation in the stimulus parameters. We designed an ambiguous moving plaid based on a 
psychophysical study that aimed at determining the optimal physical parameters to maximize 
bistable perception, i.e., produce approximately regular perceptual transitions and stable states 
that were of sufficient duration for fMRI recording. In theory, any perceptual switch is 
associated with an update of an internal representation.  
 
In order to investigate the behavioral and neural correlates of such a phenomenon, we presented 
34 observers with a moving bistable plaid during prolonged presentations. They were asked to 
fix their gaze on a central target cross to avoid voluntarily switching perception through active 
sensing. The main task was to dynamically report any perceptual switch by button press. 
Meanwhile, we measured two behavioral markers (button presses and eye movements) in 
addition to the BOLD signal variation that we investigated at three different levels of the visual 
cortical hierarchy: V1, V2 and hMT+. Within each cortical area, we determined direction-
selective subdomains based on independent sequences of non-ambiguous moving gratings with 
directions matching the perceived ones for the bistable plaid. These subdomains were used as 
regions of interest in the main analysis that consisted of estimating the contrast between Pattern 
and Component perceptual states. The results demonstrated that differential Pattern vs 
Component activity can be measured in direction-selective units as early as area V1. Overall, 
we found that oblique-selective subdomains showed a preference for the component percept, 
which was perceived as oblique motion, in areas V1, V2 and hMT+. In contrast, rightward-
selective subdomains showed a significant preference for the pattern percept, perceived as 
rightward motion, only in V1. We speculate this might reflect a greater contribution of 
component-selective units in triggering perceptual alternation. Nevertheless, the relative 
difference in subdomains’ activity during the two different perceptual states was significant in 
all three visual areas studied.  
 
Subsequently, we analyzed eye movement characteristics associated with bistable perception 
in order to assess whether systematic effects of eye movement direction could predict the 
perceptual states. It turned out that directional eye movement velocity was not predictive of the 
upcoming perceptual switch and nor did it reflect current perceived motion direction. 
Surprisingly, in most observers, we found more variation of eye velocity vertically (rather than 
horizontally), and this no matter what motion direction was perceived (Component perceived 
as oblique; Pattern perceived as rightward). This suggest that the ocular pursuit response 
reflected stimulus properties (i.e., first-order or Fourier motion signal) rather than perceptual 
states. This is in accordance with a study by Sheliga et al. (2015) reporting oculomotor 
responses to bistable plaid that reflected the inhibitory flanks (or end-stopping property) of 
orientation-selective cells. 
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FB models of connectivity 
 
Based on the above findings, we hypothesized that higher-level predictions of motion signals 
are fed back to the earliest cortical relay of vision, area V1. The results motivate further 
investigation to determine the origin of such a signal. While hMT+ is a potential candidate, an 
fMRI study examining bistable motion using a structure-from-motion stimulus paradigm, 
reported evidence of a role of inferior frontal cortex projections to hMT+ in resolving 
perceptual conflicts between sensory input and top-down predictions (Weilnhammer et al., 
2021). Investigating FB activity is challenging, for several reasons. FF processing finds its 
origin in the outside world so that the experimenter can easily change the configuration of the 
stimulus and examine how it influences the response. This contrasts with FB signals which are 
generated by higher levels of the cortex, so that the experimenter has to manipulate the 
expectation of the subject. This is particularly challenging in non-human subjects and 
understanding FB at the cellular level will remain so until causative control methods have been 
developed. Investigation of functional pathways is often limited to measuring activity in the 
target area, leaving the origin of the signal undetermined. This issue is more specific to FB 
connections as FB projections cross more hierarchical levels, and are more divergent than FF 
(Markov et al., 2014b). Although there are ways to compare different models of directed 
connectivity (e.g., Dynamic Causal Modeling), there is a limited number of areas than can be 
analyzed simultaneously in such models. Further, functional cortical connectivity is poorly 
described as a serial one-to-one inter-areal connectivity making the cooperative function of the 
cortex difficult to pin down, therefore it seems overtly simplistic to only look for one origin of 
the FB signals. Instead, the cascading top-down signals are presumed to cross multiple cortical 
relays while inducing local variations of activity in each of them (Fig. 35) (Markov et al., 
2014b). 
 

 
 
Looking for the neural basis of switching phenomena 
 
Functionally, the theory of the canonical cortical microcircuit provides a suitable explanation 
to account for the selective and local amplification of specific top-down signals over time. For 
example, it was proposed that the switching mechanisms involved in all-or-none task switching 
(i.e., during which the attended feature varied across the session) reflect the selective 
amplification of FB-driven signals in the local cortical circuit accordingly to the new sensory 
representations at play (Ardid & Wang, 2013). We could imagine a similar scenario leading to 
perceptual switching in bistable perception. Consequently, the perceptual state would reflect 

Figure 35: Models of hierarchical connectivity 
Lower panel represents the incorrectly assumed 
serial processing between areas (too simplistic to 
describe cortical connectivity), where instead each 
areas project to all upper and lower stream areas 
(all to all) (upper panel) (Markov et al., 2014b) 
Vezoli et al., 2021)) 
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the dominant amplified top-down prediction signal at a given time, before the reversal of 
dominance between concurrent top-down signals occur. Testing this hypothesis would require 
investigating FB functional cortical connectivity with laminar resolution. Indeed, identifying 
the laminar pattern of FB connectivity involved in motion integration could contribute to 
further determine the functional specificities of supragranular and infragranular FB streams in 
hierarchical processing of visual information. 
 
 
The promise of high-resolution fMRI 
 
The main drawback of investigating bistable perception is that it constrains the experimental 
conditions to be subjectively defined (based on observer’s report) or based on a physiological 
marker such as predictive eye movements (Wilbertz et al, 2018), rather than relying on 
experimental conditions that are objectively separated in time (e.g., distinct visual inputs). 
Therefore, it is of primary importance to define highly selective regions for the feature of 
interest based on an independent task with unambiguous experimental conditions. Such 
functional localizers aiming to identify small units with sharp stimulus tuning (e.g., tuned to a 
particular motion direction in our case) require a fine-grained spatial resolution to improve 
accuracy. Therefore, our definition of direction-selective subdomains would benefit from being 
investigated with high-resolution fMRI, which would allow measuring functional connectivity 
at different cortical depths. Using 7T fMRI, several studies in humans provided evidence that 
hMT+ contains direction-selective columnar units (Zimmermann et al., 2011; Schneider et al., 
2019; Sousa et al., 2021) the activity of which reflects both perceptual state and stimulus 
physical properties. What remains elusive is how this motion information is fed back to lower 
hierarchical levels and more specifically with respect to deep vs superficial FB streams. 
 
 
Functional implications of the Dual Counter Stream 
 
An intriguing feature of anatomical hierarchy is that it is not the laminar location of cells of 
origin that specifies the FF and FB property of pathways but their relative proportion between 
supragranular and infragranular layers which changes as a smooth function of hierarchical 
distance. Figure 36 represents SLN (i.e., fraction of supragranular neurons), a general statistical 
marker of the anatomical cortical hierarchy that led to the Dual Counter stream architecture 
following retrograde tract-tracing experiments. Importantly, SLN provides a gradient relative 
to the injected area that measures hierarchical distance (Markov et al, 2014b; Vezoli et al., 
2021). Further analyses showed that the change of SLN is due to the supragranular and 
infragranular FB having very different space constants, so that the short distance supragranular 
FB decreases with distance faster than the long-distance infragranular FB (Markov et al., 
2014b). In addition, an important topographical distinction is made between the point-to-point 
connectivity reported in the supragranular FB and the diffuse nature of the infragranular FB. 
Altogether, these anatomical specificities naturally lead to speculations about the functional 
roles of the two FB pathways (Shipp 2016; Vezoli 2021; Markov et al, 2014b). It was proposed 
that supragranular FB conveys precision signals (or degree of uncertainty modulating bottom-
up and top-down signals) from neighboring areas (e.g., Shipp et al., 2013), which Andy Clark 
(2013) has likened to a visual processing signal, while infragranular FB would relay top-down 
prediction signals. Recent laminar high-resolution fMRI in human subjects supports these 
predictions (see review de Lange et al., 2018).  
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Spotting mental representations out of illusory perceptions 
 
Using high-resolution 7T fMRI, Bergmann et al. (2019 bioRxiv) investigated FB profiles of 
activity across V1 cortical depth during tasks of mental imagery (i.e., generating mental 
representation given statistical regularities and in the absence of visual input) and illusory 
perception (i.e., “shaping perception”). They reported a specialization of supragranular FB 
activity in “real” (or physical) illusory content, whereas the infragranular FB activity was more 
specific to mental imagery. This study showed that in contrast to mental imagery, illusory 
content shares information with stimulus-induced visual perception. To further this 
perspective, a recent review by Maric & Domijan (2022) explored in the literature the notion 
of “cognitive penetrability”, that represents the influence of top-down predictions at different 
scales of perceptual processing. They propose that infragranular and supragranular top-down 
streams do not exert the same influence on the shaping of visual perception. They argue that 
visual processing is cognitively penetrable particularly to the infragranular FB stream while 
this is not the case in supragranular layers. 
 
An illusory perception that involves a comparable “shaping perception” type of FB activity lies 
in the bistable perception of moving plaids. With respect to the Bergmann et al study this could 
mean that the FB motion signal to area V1 during the bistable motion perception targets the 
supragranular layers. Investigating perceptual decision from the perspective of low-level visual 
areas has been linked to the concept of explicit early perception that posits that top-down 
perceptual inference allows low-level areas to access the “gist of the scene”. Interestingly, a 
recent study by Papale and collaborators (Papale et al., 2022 bioRxiv) showed evidence of an 
extremely rapid contextual FB signal to area V1 that shared similar representation with visually 
driven FF signal, again suggesting that the point-to-point sugragranular FB is involved. Future 
high-resolution investigation of illusory motion FB to area V1 will be valuable for investigating 
the precision coding aspects of predictive processes.  
 

Figure 36: Quantitative retrograde tract-tracing of parent neurons targeting the injected area (d) 
The laminar distribution of parent neurons in each pathway,  
referred to as SLN (fraction of supragranular neurons)  
is determined by high frequency sampling and quantitative analysis of labeling.  
Supra- and infragranular layer neurons contribute to both FF and FB pathways,  
and their relative proportion is characteristic for each type of pathway.  
 
For a given injection there is a gradient of SLN of the labeled areas,  
between purely FF (SLN = 100%, all the parent neurons are in the supragranular layers)  
to purely FB (SLN = 0%, all the parent neurons in the infragranular layers)  
and a spectrum of intermediate proportions (Markov et al., 2014b) 
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The contribution of electrophysiology 
 
Recent fMRI studies with a broad range of paradigms using perceptual inference in humans, 
have provided insight on multiple visual functions implicating FB (without reaching laminar 
resolution). More nuanced alternatives to predictive coding have arisen, suggesting control 
mechanisms enabling to switch between FF and FB perceptual modes of operation over space 
and time (Heeger et al., 2017). This is supported by invasive laminar recordings in macaque 
cortex, showing that FF and FB activities seem to occur over distinct temporal windows and at 
distinct cortical depths (Self et al, 2013; 2019; van Kerkoerle et al., 2017). If we consider area 
V1 for example, Self and collaborators performed an experiment of boundary detection/surface 
filling-in showing an early FF signal for boundary detection (+~50ms) in layer 4 and superficial 
layers, followed by FB activity for surface filling-in (+~100ms) in superficial and deep layers 
(avoiding layer 4). A comparative temporal distinction was made using a figure/ground 
segregation experiment in macaque, showing at first, an increased FB signal in response to the 
figure enhancement, and then a decrease of activity characterizing background suppression 
(Poort et al., 2016). These findings suggest that successive profiles of neural activity across 
cortical layers can be functionally linked to different stages of perceptual processing. Illusory 
perception together with laminar resolved techniques offers numerous possibilities for 
investigating the function of the distinct FB streams. 
 
Although within my thesis, we focused our investigation on foveal to parafoveal representation 
of bistable motion (covering 1.5° to 13° degrees of visual angle), one could wonder about a 
possible differential strength of motion integration signals between central and peripheral 
vision as we shall discuss in the next section. 
 
 
Motion representations across visual field 
 
Recalling that all cortical projections to area V1 are feedback, a recent study of the host team 
mapped out the full complement of FB pathways to retinotopic subdivisions of area V1 (Wang 
et al., 2022 bioRxiv). The study revealed that peripheral and upper field projections to V1 are 
stronger from the dorsal stream (where MT/V5 is located), whereas central and lower field 
projections to V1 are stronger from the ventral stream. These findings alone suggest that MT-
to-V1 FB projections might be dominated by peripheral and upper field connections. However, 
MT/V5-to-V1 FB pathway was the exception to the general rule, by revealing relatively 
constant strength of connections across eccentricity. Unpublished findings of the team revealed 
that V1 and V2 peripheral lower field representations receives projections from dorsal stream 
areas (including MT/V5) over much larger hierarchical distances. With respect to the Dual 
Counter Stream architecture (Fig. 36), this suggests that the supragranular FB might be weaker 
in the periphery than in the central representation, a possibility that is being currently 
investigated by the team. These observations suggest that the proportion of supragranular and 
infragranular FB could vary with eccentricity in the visual field. This could lead to different 
sorts of motion FB signals projecting to the peripheral representation of the early visual 
cortices. Such investigations might corroborate the claim that peripheral vision is mainly 
dedicated to implicit perception (i.e., processed at the earliest levels of the visual cortical 
hierarchy) while central vision is linked to “vision with scrutiny”, due to the high acuity 
conferred by the increased density of cone photoreceptors at the fovea, a form of perceptual 
inference that would originate from higher-order areas (Tuten & Harmening, 2021; Hochstein 
& Ahissar, 2002). According to this view, we would expect MT/V5-to-V1 supragranular FB 
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to be stronger for the central representation than the peripheral one, and specifically involved 
in contextual perceptual inference of motion information.  
 
Quoting William S. Tuten and Wolf M. Harmening (2021), “most eyes do not have a fovea” 
per se. Indeed, if we consider the anatomical structure of the fovea as described in some 
reptiles, fishes, birds, and primates, it occurs that only predators have one, and its structure and 
functional properties greatly differ across species. This evolution of the retina and foveal 
representation correlates with the expansion of the supragranular layers in non-avian reptiles 
and most primates. Altogether, these arguments highlight the functional differences between 
supragranular and infragranular FB between central and peripheral representation of visual 
field. 
 
Another intriguing comparison lies between the lower visual field, which contributes more to 
spatio-temporal processing (thereby expected to be particularly efficient at processing motion 
signals), while upper visual field is more specific of visual search and attentional shifting 
(Thomas & Elias, 2011; Kraft et al., 2011). These observations are in line with Previc’s 
ecological theory of vision (Previc, 1990). This motivates further investigations of the 
differential strength of FB pathways between lower and upper field representation in early 
visual areas during a task of bistable motion perception. 
 
Within the framework of FB function and in the particular model of motion integration, our 
findings suggest that complex representations of motion signals recorded in the earliest cortical 
stages of visual processing reflect top-down prediction signals. We propose that these signals 
are fed back from higher-order cortical areas (possibly hMT+) and, being detected as early as 
area V1, are responsible for the experience of bistable perception, a specific type of perceptual 
inference that consists of internally generated changes of perceptual state. One plausible 
explanation of such a phenomenon is that, due to the ambiguity inherent in the visual input, a 
selective amplification of the most likely predictions arising from areas that compute 2D 
motion integration is performed locally, within the canonical cortical microcircuit. 
Investigating such motion integration FB in humans would require a more fine-grained 
resolution to estimate the profile of activity across cortical depth in area V1, a goal that can be 
achieved with the use of laminar-resolved fMRI. More generally, this would contribute to 
reframe the two-stage model of motion integration while integrating an active role of FB 
signals. 
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Figure S1.1 : Direction-selectivity and Perceptual decision maps in subject 1 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.2 : Direction-selectivity and Perceptual decision maps in subject 2 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates  
showed Oblique-selective (blue) activity (p<0.01 uncorr)  
and failed in detecting Rightward selectivity.  
Bistable motion: Pattern > Component contrast resulted  
in Pattern- (orange) and Component-selective (cyan) activity (p<0.01 uncorr). 
This subject was discarded from the group-level analyses because of the undetected subdomains.  
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Figure S1.3 : Direction-selectivity and Perceptual decision maps in subject 3 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (in blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.4 : Direction-selectivity and Perceptual decision maps in subject 4 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.5 : Direction-selectivity and Perceptual decision maps in subject 5 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.6: Direction-selectivity and Perceptual decision maps in subject 6 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed  
predominant response to Oblique directions (blue) (p<0.01 uncorr)  
and model failed to detect Righward selectivity.  
Bistable motion: Pattern > Component contrast resulted in Component (cyan)  
and Pattern-selective activity in V1/V2 (p<0.01 uncorr). 
This subject was discarded from the group-level analyses because of the undetected subdomains.  
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Figure S1.7: Direction-selectivity and Perceptual decision maps in subject 7 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed  
predominant response to Oblique directions (blue) (p<0.01 uncorr)  
and model failed to detect Righward selectivity.  
Bistable motion: Pattern > Component contrast resulted in  
predominant Component-selective (cyan) response in V1/V2 (p<0.01 uncorr). 
This subject was discarded from the group-level analyses because of the undetected subdomains.  
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Figure S1.8: Direction-selectivity and Perceptual decision maps in subject 8 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.9: Direction-selectivity and Perceptual decision maps in subject 9 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates  
showed predominant response to Rightward directions (red) (p<0.01 uncorr)  
and model failed to detect Oblique selectivity. 
Bistable motion: Overall, Pattern > Component contrast resulted in  
predominant response to Pattern state (orange) (p<0.01 uncorr). 
This subject was discarded from the group-level analyses because of the undetected subdomains.  
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Figure S1.10: Direction-selectivity and Perceptual decision maps in subject 10 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.11: Direction-selectivity and Perceptual decision maps in subject 11 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.12 : Direction-selectivity and Perceptual decision maps in subject 12 
Localizer: In V1/V2, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr). 
However, model failed in detecting Oblique selectivity in hMT+. 
Bistable motion: In V1/V2, Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
hMT+ predominantly responded to Component state. 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.13: Direction-selectivity and Perceptual decision maps in subject 13 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.14: Direction-selectivity and Perceptual decision maps in subject 14 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.15: Direction-selectivity and Perceptual decision maps in subject 15 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 



- 157 - 
 

 S16

V1
/V

2
hM

T+

Rightward > Oblique

Pattern > Component

Rightward > Oblique

Pattern > Component

Figure S1.16: Direction-selectivity and Perceptual decision maps in subject 16 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed  
predominant response to Oblique directions (blue) (p<0.01 uncorr)  
and model failed to detect Righward selectivity.  
Bistable motion: Overall, Pattern > Component contrast resulted in both Component  
and Pattern-selective (in cyan) responses (p<0.01 uncorr). 
This subject was discarded from the group-level analyses because of the undetected subdomains.  
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Figure S1.17: Direction-selectivity and Perceptual decision maps in subject 17 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.18: Direction-selectivity and Perceptual decision maps in subject 18 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.19: Direction-selectivity and Perceptual decision maps in subject 19 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.20: Direction-selectivity and Perceptual decision maps in subject 20 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.21: Direction-selectivity and Perceptual decision maps in subject 21 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.22: Direction-selectivity and Perceptual decision maps in subject 22 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.23: Direction-selectivity and Perceptual decision maps in subject 23 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.24: Direction-selectivity and Perceptual decision maps in subject 24 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
 



- 166 - 
 

 S25

V1
/V

2
hM

T+

Rightward > Oblique

Rightward > Oblique

Pattern > Component

Pattern > Component

Figure S1.25: Direction-selectivity and Perceptual decision maps in subject 25 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.26: Direction-selectivity and Perceptual decision maps in subject 26 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.27: Direction-selectivity and Perceptual decision maps in subject 27 
Localizer: In V1/V2, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
However, model failed in detecting Rightward selectivity in hMT+. 
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.28: Direction-selectivity and Perceptual decision maps in subject 28 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.29: Direction-selectivity and Perceptual decision maps in subject 29 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.30: Direction-selectivity and Perceptual decision maps in subject 30 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.31: Direction-selectivity and Perceptual decision maps in subject 31 
Localizer: In V1 (not in V2), Rightward > Oblique contrast estimates showed  
predominant response to Rightward direction (red).  
Model failed in detecting Oblique-selective (blue) activity (p<0.01 uncorr).  
In hMT+ however, the reverse tendency was observed with a supremacy of Oblique response. 
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
This subject was discarded from the group-level analyses because of the undetected subdomains.  
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Figure S1.32: Direction-selectivity and Perceptual decision maps in subject 32 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates  
for the localized subdomains (25 voxels) showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.33: Direction-selectivity and Perceptual decision maps in subject 33 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.05 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 
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Figure S1.34: Direction-selectivity and Perceptual decision maps in subject 34 
Localizer: In V1/V2 and in hMT+, Rightward > Oblique contrast estimates showed Rightward- (red)  
and Oblique-selective (blue) activity (p<0.01 uncorr).  
Bistable motion: Pattern > Component contrast resulted in Pattern- (orange)  
and Component-selective (cyan) activity (p<0.01 uncorr). 
Tables report average z-value of the contrast estimates for the localized subdomains (25 voxels)  
showing highest Rightward or Oblique selectivity  
(in bold, z-value significantly different from zero: p<0.01). 




