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Résumé: De nombreux problèmes de vérification
des systèmes concurrents ont été traités avec suc-
cès par diverses méthodes au fil des ans, en par-
ticulier les dépliages de réseaux de Petri. Cepen-
dant, les questions de comportement et de sta-
bilisation à long terme ont reçu relativement peu
d’attention. Par exemple, les caractéristiques cru-
ciales de la dynamique à long terme des écosys-
tèmes, telles que les bassins d’attraction et les
points de basculement, restent difficiles à iden-
tifier et à quantifier avec une bonne couverture.
L’une des principales raisons en est l’accent mis,
dans la modélisation écologique, sur les modèles
continus, qui fournissent des simulations raffinées
mais ne permettent généralement pas d’étudier la
manière dont l’évolution du système serait modi-
fiée en cas d’événements supplémentaires ou dans
des situations différentes. Dans ce travail, nous
visons à fournir une boîte à outils pour l’analyse
et la modélisation de la dynamique des écosys-
tèmes. Nous proposons des réseaux de Petri à
réinitialisation sûre pour la modélisation, car ils

ont le potentiel de donner une vue d’ensemble ex-
haustive des différents scénarios d’évolution possi-
bles. Le dépliage des réseaux de Petri nous four-
nit les bons outils pour déterminer les trajectoires
du système menant à l’effondrement et/ou à la
survie, et finalement caractériser les actions ou in-
actions qui aident à soutenir la stabilisation de
l’écosystème. Cette caractérisation de la produc-
tion/consommation de jetons a été utilisée pour sé-
parer les configurations minimalement condamnées
des configurations libres, c’est-à-dire les exécutions
conduisant inévitablement à l’effondrement du sys-
tème même si ces exécutions ne sont pas identi-
fiées a priori comme mauvaises et les exécutions
qui maintiennent le système stable, en excluant les
états mauvais ou condamnés, respectivement. Le
déploiement des réseaux de réinitialisation sûrs et
la partie algorithmique permettant de trouver des
configurations minimalement condamnées ont été
mis en œuvre avec succès dans un outil logiciel
appelé Ecofolder et testés à l’aide de quelques ex-
emples intrigants.

Title: Ecosystem Causal Analysis using Petri Net Unfoldings
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Abstract: Many verification problems for concur-
rent systems have been successfully addressed by
various methods over the years, particularly Petri
net unfoldings. However, questions of long-term
behavior and stabilization have received relatively
little attention. For instance, crucial features of
the long-term dynamics of ecosystems, such as
basins of attraction and tipping points, remain dif-
ficult to identify and quantify with good coverage.
A central reason for this is the focus, in ecolog-
ical modeling, on continuous models, which pro-
vide refined simulations but do not generally al-
low a survey of how the system evolution would
be altered under additional events or in other-
wise different situations. In this work, we aimed
to provide a toolkit for modeling and analyzing
ecosystem dynamics. We advocate for safe con-
textual reset Petri nets for modeling since they
have the potential to give an exhaustive possibilis-

tic overview of the different feasible evolution sce-
narios. The unfolding of Petri nets provides us
with the right tools to determine system trajecto-
ries leading to collapse or survival and eventually
characterize those actions or inactions that help
to support ecosystem stabilization. This charac-
terization of token’s production/consumption was
used to separate minimally doomed configurations
from free ones, meaning executions leading in-
evitably to the system’s collapse even though these
executions are not identified a priori as bad ones
and executions that keep the system stable, ex-
cluding bad or doomed states, respectively. The
unfolding of safe reset nets and the algorithmic
part for finding minimally doomed configurations
have been successfully implemented in a software
tool called Ecofolder and tested with some intrigu-
ing examples.
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“The love and maybe even the pride my dad
felt the week before when his daughter

asked if she could tell him shed loved him
—that emotion beat dementia and allowed
him to form a new long-term memory that

has lasted to this day”.

Healthy Brain, Happy Life
Wendy Suzuki

“The world will be
saved not by calculation
but by compassion (...).

It has at times seemed
to me that killer whales

and elephants are among
the few who do”.

“We see the whole universe through a human lens.
The harder step is to get outside ourselves, look

back at where and how we live, and then take
that understanding deep. Otherwise the likely
ending is the saddest: there will be much less

world left for people to fight over”.

Beyond words: What Animals Think and Feel
Carl Safina

“But the single most remarkable and defining moment
of the past 500 years came at 05:29:45 on 16 July 1945.

At that precise second, American scientists detonated
the first atomic bomb at Alamogordo, New Mexico. From

that point onward, humankind has the capability not
only to change the course of history, but to end it”.

Sapiens: A Brief History of Humankind
Yuval Noah Harari
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1 - Context & Motivation

The significant changes brought about by human activities in atmospheric conditions,
global-scale cycles of chemicals and biology, and biodiversity strongly indicate a notable
shift in the Earth’s epoch, commonly known as the Anthropocene31. Modern humans
may have produced such alterations when they arose between 260,000 and 350,000 years
ago122, a tiny portion regarding the age of Earth 4.56 billion years29. Since then, hu-
manity has reached a weight of only a quarter of terrestrial biomass (0.01%) compared to
viruses (0.04%), which remains insignificant compared to plants (82.54%) or bacteria and
archaea (14.12%)12. Despite their insignificance in time and biomass, the Anthropocene
epoch might be true since humans have altered ecosystems across a vast portion of the
terrestrial biosphere, ranging from 75% to 95%37.

Among theses affections on Earth, there is a critical one: climate change. The combus-
tion of fossil fuels, the extensive clearing of forests, and certain agricultural and industrial
activities contribute to the emission of greenhouse gases, particularly carbon dioxide and
methane116. These greenhouse gases act like a blanket, absorbing a portion of the heat
that the Earth emits as it warms in response to solar radiation. Increased concentrations
of these gases lead to greater heat retention in the Earth’s lower atmosphere, resulting
in the phenomenon known as global warming. Nonetheless, climate change recognizes
that the consequences of global warming are not limited to rising temperatures alone. It
encompasses the broader and more complex shifts in the Earth’s climate system, which
include both warming and its associated effects, such as altered weather patterns, melting
ice caps, rising sea levels, and disruptions to ecosystems.

Therefore, this multifaceted impact on Earth’s climate system incluences across ecosys-
tems and, notably, their processes and services.

Ecosystem processes: may be explained as the flow of energy and matter within an
ecosystem that triggers transformations in its inner abiotic and biotic complexes,
e.g., decomposition (bacteria and fungi desintegrate dead organic matter), nutri-
ent cycling (like carbon, nitrogen and phosphorus are constantly cycling between
the living and non-living components of the ecosystem), primary production (plants
and photosynthetic organisms convert sunlight into energy through photosynthesis
which forms the basis of food chains), root competition and shading (plants compete
for space to reach resources like water and nutrients, and also for light, which in
turn shapes distribution, abundance and composition of plant species), pollination
(pollen transfer to enabling fertilisation and production of seeds, typically carried
out by animals or wind) natural disturbances (like wildfires and rainfall create op-
portunities for new species to arise), species interaction (relations among species in
an ecosystem such as predation, competition, comensalism, mutualism, and para-
sitism which shape ecosystem’s structure and function).

Ecosystem services: mean the range benefits healthy ecosystems and the natural envi-
ronment have on humans; theses services are essential for human survival, quality
of life, and overall prosperity. They are divided in four categories5:

Provisioning services: are tangible products obtained by ecosystems like water
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(drinkable and non-drinkable), raw materials (timber, fiber, medicinal com-
ponents on plants or corals) and food resources (fruits, vegetables, seafood,
etc.).

Regulating services: are the benefits obtained from the regulation of ecosystem pro-
cesses. This includes the control of climate through carbon sequestration, pu-
rification of water through wetlands and forests, disease regulation through
the control of pests and pathogens, erosion regulation like coral reefs pro-
tecting from the pounding of waves, and moderation of extreme events like
acuiphers during droughts.

Cultural services: refer to the non-material world like spiritual (religious retreat-
ments, heritage value), aesthetics (e.g. relief or wonder sensation when look-
ing at a landscape or seascape), recreational (eco-turism, snorkelling, diving,
hiking and other ourdoor sports), cognitive (scientific discovery, fieldwork)
and cultural (flag species, use of nature as inspirations for films, books, na-
tional symbols) activities derived from ecosystems that humans enjoy. They
are hard to quantify as whole in monetary terms, for example, small-scale fish-
ing goes beyond of income and food, it is tightly attached to fishers’ way of
life43.

Supporting services: mainly understood as the backbone of the other three ser-
vices. Supporting services are strongly tied to ecosystem processes because
they encompass essential functions like nutrient cycling, primary production,
soil formation, and habitat provision. These functions enable ecosystems to
sustain the delivery of vital services for humans like food supply, agriculture,
livestock, flood regulation, and water purification.

In short, ecosystem services are the foundation of human well-being and economic
development. They underpin various industries like crop and livestock production, aqua-
culture, fisheries and forestry for food and non-food products, and provide the basis for
economic activities. However, we may find a contradiction because despite of the signif-
icance of ecosystem services, they often go unnoticed until ecosystems are disrupted or
degraded, and thereafter this degradation distorts human’s lives and economies.

To be precise, the contradiction goes as follows: human activities such as deforestation,
overfishing, urbanization, and pollution can jeopardize ecosystems, but humans rely on
ecosystems to survive, so why do humans base their economies on de facto destructive
actions of their habitat? The answer to this question goes beyond this manuscript’s scope,
but historical reasons like wars and industry development laid the stage wherein humans
are the main actors of climate change. See figure 1.1.

Now, on one hand we have ecosystems and their corresponding services for humans
and on the other hand we have manufacturing processes and supply chains (raw materials
99K production 99K product delivery 99K consumer utilization 99K disposal). While, the lat-
ter has a major and lasting understanding throughout economies, societies and industries,
even the creation of new ways of implement supply chains as of by reusing or recycling
products (instead of disposing)88,23, the former is poorly understood and investigated, in
comparison to the latter.

To see this point more clear and illustrate the immense disproportion, children around
3 to 5 year old have already emerging knowledge of identifying industrial brands rele-
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Figure 1.1: Shift in average surface air temperature from the onset of the Industrial Revolution to
the present, along with the factors driving this transformation. Human actions have been the

primary drivers of rising temperatures27. Source: Efbrazil ©.

vant in their lives (irrespective whether those brands are marketed primarily to teens and
adults)91, whereas humanity have been unable to identify and to provide a complete cat-
alogue of the diversity of life on Earth: only around one sixth of the planet’s life is known.
Estimation says that there are approximately 8.7 million eukaryotic species globally but
only 1.2 million species have been already catalogued, then it is suggested that around
86% of existing species on Earth and 91% of species in the ocean still await description97.
To close this knowledge gap, humans would need 1,200 years and demand the efforts of
an estimated 303,000 taxonomists with the current rates of species identification, and with
associated costs reaching approximately 345 billion EUR97 (less than the production value
of the automotive retail industry in France ∼397 billion EUR in 201722). Nevertheless, a
stark reality is that extinction rates surpass natural background rates by a staggering fac-
tor of 100 to 1,000107, then many species may vanish before humans even uncover their
existence. Consequently, this significant disproportion, the suggestion of humans overall
disconnection with nature which could potentially lead to significant repercussions regard-
ing human emotions, values, and attitudes toward nature25,124, and the alarming pace of
biodiversity decline present a compelling imperative to accelerate discovering the Earth’s
remaining species and understanding their interrelated ecosystems.

In this work we adress the paramount issue of understanding ecosystems by providing
a tool for modeling and studying their joined dynamics. Although we do not resolve the
underlying problem of climate change, we contribute with a method to understand long-
term behaviors of ecosystem dynamics. In chapter 2 we present an overview of known
approaches to model ecosystems and our modeling method using contextual safe reset
Petri nets and encodings. In chapter 3 we present the general procedure to unfold these
nets with well-known cutoff criteria, namely, McMillan (1993), and Esparza, Römer and
Vogler approaches (2002). In chapter 4 we examine thoroughly a toy model of termites
conceptualizing notions said in the previous chapters and interpreting outcomes of the
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example. In chapter 5 we offer the means to avoid doom. In essence, we explore methods
for steering clear of concurrent executions (configurations) in which any maximal exten-
sion inevitably ends up in a state considered to be fatal. In chapter 6 we explore some
examples of ecosystems to pinpoint how our approach is well-suited when some states
are desired or undesired in different scenarios. In chapter 7 we conclude this work, and
envisage future avenues and remaining questions to solve after this research.
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2 - Ecosystem Modeling

Ecosystem modeling is the process of developing mathematical or conceptual models
to simulate and analyze the interactions between biotic (living) and abiotic (non-living)
components of an ecosystem. It implies a complex array of interacting complexes, pro-
cesses, social and policy dimensions, and scientific disciplines34. The lack of information
base available for assessments to combine all these relationships has historically inter-
fered with the implementation of complex ecosystem modeling54. This phenomenon has
gradually changed over recent decades with a increasing demand on ecosystem modeling
approaches54.

Ecosystem models aim to include all the components that conform an ecosystem such
as different groups of organisms, populations, and interactions between them, along with
the processes like the effects of disturbances, predator-prey relationships, and migration
patterns. All of these components are integrated into a single framework for modeling
purposes54. Ecosystem models are parametrized using data gathered from field studies,
experiments, or the input of experts. These models are used to make predictions or infer-
ences about specific parts of an ecosystem, such as individual species, the ecosystem as a
whole, or even the larger socio-ecological system. Parameters are set in the model based
on the data collected, which is then used to generate these predictions106,47,54.

Ecosystem models are frequently represented as networks, in which the nodes repre-
sent the different ecological components that interact with one another, and the edges
illustrate the causal relationships between them. These models were created to help ecol-
ogists separate and anticipate the results of intricate interactions among various compo-
nents of an ecosystem in a meaningful manner140,106,41.

When creating ecosystem models, there is often a trade-off between using highly com-
plex approaches that are limited to the specific system being studied, and simpler ap-
proaches that sacrifice some complexity in order to apply the model to a broader range
of ecosystems and situations99. Finding the right balance between these two approaches
is crucial, as overly complex models may not be applicable outside of the sample system,
while overly simplistic models may not capture the nuances and intricacies of the ecosys-
tem being studied114,147.

In order for ecosystem models to be practical and effective, it is essential that their
qualities and structure are tailored to the specific decision problem or management appli-
cation being addressed47. This means that the model should be designed to capture the
relevant ecological processes and factors that are important to the particular management
or decision-making context83. Failure to properly match the model’s structure to the spe-
cific application may lead to inaccurate predictions or ineffective management strategies.
Therefore, it is crucial to carefully consider the purpose and goals of the model before
designing and implementing it47. In addition, an ecosystem modeling selection needs to
contemplate caveats proper to natural environments:

lack of specification: Unlike human-made systems, which are typically designed with
a specific purpose and structure in mind, ecosystems are complex and dynamic,
making them difficult to fully understand and model. This means that predicting
how an ecosystem will behave or respond to changes can be challenging, as there is

13



no standardized set of rules or expectations that can be applied. Notwithstanding,
when comparing to biological systems, of which many copies probably exist, the
majority of ecosystems are unique and nobody can tell how they comport in the
future113.

lack of data: When compared to biological or molecular systems, observations of ecosys-
tems are often much sparser, meaning that there are fewer data points available to
analyze and model the system. At the same time, ecosystems are typically much
more complex systems than individual organisms or populations113.

wrong behavior are expected: Undesirable behaviors or outcomes are a natural and ex-
pected part of ecosystem dynamics, and must be taken into account when creating
models to understand or manage them. For example, the extinction of species is
a possibility in any ecosystem, and must be considered as a potential outcome in
ecosystem models. By incorporating these potential undesirable outcomes into the
model, it becomes possible to explore different scenarios and management strate-
gies that can help to mitigate or avoid them113.

When there is a lack of specification or data, it may be necessary to use abstract models
in order to make predictions or draw conclusions. However, it is important to note that the
presence of inaccurate or wrong behaviors within the system can have a greater impact
on the analysis than the actual modeling approach113. Next, we present briefly several
common and broad approaches typically used in applied contexts. These approaches aim
to solve real-world problems and often involve a combination of theoretical and empirical
methods.

2.1. Agent/Individual-based models (ABM or IBM)

ABMs are a type of computational modeling used in ecological research that make an
emphasis on individual agents or organisms and their interactions within an ecosystem61.
In an ABM or IBM, individual agents are represented as autonomous, interacting enti-
ties with their own set of characteristics, behaviors, and decision-making rules. These
agents can interact with each other and with their environment, and their behavior can
be influenced by external factors such as resource availability, competition, predation, and
environmental variability18.

The interactions between ecological components in an ecosystem can give rise to emer-
gent properties, such as responses to disturbances or management actions. These inter-
actions can involve different types of organisms and influence the overall properties of
populations and ecosystems54.

Therefore, ABMs and IBMs can be used to explore a wide range of ecological questions,
such as the dynamics of invasive species, the impact of climate change on species distri-
butions, the consequences of management interventions, spatial patterns in population
dynamics and so forth. For example, Momeni and colleagues (2013) have identified two
characteristics of spatial patterns in two-population microbial communities when the for-
mation of patterns is influenced by fitness effects that are related to ecological interactions
between cells95. The first characteristic is that interactions providing considerable benefits
to at least one of the populations can potentially result in a stable community. The second
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one is that whereas two competing populations tend to segregate, cooperation may result
in the members of the two populations mixing together95.

2.2. Bayesian (belief) network (BN)

BN is an approach to represent ecosystem interactions as a graphical structure or as
a chain of probabilistic events with causal relationships. The resulting network shows
how changes in the probability of one ecosystem component flow through to affect the
probability of other events occurring (e.g. absence of a species)54.

In the graphical structure, nodes represent different variables or components, and
edges between nodes represent the probabilistic dependencies between them19. The net-
work structure can be learned from observational data, or it can be designed based on
expert knowledge or literature review. The relationships in a Bayesian network can be
independently quantified using a submodel suitable for the type and scale of informa-
tion available19. This approach is particularly useful for ecological modeling because pre-
dictable patterns may emerge at a variety of scales, necessitating a multiplicity of model
forms19.

For example, Borsuk et al. (2004) described a Bayesian network, integrating dis-
parate models, to display the various processes related to eutrophication in the Neuse
River estuary, North Carolina19. And Hradsky et al. (2017) utilized non-parametric (do
not require prior specification of the number of parameters or structure of the network)
BN to develop models that could predict the distributions of native fauna in a landscape
with varying conditions. Their approach included explicit incorporation of interactions
between factors such as habitat structure, invasive predators, fire, and other environmen-
tal conditions71. However, BNs have limitations in representing crucial feedback loops for
ecosystem equilibria and cyclical dynamics (such as predator-prey cycles)54.

2.3. Co-occurrence analysis

It is a statistical technique to identify and quantify the co-occurrence patterns of differ-
ent species or taxa within a community or ecosystem54. It involves analyzing the presence
or absence of species across different samples or sites, and identifying patterns of associ-
ations or correlations between them20. Co-occurrence analysis can be used to investigate
a wide range of ecological questions, such as understanding the factors that drive the as-
sembly of communities, predicting the impacts of environmental change on species inter-
actions, or identifying potential keystone species that play important roles in maintaining
community structure and function13.

One fundamental question has consistently revolved around the extent to which co-
occurrence patterns are random or structured as a result of organizing processes. This
question needs consideration within the context that species do not occur randomly in
nature; rather, they all respond to variations in the environment136. There are different
methods for conducting co-occurrence analysis, including correlation-based approaches
such as Pearson’s correlation coefficient49 or Spearman’s correlation coefficient62, as well
as network-based approaches that visualize and quantify the relationships between species
as a network.
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2.4. End-to-end models

This method differs from other models by attempting to represent the entire ecologi-
cal system47. It includes the entire food web and the corresponding abiotic environment,
integrating physical and biological processes at different scales, allowing for two-way in-
teractions between ecosystem components, and considering the dynamic effects of climate
and human impacts across multiple trophic levels133. However, developing such models
can be challenging due to the high complexity of the represented species and functional
groups, the variability of their biology, and the number and nature of their interactions.
Moreover, the spatio-temporal scales of the processes involved can vary significantly, rang-
ing from viruses to whales. Additionally, environmental factors can affect most ecosystem
organisms, directly and/or indirectly, resulting in increased process complexity133.

End-to-end models are well-suited for long-term planning purposes, but they are less
effective in providing precise predictions for management strategies at an operational
level, such as year-to-year planning. When the goal is to analyze a broader range of com-
ponents and processes, such as predator-prey interactions across various trophic levels and
perturbations at single-node and whole-of-ecosystem levels, an end-to-end model is suit-
able because it accounts for increasingly remote processes and components54. The Atlantis
end-to-end ecosystem model is an illustration of this, as it integrates various forms and
scales of interactions, including those between predators and prey and between humans
and species, in order to inform long-term, strategic management decisions48.

2.5. Ensemble ecosystem models

They provide a technique that combines multiple models to improve predictions and
reduce uncertainty. This approach involves constructing an ensemble of multiple ecosys-
tem models, which may differ in their assumptions, parameters, or structure. The ensem-
ble of models (based mainly on Lotka-Volterra differential equations or similar) is pivotal
when anticipating the future dynamics of a complex and nonlinear system54. In these sce-
narios, the collective predictions of numerous plausible models are preferable even if one
single model offers the best fit to the available validation data81. The models are run si-
multaneously or sequentially, and the outputs are combined to produce a single prediction
or set of predictions that account for the uncertainties in the individual models.

Ensemble ecosystem models have been used to address a wide range of ecological
questions, including forecasting the impacts of climate change, predicting the distribution
of species87, and assessing the effects of management actions on ecosystem dynamics7.

2.6. Fuzzy cognitive mapping (FCM)

It is called “fuzzy” because it starts as qualitative conceptual models that can then
be parametrized using experimental or field data or expert opinion54. FCM is a type of
causal network model that represents the relationships and interactions between ecolog-
ical variables in a diagram. FCMs share connections with Bayesian and neural network
models as they represent concepts or state variables along with their causal relationships
or interactions within a signed graphical model78. FCMs are particularly useful in eco-
logical modeling because they can handle complex and uncertain relationships between
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ecological variables8.
An FCM comprises nodes that represent species or other entities, interconnected by

edges that represent the interactions between the nodes. The value assigned to each
node usually ranges from 0 to 1, while the interaction strengths are between -1 and 1. A
positive value indicates a positive impact of a node on the target node, while a negative
value indicates a detrimental impact8. By allowing for the representation of uncertain
and imprecise information, FCMs can account for the inherent uncertainty in ecological
systems36.

For example, Dexter et al. (2012)36 used FCMs to predict relative estimates of abun-
dance for different species in various scenarios at Booderee National Park, south-eastern
Australia. They use fuzzy sets (linguistic description (e.g., “low", “moderate", “high")) to
account for uncertainty regarding the true abundance of each species. Additionally, they
incorporated a Monte-Carlo approach to aggregate predictions from multiple alternative
models, thereby capturing uncertainty surrounding the impacts of poorly understood in-
teractions in the system36.

2.7. Signed digraph/loop analysis models

They are a graphical representation of an interacting ecological community, includ-
ing both biotic and abiotic variables. The approach quantifies alterations in system com-
ponents away from equilibrium based on feedback loops and other ecological changes,
employing solely the interaction signs (+/-) between components54. In a signed digraph
model, nodes represent species, and edges represent ecological interactions, such as pre-
dation, competition, or mutualism6. Signed digraph models have been used to study
a variety of ecological systems, from the dynamics of predator-prey relationships to the
spread of invasive species. For example, in a predator-prey interaction, the positive bene-
fit to a predator of consuming a prey represents a rate of birth, and the negative effect to
the prey represents a rate of mortality6.

Signed digraph models offer the advantage of incorporating various life stages of a
population, which proves valuable for integrating information across different habitats
utilized by a species throughout its life cycle32. In these models, the connections represent
processes that support or contribute to each life stage, including factors like fecundity
rates, survival rates, or mortality rates6.

Additionally, many of these models incorporate links known as modified interactions33,
which account for environmental or ecological variables that can regulate the intensity of
interactions among other variables. For instance, a predator’s capacity to capture juvenile
prey may be diminished if the juvenile prey seek refuge in coral structures. In this case,
the coral structure modifies or suppresses the predator-prey interaction6.

2.8. Mass-balance models

They focus on the flows of energy and matter through an ecosystem, they simulate the
transfer of energy and nutrients between ecosystem components (e.g. plants, herbivores,
predators)54. These models represent the various components of an ecosystem as pools
of energy or matter, which can be modeled using mathematical equations85. The models
are typically based on the principles of conservation of mass and energy, which require
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that the inflow of energy or matter into a pool must balance the outflow127. Mass-balance
models can be used to simulate the effects of various disturbances on an ecosystem, such
as changes in climate or land use.

For example, Tesfaye and colleagues (2018)127 analyzed the energy flow and trophic
structure, evaluated the ecological maturity stage, assessed the impact of introduced exotic
carp species, and examined the existing fishery within the Lake Koka ecosystem (Ethiopia)
using a mass-balance model. They found that the introduced exotic carp species (Cyprinus
carpio) occupies an unutilized niche and contributes to the system’s recycling of organic
matter127.

One of the widely recognized models in this category is Ecopath, initially created by
Polovina (1984)112 to elucidate the net primary production necessary to sustain a tropical
reef system. Over time, Ecopath has undergone modifications and expansions to accom-
modate various aquatic ecosystems and even terrestrial systems45.

One advantage of mass-balance models like (Ecopath) is that they can work together
in an ecosystem-based management context. They can identify and quantify significant en-
ergy flows within the system, provide descriptions of ecosystem resources and their inter-
actions, assess the impacts of fishing activities or environmental changes on the ecosystem,
and explore various management policy options85,109. However, mass-balance models can
be challenging to develop and require a significant amount of data on the flows of energy
and matter in the system.

2.9. Models of intermediate complexity for ecosystem assessments (MICE)

They integrate ecological, human, and environmental components, where the model
structure and format are designed based on individual decision-making problems54. MICE
models attempt to combine the best features of existing single-species models of relative
simplicity and the capability to use standard statistical methods for parameter estimation,
but also deem larger ecosystem considerations given a few well-defined objectives110.
While whole-of-ecosystem models can be applied to specific parts of an ecosystem, they
tend to be complex and cover significant portions of an ecosystem. On the other hand,
MICE models are focused solely on the ecological components that are essential for ad-
dressing the specific management question at hand, making them less complex than
whole-of-ecosystem models, yet more complex than single-species models since they still
incorporate multiple components such as species or functional groups, as well as relevant
processes110.

One example is the model conducted by Tulloch et al. (2019). They used a climate-
biological coupled MICE that linked krill and whale population dynamics with climate
change drivers: ocean temperature, primary productivity, and sea ice134. Their models
predicted future adverse impacts of climate change on krill and all whale species, i.e.,
predicted decreases in whale populations resulting from diminished prey (copepods/krill)
due to warming and intensified inter-species competition. Nonetheless, they modeled
whale population recovery under an alternative scenario whereby whales adapt their mi-
gratory patterns to align with changing sea ice and a shifting prey base134. They found
that plasticity in range size and migration would improve ice-associated whales’ recovery,
highlighting the importance of local management and protection to ensure the krill prey
base and help depleted whale populations recover134.
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2.10. Interaction network analysis

It focuses on understanding the patterns and dynamics of species interactions within
an ecosystem. It involves constructing a network of interactions between species, where
each species (or ecosystem component) is represented as a node and their interaction
relationships (e.g. predation, competition, facilitation) are represented as links between
nodes54. The analysis is delimited by ecological complexity (characterized by the number
of interacting ecosystem components and the frequency of their interactions) which in
turn has an intricate association with the ecological system’s stability90. This means that
the assemblage and stability of an interaction network depends on ecosystem complexity.

Although, ecosystem complexity and stability can be related to different types of inter-
action networks, many studies have accentuated their research on trophic interactions128.
Nonetheless, architectural patterns observed in real food webs (or trophic interactions),
including patterns of interaction strength in omnivory loops102 and allometric degree
distributions104, have been found to promote stability and facilitate species coexistence96.

Therefore, one of the key advantages of interaction network analysis is that it allows
ecologists to take a holistic view of an ecosystem by considering the interactions between
multiple species68,126. Thebault and Fontaine (2010) showed that (1) a combination of
various architectural patterns (in food webs) permit to gain insights into the mechanisms
driving community stability, and (2) the emergence of distinct network architectures is
specific to different types of interactions128.

2.11. Population dynamic models

They use life history traits (e.g. rates of birth, growth and death) to estimate size and
structure of populations over time. These models are used to understand how populations
grow, decline, and interact with each other and their environment54. Population dynamic
models can be used to study a wide range of organisms, from single-celled microbes to
large mammals. They are typically represented by the age, size, or location of a species
(or individuals) in mathematical equations to represent variation in vital rates within and
between species populations54,67,24.

These equations can be based on empirical data or theoretical assumptions about how
populations function. One common type of population dynamic model is the predator-prey
model, which explores the interactions between predator and prey populations. Other
models focus on factors such as competition for resources, disease transmission, and the
effects of environmental factors like climate change on population growth.

For example, Fordham et al. (2013) employed metapopulation models (include inter-
actions of multiple interconnected populations occupying distinct habitat patches within a
larger landscape) to project the spatial distribution and extinction risk of the Iberian lynx
(Lynx pardinus) in the face of climate change, considering trophic interactions such as
prey availability and disease dynamics44. By integrating data on lynx movement, habitat
suitability, and ecological processes, the models allowed for predictions of lynx population
dynamics and the potential effects of changing environmental conditions44,54. The re-
sults of their dynamic metapopulation model clearly demonstrated that the current level
of habitat connectivity is insufficient to facilitate the necessary range movement for an
effective natural adaptation response to the anticipated rate of environmental change for
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the Iberian lynx in this century44. Hence, the model allowed them to establish that a well-
designed relocation strategy that considers the impacts of climate change, prey availability
influenced by disease, and habitat connectivity will be paramount for the long-term per-
sistence of the species, regardless of global decisions regarding greenhouse gas emissions
mitigation44.

2.12. State-and-transition models (STMs)

State-and-transition models were initially developed by the United States Department
of Agriculture-Natural Resources Conservation Service (USDA-NRCS) for rangeland man-
agement as they enable the characterization of potential vegetation communities, describ-
ing the transitions between different vegetation communities resulting from management
interventions, and providing insights into the anticipated benefits associated with each
potential vegetation community17,15,77,84.

STMs offer a broad scope for capturing vegetation dynamics. They have the capacity
to incorporate various factors that influence vegetation change, such as fire regimes, soil
erosion, weather variability, and management interventions21. However, the development
of these models relies on available literature and expert opinion, rather than being primar-
ily derived from or extensively tested with field data (although Bestelmeyer et al. (2011)
mention the utilization of targeted experiments)82,14.

STMs represent an ecosystem as a set of alternative stable states, whereby transitions
occur between states when a set of parameters are altered, leading the system to shift
into a new state54. The technique is based on the idea that different biotic assemblages,
referred to as “states,” can exist in a specific region due to varying physico-chemical condi-
tions, and the changes between these assemblages (“transitions") are influenced by iden-
tifiable and predictable processes145. As previously said, STMs were created and applied
specifically in the context of rangelands, which are characterized by discontinuous and
non-reversible vegetation dynamics21. Hence, these models have found extensive applica-
tion in rangeland management both in the United States16 and other regions59.

Notwithstanding, other authors have widely conceived the application of STMs on
ecosystems of any kind. Westoby et al. (1989) indicated that STMs serve as a versatile
framework for organizing information about ecosystem change, and provide a flexible
approach that can incorporate various concepts related to ecosystem dynamics144. For ex-
ample, Ludwig et al. (2007) discovered that the configuration of vegetation cover within
a catchment plays a crucial role in sediment loss dynamics. Specifically, they observed
that a catchment with a significant extent of eroding bare ground and 54% grass cover
experienced 43 times greater sediment loss compared to another catchment where the
grass cover, although lower at 43%, was distributed more evenly. This finding highlights
the significance of the spatial arrangement of vegetation cover in certain ecosystems, em-
phasizing that the pattern of cover can have a greater impact on state transition processes
than the average amount of cover alone86,14.

2.13. Structural equation models (SEMs)

They are an analytical technique that assesses how changes in one factor, such as the
abundance of a species, can propagate through a network and affect other factors through
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causal links, which are established using regression models or similar approaches54. SEMs
are useful for investigating cause-and-effect relationships between variables and for test-
ing hypotheses about the mechanisms that drive ecological processes58. SEMs can be used
to analyze both observational and experimental data, and can be particularly useful for
studying complex ecological systems with multiple interacting components57. SEM incor-
porates graphical as well as mathematical representations58.

For example, Schweiger et al. (2016) used SEMs because they permit for the specifi-
cation of system-level network hypotheses123. As SE models are of the form Y = f(X,Y ),
each variable is seen to be part of a system of variables123 which implies that they were
able to test whether variable C is influenced by variable A through the mediating effect
of B (i.e., A → B → C). This flexibility in how equations are represented offers several
advantages, such as the ability to capture more comprehensive hypotheses and uncover
unexpected relationships, such as the indirect effects of variable A on variable C that do
not involve variable B123.

Greenville et al. (2017) used structural equation modeling to combine findings from
remote camera trapping and long-term regional-scale datasets on vegetation and small
vertebrates in order to investigate the impact of biotic processes and two key abiotic
drivers (rainfall and wildfire) on the composition of a diverse desert biota assemblage
in central Australia60. They discovered that although vegetation cover is anticipated to
decrease as a result of climate change (increases in extreme rainfall events and decreases
in wildfires due to changes in rainfall patterns), the main factor influencing prey popula-
tions is the top-down suppression caused by introduced predators (rapidly capitalize on
the newly created open spaces after wildfire92, and the anticipated reduction in vegeta-
tion cover resulting from climate change could potentially establish a negative feedback
loop)60.

From this overview we can say that challenges in Ecology requires hybrid modeling ap-
proaches which shall be appropriate for the decision or management problem54. However,
based on information available to us, there is no approach to capture all particularities like
ecosystem’s resilience, and to account for wrong behaviors. The resilience concept was first
introduced by Crawford Holling who described it as a measure that quantifies the ability
of systems to endure and adapt to change or disturbance while preserving the relationships
between populations or state variables70. However, nowadays, the resilience concept has
been most widely used to describe manifold properties or abilities of socioecological sys-
tems in response to sudden changes, including (a) resistance, which refers to the system’s
capacity to withstand disturbance; (b) recovery, indicating the ability to return to the orig-
inal state; (c) stability, representing the capacity to maintain function and structure; (d)
vulnerability, denoting the system’s susceptibility to disturbance; and (e) adaptive capacity,
reflecting the system’s ability to cope with and adapt to change139,148.

When an ecosystem is resilient it has basins of attraction or wells, and it can possess
several potential basins between which it can alternate50,129,51. As a result, the system
exhibits a variety of potential trajectories that fall within or between these basins, which
are considered relatively stable regions where the system is commonly observed51. When
the system shifts from one basin to another, it is referred to as crossing a tipping point
(TP) or undergoing a catastrophic shift69,120,51. Quantifying and identifying TPs as well as
basin’s depth characterize resilience and its properties, which is notorious difficult. There-
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fore, we need a new type of model that can decide: (a) the behavior of these basins of
attraction; (b) its depth; and (c) the relative positions of these basins within the potential
landscape in order to determine potential TPs that connect the basins to each other139,121.
Consequently, and for this endeavor, we believe discrete event systems are suitable.

2.14. Discrete Event Systems

Until recently, discrete event systems have been mostly ignored in ecology and environ-
mental sciences, with the exception of Gaucherel et al. (2022)53. However, they have
the potential to give an exhaustive possibilistic overview of the different scenarios under
which an ecosystem can evolve, whereas continuous models give in general little insight
into the changes that even small internal or external variations may provoke51.

We examine the expressiveness of Petri nets to model ecosystems. A Petri net is a
bipartite directed graph whose nodes are either places or transitions, and places may carry
tokens. Petri nets can be bounded, in other words, places can carry a maximum number of
tokens; or unbounded when places can carry arbitrarily many tokens. When places carry
either one or no token in any reachable marking, we call the net safe. The set of currently
active places, those with a token, form the state, or marking, of the net. Petri nets are
similar to Boolean networks as they are highly effective in formalizing changes in network
topology, yet enable a more fine-grained specification of the conditions for triggering value
changes.

We take advantage of context and reset semantics in Petri nets (use of read and reset
arcs, respectively) to demonstrate how side conditions and side effects operate in these
systems, as well as the unfolding methodology of Esparza et al. (2002)40. In our view,
Petri net unfolding provides the right tools to determine system trajectories leading to
collapse and/or survival, and eventually characterize those actions or inactions that help to
support ecosystem stabilization. For this purpose, we will draw on and extend the modeling
approach proposed in Gaucherel et al. (2022)53.

The approach here builds upon nets with both read and reset arcs (our motivation for
this choice will be discussed below). While the branching concurrent semantics of contex-
tual nets (i.e. those exhibiting read arcs) has been well studied in the literature117,119,11,118,10,
there is, to the best of our knowledge, no formalization of branching processes for reset
nets in the literature. Indeed, the work that comes closest to studying them is Jezequel et
al. (2018)74, in which the authors study concurrent processes unfolded, in our terminol-
ogy, into causal nets, i.e. occurrence nets without branching conditions and conflicts.

Since our purpose is to exhibit divergence of trajectories, it is essential to go all the way
to defining branching process unfoldings for reset nets. As the discussion below shows,
some subtle changes to both the definition and the algorithmics of unfolding had to be
made. Essentially, the problem is to account for the intrinsic ambiguity of reset net firing,
in which the same transition may fire with its reset places marked or unmarked, indiscrim-
inately; the definition developed below aims at avoiding to translate this ambiguity into
inconsistencies, without replicating transition instances which would dramatically slow
down any automatic analysis. The approach has been successfully implemented in the
ECOFOLDER tool3, used to study examples in the upcoming chapters.

2.15. Contextual Reset Petri Nets
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2.15.1. Why Reset Nets?

Reset nets are not commonly used in the modeling of physical systems; a few words
are thus in order to show their interest in biological systems in general and for ecosystems
in particular. Many events or processes in a system consume, destroy, produce and/or
simply require the presence of certain resources.
The latter case, of side conditions, is well covered by read arcs, and consumption is ad-
equately rendered by an ordinary arc from a place to a transition. Side effects are more
subtle to handle, as such actions do not require any particular state (present/absent) of
a resource to occur. Indeed, condensation produces water, irrespective of whether or not
water was present previously, or not; a herd of big animals stampeding through an area
will leave wasteland, whether or not there was grass that their passage could destroy;
from a molecular level, photosynthesis produces oxygen, no matter whether O2 acted as
reactant or not; from a bacterial level, dental plaque produces metabolites when microor-
ganisms are present but regardless of metabolites concentration in advance, and so forth
(our examples show several analoguous situations).
Now, consider Figure 2.1. It shows a simple, reset net model of some action t that con-
sumes resource p1, produces resource p4, and has two side effects that destroy, respectively,
resources p2 and p3. Obviously, a token on place p1 is required for t to fire, and if the net
is safe, p4 will be empty whenever p1 carries a token. No such property can, however, be
asserted for p2 and p3. In fact, if a binary vector (x, y) is used to describe the token dis-
tribution on p2 and p3, then we would have, in a model using ordinary nets, four distinct
instances of t, for (0, 0), (0, 1), (1, 0) and (1, 1). We argue that such a modeling approach
would represent both an algorithmic nuisance (since it increases the number of different
pathways to follow) and a difficulty in the modeling itself, forcing to change the number of
actions every time that another side effect is to be added. On the other hand, the overhead
that the use of reset arcs causes in constructing the unfolding can be kept rather small, see
below.

•
p2

•
p3

• p1

p4
t

Figure 2.1: The interest of modeling ecosystems via reset arcs.

2.15.2. Definitions

The Petri net model we use here will therefore contain, like53, ordinary, reset and read
arcs; however, we will restrain our model to these types, and will not use inhibitor arcs,
so as to keep the unfolding semantics tractable. Note that in the case of 1-safe Petri nets
on which we focus here, inhibitor nets can be equivalently translated into contextual nets,
so there is no loss of generality here. The following generalizes Definitions 1-4 from74:

Definition 1 (Net). A contextual net with resets or cr-net is a tuple
NCR = (P,T,F ,R,C ,M0) such that

• P is a nonempty set of places,
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• T is a nonempty set of transitions such that T ∩ P = ∅,

• F ⊆ [(P× T) ∪ (T× P)] is the flow relation,

• R ⊆ [(P× T) ∪ (T× P)] is a symmetric binary relation called reset,

• C ⊆ [(P×T)∪ (T×P)]\(F ∪R) is a symmetric binary relation called read or context,
and

• M0 : P→ N0 is an initial marking.

A cr-net NCR is a reset net or (pure) r-net (NR) iff C = ∅, and a contextual net or (pure)
c-net (NC) iff R = ∅. NCR is an ordinary net iff it is both an r-net and a c-net.

For x ∈ P ∪ T, write its preset and postset as pre(x)
△
= {y ∈ P ∪ T : F (y, x)} and

post(x)
△
= {y ∈ P ∪ T : F (x, y)}, respectively, and write further con(t)

△
= {p ∈ P : C (p, t)}

for the context of transition t and res(t)
△
= {p ∈ P : R(p, t)} for the re-set of transition t.

Finally, write con(p)
△
= {t ∈ T : C (p, t)} and res(p)

△
= {t ∈ T : R(p, t)} for the context and

the re-set of place p, respectively.

Definition 2 (Marking). A marking is a subset of P which may enable transitions. A mark-
ing M enables transition t, written M

t−→, if and only if pre(t) ∪ con(t) ⊆ M . In that case,
t can fire and transform M into

M̂
△
= [M \ (pre(t) ∪ res(t))] ∪ post(t),

written M
t−→ M̂ . A marking M is reachable from M0 if and only if there exist markings

M1, . . .Mk = M and transitions t1, . . . , tk such that

M0
t1−→ . . .

tk−→ Mk = M . (2.1)

If (2.1) holds, write M0
σ−→ M with σ = t1 . . . tk; call σ a firing sequence or run.

For a set of transitions τ = {t1, . . . , tk}, we write M
τ−→ M̂ iff

1. M
t1...tk−→ M̂ and

2. for any i, j ∈ {1, . . . , k} s.t. i ̸= j, one has pre(ti) ∩ (pre(tj) ∪ con(tj)) = ∅.

A cr Petri net in which all reachable markings M and transitions t such that M t−→ satisfy
post(t) ∩ M ⊆ pre(t), is called safe. We denote the set of markings reachable from some
marking M in NCR by RN (M ) (dropping the subscript N if no confusion can arise).

In figures, places are represented by circles and the transitions by boxes (each one
with a label identifying it). Firing a transition requires all its pre- and context places to
be marked; no requirement is put on the re-set. We assume that no place is a pre-place
for a transition that resets it, i.e. ∀ p ∈ P : post(p) ∩ res(p) = ∅. Indeed, such a double
connection between a transition t ∈ post(p) ∩ res(p) would be redundant, as it implies no
restriction on the net’s behavior: if t ∈ post(p), only the presence of a token in p could
contribute to an enabling of t. The reset arc is therefore redundant both if p is marked
and if p is empty, it can be removed without loss.
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Definition 3 (Marking graph). The marking graph of a cr-net, c-net, r-net or ordinary net
(N ) is a directed graph G = (V ,A) such that V is the set of all reachable markings obtained
from all possible firing sequences σ in N , and A is the set of connections (arrows) from one
marking to another, i.e, A ⊆ V ×V ∧ t ∈ T : (M ,M ′) ∈ A iff M t−→ M ′.

Definition 4 (Attractor). An attractor A ⊆ 2P is a bottom (terminal) Strongly Connected
Component (SCC) of G. Denote the set of attractors of N reachable from a marking M in
N by A; a set of markings such that either for every M ∈ A, the set of markings reachable
from M is precisely A; or there is only one marking in A, in other words, A = {M } and no
transition is enabled from M (which we call a fixed point).

Definition 5 (Cycle). A cycle is a tuple ⟨M1, . . . ,Mn⟩ of reachable markings such that there
exists a finite firing sequence σ = t1t2 . . . tn for which M1

t1−→ M2
t2−→ M3

t3−→ . . .
tn−→

M1. Clearly, ⟨M1, . . . ,Mn⟩ is a cycle iff ⟨M2, . . . ,Mn,M1⟩ is (a weaker notion of attractor).
Note that we may call fixed points as trivial cycles and those with more than one reachable
marking as non-trivial cycles.

•p1
•p0

•p2

p3 p4 p5

•
p6

p7

a b c d

e f

{p0,p1,p2,p6} {p4, p2, p6}{p0, p3, p2, p6}

{p3, p5, p6} {p1, p5, p6} {p4, p5, p6}

{p3, p6, p7} {p1, p6, p7} {p4, p6, p7}
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(a) NCR (b) GNCR

Figure 2.2: A safe cr-net (a) and to the right, its marking graph. In (b), the initial marking is
bold, attractors are highlighted in red and one of the cycles are colored in dark yellow. See that
p0 has transparency, meaning it is part of the initial marking but since it has no incoming arc to
put a token back on, it never appears again after the first firing of c. Note that both read and reset
arcs have no significant change onto the marking graph’s topology original from Chatain et al.
(2014)26 which are intentionally drawn here to emphasize attractor and cycle’s notions for cr-nets.
Intricacies and encodings about these arcs will be explained in the next section, see below.

Markings are represented by dots (or tokens) in the marked places. From an initial
marking of the net, one can recursively derive all possible transitions and reachable mark-
ings, resulting in the marking graph. The marking graph is always finite in the case of safe
Petri nets; all nets considered in this work are assumed safe.

2.15.3. Attractors and fairness
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An attractor, by its very definition, comprises an absorbing set of states that the system
cannot escape from once it enters. However, a distinct question arises: will every infi-
nite execution eventually reach an attractor? In general, the answer is no, as the system
can demonstrate transient loops where it continues to operate indefinitely without ever
transitioning into a recurring state.

One of our central objectives in the following section is to determine whether a sys-
tem state allows looping in a manner that avoids a critical attractor, which we refer to as
doom. To clarify this concept and address a gap in the literature regarding attractors, we
will delve into fairness properties that serve to prevent transient loops. Consequently, our
conclusion, in line with our title’s implication, will be as follows: broadly speaking, pro-
moting fairness in behavior may steer the system toward doom. In other words, averting
doom necessitates the implementation of some form of control within the system to avoid
fatal consequences resulting from unrestricted actions.

Fairness

In the context of (contextual) Petri nets (with resets) fairness refers to the broad allocation
of opportunities among competing transitions to fire. It refers to a property that ensures
that transitions in the net have an opportunity to fire over time, preventing certain tran-
sitions from blocking others indefinitely. Fairness ensures that each process is given a fair
share of resources so that all tokens progress through the net and not remain in a deadlock
state where no further transitions can occur125.

Besides one can distinguish two well-known concepts regarding fairness like weak and
strong fairness. Weak fairness means that if a transition has the potential to be contin-
uously enabled, it will eventually fire. This notion guarantees no immediate firing of a
transition but rather that it will not perpetually postponed. In contrast, strong fairness
ensures that if a transition is infinitely often enabled, it must fire infinitely often79. Strong
fairness ensures that no transition is unfairly suppressed, and it imposes a more rigid form
of fairness on the system when comparing with weak fairness. More formally100:

Definition 6 (Weak fairness). An infinite firing sequence σ is considered weakly fair when,
starting from some point along the sequence, every continuously enabled transition will ulti-
mately execute in σ.

Definition 7 (Strong fairness). An infinite firing sequence σ is considered strongly fair if
every transition enabled infinitely often fires infinitely often in σ.

Despite these concepts have been widely used in the literature101,100,143,125,138,75,79,35,
we need another notion which will help us to analyze attractors further and, that to the
best of our knowledge, has no previous definitions, we call it situation fairness (initially
proposed in unpublished work by Stefan Schwoon).

Although “attractors,” are called in such way, it is important to note that these struc-
tures do not exert any force to draw the system’s behavior towards them, nor is it guar-
anteed that the system will eventually enter an attractor. See figure 2.3 as an illustration.
This system could potentially cycle indefinitely within the set of states where p3 and p4
are never jointly marked. However, it is essential to note that this set is not contained
in an attractor. When aiming to provide a dynamic description of attraction, particularly
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concerning basins of attraction, it is insufficient to simply demand the presence of infi-
nite runs that remain within a specific state set. Instead, we must focus on those runs
that ‘eventually explore all accessible branches.’ Such an intiution is often captured by
the aforementioned notion of (strong) fairness cf.100,138,75,79: any transition that becomes
enabled an infinite number of times must also occur an infinite number of times (see Def.
7). Nevertheless, strong fairness alone cannot guarantee that a concurrent system will
eventually enter a terminal SCC. Figure 2.3 displays this.

•
p1

•
p2

p3 p4

p0

a b c d

x

Figure 2.3: Illustration of the fairness condition underlying the attractor notion. Clearly, the system
has exactly one attractor, given by fixed point A

△
= {{p0}}. However, sequence (badc)∞ is strongly

fair and never reaches A; on the other hand, every situation fair execution leads, after finitely but
unboundedly many steps, into A.

In this ordinary net, a finite firing sequence can be strongly fair only if its final mark-
ing is {p0}; on the other hand, no infinite strongly fair firing sequence in this net would
be allowed to enable x infinitely often. There exist nonetheless infinite strongly fair ex-
ecutions that avoid to enable x too often, e.g. the sequences (badc)∞ or (babadc)∞, etc.
However, these sequences must inevitably be unfair to at least one transition in the context
of the same marking; in the example, the sequence (badc)∞ passes infinitely often by the

marking M
△
= {p2, p3}, and in this marking it ‘chooses’ a consistently, although d is also

enabled in M . Still, strong fairness is satisfied since d does fire infinitely often, just not
from instances of M . To exclude such denials of opportunity, we introduce a more refined
fairness concept, which, to the best of our knowledge, has not been previously introduced.
We will refer to an execution scenario as situation fair iff any transition that is enabled in
a marking visited infinitely often also fires infinitely often from that particular marking.
Consequently, if a firing sequence is situation-fair then it is strongly fair. More formally:

Definition 8 (Situation fairness). In a N as above, a firing sequence M0
t1−→ M1

t2−→ . . .

with σ = t1 . . . tn is situation-fair iff either (i) it is finite, strongly fair and its last marking
enables no transition, i.e. runs of the form Mi

ti+1−→ Mi+1
ti+2−→ . . .

tn−→ Mn−1 or (ii) it is
strongly fair and for all t ∈ T and all M ⊆ P such that M t−→:

|{i ∈ N : Mi = M }| =∞ =⇒ |{j ∈ N : Mj = M ∧ tj+1 = t}| =∞ (2.2)

Please note that such executions are always possible to achieve; one way to obtain
them is by implementing a round-robin firing policy, in which, for {t1, . . . , tn} the tran-
sitions enabled at marking M , the transition selected at the k-th visit to marking M is
t(k mod n). Before establishing the link between fairness and attractors, let us introduce
one more auxiliary notion:
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Definition 9 (Minimal Distance to an attractor). For any reachable marking M , let KM

be the smallest integer d such that there exist an attractor A and t1, . . . , td ∈ T such that

M
t1,...,td−→ MA with MA ∈ A. Moreover, let KN

△
= maxM∈R(M )(KM ).

Note that in safe Petri nets, both KM and KN are well-defined and finite. Obviously
KM must be finite for all reachable markings M of N ; since N is finite and safe, KN is
finite as well.

The following Theorem 1 asserts that in any situation-fair execution of a safe net,
whether it follows a round-robin or alternative policy, the execution will eventually depart
from any transient SCC and, sooner or later, permanently enter a terminal SCC.

Theorem 1. Let σ = M0
t1−→ M1

t2−→ . . . be a situation-fair execution of a safe Petri net N .
Then either σ is finite and its final marking is a fixed point, or σ is infinite and there exists
an attractor A and d ∈ N such that ∀i ∈ N : Md+i ∈ A.

Proof: By the definition of situation fairness, if σ is finite, its final marking must be
a fixed point. Thus assume that σ is infinite; it then suffices to show that σ eventually
reaches an attractor, since by definition no markings outside the attractor are reachable
from there. Since σ is infinite and N is safe, there must be at least one marking M that is
visited infinitely often by σ. We shall prove that M is part of an attractor. Indeed, suppose
this is not the case. Then M is part of a transient SCC, and by definition, some attractor A
is reachable from M . Thus, we have an executable path M

t1−→ M1
t2−→ . . .

tn−→ Mn ∈ A,
for n = KM and some attractor A. Since σ is situation fair vis-à-vis t1 in Mσ, it must visit
M1 infinitely often as well. Repeating this argument, we obtain that all Mi, for i = 1, . . . , n,
must be visited infinitely often, too. But M is not reachable from Mn, which is a contra-
diction. Thus M must be part of an attractor. □

We will may shift our focus to categorizing states based on the long-run behaviors that
follow them. Attractors can vary in their desirability; as long as the system retains some
infinite behavior that avoids reaching any undesirable or bad state, we will label it as free.
Conversely, if it inevitably leads to a bad state in all its infinite behaviors, we will consider
it doomed. Before delve into precise definitions for these concepts, we need fundamental
transformations to allow the unfolding operation. The discussion about determining long-
run behaviors in a safe Petri net will continue in chapter 5. In the meanwhile, let us
encode contextual reset nets.

2.15.4. Encoding of contextual reset nets

Our goal is to represent the dynamics of a general safe cr-net NCR in an ordinary
occurrence net via an unfolding procedure that takes the specificities of both read and
reset arcs into account.

First, note that read arcs and the unfolding of contextual net have been studied in the
literature, see117,119,11,118,10, with essentially two options: (i) prior encoding as ordinary
nets plus unfolding into ordinary occurrence nets, or (ii) unfolding directly into contextual
occurrence nets, with dedicated history semantics to account for asymmetric conflict that
typically arises in contextual nets (but is impossible in ordinary nets). We will use here
a technique from the first group, namely the so-called place replication or PR-encoding
(see11). There, any place p that is read by k different read arcs is replaced by a set of k
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places, all of which have the same ordinary pre-and postsets as p and which encode each
a different read arc of p via two-way ordinary arcs.

Definition 10 (PR-encoding11). For a cr-net NCR, the place-replication (PR-) encoding
of NCR is the net NR obtained by substituting every place p in the context of one or more
transitions (n ≥ 1)t1, . . . , tn by places p1, . . . , pn, and update F and R of NR as follows:
∀i ∈ {1, . . . , n} such that:

1. transition ti resets place pi, i.e., pi ∈ res′(ti);

2. transition ti consumes and produces place pi, i.e., pi ∈ pre′(ti) and pi ∈ post′(ti);

3. any transition t producing p in NCR produces pi in NR, i.e., pi ∈ post′(t);

4. any transition t consuming p in NCR consumes pi in NR, i.e., pi ∈ pre′(t).

PR-encoding preserves not only the reachability of markings but also concurrency of
transitions that share a read place (but no input place, of course), see Figure 2.4.
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Figure 2.4: Illustrating direct versus PR-encoding, cited from Baldan et al. (2012)11. The contex-
tual net (a) is transformed into an ordinary net by plain encoding (in (b)) and by PR-encoding
(in (c)). Both encodings preserve marking reachability (modulo the splitting of p into p1 and p2

in (c)). However, the concurrent firing of transitions b and c that the contextual (a) allows, is
sequentialized in (b), whereas it is preserved in (c). We therefore prefer the PR-encoding in (c).

Definition 11 (Reset complement). For a cr-net NCR, its reset complement is the net
N ′

CR obtained by creating a complementary place p¬ for every p in the re-set of one or more
transitions(n ≥ 1) t1, . . . , tn in such a way that p¬’s marking is consumed or reset in a
‘complimentary’ way. Formally,

1. any transition t resetting p in NCR resets p¬ in N ′
CR, i.e., res(p¬)

△
= res(p);

2. any transition t that properly produces onto p in NCR properly consumes from p¬ in

N ′
CR, i.e., post(p¬)

△
= (pre(p)\post(p))\res(p) = pre(p)\

(post(p) ∪ res(p));

3. and any transition t that properly consumes from p or resets p properly produces

onto p¬, i.e. pre(p¬)
△
= (post(p) ∪ res(p))\pre(p);
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Figure 2.5: Successive application of reset complement (top row) and PR-encoding (bottom).
Complementation for place p duplicates the reset arc to a; the complementary place p¬ receives a
token upon a firing of a that empties p. Note that neither loops nor read arcs must be duplicated by
reset complement; therefore, only the original place p needs to be replicated in the PR-encoding.
Conversely, the reset action by a empties all instances of p, hence the replication of the reset arcs
in the place replication.

In addition to this, M ′
0

△
= M0 ∪ {p¬ : p ̸∈ M0 ∧ res(p) ̸= ∅}. A net which contains all reset

complements is called a complete reset net.

Note that, in particular, loops of p are not taken into account by the reset complement,
neither as consumptions nor as productions; they are thus not transferred to p¬, which is
therefore guaranteed to be loop-free. Also, read arcs that involve p do not at all impact
p¬; in fact, for all these complement places, one always has con(p¬) = ∅ if there are not
exclusive read arcs for p¬. Figures 2.5 and 2.6 illustrate the effect of combining reset
complement and PR-encoding. Further, we note the following simple invariant:

Lemma 1 (Complementary place). In NCR as above, any reachable marking M satisfies
|M ∩ {p, p¬}| = 1 for every complemented place p.

Proof: Clearly, M0 satisfies the property by construction; for all reachable markings
it follows recursively since, by the construction of NCR, any transition removing a token
from p (p¬) must create a token on p¬ (p) and vice versa. □

The motivation for the reset complement lies in the unfolding semantics developed be-
low. Roughly, it is important to record for every instance of a transition t that has a reset
place p ∈ res(t), whether t fires from an empty or a marked p. Indeed, although both
states of p enable t, in the case of an empty place the occurrence of t has to “consume”
a condition representing p empty; otherwise, the event representing this firing of t could
occur concurrently with another copy of t, which needs to be excluded in unfoldings for
both semantical and efficiency reasons.
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Reset complement
p • p¬a

b

cd e

f

(a) (b)

PR encoding for read arcs
pepd • p¬a

b

cd e

f

(c)

Figure 2.6: Successive application of reset complement (top row) and PR-encoding (bottom) under
a slight modification w.r.t. figure 2.5. Place p is now an output place of transition a in (a). The
complementation for place p duplicates the reset arc to a; but the complementary place p¬ receives
no token upon a firing of a since a empties p and produces a token on it. Loops, read arcs and reset
action are treated as in figure 2.5.

Theorem 2. Let NCR = (P,T,F ,R,C ,M0) be a safe contextual reset Petri net and N ′
CR =

(P′,T′,F ′,R′,C ′,M ′
0) its reset complement version. Then one has

1. Reachability equivalence: for every firing sequence

M0
t1−→ . . .

tn−→ Mn (2.3)

of NCR there exists a firing sequence

M ′
0

t1−→ . . .
tn−→ M ′

n (2.4)

of N ′
CR such that for all i ∈ {0, . . . , n}, Mi = M ′

i ∩ P, and vice versa.

2. Equivalence w.r.t. concurrent firing: For every pair of reachable markings M−,M+

and set of transitions {t1, . . . , tk} of NCR such that M−
{t1,...,tk}−→ M+, there exist unique

reachable markings M ′
−,M

′
+ of N ′

CR such that

(a) M− = M ′
− ∩ P, M+ = M ′

+ ∩ P, and

(b) M ′
−

{t1,...,tk}−→ M ′
+ in N ′

CR,

and vice versa.

Proof: Let P̄ be the set of complementary places added for all reset places in NCR

according to definition 11, and any transition t s.t. res(t)
△
= {p¬ : p ∈ res(t)}. For Part

1, assume M
t−→ M̂ in NCR, which is equivalent to the conjunction of the following
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properties:

con(t) ⊆ (M ∩ M̂ ) (2.5)

pre(t) ⊆ M (2.6)

post(t) ⊆ M̂ (2.7)

post(t) ∩M ⊆ pre(t) (2.8)

res(t) ∩ M̂ ⊆ post(t) (2.9)

Observation shows that, from (2.5), one obtains con(t) ⊆ (M ′ ∩ M̂ ′) in N ′
CR, where M ′ △

=

M ∪ res(t) and M̂ ′ △
= (M ′\[res′(t)∪pre′(t)]∪post′(t)). We claim that (2.6) implies pre′(t) ⊆

M ′ in N ′
CR. Indeed, under pre(t) = pre′(t) the claim follows; otherwise, i.e. if pre(t) ⊊

pre′(t), any p ∈ pre′(t)\pre(t) satisfies p¬ ∈ post(t)\pre(t). Therefore, p¬ ̸∈ M ′, thus by
Lemma 1, p ∈ M ′ as claimed. Now, let p ∈ res(t), which implies p¬ ∈ res(t). By Lemma 1,
exactly one place among p and p¬ is in M̂ ′. If p ∈ M̂ ′, then p ∈ M̂ , and thus in post(t) by
property (2.9). Since p¬ ∈ res′(t) by construction, we are done, and M ′ t−→ M̂ ′ must hold
in N ′

CR. Recursively, this shows the implication in part 1.
Assume now that, with the above definitions, M ′ t−→ M̂ ′ holds in N ′

CR; this implies as
above

con′(t) ⊆ (M ′ ∩ M̂ ′) (2.10)

pre′(t) ⊆ M ′ (2.11)

post′(t) ⊆ M̂ ′ (2.12)

post′(t) ∩M ′ ⊆ pre′(t) (2.13)

res′(t) ∩ M̂ ′ ⊆ post′(t). (2.14)

As argued above, properties (2.10) and (2.11) imply (2.5) and (2.6). Concerning (2.12)
and (2.7), notice that (post′(t)\post(t)) ⊆ res(t).

We further claim that (2.13) implies (2.8). Indeed, let p ∈ ((post(t)∩M )\pre(t)). Then
p ∈ post′(t) and thus p¬ ∈ pre′(t). By Lemma 1, we have p¬ ̸∈ M ′ since p ∈ M ⊆ M ′; but
this contradicts M ′ t−→.

Finally, (2.14) entails (2.9) because post′(t) ⊆ post(t) ∪ res(t).

For Part 2, taking M ′ and M̂ ′ as above, we have to check that Property 2 of Definition 2
is preserved and respected by reset complementation; but this follows since (i) con(t) =

con′(t), and (ii) any for place p¬ added in the complementation process such that p¬ ∈
(pre′(ti) ∩ pre′(tj)), we would necessarily have p ∈ (post(ti) ∩ post(tj))\(pre(ti) ∪ pre(tj)).
But in that case, Property 2 of Definition 2 implies that M̂ is not safe, contradicting the
safeness assumption. □

Given that the PR-encoding for contextual arcs is known to preserve both reachability
and concurrency (see11), the above theorem 2 asserts the same equivalence for the reset
complement introduced here. This theorem allows us henceforth to apply Reset comple-
ment as well as PR-encoding to cr-nets, transforming them into complete r-nets, and to
apply the unfolding procedure presented in the next chapter to those transformed nets
while preserving all essential semantic properties.
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3 - Unfolding Semantics For Complete Reset Nets

Branching processes40,38 are a partial-order semantics for ordinary Petri nets, “un-
folded” into labelled occurrence nets or tree-like structures. In other words, branching
processes correspond to the resulting labelled occurrence nets. These occurence nets are
obtained from unfolding a (reset) net, and their nodes are labelled with the places and
transitions of this net. There is a unique (up to isomorphism) maximal branching process
referred to as the unfolding. The process of producing an unfolding can be halted at dif-
ferent and various times yielding different and several occurrence nets. When applying no
halting criterion to the unfolding process you may unfold “as much as possible” which is
generally an infinite process. Figure 3.1 shows a branching process as part of an unfolding
prefix. Below, we extend the unfolding procedure from Esparza et al. (2002)40 in such a
way that complete (pure) reset nets can be input to it; its output is an ordinary occurrence
net, i.e. without reset arcs.

•
1

2 3

•
4

bc a d

4 (c1)

a (e1)

3 (c3) 2 (c4)

1 (c2)

b (e2)

2 (c5)

d (e6)

4 (c7)

c (e3)

1 (c6)

c (e5)

1 (c8)

b (e4)

2 (c9)

conditions

event

(a) (b)

Figure 3.1: A Petri net system Neg (a), and an occurrence net Oeg (b) showing an unfolding prefix
of Neg, and a branching process is highlighted in teal blue. Oeg will be our running example for
illustrating the following concepts.
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3.1. Occurrence nets

Primarily, we need to specify useful relations between nodes of a net.

Definition 12 (Node relations). Causality, concurrency and conflict in an ordinary netN 40

(see figure 3.2 for illustration):

• Node x precedes y, denoted by x < y, iff N contains a path with at least one arc

leading from x to y, i.e. <
△
= F+. If x < y, we say that x is a causal predecessor of y.

We remark x ≤ y if x < y or x = y. If x ≤ y or y ≤ x, then x and y are defined to be
causally related.

• x and y are in conflict relation, denoted by x # y, if N contains two paths pt1 ... x and
pt2 ... y starting at the same place p, with t1 ̸= t2. In addition, we say that t1 and t2
are in direct conflict, noted t1 #δ t2 iff pre(t1) ∩ pre(t2) ̸= ∅.

• x and y are in concurrency relation, denoted by x co y, if neither x < y nor y < x nor
x # y.

A occurrence net is a net O = (B,E,G), where B and E are sets of elements called
conditions (Bedingungen) and events, respectively, such that:

1. |pre(b)| ≤ 1 for every b ∈ B.

2. O is acyclic, or, equivalently, the causal relation <
△
= G+ is a partial order.

3. O is finitely preceded, i.e., for every x ∈ B ∪ E, the set of elements y ∈ B ∪ E such that
y < x is finite;

4. no elements is in conflict with itself.

Clearly, two nodes of an occurrence net are either in causal, conflict, or concurrency
relation. Min(O) denotes the set of minimal elements of B ∪ E with respect to the causal
relation, i.e., those nodes that have an empty preset. In this work, we will only consider
nets in which every transition has a nonempty preset; therefore, all elements of Min(O)
are conditions. We note in passing, and for use in visualization below, that the projection
of the relational structure of any occurrence net to the events alone yields a prime event
structure in the sense of Winskel et al. (1979)103.

3.2. Branching processes

In contrast with the situation in the unfolding of ordinary Petri nets as in40, we will
need conditions that are mapped to empty reset places; a discussion for the reasons behind
this choice will follow below. As a consequence, we require of any condition b in an
unfolding to store an additional bit of information, namely whether b corresponds to a
marked (1) or unmarked (0) place.

Definition 13 (Branching process). A branching process of a reset Petri netNR = (P,T,F ,R,M0)

is a labelled occurrence net β = (O, π), where O = (B,E,G) is an occurrence net such that
B ⊂ P × {0, 1} × E, and π : (B ∪ E) → (P ∪ T) is a labelling function that satisfies the
following properties:
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d (e6)
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c (e3)

1 (c6)

c (e5)

1 (c8)

b (e4)

2 (c9)

Figure 3.2: Illustration of concurrency (a), causality (b) and conflict (c) relations in Oeg.

(i) π(B) ⊂ P and π(E) ⊂ T (π preserves the nature of nodes);

(ii) ∀e ∈ E, the folding morphism π induces isomorphisms between the immediate neigh-
borhoods of e in O and of π(e) in NR:

π (pre(e))
π←→ pre(π(e)) ∪ res(π(e)) ∪ con(π(e))

π (post(e))
π←→ post(π(e)) ∪ res(π(e)) ∪ con(π(e))

(iii) Let Init
△
= M0 ∪ R−1(T); then Min(O) π←→ Init (β “starts” at an initial cut given by

M0 and by the empty places that are connected to a transition via a reset arc);

(iv) ∀e1, e2 ∈ E : pre(e1) = pre(e2) ∧ π(e1) = π(e2)⇒ e1 = e2 (β does not create duplicate
events).

(v) π({(s, 1, ∅) ∈ β}) = M0 and π({(s, 0, ∅) ∈ β}) ⊂ P \M0.

Branching processes are partially ordered by inclusion. Thus, let β = (O, π) and
β′ = (O′, π′) be two branching processes of a reset Petri net system. β′ is a prefix of β if
O′ = (B′,E′,G ′) is a subnet of O = (B,E,G) satisfying:

• Min(O′) = Min(O);

• If b ∈ B′ and pre(b) = {eb}, then eb ∈ E′;
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• If e ∈ E′, then pre(e) ∪ post(e) ⊆ B′; and

• π′ ≡ π|(B′∪E′).

As mentioned before, here we specify conditions mapped to empty reset places, which
subtlety differ from those in Esparza et al. (2002)40 by having this new bit of information.
Conditions that correspond to either marked or unmarked places allow us to model side
effects in a system, i.e., since one cares no value in the number of tokens in those places
part of a transition’s re-set, then event’s firing has no restriction to enable succeeding
conditions (modulo π). As a consequence, a branching process can be infinite, when no
restriction has imposed in a transition’s preset, even if its corresponding net system is
initially acyclic. Figure 3.3 gives a graphical demonstration of this phenomenon.

Let us note finally that unfolding reflects faithfully the dynamics of the unfolded net,
in the following sense:

Let NR a reset net system, and let β be its unfolding.

∃M , M ′ ⊆ β, M ′′ ⊆ NR, e ∈ β ∧ t ∈ NR :

π(M ′) = M ′′ ∧ π(e) = t ∧M
e−→ M ′ in β ⇔ π(M )

t−→ M ′′ in NR

3.3. Configurations and cuts

A configuration C of a branching process in an occurrence net O is a set of events
satisfying the following two conditions:

• e ∈ C =⇒ ∀e ′ ≤ e : e ′ ∈ C (C is causally closed).

• ∀e, e ′ ∈ C : ¬(e # e ′) (C is conflict-free).

Intuitively, a configuration is a set of events ‘firable’ from the initial cut, i.e., there is
a firing sequence from c0 in which each event of the configuration occurs exactly once.
Denote the set of O’s configurations by C(O), and the subset of finite configurations by

Cf (O). For every e ∈ E , the cone [e]
△
= {e ′ ∈ E : e ′ ≤ e} as well as the stump ⟨e⟩ △

=

{e ′ ∈ E : e ′ < e} of e are finite configurations; configurations obtained as event cones
are called prime. Two configurations C1 and C2 are in conflict, written C1 # C2, iff C1∪C2

is not a configuration. Note that

• C1 # C2 iff there exist e1 ∈ C1 and e2 ∈ C2 such that e1 # e2, and

• the conflict relation between events is a special case of the relation for configura-
tions, since e1 # e2 iff [e1] # [e2].

A configuration ω is maximal, or a run of O (maximal element of C(O)), iff e ̸∈ ω

implies ω # [e]; denote the set of O’s runs as Ω(O) and its elements generically by ω.
Denote by Ĉ∞(O) the set of all infinite configurations, and let

C∞(O) △
= Ĉ∞(O) ∪ Ω (O)

If C ∈ Cf , let the crest of C be the set crest(C )
△
= max<(C ) of its maximal events. We

say that configuration C enables event e, written C
e
⇝, iff (i) e ̸∈ C and (ii) C ∪ {e} is a

configuration.
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¬1
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•
1

¬10 (c1)

a (e1)

21 (c3) ¬11 (c4) 10 (c5)

11 (c2)

a (e2)

22 (c6) ¬10 (c7) 11 (c8)

(a) (b)
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¬10 (c1)

a (e1)

31 (c4) ¬11 (c5) 10 (c6)

21 (c2) 11 (c3)

(c) (d)

Figure 3.3: An example to show unrestricted and restricted behaviors in two nets. Note that
reset complement has been encoded and so either a place or its complement must be marked
(a) and (c), a red superscript in the unfolding (b) and (d) has been added to each condition to
account for number of tokens. Dashed lines represent the infinite behavior of the unfolding (b).
As no restriction has been imposed to transition a, then place 2 will be accumulating tokens to the
infinity (b). This is an example of a unbound net (a). On the other hand, the net in (c) is bounded,
has a consuming arc which makes it restricted, and then its unfolding is finite.
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Co-sets and cuts. A set X of conditions of an occurrence net is a co-set if its elements
are pairwise in co relation; write cosets(O) for the set of cosets in an occurence net O. A
maximal co-set with respect to set inclusion is called a cut and denoted c. In other words, if
we have a co-set to which we can not add any other element without destroying the co-set
property, then every element that lies outside of c is either in conflict or in causal relation
with at least one element of c. Denote the set of O’s cuts by Cuts(O). Given a marking
M of a system NR and its branching process β = (O, π), M is represented in β if for all

s ∈ NR there exists c ∈ Cuts(O) such that Mark(c)
△
= {p ∈ P : ∃b = (p, 1, e) ∈ c} = M .

Finite configurations and cuts are tightly related. Let C be a finite configuration of a
branching process β = (O, π). Then the co-set

cut(C )
△
= (Min(O) ∪ post(C )) \ pre(C )

is a cut. By abuse of notation, let Mark(C )
△
= Mark(cut(C )). In addition, let C be a

configuration and E ∩ C = ∅ such that C ∪ E is a configuration. Write C ⊕ E
△
= C ∪ E

in that case; we call C ⊕ E
△
= C ∪ E an extension of C , and E a suffix of C . Clearly,

let C ′ be a configuration, if C ⊂ C ′ then the suffix E of C is nonempty and C ⊕ E =

C ′. A configuration is maximal iff it has no extension. Note that ∅ is a configuration,
that crest(∅) = ∅, and that c0 is the cut of the configuration ∅. The crest of a prime
configuration [e] is {e}.

3.4. Unfolding algorithm

We implement a branching process of a reset net system NR as a set {n1, ..., nk} of
nodes. A node is either a condition or an event. An event is a record with two fields: a
transition of NR, and a list of pointers to conditions (the input conditions of the event). A
condition b is a record composed of three fields: the place p of NR such that π(b) = p, the
number # (b) of tokens currently present on p (0 or 1), and a pointer to either event Eb

(the unique input event of the condition), or to NIL, in case the condition has an empty
preset. We thus represent a condition as triplets (p, 0, e), (p, 1, e), (p, 0, ∅) or (p, 1, ∅).

Let,

B1 △
= {b ∈ B : #(b) = 1}

B0 △
= B\B1 = {b ∈ B : #(b) = 0}.

Contrary to the unfolding of ordinary nets40, the initial data contain conditions not only
for places that are marked in M0. In fact, the labelling of conditions explained below
needs to be initialized for every place that is in the reset-relation with any transition. We
will therefore start the algorithm below with an initial cut formed by copies of

• every initially marked place, i.e. of M0, whether it is a reset place or not, and

• every reset place that is not initially marked.

First, the following definition captures the events that can be appended to a given branch-
ing process.
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41 (c1)

a (e1)

31 (c3) 21 (c4)

11 (c2)

b (e2)

21 (c5)

d (e6)

41 (c7)

c (e3)

11 (c6)

c (e5)

11 (c8)

b (e4)

21 (c9)

Figure 3.4: Representation of a configuration {e1, e3, e4, e6} and its cut {c7, c9} using our running
example from figure 3.1. Those uncolored nodes are in conflict with our highlighted configuration.
Moreover, we can say there are prime configurations, e.g., {e1}, {e2}, {e1, e3, e4}, {e2, e5}, etc,
and non-prime configurations {e1, e3, e6}, {e1, e3, e4, e6} (the colored one), etc. Note that all
superscripts denoting number of tokens are in 1 since we are not employing reset arcs.

Definition 14 (Possible extensions). Let β = (O, π) with O = (B,E,G , c0) be a branching
process of a reset net system NR = (P,T,F ,R,M0). The possible extensions of β are the
pairs (t, X), where X is a co-set of conditions of β and t is a transition of NR enabled by
π(X), as follows:

PE(β)
△
=

(t, X) /∈ E :
X ∈ cosets (O)

∧ pre(t) ⊆ π(B ∩X)
∧ [res(t) ∪ pre(t)] = π(X)



The algorithm for the construction of the unfolding starts with the branching process
having the conditions corresponding to the initial marking of NR, those places with a
non-empty re-set, and no events. New events are added one at a time together with their
output conditions.

39



Algorithm 1: Unfolding reset Petri nets.
Input: A reset net system netR = (P,T,F ,R,M0), where M0 = {s1, ..., sn} and

X
△
= (res(T)\M0) = {sn+1, . . . , sn+k}.

Output: The unfolding Unf of netR.
begin

Unf := {(s1, 1, ∅) , ..., (sn, 1, ∅) , (sn+1, 0, ∅) , ..., (sn+k, 0, ∅)};
pe := PE(Unf);
while pe ̸= ∅ do

add to Unf an event e = (t,X) of pe such that post(e) contains exactly one
condition (p, 1, e) added to B1 for every place p ∈ (post(t)), and one
condition (p, 0, e) added to B0 for every place p ∈ res(t);

pe := PE(Unf)
end

end

The algorithm has no necessarily a termination because its stopping argument does not
hold, in fact, it terminates only when the input reset net system NR has no any infinite
occurrence sequence nor a transition with an empty preset but with at least one place in
its re-set.

Figure 3.5 shows a prefix of our running example’s unfolding converted in a reset
net system, which has been previously encoded with reset complement (figure 3.5b). As
mentioned before, we keep a tally of tokens in each condition (superscript numbers) to
point out the difference when they are added to the branching process either with a token
or not. The remaining conditions with no tokens are still part of the branching process,
and are added according to algorithm 1.

Generally, by definition, UN may be infinite and represent all possible behaviors of
NR. However, a finite prefix marking-complete Π can be constructed, i.e. any marking M

is reachable inNR if and only if there exists a marking M ′ reachable in Π with f(M ′) = M .
Configurations and markings. The following information from existing literature

will be valuable:

Lemma 2 (see40). Fix a safe reset Petri net system N = ⟨P,T,F ,R,M0⟩ and its unfolding
U = ⟨B ,E ,G , c0, π⟩. Then for any two conditions (events) b, b′ (e, e ′) such that b co b′

(e co e ′), one has π(b) ̸= π(b′) (π(e) ̸= π(e ′)). Moreover, every finite configuration C

of U represents a possible firing sequence whose resulting marking corresponds, due to the

construction of U , to a reachable marking of N . This marking is defined as Mark(C )
△
=

{π(b) | b ∈ cut(C ) }. Moreover, for any two distinct configurations C1,C2 that satisfy
Mark(C1) = Mark(C2), we have an isomorphism of labeled occurrence nets

I(C1,C2) : U/C1
→ U/C2

(3.1)

where U/C1
is the suffix of U after removing configuration C1 and all nodes in conflict with

C1.

In simpler terms, this implies that any configuration of the system can be divided into
consecutive parts. Each of these parts represents a configuration obtained by extending
the net with the marking reached in the previous part.
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Figure 3.5: Our running example from figure 3.1 transformed into a r-net system (a), its reset-
complement (b) and a prefix of its unfolding (c).

Definition 15 (Complete finite prefix). LetNR = (P,T,F ,R,M0) be a safe reset Petri net,
and UN = (B,E,G , c0) its unfolding. A finite occurrence net Π = (B ′,E ′,G ′, c0) is said to
be a prefix of UN if E ′ ⊆ E is causally closed, B ′ = c0 ∪ post(E ′), and G ′ is the restriction
of G to B ′ and E ′. A prefix Π is said to be complete if for every reachable marking M of UN
there exists a configuration C of Π such that (i) Mark(C ) = M , and (ii) for each transition
t ∈ T enabled in M , there is an event ⟨t,B ′′⟩ ∈ E ′ enabled in cut(C ).

We shall write Π0(NR,M0) to denote an arbitrary complete prefix of NR from initial
marking M0. It is known93,40 that the construction of such a complete prefix is indeed
possible. The precise details of this construction are out of scope for this work; for what
follows it suffices to know that it essentially follows the construction of UN outlined above
but that certain events are flagged as cut-offs because the marking generated by their cone
is represented by another event already present in the prefix. The construction then does
not continue beyond any such cut-off event. Nonetheless, an ordering relation≺ is needed
to compare two configurations and it must be adequate:

Definition 16 (Adequate order see Def. 4.5 of40). A partial order ≺ on Cf is called ade-
quate order iff

• ≺ is well-founded,

• C1 ⊆ C2 implies C1 ≺ C2, and

• ≺ preserves extensions, i.e. for any C1 ≺ C2 such that Mark(C1) = Mark(C2), one
has C1 ⊕ E ≺ C2 ⊕ I(C1,C2)(E) for the isomorphism I(C1,C2) from (3.1).
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As demonstrated in a prior work by Esparza et al. (2002)40, for certain selections of
the adequate order ≺, the resulting prefix can be larger than the reachability graph for
some safe nets. However, when ≺ is a total adequate order, it ensures that the number of
non-cutoff events in the obtained prefix Π0 will never exceed the size of the reachability
graph.

Figure 3.6 shows the difference between unfolding with two well-known cutoff cri-
teria, namely McMillan’s and Esparza, Römer and Vogler’s (we will call it Esparza’s for
short) prefixes. Loosely speaking, McMillan’s approach flag an event as cutoff iff its cone
has yielded previously the new discovered marking, whereas Esparza’s flag cutoff events
if the prefix has produced already the new discovered marking. Figure 3.7 illustrates
different maximal configurations present on figure 3.6(b). Note that as we select from
configurations then Esparza’s and McMillan’s criteria produce the same since there are no
conflicts, i.e., the corresponding prefix is just one branching process.

41 (c1)

a (e1)

31 (c3) 21 (c4)

11 (c2)

b (e2)

21 (c5)

d (e6)

41 (c7)

c (e3)

11 (c6)

c (e5)

11 (c8)

b (e4)

21 (c9)

41 (c1)

a (e1)

31 (c3) 21 (c4)

11 (c2)

b (e2)

21 (c5)

d (e4)

41 (c7)

c (e3)

11 (c6)

c (e7)

11 (c8)

a (e5) b (e6)

31 (c10) 21 (c11) 21 (c9)

(a) (b)

Figure 3.6: Comparing Esparza’s (a) and McMillan’s (b) cutoff criteria from our runing example
(fig. 3.1). Events colored in blue are those flagged as cutoffs.

Both approaches are complete and while Esparza’s prefix is smaller, McMillan’s is still
useful for several scenarios. We will not detail here how to compute a finite complete
prefix; for this, the reader is referred to Esparza et al. (2002)40 or McMillan (1993)93. The

42



41 (c1)

a (e1)

31 (c3) 21 (c4)

11 (c2)

d (e2)

41 (c5)

c (e3)

11 (c6)

a (e4)

31 (c7) 21 (c8)

41 (c1)

a (e1)

31 (c3) 21 (c4)

11 (c2)

d (e3)

41 (c7)

c (e2)

11 (c5)

b (e4)

21 (c6)

11 (c2)

b (e1)

21 (c3)

c (e2)

11 (c4)

41 (c1)

(a) (b) (c)

Figure 3.7: Illustration of three different maximal configurations (including conditions) of our run-
ning example from 3.1. The diagrams were achieved using ECOFOLDER with -confmax parameter
which enables an interactive mode to choose from different configurations.

former obtains the prefix using a method which is bounded above in size by that of the
reachability graph; whereas the latter may be exponentially larger than the reachability
graph (see section 5 in40). Both unfolding mechanisms are implemented in ECOFOLDER3

program. Note that no change in the definition and treatment of cut-off events is necessary
to account for reset arcs. In what remains of the manuscript, Esparza’s prefix is assumed
to use for obvious reasons unless otherwise indicated.
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4 - Causal Analysis

4.1. Example: a model of a termite colony

We illustrate the modeling of an ecosystem by an ecosystem network and a Petri net,
initially proposed and developed in51,52. Such ecosystem models have been proved useful
in many case-studies, some of which exhibit a large number of ecosystem components and
processes, to answer realistic questions in managed systems30. Here, we consider as an ex-
ample of an ecosystem the network of dominant interactions occurring in a termite colony,
directly inspired from Gaucherel and Pommereau (2019)51. Termites are eusocial insects,
i.e., adults live in groups, individuals cooperate in caring for the offspring, generations are
overlapped, and reproductive and non-reproductive groups are divided in labor146. Our
model includes the following variables:

Inhabitants:

Rp: reproductive termites, i.e. the queen, the king, the eggs and the nymphs.

Wk: termite workers, i.e. all termites able to work.

Sd: termite soldiers.

Te: termitomyces, i.e. fungi grown by termites for nutrition.

Structures:

Fg: fungal gardens are chambers in the termite mound set by growing fungi.

Ec: egg chambers are built in the mound to serve as a nursery.

Resources:

Wd: wood is used by termites to build their mound and to grow fungi.

Competitors:

Ac: ant competitors that may attack the colony.

Those components can evolve (from an initial state) according to their interactions;
we represent the functional presence or absence of any of them by adding ‘-’ or ‘+’ to their
respective labels. For example, in figure 4.1, one say that for r1: in the presence of Rp
(Rp+), then Ec can be built or maintained (Ec+). By combining several rules mimicking
such ecological processes, one construct a rule system similar to the one given in Gaucherel
and Pommereau (2019)51.

Certainly, these rules (figure ??) can be translated into a reset net. Rules are depicted
as transitions and their variables are represented as places in a net. Table 4.1 illustrates
how elements of a rule system are encoded in cr-nets, and shows the convention for double
arcs that we display in the cr-net for our termites colony (figure 4.2).

It is critical to maintain the duality between absence and presence for the elements
in the colony, i.e., whenever a token is found in a place tagged with ‘+’, then no token
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r1: Rp+ ≫ Ec+, Rp+
r2: Rp+, Ec+ ≫ Wk+, Rp+, Ec+
r3: Wk+ ≫ Wd+, Te+, Fg+, Ec+, Wk+
r4: Wk+, Wd+ ≫ Sd+, Rp+, Wk+, Wd+
r5: Wk+, Te+ ≫ Wd-, Wk+, Te+
r6: Wd- ≫ Wk-, Te-, Wd-
r7: Wk- ≫ Fg-, Sd-, Te-, Wk-
r8: Wk-, Rp- ≫ Ec-, Wk-, Rp-
r9: Ac+, Sd- ≫ Wk-, Rp-, Ac+, Sd-

Figure 4.1: Rule system for the termites colony.

Cr-net
Rule system

long version short version & firing

P+≫ ø
P+≫ P+

•P+

P-

•P+

P-

P-≫ ø
P-≫ P-

•P-

P+

•P-

P+

P+≫ P-
•P+

P-

P+

•P-

P-≫ P+
P+

•P-

•P+

P-

ø≫ P+
P-

P+

P-

•P+

ø≫ P-
P+

P-

P+

•P-

Table 4.1: Graphical translations from variables in rule system to cr-net. Right Arrows ( ) and
left arrows ( ) are production and consumption arcs, respectively. A line ( ) is a read arc, and
lines with a unique white dot ( ) or an inverted arrow ( ) reset arcs. Arcs with arrow and
white dot endings ( ) must be interpreted as reset and then produce. Orange background color
on transitions shows the consequence of firing.
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must be found in its associated place tagged with ‘-’. As explained above, resetting places
enables us to model side effects; by contrast, read arcs indicate side conditions. Notably, in
ecosystems one frequently encounters events that occur removing resources, even though
these are not required for the event. Consider r8 in figure ??; in such rule we have
no evidence about Ec- prior to r8’s occurrence, which means that we have no way to
know whether Ec- had any token or not, neither we have evidence about Ec+’s tokens.
Therefore, r8’s firing will produce a token in Ec-, and will remove a token from Ec+ (a
side effect on EC+).

wk− •
wk+

sd+
•

sd−

rp+

•
rp−

•
ac+

ac−

•
ec−

ec+

wd+
•

wd−te+
•

te−

fg+

• fg−

r4

r9

r8

r2

r1

r7

r3

r6

r5

Figure 4.2: An example of a termites ecosystem using a contextual net with resets.

Additionally, one may note that there are places which change no tokens despite of be-
ing used by a transition. For those places, we may use read arc’s semantics; thus, we make
no change in say place p ’s tokens whenever a transition fires. Read arcs allow modeling
side conditions, meaning that a transition t is still enabled by p even if t fires, and then
there is no change in p ’s tokens, neither in other places chained with read arcs to t. Indeed,
ecosystems often trigger events by reading resources or components without consuming
them, allowing events coexistence. For instance, r3’s occurrence has no consumption in
the tokens deposed in Wk+, then termite’s workers have no limitation to enable more
transitions in their postset.

After encoding read arcs as shown in section 2.15.4, we obtain a reset net whose
unfolding is computed according to algorithm 1. As previously employed, we make use
of ECOFOLDER3 for this endeavor. Figure 4.2 shows the termites colony net using reset
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and read arcs, whereas figure 4.3 exhibits the termites colony after PR-encoding; both nets
already enjoy reset complement. Figure 4.4 describes the corresponding unfolding with
a visual modification to shrink its illustration; here condition labels are merged into one
node (circle) if and only if their presets and postsets are identical.

wk − 1

wk − 2

•wk + 1

•
wk + 3

•
wk + 2

sd+ 1

•
sd− 1 rp+ 1

rp+ 2

• rp− 1

• ac+ 1

ac− 1

•
ec− 1

ec+ 1

wd+ 1
•

wd− 1

te+ 1•
te− 1

•fg − 1

fg + 1 r4

r9r8

r2

r1

r7

r3

r6

r5

Figure 4.3: An example of a termites ecosystem using a reset net after PR-encoding.

An exhaustive examination of figure 4.4 unveils particular patterns of the net’s dynam-
ics and its connected ecosystem’s evolution. From rules in figure ??, one may see that: r1
produces Ec+, r2 generates Wk+ and r3 produces inhabitants, structures and resources;
namely, such rule feeds the system when workers are present (as long as r2 can fire). Like-
wise, r4’s occurrence leaves creation or increment on soldiers and reproductives. While all
previous rules reflect production of the colony’s elements, r5’s occurrence consumes wood
and allows thereby firing of the remaining rules r6, r7, r8 and r9. This behavioral dulaity is
interesting and deserves analysis. See below. As mentioned, assume that we use as initial
marking:

M0 = {wk+, sd−, wd−, ac+, rp−, ec−, te−, fg−}, (4.1)
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Figure 4.4: Unfolding of the termites example. Conditions are merged to favor graphical view.
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The marking (or initial state) means that workers and ants are present, but all other
elements are absent. Consequently, when firing r3, two different scenarios can be de-
vised depending on how away (in terms of the number of fired events) is r9 to fire.
Reproductives are the basis of the colony, and r9 kills reproductives and workers which
leaves no chance for the colony’s recovery. Figure 4.5 shows that while r5, r6 and r7
decrease wood, workers, termitomyces, fungal gardens and soldiers, they have no effect
on reproductives nor egg chambers. Thus, the colony can recover and there is no irre-
versible lost. In contrast, 4.6 shows that firing of r9 or r8 lead to irreversible changes and
losts like depletion of all colony-related entities and arrival of ants which are unrecov-
erable states, i.e, the colony’s collapse. When there is a way to revert losts or depletion,
we describe this scenario as temporarily stable (fig. 4.5) because the colony can survive
as long as soldier are present (which in turn means the colony is operational to keep
soldiers) because they hinder r9’s firing. In the case of soldiers’ reduction or absence,
the colony may fall into its derioration; when there is no remedy we call such scenario
as collapse or the downfall (fig. 4.6).

Loosely speaking, workers, reproductives and egg chambers in the colony have to
keep laboring (and functioning) at a sufficient rate to prevent a successful attack by the
ants. This phenomenon of arms race is suggested by Red Queen hypotheses as proposed
by L. Van Valen in 1973; it states that species must constantly adapt, evolve and pro-
liferate while being pitted against other ever-evolving opposing species, not for gaining
advantages but simply to survive135.
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Figure 4.5: Unfolding of the first scenario from the termites example showing a temporal stabilization of
the colony (a) and (b - see next page for a more clear illustration displaying the event structure).
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Figure 4.5: Extension of the previous figure displaying the colony’s stabilization temporarily stable as an event structure. On this scenario r9 never overcome
stabilizing rules like r1, r2, r3 and r4. The causal firing of other rules like r5, r6 and r7 may lead to irreversible changes (through r8 and r9 - fig. 4.6) but here, by
means of Esparza’s cutoff criterion, any of these stabilizing rules end up being enabled. Dashed lines represent immediate conflicts of events, thus they can not

be in the same configuration.
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Figure 4.6: Unfolding of the second scenario from the termites example showing different paths to the colony’s collapse (a) and (b - see next page for a more clear
illustration displaying the event structure).
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Figure 4.6: Extension of the previous figure displaying the colony’s downfall as an event structure. In this scenario r9 and r8 are prone to fire leading to the
depletion of resources, inhabitants, and structures with no opportunity to recover. What is present here are ant competitors, whereas all entities regarding the

colony are absent and have perished. Dashed lines represent immediate conflicts of events; thus, they can not be in the same configuration.
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Figure 4.7: Representation of the event structure from figure 4.4. The two scenarios where the termite colony is temporarily stable or have collapsed are more
conspicuous. Blue-like events are those that correspond to the stabilizing rules, yellow-like are the events that can lead to stabilization or collapse, and

orange-like ones are the bad ones, i.e., they steer towards the colony’s downfall.
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Ecofolder allows to set some restrictions on states of the system, e.g. assume that we
modify our initial marking from (eq. 4.1) so that we have soldiers in the colony while
the others variables remain the same; and we want to see the dynamics where there is
always wood, then we enforce wd+ to be always marked. So our initial marking is:

M0 = {wk+, sd+, wd−, ac+, rp−, ec−, te−, fg−}, (4.2)

where for any firing sequence σ and marking M such that M0
σ−→ M (M is reachable

from M0), M must satisfy M ∩ {wd−} = ∅. Note that we can start with absence of
wood because anyways r3 will provide it. There would be a slight difference if wood
is presence as initial state because it would enable r4 from M0 but as said, r3 produces
wood and thereby enables r4. This assumption produces the following prefix:

sd-0 (c2)

wk+_31 (c3)

rp-1 (c4)

sd+1 (c5)

rp+_20 (c6)

rp+_10 (c1)

r4 (e2)

sd-0 (c30)
sd+1 (c31)
rp-0 (c29)

rp+_21 (c32)
rp+_11 (c34)
wk+_31 (c33) wd+1 (c35)

wk+_21 (c8)
wk-_20 (c9)
wk-_10 (c7)

r2 (e4)

wk+_11 (c40)

ec+1 (c41)

rp+_11 (c42)

wk-_20 (c43)

wk-_10 (c44)

wk+_31 (c45)

wk+_21 (c39)

ec+0 (c11)

wd+0 (c12)

fg-1 (c13)

te-1 (c14)

ec-1 (c15)

wd-1 (c16)

wk+_11 (c17)

fg+0 (c18)

te+0 (c10)

r3 (e1)

fg-0 (c21)

te-0 (c22)

wd-0 (c23)

fg+1 (c24)

te+1 (c20)

ec+1 (c25)

wd+1 (c26)

wk+_11 (c27) ec-0 (c28)

r3 (e3)

ec+1 (c47)

wd+1 (c48)

wk+_11 (c49)

fg-0 (c50)

te-0 (c51)

ec-0 (c52)

wd-0 (c53)

fg+1 (c54)

te+1 (c46)

r1 (e5)

ec-0 (c37)

ec+1 (c38)

rp+_21 (c36)

ac+1 (c19)

Figure 4.8: Unfolding of the termite’s colony example when soldiers
are initially present and wood is never depleted.

On the contrary, say we have no soldiers as initial state (w.r.t. 4.1), and we want to
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see the dynamics where there is never wood, then we enforce wd- to be always marked.
Therefore, our initial marking is:

M0 = {wk+, sd−, wd−, ac+, rp−, ec−, te−, fg−}, (4.3)

where for any firing sequence σ and marking M such that M0
σ−→ M (M is reachable

from M0), M must satisfy M ∩ {wd+} = ∅. This premise gives us the following prefix:

ac+1 (c2)
rp+_20 (c3)
rp+_10 (c1)

r9 (e2)r9 (e5)

sd-1 (c50)
wk-_21 (c51)
wk-_11 (c52)
rp+_20 (c53)
wk+_30 (c54)
wk+_20 (c55)
rp+_10 (c56)
wk+_10 (c57)

rp-1 (c58)
ac+1 (c49)

sd-1 (c29)
wk-_21 (c30)
wk-_11 (c31)
rp+_20 (c32)
wk+_30 (c33)
wk+_20 (c34)
rp+_10 (c35)
wk+_10 (c36)

rp-1 (c37)
ac+1 (c28)

wk+_31 (c5)
wk+_21 (c6)
wk+_11 (c7)
wk-_20 (c8)
wk-_10 (c4)

r6 (e1)

te-1 (c21)
te+0 (c20)

wk-_21 (c22) wk-_11 (c23)wd-1 (c24)
wk+_10 (c26)
wk+_30 (c27)
wk+_20 (c25)

fg-1 (c10)
fg+0 (c11)
sd+0 (c9)

r7 (e4)

sd-1 (c39)
wk-_11 (c40)

fg+0 (c41)
te+0 (c42)
sd+0 (c43)
fg-1 (c44)
te-1 (c38)

wd-1 (c13)
te+0 (c14)
te-1 (c12)

ec+0 (c16)
ec-1 (c15)

r8 (e3)

rp-1 (c46)
ec+0 (c47)

wk-_21 (c48)
ec-1 (c45)

rp-1 (c18) sd-1 (c19)

wd+0 (c17)

Figure 4.9: Unfolding of the termite’s colony example when soldiers
are initially absent and wood is never produced.

The last two suppositions and prefixes exhibit a relevant feature of Ecofolder because
it allows identifying key variables in a particular ecosystem that are not so obvious. In
essence, we found that the absence of wood is enormously detrimental to the colony,
even if its fundamental role is not evident in the colony’s well-being. Reproductives, egg
chambers, and workers seem to be foundational, but without wood, one cannot produce
soldiers, and in the presence of ants, it is a catastrophe.

It is intriguing to observe that r5 is not enabled in figure 4.8 or figure 4.9. This
phenomenon is explained due to r5’s behavior, it can lead to stabilization or collapse;
its products combine a reduction of wood with an unchanged presence of workers and
termitomyces. Thus, in fig. 4.8 we have workers and termitomyces, but due to the
restriction on wd- we have no reduction of wood; in contrast, fig. 4.9 shows that we have
no way to enable r3 (it produces wood), which in turn would produce termitomyces for
enabling r5.

This fact of combining transitions or places to enable runs in the prefix is a subject
to discuss. The next chapter will develop the idea of being doomed or free in a prefix.
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5 - Doom Avoidance

In the analysis of concurrent systems like ecosystems, a fundamental question arises
regarding their long-term behavior, specifically focusing on whether irreversible choices
exist in their evolution. These choices can lead the system into regions of the reachability
space from which there is no return to other regions. In general, questions of long-term
behavior and stabilization have received relatively little attention. Given the increasing
attention to formal methods in the field of biology, and more recently in ecology53, a no-
table aspect being explored is the phenomenon of multistability in systems131,111,105,108.
This phenomenon has been investigated in alternative qualitative models like Boolean
and multivalued networks130,132,115. Multistability is a defining attribute of numerous
critical biological processes, including cellular differentiation, cellular reprogramming,
and cell-fate determination. In essence, the stabilization of a cell regulatory network
corresponds to reaching one of the various possible cell phenotypes. This underscores
the significant contribution of multistability to cellular dynamics. Nonetheless, multi-
stability also arises in numerous other domains within the life sciences; our particular
interest lies in the qualitative examination of the fate of ecosystems53.

Multistability is succinctly defined by the existence of multiple attractors within the
studied system. Attractors represent stable behaviors and are the smallest subsets of
states from which the system cannot escape; essentially, they are terminal strongly con-
nected components of the corresponding transition system. In the long run, the system
will settle into one of its attractors and persist within it. Multistability occurs when there
are multiple such attractors present. The basin of attractor A encompasses states from
which the system inevitably approaches and remains within attractor A. The basin en-
compasses not only the attractor itself but also potentially incorporates one or several
transient states76.

Our objective is to identify tipping points at which the system transitions from an
indeterminate or free state into a specific basin. While this concept holds broader
significance, it frequently arises in the examination of signaling and gene regulatory
networks28,94. Fitime et al. (2017) present a technique for identifying, within a boolean
network model, the states where a transition leads to the loss of reachability for a des-
ignated attractor42 (called bifurcation transitions there; we prefer to speak of tipping
points instead). Yet, enumerating the states influenced by these identified transitions,
causing the system to deviate from the attractor, can become exceedingly complex and
impedes a nuanced comprehension of the branching process. Hence, the primary chal-
lenge lies in pinpointing the precise contexts and sequences of transitions that result in
the establishment of a strong basin.

The use of a bounded unfolding prefix allows to obtain all reachable attractors26,
and the particular shape of basins visible in a concurrent model65. In this chapter, we
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extend the scope of these previous analyses. Our perspective here is that all attractors
signify the termination of the system’s free behavior, i.e., to its doom. The latter means
that in various application domains, there are typically different types of attractors, some
of which have more negative implications than others. For example, in cell regulation,
certain attractors represent healthy phenotypes to which a cell can differentiate, while
others may indicate a cancerous state. In ecological systems, there might not even be
a single attractor that can be considered healthy because stable regions may involve the
extinction of certain species, the decline of biodiversity, the loss of some ecological pro-
cesses, the collapse of sub-ecosystems, etc. Survival, or the ability to avoid undesirable
outcomes (referred to as doom in this context), often involves staying within a transient
but doom-free loop.

To aim at this purpose, we provide characterizations of basin boundaries (referred to
as cliff-edges below) and the behaviors that remain free, regarding unfolding’s properties.
Furthermore, we introduce a novel quantitative measure termed protectedness, indicat-
ing the extent to which a system is distant from, or close to, its eventual doom while still
being in a state of inherent freedom. In broad terms, this chapter introduces formal tools
for addressing these forms of doom avoidance within the context of concurrent systems
modeled using safe Petri nets.
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5.1. Case study: doom avoidance

Consider the next net from Haar et al. (2020)65:

•p1 •p2

p3 p4 p5 p6

p7p8

α β

ξ

γ δ

θ

κ

ηζ

{p1,p2}

{p4, p2}{p3, p2} {p1, p5} {p1, p6}

{p3, p5} {p4, p6} {p3, p6} {p4, p5}

{p8} {p7}

α β γ δ

ξ η θ ζ

κ

(a) N (b) GN

Figure 5.1: An ordinary safe net (a) an to the right, its marking graph (b). The initial marking is bold and its
unique attractor is highlighted in red.

Let us say that we want to ‘escape’ from the fixed point {p8} as well as we wanted to evade certain
states in the termites’ example like {wk−, sd−, wd−, ac+, rp−, ec−, te−, fg−}. From the marking
graph (figure 5.1b) is evident that before reaching {p8}, we reach either markings {p3, p5} or {p4, p6}
which from there on, there is no way to escape the fixed point, even if these markings are not ‘bad’.
Prior to enabling ξ and η, we have a collection of markings {{p3, p2}, {p4, p2}, {p1, p5}, {p1, p6}} which
are transient states before allowing another transition to fire and from which we may say nothing
about the system’s fate. The latter implies that firings of α, β, γ, and δ give no clue about how the
system will evolve but rather their combination, which is unclear from the marking graph. Thus, it
may be helpful to have a look at its unfolding:

p11 (c1) p12 (c2)

p13 (c3) p14 (c4) p15 (c5) p16 (c6)

p18 (c7) p17 (c8) p18 (c9) p17 (c10)

p11 (c11) p12 (c12) p11 (c13) p12 (c14)

α1 (e1) β1 (e2) γ1 (e3) δ1 (e4)

ξ1 (e5) ζ1 (e6) η1 (e7) θ1 (e8)

κ1 (e9) κ2 (e10)

Figure 5.2: A prefix of the unfolding for the ordinary net for figure 5.1. The cuts of configurations: {α1, γ1, ξ1}
and {β1, δ1, η1} are highlighted in red because π({c7}) = π({c9}) = {p8}.
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From figure 5.2 one may comfortably say C1 = {α1, γ1, ξ1} and C2 = {β1, δ1, η1}
produce a cut which corresponds to the fixed point in figure 5.1b. One also may say
C ′
1 = {α1, γ1} and C ′

2 = {β1, δ1} produce analogous cuts to markings {p3, p5} and
{p4, p6}, respectively; from where we know is impossible to evade the attractor even
though these markings are not bad. We describe configurations and markings with
this behavior doomed. Moreover, all markings out of the ones classified as bad or
doomed are good, i.e., {p1, p2}, {p3, p2}, {p4, p2}, {p1, p5}, {p1, p6}, {p3, p6}, {p4, p5}, {p7}
are good; and all configurations whose cuts correspond to a good marking are free, e.g.,
∅, {β1, γ1}, {α1, δ1}, etc. Now, we shall formalize these concepts.

5.2. The Bad, the Good, the Doomed, and the Free

Taking inspiration from Giua and Xie (2005)55 where the authors propose a way to
avoid a set of forbidden (in our case bad) markings, and from Aguirre-Samboní et al.
(2022)’s definitions, we say:

Definition 17 (Bad states or markings). Assume that a set of bad markings is given
such that MB ⊆ R(M0). Since we are interested in long-term behaviors, we assume that
MB is reachability-closed, i.e., ∃ M ,M ′ ∈MB ∧ t ∈ T : M

t−→ M ′ =⇒ M ′ ∈MB.

Definition 18 (Good states or markings). Simply from a given set of bad markingsMB,

we writeMG
△
= R(M0) \MB the set of good markings. Note thatMG is not reachability-

closed since we may reach a bad marking from a good one.

Now, let CB
△
= {C ∈ Cf : Mark(C ) ∈MB} be the set of bad finite configurations, and

define C0B as the set of configurations in CB that is included in Π0. CB ⊆ C is absorbing
or upward closed, that is, for all C1 ∈ CB and C2 ∈ Cf such that C1 ⊆ C2, one must have
C2 ∈ CB.

This upward closure supports the following expansion of our terminology: let C ∈
C∞, then C is bad iff there exists C ′ ∈ CB such that C ′ ⊆ C .

For any C ∈ C, let ΩC
△
= {ω ∈ Ω : C ⊆ ω} denote the maximal runs into which C

can evolve. Our focus lies on finite configurations, and specifically, those for which all of
their maximal extensions are deemed ‘bad.’ Here, we categorize infinite configurations
as bad if they contain a bad finite configuration. We shall refer to these configurations
as ‘doomed’ because from them, it becomes inevitable for the system to reach a bad
marking sooner or later; and from then on, all reachable markings are bad.

Definition 19 (Dommed configurations). A configuration C ∈ Cf is doomed iff

∀ C ∗ ∈ C∞ : C ⊆ C ∗ ⇒ ∃ C ′ ∈ Cf :
{

C ′ ⊆ C ∗

∧ Mark(C ′) ∈MB
(5.1)

The set of D denotes doomed configurations and its minimal elements by Ď. We call
configurations that are not doomed free. The set of free configurations is denoted by F .
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For all reachable markings M , we assume that the badness problem ‘M ∈ MB?’
has been decided. Given that all bad markings are inherently doomed, our task is to
distinguish between the good markings that are also doomed and those that remain free.
The next sections will tackle this particular challenge.

5.3. Verification of freeness

In order to check whether a given marking M is partially free, the key question is
whether it is possible to reach, from M , some M ′ ∈ MG such that M ′ admits a non-
empty firing sequence σ with M ′ σ−→ M ′. Indeed, under the assumption that N is
deadlock-free in the sense that no maximal configuration contains any maximal event,
it is easy to see that the existence of such an M ′ is equivalent to partial freedom of
M . Of course, deadlock-freeness can always be obtained by introducing dummy loop
transitions into any partially deadlocked marking. Therefore, this assumption does not
compromise generality. It is worth noting that the traditional algorithms used for detect-
ing loops in a transition system are not applicable in this context due to the impractical
size of the state graph in most Petri nets we work with. We will customize unfolding-
based approaches in accordance with Esparza and Heljanko (2008)39. A procedure that
extends beyond McMillan’s complete prefix93 starting from any reachable marking M ,
will generate a comprehensive data structure capable of verifying the freedom of M .

5.3.1. Search for loops

The crucial factor in achieving this is undoubtedly the ability to detect loops in the
reachability relation. We need to catch such loops as early as possible, in a small prefix.

Definition 20 (Marking equivalence and loops). C1,C2 ∈ Cf are marking equivalent,
written C1 ∼M C2, iff Mark(C1) = Mark(C2). Say that C1 and C2 form a loop, written
loop(C1,C2), iff

1. they exhibit a cycle in the state graph, i.e. C1 ∼M C2 and C1 ⊊ C2, and

2. there are no configurations between C1 and C2 that exhibit such a cycle, i.e. there do
not exist C3,C4 ∈ Cf such that

(a) C1 ⊆ C3 ⊊ C4 ⊊ C2

(b) C3 ∼M C4

(c) {C1,C2} ≠ {C3,C4}.

Write mloop(C1,C2) iff C1 and C2 form a minimal loop wrt inclusion, i.e. iff

(a) loop(C1,C2)

(b) for C ′
1,C

′
2 ∈ Cf , C ′

1 ⊊ C1 and C ′
2 ⊆ C2 together imply that ¬loop(C ′

1,C
′
2).
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We have:

Lemma 3 (Loop-free configurations). Every loop-free configuration CM ∈ Cf such that

Mark(CM ) = M is in McMillan’s93 prefix ΠMcM
0 (M )

△
= Π⊊

0 (M ).

Proof: Follows from the construction of ΠMcM
0 (M ) since configurations are only

truncated by the cutoff criterion when they produce a loop. □

Lemma 4 (Minimal-loop containment). ∀ C1,C2 ∈ Cf (M0): if mloop(C1,C2), then C2

is a configuration of ΠMcM
0 (M ) (and a fortiori, so is C1).

Proof: Suppose that under the assumptions of the lemma, C2 is not a configuration
of ΠMcM

0 (M ). In that case, it must contain C a
2 ⊆ C b

2 ⊊ C2 such that loop(C a
2 ,C

b
2 ). But

mloop(C1,C2) implies this is impossible unless C1 = C a
2 and C2 = C b

2 . But if this is the
smallest loop in C2, then C2 must be in ΠMcM

0 (M ). □

Lemma 5. For every marking sequence M
t1−→ . . .M that contains no properly smaller

loop, there is a configuration CM in ΠMcM
0 (M ) such that mloop(∅,CM ).

Proof: A consequence of the definition of ΠMcM
0 (M ) and of Lemma 4. □

This informal algorithm can be accelerated by specifying, in addition to loop-cutoffs,
any event e such that Mark([e]) ∈MB (or equivalently, [e ∈ CB]) as a cutoff event in the
unfolding procedure. However, the remaining computational challenge lies in verifying
whether a given marking M is bad, based on the initial information MB0 (initial set
of bad markings), which may not necessarily be an absorbing set. The computational
complexity of this verification process depends on the structure ofMB.

The case of indicator places. In a common and convenient scenario, the markings
withinMB can be identified using a straightforward predicate. This situation frequently
arises in practical applications, where there is often an indicator place p such that M

belongs to MB if and only if p is present in M (and this implies that if p is marked in
a state M , it remains marked in all states M ′ reachable from M ). This verification can
be readily performed during the runtime of the unfolding algorithm. In fact, any event
e for which p is a member of post(π(e)) can be designated as a cutoff.

In cases where such fast criteria are not available, it becomes necessary to verify
whether a marking M is reachable in N = ⟨P,T,F ,R,M0⟩ after reaching some marking
in MB0 . This is equivalent to determining if there exists a MB0 ∈ MB0 such that M

is reachable in NMB0
= ⟨P,T,F ,R,MB0⟩. Now, the verification of reachability using a

complete prefix, as described in Esparza et al. (2002) or an Esparza-CFP for short40,
is known to be efficient and can be employed in this context. In practical applications,
we recommend avoiding the re-instantiation and re-starting of the process for every
MB0 ∈ MB0 . Instead, unfolding the complete prefix and verifying the reachability of M
can be conducted using an auxiliary construction: Replace N = ⟨P,T,F ,R,M0⟩ with a
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modified version NB where only an added dummy place is initially marked, and new
dedicated transitions within NB will produce exactly one marking fromMB0 .

Formally, consider NB = ⟨P ⊎ pB,T ⊎ TMB0
: MB0 ∈MB0 ,FB,RB, {pB}⟩, where:

• P⊎{pB} represents the union of places from the original net and the newly added
place pB.

• T ⊎ TMB0
: MB0 ∈MB0 is the union of transitions from the original net and the

set of dedicated transitions TMB0
for each MB0 ∈MB0 .

• FB denotes the flow relation in the modified net, specifically:

FB = F ⊎
{
(pB, tB) : tB ∈ TMB0

}
⊎{(tB, pB0) : MB0 ∈MB0 , pB0 ∈ MB0} .

• RB means the reset symmetric binary relation in the modified net, where:

RB = R ⊎
{
(p, tB) : p ∈ P, tB ∈ TMB0

}
• {pB} is the set containing the added dummy place as initial marking.

Under this convention, M corresponds to a marking in NMB0
, and you can efficiently

and effectively check its reachability in NB. Moreover, due to the construction of NB, M
is reachable in NB if and only if it is a bad state in N .

For readers familiar with the construction of the complete prefix in Eparza et al.
(2002), note that the above-mentioned construction will typically result in a prefix that
is smaller than the sum of the prefixes obtained for individual MB0 ∈ MB0 . This is
because the cutoff criterion will be met more quickly on each branch, reducing the depth
of the prefix.

5.4. Cliff-Edges and Ridges

All reachable markings are represented by at least one configuration of the unfold-
ing. Moreover, since the future evolution of N depends only on the current marking,
Mark(C1) = Mark(C2) for two configurations C1 and C2 implies that either both C1

and C2 are free, or both are doomed. Therefore, by extension, we call Mark(C ) free or
doomed whenever C is.

Running Example. Now we continue our discussion in the context of Figures 5.2
and 5.1a. As mentioned before, let us consider MB the singleton set containing the
marking M8 = {p8}. Clearly, C1 = {α1, γ1, ξ1} and C2 = {β1, δ1, η1} satisfy Mark(C1) =

Mark(C2) = M8 and therefore C1,C2 ∈ CB. But note that C ′
1 = {α1, γ1} and C ′

2 =

{β1, δ1} produce markings outside MB, but they are doomed since any extension of
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these configurations leads into MB. Therefore, C ′
1,C

′
2 ∈ CB. On the other hand, ∅ is

free, as well as {β1, γ1}, {α1, δ1}, etc. We note in passing that the net in Fig 5.1a allows
to refine the understanding of the ‘tipping point’ by showing that doom is not brought
about by a single transition but rather the combined effect of two independent choices;
this fact is obscured, or at least far from obvious, in the state graph shown in Figure 5.1b.

Identifying free and doomed configurations belongs to the core objectives of this
chapter. From the minimal doomed configurations, we derive the critical ‘points’ at
which a run becomes doomed:

Definition 21 (Cliff-edges and ridges). An event set γ ⊆ E is called a cliff-edge iff
there exists a minimally doomed configuration C ∈ Ď such that γ = crest(C ). The set of

cliff-edges is denoted Γ. The folding χ
△
= π(γ) ⊆ T of a cliff-edge γ is called a ridge.

To comprehensively chart the evolutionary landscape forN , it is crucial to identify all
ridges in a bounded prefix of the unfolding that determine the viability of a trajectory.
It is important to note that the completeness of prefix Π0 ensures that all reachable
markings of N are covered by at least one configuration in Π0. However, this assurance
has no extension to guaranteeing that all concurrent steps leading to a doomed marking
can also be found in Π0. Fortunately, there is:

Lemma 6. For every ridge χ of N there is a witness in Π⊆
0 , i.e. there exists a minimally

doomed configuration C in Π⊆
0 such that π(crest(C )) = χ.

Proof: Fix χ, and let Cχ be any configuration such that π(crest(Cχ)) = χ; set

MC △
= Mark(Cχ), and let MC

χ the unique reachable marking such that MC
χ

χ−→ MC .
Then any such MC

χ is represented by some Cχ in Π⊆
0 by completeness. □

5.5. Finding Minimally Doomed Configurations

Considering the points mentioned above, our approach involves two main steps.
Firstly, a configuration that concludes with unchallenged events (events without imme-
diate conflicts) cannot be considered minimal. Therefore, we initially outline a process
for shaving existing configurations to approximate minimally doomed ones contained
within them. Secondly, we move on to verifying whether a specific configuration is ei-
ther doomed or free. The algorithm, named MINDOO, will seamlessly integrate both of
these functions into a comprehensive search for minimally doomed configurations.

5.5.1. Preparations: Shaving.

Let us start by observing that CB, an upward closed set by construction, also has
some downward closure properties, meaning one can restrict control to act on ‘small’
configurations. The first idea is to remove maximal events e from a configuration C if
they are not involved in any direct conflict; the idea is that in such a case, the reduced
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configuration C\{e} has exactly the same maximal extensions as C . In fact, C\{e}
reveals e in a sense made precise in9,63,64,66; however, we will not be using exactly the
relations introduced there.

Definition 22 (Unchallenged event). An event e is unchallenged iff there is no e ′ such
that e #δ e

′, i.e. post(pre(e)) = {e}.

Lemma 7. Let C ∈ Cf and e ∈ crest(C ) unchallenged; set C ′ △
= C\{e}. Then C ′ ∈ Cf ,

and ΩC = ΩC ′ .

Proof: C ′ ∈ Cf holds by construction. Also, ΩC ⊆ ΩC ′ follows from C ′ ⊆ C ; it
remains to show the reverse inclusion. Assume there exists ω ∈ ΩC ′\ΩC ; then C\ω =

{e}, and ⟨e⟩ ⊆ ω. By maximality, ω must contain some e ′ such that e # e ′. Then by
definition, there are events u ̸= v, u ≤ e, v ≤ e′, and u #δ v. In particular, u # e′, and
since {e′} ∪ ⟨e⟩ ⊆ ω, this implies u = e. But e is unchallenged, so v cannot exist, and
neither can ω. □

Definition 23 (Shaved configurations). A configuration C ∈ Cf such that crest(C )

contains no unchallenged event is called shaved.

Clearly, every C ∈ Cf contains a unique maximal shaved configuration, which we call
shave(C ); it can be obtained from C by recursively ‘shaving away’ any unchallenged
e ∈ crest(C ), and then continuing with the new crest, until no unchallenged events
remain.

Example. In the context of Figure 5.3, for C1 = {x, y, z} and C2 = C1 ∪{β, γ, u}, one
has shave(C1) = ∅ since x, y, and z are unchallenged, and shave(C2) = C1 ∪ {β, γ}
since u is unchallenged but neither β nor γ are. Note that in the unfolding of the running
example shown in Figure 5.2, the κ-labeled events are the only unchallenged ones.

As a consequence of Lemma 7, any C ∈ Cf is in CB iff shave(C ) is. Still, it may be
possible that such a shave(C ) can still be reduced further by removing some of its crest
events. This would be the case, e.g., if two conflicting events both lead to a bad state.
Thus, given a crest event e, we test whether C\{e} is free (e.g. because some event in
conflict with e may allow to move away from doom) or still doomed. If the latter is the
case, then C was not minimally doomed, and analysis continues with C\{e} (we say
that we ‘rub away’ e). If C\{e} is free, we leave e in place and test the remaining events
from crest(C ). A configuration that is shaved and from which no event can be rubbed
away is minimally doomed.

5.5.2. Algorithm MINDOO

Algorithm 2 uses a ‘worklist’ set wl of doomed, shaved configurations to be explored;
wl is modified when a configuration is replaced by a set of rubbed (and again, shaved)
versions of itself, or when a configuration C is identified as minimally doomed, in which
case it is removed from wl and added to D.
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p11 (c1)

p12 (c2) p13 (c3)

p14 (c4) p15 (c5)

p16 (c6) p17 (c7) p18 (c8) p19 (c9)

p110 (c10)

x (e1)

y (e2) z (e3)

α (e4) β (e5) γ (e6) δ (e7)

u (e8)

Figure 5.3: An occurrence net. With C
△
= {x, y, z, β, γ} and C ′ △

= C ∪ {u}, suppose MB =

{Mark(C ′)} = π({c10}). Then shave(C ′) = C , and C is doomed. Moreover, C ∈ Ď since both
C3

△
= C\{β} and C4

△
= C\{γ} are free.

Every branch of MINDOO stops when a minimally doomed configuration is reached,
i.e., a doomed configuration C such by rubbing off any crest event e from C makes it
free, i.e. C\{e} is free for all e ∈ crest(C ). When the worklist is empty, all minimally
doomed configurations have been collected in D. Note that if ∅ ∈ wl at any stage during
the execution of Algorithm MINDOO, then ∅ will be added to D, since MINDOO will
not enter the second foreach-loop in that case. In fact, if this situation arises, every
configuration is doomed, and thus ∅ is the unique minimally doomed configuration.

The configurations generated during the search consistently decrease in terms of
both their size and their inclusion. Additionally, an upper bound on the prefixes exam-
ined at each stage is defined by CB, a set that is itself strictly smaller than the compre-
hensive finite prefix employed to identify all bad markings. As outlined in Esparza et
al. (2002), this prefix can be chosen to be equal in size or smaller, typically significantly
smaller, than the reachability graph of N 40.
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Algorithm 2: Algorithm MINDOO

Data: Safe Petri Net N = ⟨P,T,F ,M0⟩ and and the set C0B of bad
configurations of Π0

Result: The set D of N ′s ⊆-minimal doomed configurations
D← ∅; wl← ∅;
foreach C ∈ min⊆(C0B) do

C ′ ← shave(C );
wl← wl ∪ {C ′};

end
while wl ̸= ∅ do

Pick C ∈ wl; add← true;
if NOT FREECHECK(Mark(C\crest(C ))) then

add← false;
C ′ ← shave(C\crest(C ));
wl← (wl ∪ {C ′});

else
foreach e ∈ crest(C ) do

if NOT FREECHECK(Mark((C\{e}))) then
add← false;
C ′ ← shave(C\{e});
wl← wl ∪ {C ′};

end
end

end
wl← wl\{C};
if add then

D← D ∪ {C};
end

end
return D

Theorem 3. For any safe Petri net N = ⟨N ,M0⟩ and bad states set MB ⊆ RN (M0),
Algorithm MINDOO terminates, with output set D containing exactly all minimal doomed
configurations, i.e. D = Ď.

Proof: Termination follows from the finiteness of min⊆(CB0), since in each round of
MINDOO there is one configuration C that is either replaced by a set of strict prefixes
or removed from wl. Therefore, after a finite number of steps wl is empty. As shown in
Section 5.3.1, the status (doomed or free) of a given finite configuration can effectively
be checked on a fixed finite prefix of U . Assume that after termination of MINDOO,
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one has C ∈ D; we need to show C ∈ Ď. Clearly, when C was added to D, it had
been detected as doomed; it remains to show that C is also minimal with this property.
Assume that there is C ′ ⊊ C that is doomed as well. But in that case there exists
e ∈ crest(C ) such that C ′ ⊆ (C\{e}) ⊊ C , which implies that this (C\{e}) is doomed
as well. But then add has been set to false in the second foreach-loop, before C could
have been added to D.

Conversely, let C ∈ Ď. Then (C\{e}) is free for all e ∈ crest(C ); the variable add

remains thus at the value true because no round of the second foreach-loop can flip it.
Thus C is added to D, from which MINDOO never removes any configuration. □

5.5.3. Comments on MINDOO

The time required for identifying minimally doomed configurations appears to be
primarily influenced by the size of the prefix Π used for verifying the doom property of
a configuration through ASP solving. In all instances, the quantity of minimally doomed
configurations is a fraction of the overall size of the finite complete prefix Π. An improve-
ment may be to investigate more efficient ways to represent the set of minimally doomed
configurations, as these configurations often share a significant number of events, po-
tentially simplifying ecological/biological interpretations.

5.6. Protectedness

5.6.1. Measuring the Distance from Doom

Decisional Height. With the above, we have the tools to draw a map of the ‘landscape’
in which the system evolves, with doomed zones and cliff-edges highlighted. What we
wish to add now is to assist navigation in this landscape: we intend to give a meaningful
measure of how well, or badly, a current system state is protected against falling from a
cliff-edge, that is, how far the system is from entering a doomed state. We have chosen
to measure this distance in terms not of the length of paths, or of similar notions, but
rather in terms of the choices that are made by the system in following a particular path.

Consider a configuration C and the non-sequential process that it represents. Some
of the events in C can be seen as representing a decision, in the sense that their occur-
rence took place in conflict with some event that was enabled by some prefix of C . The
number of such events gives a measure of the information contained in C , in terms of
the decisions necessary to obtain C :

Definition 24 (Decisional height). Let C ∈ Cf , and define

dech(C )
△
=

∣∣{e ∈ C : ∃ e ′ ∈ E : e #C
σ e ′

}∣∣ ,
where #C

σ is the strict C -conflict relation defined, for all e ∈ C , by

e #C
σ e ′

△⇐⇒ e #δ e
′ ∧ ⟨e ′⟩ ⊆ C .

68



p11 (c1) p12 (c2)
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Figure 5.4: Illustration of direct conflict.

dech(C ) is called the decisional height of C .

In Figure 5.2, the configuration C1 = {ξ1, α1, γ1} satisfies dech(C1) = 2, whereas
for C0 = {β1}, one has dech(C0) = 1.

Figure 5.4 shows an occurrence net with configuration Cβ
△
= {x, y, β} that has

dech(Cβ) = 3 (because of z, α, and γ) and configuration Cα
△
= {x, z, α}with dech(Cα) =

1 (because of y).
Note that #C

σ is more restrictive than direct conflict #δ; it is also more restrictive
than the immediate conflict in the literature (e.g. Abbes and Benveniste (2006)1). It
is closely dependent on the configuration C under study, and describes precisely those
events against which the process had to decide in performing C .

One may wonder why we choose this particular definition of decision, rather than us-
ing the customary direct or immediate conflicts. The reason is that we wish to consider
as decisions only deliberate actions against or in favor particular branches in a bifurca-
tion situation, and not any resolution of conflicts brought about by the nondeterminism
in the ‘race’ between two concurrent processes.

Consider Figure 5.5, assuming that the only bad configuration is CCB = {α, γ, x, y}.
Then clearly, the configurations Cα

△
= {α, x} and Cγ

△
= {γ, y} are both doomed. Their

height, measured by either direct or immediate conflict, would be 1; in our definition,
it is 0, since α (or γ, respectively) was enabled by Cα\{α} (or Cγ\{γ}) without any
conflict, since neither Cα\{α} nor Cγ\{γ} enabled β. Underlying this is the fact that
the ‘decision’ against β is taken here without any choice, merely by the fact that of the
two concurrent events x and y, one may occur much faster than the other, creating a
situation in which α (or γ) has no competitor.

5.6.2. Defining protectedness
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Figure 5.5: An unprotected branching process.

Now, with respect to any free marking M (or equivalently, any free configuration C

such that Mark(C ) = M ), we aim to assess the risk posed by doomed markings that can
be reached from M . Specifically, we want to determine how distant the system is from
impending doom when it finds itself in M . Leveraging the earlier established concept of
decisional height, we can quantify this difference in terms of the conflicts that lead from
one marking to another:

Definition 25 (Protectedness). For C ∈ Cf , let

ĎC
△
=

{
{C ′ ∈ Ď : C ⊆ C ′} : C ∈ F
{C} : C ∈ CB

(5.2)

The protectedness of C is then

prot(C )
△
= min

C ′∈ĎC

{
dech(C ′\C )

}
(5.3)

In Figure 5.3, with the definitions introduced there, prot(C ) = prot(C ′) = 0. Set-

ting C1
△
= {x}, C2

△
= {x, y}, C3

△
= {x, z}, C4

△
= C2 ∪ C3, C5

△
= C4 ∪ {β}, C6

△
= C4 ∪ {γ},

one further has

prot(C1) = prot(C2) = prot(C3) = prot(C4) = 2

prot(C5) = prot(C6) = 1.

Returning to Figure 5.4, suppose that C ′ = {x, y, β} is the only minimally doomed
configuration. Then for C = {x, z, α} as above, we have prot(C ) = 1, because the only
direct (and strict) conflict here is the one between z and y.

Note that the definition of protectedness is parametrized by the choice of conflict
relation in computing dech(•). Using direct conflict instead of strict conflict would
increase dech(•) and lead to an overevaluation of protectedness.
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To see the point, consider the occurrence net in Figure 5.4. Let Cα = {x, z, α},
Cβ = {x, y, β} and Cγ = {x, y, α, γ}. We have dech(Cα) = 1, dech(Cβ) = 3 and
dech(Cγ) = 2. Were #σ replaced by #δ in the computation of dech(•), these values
would not change except for Cα where it would change to 2. As a result, if C ∈ Ď,
the protectedness of the empty configuration would be evaluated as 2, whereas by our
definition prot(∅) = 1. Indeed, ∅ is just one wrong decision away from doom, and this is
what protectness is meant to express. An even starker illustration is once again provided
by Figure 5.5: in fact, we have prot(∅) = 0, as follows from the discussion above.

5.6.3. Computing Protectedness is Feasible

Computation of prot(•) does not require any larger data structure than those already
required for computing Ď. In fact, an alternative - and often much smaller prefix - is also
sufficient:

Lemma 8 (Feasibility of protectedness). There exists an adequate total order ≺ such
that the associate complete prefix scheme producing Π≺

0 whose size is bounded by the num-
ber of reachable markings, and such that for every finite configuration C , prot(C ) can be
computed on Π≺

0 (Mark(C )).

Proof: If Ď ∩ C(Π0) = ∅, then all extensions of C are free, and we are done.
Otherwise, we have to find an adequate total order ≺ on finite configurations, that
ensures that Π≺

0 contains at least one minimally doomed configuration that minimizes
dech(•) over all minimally doomed configurations in U(Mark(C )). The following order
≺ is obtained by modifying the total order≺F introduced in40, Def. 6.2.: For C1,C2 ∈ Cf ,
write C1 ≺ C2 iff either

• dech(C1) < dech(C2), or

• dech(C1) = dech(C2) and C1 ≪ C2, or

• dech(C1) = dech(C2) and C1 ≡ C2, and FC(C1)≪ FC(C2),

where≪ (≡) denote lexicographic ordering (lexicographic equivalence) wrt some total
ordering of the transition set T, and FC denotes Cartier-Foata normal form. The proof
of Theorem 6.4. of40 extends immediately, proving that ≺ is an adequate total order;
therefore, Lemma 5.3. of40 applies, hence any complete prefix Π≺

0 obtained via the
scheme using ≺ is bounded in size by the reachability graph. Now, let C∗ be the set of
configurations from Ď(Mark(C )) that minimize dech(•); by construction of ≺, one has
C∗ ∩ C(Π≺

0 ) ̸= ∅. □
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In this chapter we presented findings that encompass and extend our conference
paper in2. This endeavor lets us to provide a toolkit designed for analyzing tipping
scenarios within a safe reset Petri net, elucidating when and how a basin boundary is
crossed.

Additionally, a metric termed protectedness has been introduced to gauge the degree
of safeguarding (in terms of decisions) separating a free state from impending doom.
This metric relies on an inherent concept of ‘decisional height,’ which serves as an effec-
tive early warning system for potential dangerous situations. Simultaneously, this height
is well-suited for unfoldings, as it establishes an adequate linear order conducive to the
computation of bounded-size complete prefixes.

At a broader scope, the outcomes presented here contribute to a larger initiative
aimed at offering a discrete, Petri-net oriented framework for the analysis of dynamical
systems in the life sciences, with specific applications in the domains of systems biology
and ecology.

In the following chapter, we will explore these findings through case studies.

72



6 - Case Studies

6.1. Microcosms of protists

In natural ecosystems, a number of species coexist to form intricate networks of inter-
specific interactions. These species have reached a specific location and can establish vi-
able populations under the prevailing environmental conditions. This set of species is so
called ecological community, and contradicts a theoretical expectation that complex com-
munities should be inherently unstable90,98. Certainly, differences in species composi-
tion between several locations are largely driven by variations in the abiotic environment
across these locations. Nevertheless, mixing various types of inter-specific interactions
may also trigger combinations from the species pool as well142,98. In other terms, un-
der given abiotic conditions, there will be a chance of multiple species subsets from the
species pool that can coexist even though not all subsets would persist due to different
interaction types e.g. systems of predators without prey or subtle imbalances142,4,98,46.

Using the interaction network of the species pool, one can formulate a set of logical
rules that describe how these interactions influence the composition of the community
and the events they may trigger, such as extinctions or invasions51,137,89,56. The specific
subset of species present within the system at any given time dictates which of these rules
can be applied and what alterations in composition they would induce in the system.
Consequently, this determines the potential sets of new species that can follow56. As
stated previously regarding Discrete Event Systems, this model does not offer insights
into the probability of one subset being more likely than another. Instead, it distinguishes
between what is possible and what is not. In other words, it reveals which subsets can
be reached from a given starting point and the feasible pathways, irrespective of traits,
population sizes, or stochastic variations56.

This example is drawn from an experiment involving protist species142. The experi-
ment employed replicated analyses to systematically investigate the outcomes of all po-
tential communities that could be assembled from a pool of six species (i.e., a powerset
of 26 − 1 = 63 communities in total (excluding ∅)). The original purpose of the experi-
ment was to identify all persistent species sets within the powerset142. And so to do that,
data were collected through monthly censuses of replicate communities, documenting
changes in species composition as communities progressed along their pathways toward
the ultimate persistent communities142. These time series data offer valuable insights
into the sequence of species loss, including random variations across replicates, which
can be used to evaluate the effectiveness of rule-based models. We utilize this experi-
ment to test and validate our method, showcasing how it can enhance our comprehen-
sion of long-term community dynamics.

In the literature, this example has sequels. The first assesses the invasibility of

73



the persistent communities by introducing each of the other species separately and
then examining which species could successfully invade to establish in a newly formed
community80. And the second uses the resulted data from the previous ones to construct
a comprehensive map of potential community assembly pathways as a set of persistent
communities whose transitions are facilitated by invasions141. While a thorough disec-
tion would include the three studies, we focus on the first one (Weatherby et al. (1998))
for the scope of this manuscript142.

6.1.1. The experiment

To systematically enumerate persistent communities, one would need to consider
every possible combination of species from a species pool, also known as the power
set. Subsequently, the task involves identifying which of these communities have the
capability to persist over time. In principle the study is easy to imagine, however, it
is unfeasible in natural systems. Therefore, Weatherby et al. (1998) undertake this
problem with a more tractable system of laboratory microcosms of protists.

The selection of the six species used in the study was based on their capacity to
thrive under identical laboratory environmental conditions, but not on prior knowledge
of their long-term coexistence abilities142. Additionally, the predators among them were
selected because they could sustain themselves by exclusively preying on at least one of
the other species within the set for extended periods during the experiment142. Namely,
the species were: Amoeba proteus (predator), Blepharisma japonicum (bacterivore), Col-
pidium striatum (bacterivore), Euplotes patella (predator), Paramecium caudatum (bac-
terivore) and Tetrahymena pyriformis (omnivore). See figure 6.1.

To implement the experiment, there were six replicates for each of the 63 species
combinations, resulting in a total of 378 microcosms. Each microcosms consisted of low
organic content medium, bacterial culture (the bacterial species were not identified),
and the protist species. Assuming that on day 0 microcosms were established (not in-
cluding protists), then bactivore introductions were on day 3 and on day 7, predator and
omnivore introductions were on day 7 and on day 10 (each protist species was intro-
duced on two separate occasions, to minimize the impact of demographic stochasticity
in small initial populations, meaning, environmental conditions that can affect popula-
tion’s decline).

On day 17, each microcosm underwent a thorough examination using a stereomi-
croscope. During this examination, the presence or absence of each protist species was
recorded, marking the first census. This process was then repeated at 28-day intervals.
If a species was found to be absent on two consecutive sampling dates, it was considered
extinct.

In the study the authors claim that the ideal scenario would have been to determine
which combinations of species can coexist indefinitely, however, experimental in-vitro
limitations only allow to observe which sets of species persist over an extended period.
To define this long period, they closely monitored each system until the composition of
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 Amoeba proteus
 (predator)

 Colpidium striatum
 (bacterivore) 

 Paramecium caudatum
 (bacterivore) 

 Tetrahymena pyriformis
 (omnivore) 

 Blepharisma japonicum
 (bacterivore) 

 Euplotes patella
 (predator) 

Bacteria

Figure 6.1: Trophic interactions of protists species pool. Solid lines show a relation where a
predator is sustained for a number of generations. Dotted lines show relations where a predator

cannot be sustained for a number of generations.142.

species within it reached a state where changes ceased to occur. Although, there was
a caveat when indefinite coexistance of species is still affected by occasional stochastic
extinctions.

Therefore, microcosms were considered to have reached their final states if one of
the following conditions was met:

1. If the species composition remained unchanged for three consecutive sampling
occasions, which translates to approximately two months of no change.

2. If only one species persisted in the system, and it was known to always survive in
isolation.

3. If only one species remained, but it was known never to persist alone, resulting in
the end state being recorded as an empty set.
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4. If all species in the system had gone extinct.

With all the description aforementioned, we consider this example of protist species
developed by Weatherby and others (1998) suitable to be implemented as a contextual
reset net and to avoid stochasticity of environmental conditions (widely mentioned in
the article)142.

6.1.2. Rule system for microcosms of protists

This rule system was previously developed by De Göer De Herve et al. (2022)56, and
was gently shared by Colin Thomas to conduct the following experiments.

Species:

A: presence (+) or absence (-) of Amoeba proteus.

B: presence (+) or absence (-) of Blepharisma japonicum.

C: presence (+) or absence (-) of Colpidium striatum.

T: presence (+) or absence (-) of Tetrahymena pyriformis.

E: presence (+) or absence (-) of Euplotes patella.

P: presence (+) or absence (-) of Paramecium caudatum.

r1: A+ ≫ P-, A+ [predation]
r2: P- ≫ A-, P- [starvation]
r3: A+, P- ≫ B-, A+, P- [predation]
r4: A+, P- ≫ T-, A+, P- [predation]
r5: B+ ≫ T-, B+ [predation]
r6: E+ ≫ E- [starvation]
r7: E+ ≫ T-, E+ [predation]
r8: C+ ≫ T-, C+ [competition]
r9: P+ ≫ T-, P+ [competition]
r10: C+ ≫ C- [starvation]

Figure 6.2: Rule system for the microcosms of protists.

6.1.3. Contextual reset net for microcosms of protists

From figure 6.3 one can derive a pure reset net by applying PR-encoding and Reset
Complement transformations accordingly (see definitions 10 and 11). The resulting
graph is ready to unfold and prone to draw interpretations.

76



•
A+

r1

r2 r3 r4

P−

A− B−

T−

•
B+

r5

•
E+

r7r6

•
C+

r8 r10

•
P+

r9

E− C−

•
T+

Figure 6.3: Contextual reset net for the microcosms of protists. Read arcs have been colored in
blue to distinguish them from others.

6.1.4. A prefix of the unfolding for the microcosms of protists example

Given that the autors in the article conducted 63 combinations for the starting com-
munity, we are not conducting the same due to practical reasons, instead we will take
one starting comunity with the most possible presence of species for each persistent
community obtained (including the undecided one). For example, in table 2 from142,
there are 3 starting communities replicating the same persistent community {P+} (we
take the upper letter in the article as presence (P+) for our work), from these 3 we will
take the community with more starting species, i.e., {P+, E+, T+}. The motivation
behind choosing the most possible presence of species is allowing as many interactions
as possible. It is worth to note that all rules in the system have effects on disappearing
or reducing species then the absence of all species can be considered as absorbing sets,
however, the challenge lies on identifying species that persist under certain scenarios.
Thus, when there is at least one persistent species thriving after different configurations
of the system, we will identify bifurcation points between its thriving path and the path
when everything collapses (if any). First of all, our initial nine communities (markings)
will be:
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{A+, B−, P+, E+, C+, T+} {A+, B+, P+, E+, C+, T+}

{A−, B−, P+, E+, C−, T+} {A−, B−, P−, E+, C+, T+}

{A+, B−, P−, E+, C+, T+} {A−, B+, P+, E+, C+, T+}

{A−, B−, P+, E+, C+, T+} {A−, B−, P+, E−, C−, T+}

{A+, B+, P−, E+, C+, T+}

Table 6.1: List of initial markings used in this example.

We will next analyze each starting community to search for attractors (referred as
persistent communities in the article) using algorithm in section 4.3 from26 but adapted
to reset nets; then check possible paths that lead to persistent communities (or species),
especially, where a bifurcation point arises in the prefix to assess species interaction that
may occur at that point.

6.1.5. Analysis of {A+, B−, P+, E+, C+, T+}
The prefix of the unfolding using the marking in this example is:

P-_10 (c2)
A+_11 (c3)
P-_30 (c4)
P-_20 (c1)

r1 (e1)

A+_11 (c16)
P-_11 (c15)

P-_31 (c17)

P-_21 (c18)

P+0 (c19)

T-0 (c6)
T+1 (c5)

r4 (e6)

r9 (e16)

r8 (e17)

r7 (e3)

P-_31 (c40)A+_31 (c41) T-1 (c43)
T+0 (c42)

T+0 (c28)
P+1 (c29)
T-1 (c27)

T+0 (c25)
C+1 (c26)
T-1 (c24)

E+1 (c21)T-1 (c23)
T+0 (c22)

B+0 (c8)
B-1 (c7)

r3 (e15)

B-1 (c37)
B+0 (c38)
P-_21 (c39)
A+_21 (c36)

A-0 (c9)

r2 (e8)r2 (e5)

A+_10 (c57)
A+_30 (c58)
A+_20 (c59)
P-_11 (c60)
A-1 (c56)

A+_10 (c32)
A+_30 (c33)
A+_20 (c34)
P-_11 (c35)
A-1 (c31)

A+_31 (c10)

r4 (e10)

T-1 (c65)
T+0 (c66)
P-_31 (c67)
A+_31 (c64)

A+_21 (c11)

P+1 (c12)

r9 (e13)

T+0 (c49)
P+1 (c50)
T-1 (c48)

E+1 (c13)

r7 (e11)

r6 (e2)

T+0 (c62)
E+1 (c63)
T-1 (c61)

E-1 (c20)C+1 (c14)

r8 (e9)

r8 (e14) r10 (e4)

T+0 (c69)
C+1 (c70)
T-1 (c68)

T+0 (c46)
C+1 (c47)
T-1 (c45)

C-1 (c30)

r1 (e12)

P-_31 (c52)
P-_21 (c53)
P+0 (c54)

A+_11 (c55)
P-_11 (c51)

r6 (e7)

E-1 (c44)

Figure 6.4: Unfolding prefix using {A+, B−, P+, E+, C+, T+} as initial marking for the protists
example. Conditions in white outlined in blue represent the initial marking. Events in blue are
cutoffs.

While the prefix is wide enough to hinder interpretation, we may use it to extract
their attractors, which, in this case, there are two fixed points: {A−, B−, C−, E−, P−, T−}
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and {A−, B−, C−, E−, P−, T+}. When producing the event structure of the unfolding
and tracking the run where the attractors are found, we may discover some insights
about species interaction:

r1 (e1)

r2 (e8)r1 (e12)

r2 (e5) r4 (e10)r4 (e6) r3 (e15) r9 (e13)

r9 (e16)

r8 (e14)

r8 (e9)r7 (e11)

r8 (e17)r7 (e3)

r6 (e7)

⊥

r6 (e2) r10 (e4)

Figure 6.5: Event structure using {A+, B−, P+, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r1 (e1)

r2 (e8)r1 (e12)

r2 (e5) r4 (e10)r4 (e6) r3 (e15) r9 (e13)

r9 (e16)

r8 (e14)

r8 (e9)r7 (e11)

r8 (e17)r7 (e3)

r6 (e7)

⊥

r6 (e2) r10 (e4)

Figure 6.6: Event structure showing two persistent communities found with the initial marking.
Events in the darkest green show the only possibility for T. pyriformis to persist (C. striatum and E.
platella perish before), whereas the lightest one shows events that particularly lead to an empty
set (predation or competition with T. pyriformis) and boxes colored in gradient greens represent
common events between both fates (predation of P. caudatum and starvation of A. proteus).

Performing a rechability check on the prefix allows us to see two different and con-
flicting configurations Cdgreen = {e1(r1), e2(r6), e4(r10), e5(r2)} and Clgreeen = {e1(r1),
e3(r7), e4(r10), e5(r2), e7(r6)} (figure 6.6). The first one produces an alternative mark-
ing to what we expected, no persistent species142, this configuration allow T. pyriformis
to survive predation from A. proteus (r4) and E. patella (r7) and outcompete C. stria-
tum (r8) and P. caudatum (r9). This outcome highlights the possibilistic view enabled
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by unfoldings. Despite of Weatherby and others (1998) may have discarded the alter-
native fate by using tests for non-randomness, we illustrate how it is indeed reachable
and possible. Moreover, in the event structure fig. 6.5 is remarkale the different paths
to the same empty set of non-persistent communities and the unique opportunity of T.
pyriformis to persist.

In the next analyses we will continue producing prefixes but instead of showing it
complete, we will restrain to event structures to: (1) make evident different runs to
possible persistent communities and (2) avoid unnecesary big graphs.

6.1.6. Analysis of {A+, B+, P+, E+, C+, T+}
Giving same treatment as before, we are able to extract the persistent species: emp-

tyset ({A−, B−, C−, E−, P−, T−}), T. pyriformis ({A−, B−, C−, E−, P−, T+}) and B.
japonicum ({A−, B+, C−, E−, P−, T−}). And from the event structure we may see
bifurcation points to the different fates (persistent species):

r1 (e1)

r2 (e5) r3 (e6) r4 (e7) r3 (e10) r4 (e17) r9 (e21)

r9 (e24)

r2 (e8) r2 (e9)r2 (e11) r1 (e14) r5 (e18) r1 (e19)r1 (e20) r8 (e15) r7 (e16)

r8 (e25) r7 (e26)

r2 (e12)r1 (e13)

r5 (e2)

r8 (e22) r7 (e23)

⊥

r6 (e3)r10 (e4)

Figure 6.7: Event structure using {A+, B+, P+, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r1 (e1)

r2 (e5) r3 (e6) r4 (e7) r3 (e10) r4 (e17) r9 (e21)

r9 (e24)

r2 (e8) r2 (e9)r2 (e11) r1 (e14) r5 (e18) r1 (e19)r1 (e20) r8 (e15) r7 (e16)

r8 (e25) r7 (e26)

r2 (e12)r1 (e13)

r5 (e2)

r8 (e22) r7 (e23)

⊥

r6 (e3)r10 (e4)

Figure 6.8: Event structure showing three persistent communities found with the initial marking.
Events in green show a path where there is no peristent species; events in violet show the only
path possible for T. pyriformis to persist (C. striatum, E. platella, A. proteus and B. japonicum
perish before); and events in orange show one way in which only B. japonicum persist whereas
the others starve or are predated (the other way is via r4 instead of r5).
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In figure 6.8 we may see three different persistent communities of what was re-
ported in142. One in common is B. japonicum whereas the emptyset and T. pyriformis
are excluded in the study. In the same figure we can describe two bifurcation points:
(1) when the occurrence of e1 enables e6 and e7 but they are not together in both con-
figurations thereafter, i.e., Cgreen = {e1(r1), e3(r6), e4(r10), e6(r3), e7(r4), e11(r2)} and
Cviolet = {e1(r1), e3(r6), e4(r10), e6(r3), e8(r2)}. This means that A. proteus may starve to
death (r2) before it predates T. pyriformis (r4) and then T. pyriformis will be the only
species to persist; (2) when from the initial cut {e1, e2, e3, e4} occur conccurrently yield-
ing a marking {A+, B+, C−, E−, P−, T−} and from here e5 occurs which means that
A. proteus starves to death instead of predates B. japonicum.

6.1.7. Analysis of {A−, B−, P+, E+, C−, T+}
Following the same method as before, we are able to extract one persistent species:

{A−, B−, C−, E−, P+, T−}. And from the event structure we may see one run to the
unique fate (persistent species):

r7 (e2)

r6 (e3) r9 (e4)

r9 (e5)

⊥

r6 (e1)

Figure 6.9: Event structure using {A−, B−, P+, E+, C−, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r7 (e2)

r6 (e3) r9 (e4)

r9 (e5)

⊥

r6 (e1)

Figure 6.10: Event structure highlighting one path to the only persistent species P. caudatum.

In figure 6.10 one may see the only persistent species P+ after one possible run to
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this fate. There is no more possibilities since the initial marking has few species present,
and this result is equal to what Weatherby et al. (1998) obtained.

6.1.8. Analysis of {A−, B−, P−, E+, C+, T+}
In this case, there is one persistent species T. pyriformis and the emptyset, contrary

to what Weatherby et al. (1998) found. In the study they showed that after the current
starting community one would obtain {C} as persistent species, however, for our list of
rules this outcome is impossible since C. striatum will always starve with the solely fact
of being present. r8 may delay its destiny but its fatal fate is inevitable no matter the
initial state you start from. Therefore, our findings are:

r7 (e2)

r6 (e4) r8 (e5)

r8 (e6)

⊥

r6 (e1) r10 (e3) r2 (e7)

Figure 6.11: Event structure using {A−, B−, P−, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r7 (e2)

r6 (e4) r8 (e5)

r8 (e6)

⊥

r6 (e1) r10 (e3) r2 (e7)

Figure 6.12: Event structure showing two different paths to possible persistent species or attrac-
tors, one where there is no species that persist (dark pink) and another where only T. pyriformis
is left (light pink). An event has a gradient because it is shared for the two configurations, mean-
ing starvation of C. striatum.

In fig.6.6 there is one bifurcation point from the initial cut where either r7 or r6 fires
first, so Clpink = {r6(e1), r10(e3)} leads to the starvation of E. patella and of C. striatum

82



which leaves opportunity to T. pyriformis to persist; and Cdpink = {r7(e2), r10(e3), r6(e4)}
drives to extinction of all species in the microcosm.

6.1.9. Analysis of {A+, B−, P−, E+, C+, T+}
Applying the same procedure as before, we found again, when doing attractors

search, one persistent species T. pyriformis which is in accord to what Weatherby and
others (1998) discovered for this starting species. Also, there is a case when no species
persists as we have ascertained with previous cases. Let us see where the bifurcation
point occurs:

r4 (e2)

r2 (e5) r8 (e6) r7 (e7) r1 (e8)

r8 (e9) r7 (e10) r1 (e12)r3 (e11)

⊥

r2 (e1) r6 (e3) r10 (e4)

Figure 6.13: Event structure using {A+, B−, P−, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r4 (e2)

r2 (e5) r8 (e6) r7 (e7) r1 (e8)

r8 (e9) r7 (e10) r1 (e12)r3 (e11)

⊥

r2 (e1) r6 (e3) r10 (e4)

Figure 6.14: Event structure showing two different paths to possible persistent species or attrac-
tors, in one there is no species that persist (lime) and another where only T. pyriformis escapes
of being predated (pale teal). Events with gradient are common for both paths. In particular,
r2(e1) gives the opportunity to T. pyriformis to survive, otherwise it would have been predated
by A. proteus (r4(e2)), E. patella (r7), or outcompeted by C. striatum (r8).

In fig.6.16 one may see two different configurations leading each one to the two
possible fates in this scenario. There is one bifurcation point starting from the initial
cut when either e1(r2) or e2(r4) occurs first. If the former is the case, T. pyriformis
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will survive and persist as the only long-lasting species else the latter will result in the
downfall of everything.

6.1.10. Analysis of {A−, B+, P+, E+, C+, T+}
In this initial marking we found two persistent species in the same state: A−, B+, C−,

E−, P+, T−. Interestingly, for this starting community, there is no emptyset as a fate
despite of all rules collapsing to the extinction of different species. Also, the result is
exactly what Weatherby et al. (1998) found142 in their experiments, no other choice is
possible nor bifurcation point exists.

r5 (e1)

r9 (e4) r8 (e5) r7 (e6)

r9 (e7) r8 (e8) r7 (e9)

⊥

r6 (e2) r10 (e3)

Figure 6.15: Event structure using {A−, B+, P+, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r5 (e1)

r9 (e4) r8 (e5) r7 (e6)

r9 (e7) r8 (e8) r7 (e9)

⊥

r6 (e2) r10 (e3)

Figure 6.16: Event structure showing the only possible path to the two persistent species B.
japonicum and P. caudatum. In this case there is no bifurcation point.

6.1.11. Analysis of {A−, B−, P+, E+, C+, T+}
In this instantiation of the reset net we found one persistent species in the same

marking, P. caudatum. However, our finding is different of what Weatherby and others
(1998) showed because for them there were two persistent species with the same start-
ing species, P. caudatum and C. striatum; this is due our r10 which makes C. striatum to
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perish, whereas P. caudatum is only predated by A. proteus but the latter is absence since
in the starting community. In this case, as well as fro the previous one, there is only one
option of fate, so no bifurcation point identified.

r7 (e2)

r6 (e4) r9 (e5) r8 (e6)

r9 (e7) r8 (e8)

⊥

r6 (e1) r10 (e3)

Figure 6.17: Event structure using {A−, B−, P+, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

r7 (e2)

r6 (e4) r9 (e5) r8 (e6)

r9 (e7) r8 (e8)

⊥

r6 (e1) r10 (e3)

Figure 6.18: Event structure showing the only possible path to the only persistent species P.
caudatum. In this case there is no bifurcation point.

6.1.12. Analysis of {A−, B−, P+, E−, C−, T+}
In this case we had one resulting persistent species, P. caudatum {A−, B−, P+, E−,

C−, T−}. It is trivial to follow and see that r9 is the only transition able to fire. In spite
of this minor size of the unfolding prefix (fig. 6.19), there is a contradiction between
Weatherby and others’ (1998) result and ours because for them P. caudatum and T.
pyriformis can coexist and persist in a community whereas for us this is not possible. R9
defines clearly that in presence of both species, P. caudatum will outcompete T. pyriformis
driving it to death. Evidently, there are no bifurcation points.
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⊥

r9 (e1)

Figure 6.19: Event structure using {A−, B−, P+, E−, C−, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

6.1.13. Analysis of {A+, B+, P−, E+, C+, T+}
Similarly to case 6.1.6, we saw the same three sets of persistent species: empty-

set ({A−, B−, C−, E−, P−, T−}), T. pyriformis ({A−, B−, C−, E−, P−, T+}) and B.
japonicum ({A−, B+, C−, E−, P−, T−}). And from the event structure we may see
bifurcation points to the different fates:

r3 (e2)

r2 (e6)r2 (e7) r1 (e8)r2 (e9)r5 (e15) r1 (e16) r1 (e17)

r5 (e20)r1 (e21)r4 (e3)

r8 (e13) r7 (e14)

r8 (e18)r7 (e19)

r4 (e10) r3 (e11)r2 (e12)

⊥

r2 (e1)r6 (e4)r10 (e5)

Figure 6.20: Event structure using {A+, B+, P−, E+, C+, T+} as initial marking for the protists
example. Events in blue mean cutoff events and dashed lines show immediate conflict relations.

In the figure 6.21 we may see three different persistent communities that were not re-
ported in142. In the paper, they said that for this starting community, there is a undecided
persistent community because their statistical models were not rejected. In short, they
used two null models for assessing whether the level of consistency among the results
of a group of replicated microcosms significantly deviates from what would be antici-
pated by random chance142. The first model assumed that all end communities possible
from the powerset of the initial one have the same probability to occur. By contrary,
the second model uses the relative frequency with which different numbers of species
are present in the observed end communities142. They conducted non-randomness tests
and obtained a probability for each model for each possible starting community, if the
probability of the null model 2 was greater than 0.06 then the persistent comunity was
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r3 (e2)

r2 (e6)r2 (e7) r1 (e8)r2 (e9)r5 (e15) r1 (e16) r1 (e17)

r5 (e20)r1 (e21)r4 (e3)

r8 (e13) r7 (e14)

r8 (e18)r7 (e19)

r4 (e10) r3 (e11)r2 (e12)

⊥

r2 (e1)r6 (e4)r10 (e5)

Figure 6.21: Event structure showing three persistent communities found using the initial mark-
ing. Events in oy shows a path where B. japonicum is left because it is not predated by A. proteus;
events in gy shows a path where T. pyriformis is left because A. proteus starves to death first;
and events in cb shows a path where there is no persistent species, A. proteus has preyed on
everything it could.

undecided; The starting community {A+, B+, P−, E+, C+, T+} was the case so it is
undecided.

Our findings show that two persistent communities are indeed possible plus the emp-
tyset according to the established list of rules. Moreover, let us define these colors for
the figure 6.21: gy = greenish− yellow, oy = orangy− yellow and cb = cyan− blue, in
there, we observe two bifurcation points:

1. When from the initial cut e2 is produced and potentially enables e6 and e9 result-
ing in two conflicting configurations, namely, Cgy = {e2(r3), e4(r6), e5(r10), e6(r2)}
and Ccb = {e2(r3), e3(r4), e4(r6), e5(r10), e9(r2)}. This means that the former
shows the path when A. proteus does not predate T. pyriformis and dies of starva-
tion, leaving T. pyriformis as a persistent species; whereas the latter T. pyriformis
is predated by A. proteus before perishing and leaving empty behind.

2. Analogous to the first one but this time with B. japonicum, after the initial cut, e3 is
produced and potentially enables e7 and e9 yielding two conflicting configurations,
that is to say, Coy = {e3(r4), e4(r6), e5(r10), e7(r2)} and Ccb. This time A. proteus
makes the difference leading to either of the two paths, the first one by perishing
before predating B. japonicum (but extinguishing T. pyriformis) and the second
one by predating both the bacterivore and the omnivore.

Microcosms of protists example is a convenient example to show how unfoldings of
reset nets are suitable to check which and how persistent species thrive until the end com-
munity (if any). Assuming that our initial list of rules are well established, we were able
to infer some persistent communities who were not repoted in the source study. For ex-
ample, C. striatum was reported as a persistent species when {A−, B−, P−, E+, C+, T+}
and {A−, B−, P+, E+, C+, T+} were in the starting community, however, according to

87



our rule r10 this is impossible because as long as C. striatum is present, it can die of
starvation sooner or later (same situation for E. patella with r6). Although, this work
has unveiled some insights, it does not aim to replace the original experiment because it
only includes modeled variables so if the focus is to include environmental conditions,
it is important to refer the work of Weatherby et al. (1998). Moreover, a thorough
examination of the powerset would be needed to continue the assessment of given a
focal species, how it does relates with others in terms of disruption and persistency142.
Nevetheless, our findings are already a proof of what to expect when considering vari-
ables in the stated model, and it serves as a complement as well as the work done by
Herve et al. (2022)56. Finally, aiming to become this experiment exhaustive, it would
be interesting to verify all outcomes using the remaining part of the powerset as initial
markings, which in turn would pave the way to continue with the following studies in
the sequel80,141.

6.2. Revisited termites colony

Returning to our example in chapter 4. Now, we can analyse its minimally doomed
configurations applying algorithm 2:

By looking with detail at rules 4.1, one may find that all configurations in figure 6.22
lead indeed to bad markings. Specifically, fig.6.22a drives the ecosystem to a state where
only fungal gardens and egg chambers are left, wk−, sd−, wd−, ac+, rp−, ec+, te−, fg+.
fig.6.22b accounts for the presence of egg chambers, fungal gardens and termitomyces
but this is insufficient to allow a recovery for the colony, wk−, sd−, wd−, ac+, rp−, ec+, te+,

fg+. fig.6.22c has the initial effect of not event producing workers for the colony’s es-
tablishment and leaves termites at the mercy of ants from the very beginning, wk−, sd−,
wd−, ac+, rp−, ec−, te−, fg−. fig.6.22d shows an advantage of ants over termites be-
cause the latter has no soldiers even though there are workers who create everything
except reproductives and soldiers, and then r9 vanishes any hope of stabilization, wk−,
sd−, wd+, ac+, rp−, ec+, te+, fg+. fig.6.22e is long run and although it traverses rules
for the creation of elements, it lands on the depletion of vital elements like reproduc-
tives and workers, wk−, sd−, wd−, ac+, rp−, ec+, te−, fg−. And finally, fig.6.22f shows
a shorther sequence of fig.6.22e when doom can be reached before in the same state
by r7 and following an imminent collapse. Fortunately, for all this minimally doomed
configurations, one has the option of deciding to stay stable; respective dashed events
in blue are meant to illustrate this opportunity of restore for each case figs.6.22a-f.
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r3 (e1)

r5 (e4)

r6 (e7) r3 (e61)

⊥

r3 (e1)

r5 (e4)

r9 (e8) r3 (e61)

⊥

⊥

r6 (e2) r3 (e1)

(a) (b) (c)

r3 (e1)

r9 (e5) r4 (e3)

⊥

⊥

r3 (e1)

r4 (e3)

r5 (e6)

r6 (e11)

r7 (e16)

r2 (e18)

r9 (e36) r1 (e38)

⊥

r3 (e1)

r4 (e3)

r5 (e6)

r6 (e11)

r7 (e16)

r9 (e43) r2 (e18)

(d) (e) (f)

Figure 6.22: Some of minimally doomed configurations extracted
from the termites colony prefix using algorithm 2. Colors are used

alike in figure 4.7. Dashed lines represent a minimally doomed event
which can be removed to be free. Dashed events in blue-like represent

a chance to escape from doom. ⊥ represents the initial cut.
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7 - Conclusion & Outlook

In this manuscript, we have achieved methods for modeling and analyzing ecosys-
tems using safe reset Petri nets and their corresponding unfoldings. The results shown
here represent the toolkit we built along with our approaches and algorithms. Potential
applications in several domains abound, in particular in the life sciences. Nonetheless
and beyond the above, we still have some ideas to develop further.

7.1. Doom avoidance control

Future research will delve into the realm of Doom Avoidance Control, aiming to de-
velop strategies that guide systems away from impending doom. This work is expected
to complement existing approaches, such as the structural methods proposed by Ior-
dache and Antsaklis72,73 and the unfolding construction by Giua and Xie55. A critical
aspect to address is the level of knowledge available to any control player, which serves
as the basis for selecting control actions. We consider that the protectedness measure is
a promising candidate for encoding this information, allowing a controller to act when
the system approaches doom (according to predefined thresholds) but still offers oppor-
tunities to avert it.

7.2. Regimes

Taking inspiration from ecological successions in nature when a strong enough dis-
turbance modifies an already established behavior in an ecosystem, making it shift its
stage. We believe a regime is the set of stages an ecosystem can loop in. Moving from one
stage to another would imply an input cause to the regime that will change the looping
behavior leading into another stage within the same regime. See figure 7.1.

Figure 7.1: Image illustrating secondary succession commonly found in a forest. See details in
text for a thorough explanation. Source: Katelyn Murphy ©.

91

https://creativecommons.org/licenses/by-sa/4.0/deed.en


In figure 7.1 we may see several stages a forest can be transformed in when: (1)
from a stable forest ecosystem there is (2) a disturbance like fire which (3) destroys
and converts everything in ashes, then (4) fire stops but has left empty behind except
soil; (5) after some time 1-5 years herbaceous plants start to grow making conditions
for (6) pioneering short-lived small bushes and shrubs to colonize because they are
light-tolerant (5-20 years); (7) then pioneering long-lived evergreen species develop to
their fullest for increasing area of light-absorption and creating an understory for shade-
tolerant ones (20-100 years); finally, (8) deciduous trees grow taller than evergreen ones
and compete for space resulting in a displacement of short-lived and shade-intolerant
species, however, the forest has recovered a similar state from where it began (100-400
years). This inspirational description of stages and its shifts could be modeled in a Petri
net, for instance, with some modifications over our running example in figure 5.1a.
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Figure 7.2: A sketch to represent a regime in nature.
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In fig.7.2 we observe three interconnected instances of the net in fig.5.1a. The con-
nection between one another is through transitions f , g and h which are enabled by
previous fixed points, p8, p16 and p24. Furthermore, there are control places and transi-
tions which steer the net’s dynamics. Take, for example, transition a and b which are in
conflict, whenever one is fired, it will determine whether transition κ or transition f be
enabled. Indeed, assuming that:

1. a has fired, it enables either α and γ or β and δ which in turn after firing, will
enable ξ or η, respectively. Once either of the latter two has fired, f will be
enabled and when fired, it produces tokens on p9 and p10 that will continue the
flow of tokens according to the conflict resolution in a′ and b′.

2. b has fired, it enables either α and δ or β and γ which in turn after firing, will
enable ζ or θ, respectively. Once either of the latter two has fired, κ will be enabled
and when fired, it produces tokens back on p1 and p2 that will continue the flow
of tokens according again to the conflict resolution in a and b.

Analogously, when comparing both figures, activation of f , g and h means the move
from one stage into another in fig.7.1 and they allow the cycling behavior that eventually
will stop to start another stage. Hence, we know conflict resolution is key to determine
whether a looping behavior is continued or not since it permits to steer the system from
a cycle into other parts of the net. And here it is why attractors’ definition falls short
to represent a cycling behavior that eventually will escape from it. The latter implies
that we need to devise control strategies to pilot the dynamics of the system which will
resolve the regime’s behavior. While this option, alongside other approaches (sec. 7.1),
warrants further investigation, it remains a subject for future research.
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