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Résumé substantiel (français) 

De nombreux aspects de la vie en société tels que les normes culturelles ou les relations sociales ne s’observent 

que dans les interactions d’autres personnes. Reconnaître et comprendre ces interactions, dites sociales, est de 

première importance pour la vie en groupe, donc la survie d’espèces sociales. Pour détecter, reconnaître et identifier 

les agents sociaux, la vision humaine a développé des mécanismes perceptifs spéciaux. Ces mécanismes semblent 

émerger précocement dans la vie, afin d’orienter l'attention visuelle du bébé le plus tôt possible vers les aspects de 

l'environnement les plus pertinents socialement, et ainsi poser les bases de la cognition sociale. Les présents travaux 

abordent l'hypothèse selon laquelle la perception visuelle développe également des mécanismes pour détecter, 

reconnaître et identifier précocement les interactions sociales elles-mêmes, par-delà l'identification d’agents 

individuels. Son focus porte sur l'un de ces mécanismes, le groupement automatique d'agents sociaux (i.e. deux 

corps) dans une configuration spatiale suggérant qu’ils entretiennent une forme très particulière d'interaction 

sociale : l’interaction face-à-face. Cette recherche se déroule en trois chapitres, traitant des questions suivantes : Les 

personnes se faisant face sont-elles perçues différemment des personnes ne se faisant pas face (Chapitre 1) ? À quel 

âge les bébés deviennent-ils sensibles aux relations spatiales d’autres personnes, dont la pertinence sociale varie 

(Chapitre 2) ? Quelle est la relation entre représenter deux personnes face-à-face (c'est-à-dire une relation spatiale) 

et représenter une interaction sociale (Chapitre 3) ? 

Sur la base de recherches précédentes (Adibpour et al., 2021 ; Papeo et al., 2017 ; 2019), le premier chapitre 

étudie l'hypothèse selon laquelle le système visuel groupe automatiquement les corps de face (mais pas de dos), en 

une seule unité perceptive. Ceci fut mesuré chez l’humain adulte par électroencéphalographie (EEG), dans un 

paradigme de « dual frequency-tagging » (marquage fréquentiel double). Dans ce paradigme, des dyades de corps 

furent présentées de face ou de dos, chaque individu clignotant à une vitesse (fréquence) différente. Afin de contrôler 

la spécificité des effets évoqués à la perception de corps, des paires d’objets (chaises, machines) furent présentés de 

la même manière, de face ou de dos, avec le même clignotement. L’activité neurale reflétant l’intégration des corps 

en une unité visuelle (signal d’intermodulation) fut ensuite dissociée de l’activité neurale évoquée par le 

clignotement individuel des corps (signal individuel) par analyse fréquentielle. Cette analyse a révélé un signal 

d'intermodulation pour les corps de face mais pas les corps de dos, ainsi qu’un signal individuel plus faible pour les 

corps de face que les corps de dos. Aucun de ces effets ne fut observé avec des objets. Ainsi, le chapitre 1 suggère 

que le système visuel groupe les personnes se faisant face en une seule unité perceptive, une représentation unitaire 

capable d’affecter le traitement visuel des corps individuels. 

Le second chapitre étudie l'hypothèse selon laquelle les relations spatiales entre les personnes sont discriminées 

dès la petite enfance, avant même le développement de capacités cognitives sociales sophistiquées. Dans cette étude, 

le regard de bébés de 6 mois a été mesuré par « eye-tracking » (suivi oculaire), dans un paradigme de temps de 
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regard différentiel. L'expérience 1 montre que les bébés de 6 mois discriminent les corps qui se font face des corps 

qui ne se font pas face, et regardent plus longtemps les corps qui ne se font pas face. L'expérience 2 montre ensuite 

que les bébés regardent aussi longtemps des corps de face qu’un corps isolé (mais moins longtemps que deux corps 

qui ne se font pas face), comme s'ils traitaient les corps de face ainsi qu’une unité visuelle (e.g. un seul corps). 

L’expérience 3 montre que les bébés discriminent globalement les relations spatiales qui signalent une interaction, 

qu’elle soit réciproque (les deux corps sont de face) ou non réciproque (seulement un corps fait face à l’autre), de 

la relation spatiale qui indique l’absence d’interaction (les deux corps ne se font pas face. Enfin, l'expérience 4 

montre que les effets ci-dessus sont spécifiques aux dyades humain-humain (sociales) et ne se généralisent pas aux 

paires humain-objet (non sociales). En résumé, le chapitre 2 indique que les bébés sont sensibles aux relations 

spatiales entre les personnes dès l'âge de 6 mois, et suggère que comme les adultes, les bébés traitent les corps de 

face plus efficacement que les corps de dos, comme une unité visuelle.  

Le troisième chapitre teste l'hypothèse qu’une scène dans laquelle deux personnes se tiennent de face est 

spontanément interprétée comme une interaction sociale. Ceci fut mesuré dans un paradigme de temps de regard 

différentiel similaire à celui du chapitre 2, présentant deux corps de face simultanément avec deux corps de dos, 

cette fois ci à des participants adultes. Dans ce paradigme, l’attribution d’une valeur sociale plus élevée à un type 

de stimulus (e.g. des corps de face) se manifeste par une préférence visuelle (un temps de regard plus long) par 

rapport à un type de stimulus dont la valeur sociale est inférieure (e.g. des corps de dos). Indépendamment de cette 

mesure (Expérience 1a), une expérience a mesuré la valeur des stimuli sur des dimensions sémantiques sociales 

(Expérience 1b). La préférence visuelle a ensuite été testée tout au long du développement humain (Expérience 2a : 

bébés de 7, 10, 15, 18 mois ; Expérience 2b : enfants de 3, 5 ans), puis dans une espèce de primates sociaux non 

humains (Expérience 3 : macaques). L'expérience 1 révèle que les adultes regardent plus longtemps les corps de 

face (expérience 1a), qu'ils jugent supérieurs que les corps de dos sur les dimensions sémantiques sociales 

(expérience 1b), montrant ainsi une préférence visuelle et une évaluation sociale plus élevée pour les corps de face. 

L'expérience 2 révèle que cette préférence apparaît à 5 ans, passé le stade précoce de développement découvert dans 

le chapitre 2 durant lequel bien que les bébés discriminent les corps de face et les corps de dos, ils ne montrent pas 

de préférence pour les corps de face. L'expérience 3 montre que les macaques, comme les humains, préfèrent 

visuellement des congénères de face plutôt que de dos. En somme, le chapitre 3 indique que la sensibilité perceptive 

qu’ont les bébés vis-à-vis du positionnement relatif des corps se développe en une préférence visuelle pour le face-

à-face durant l’enfance, pouvant refléter l’attribution d’une signification sociale particulière. Ce processus semble 

également se développer chez des primates sociaux non humains.  

Cette thèse propose que la perception visuelle représente automatiquement les personnes face-à-face, une 

relation spatiale suggérant l’interaction, comme une unité (Chapitre 1). Ce groupement semble faciliter le traitement 

des scènes sociales dès 6 mois de vie, un âge durant lequel les bébés sont particulière sensibles aux relations spatiales 
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d’autres personnes (Chapitre 2). Cette sensibilité pourrait servir de base au développement de capacités cognitives 

sociales plus avancées durant l’enfance, non seulement chez l'homme mais aussi d'autres espèces primates non 

humaines vivant en société (Chapitre 3).  
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Abstract 

Recognizing and understanding social interactions is particularly important for the survival of group-living 

species. Human vision has developed highly sensitive perceptual mechanisms to detect, recognize and identify 

social agents. These mechanisms, emerging early on in life, may serve to guide visual attention toward socially 

relevant aspects of the environment, and support the development of social cognition. The present thesis addresses 

the hypothesis that visual perception has also developed efficient mechanisms to detect, recognize and identify 

social interaction. I focus on one such mechanism, proposed to account for the efficient visual processing of social 

interaction: the automatic grouping of social agents (i.e., bodies) seen face-to-face, a particularly important (and 

common) spatial positioning for social interaction. In Chapter 1, using frequency-tagging EEG in human adults, I 

provide evidence for the automatic integration of two people facing each other. In Chapter 2, using eye-tracking in 

a differential looking time paradigm, I show that infants as young as 6 months already show a sensitivity to 

differences between social scenes based on the spatial positioning of bodies (facing or non-facing), and that, like 

adults, they may process facing bodies more efficiently than non-facing bodies. Finally, in Chapter 3, using the 

same paradigm as Chapter 2, I describe the transition from the perceptual discrimination of spatial relations between 

people in infants, to understanding the social relevance of facing (vs. non-facing) bodies in childhood. In this chapter, 

I also present evidence suggesting that, like children and adults, monkeys (macaca mulatta) assign an exceptional 

social significance to the face-to-face body configuration. Overall, results show that visual perception represents 

seemingly interacting (face-to-face) bodies as a group, or a single perceptual unit, that may facilitate the processing 

of facing bodies already in infancy. I propose that this perceptual sensitivity to spatial relations between people 

anticipates and sets the ground for the development of social cognitive abilities. 
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General introduction 

1. Why should we look at people face-to-face? 

 Living in social group has compelled the development of complex cognitive skills, from learning from 

others to managing resource exchanges, while avoiding deception and misinformation (Baumard et al., 2013; Byrne, 

1996; Cheney et al., 1986; Csibra & Gergely, 2011; Dunbar & Schultz, 2007; Gergely & Csibra, 2013; Robson & 

Kaplan, 2003). For these skills to be realized, however, individuals first need to detect, recognize and identify 

conspecifics fast and accurately. Primate vision is remarkably prepared for this task, showing high sensitivity to 

visual patterns characterizing bodies and body movements of conspecifics and other animals (Adolphs, 2001; 

Matsuno, 2021; Nakayama, 2010).  

Visual information provides, on its own, important cues to understanding others. Faces, gaze direction, 

body postures or movements provide information about other agents’ identity, personality traits, emotional state, 

focus of attention and intentions (Aviezer et al., 2012; Macrae & Quadflieg, 2010; Poyo Solanas et al., 2020; 

Oosterhof & Todorov, 2008). Ubiquitous to human visual environments since birth (Jayaraman et al., 2015; Fausey 

et al., 2016), these stimuli trigger perceptual mechanisms that support important socio-cognitive abilities (Baron-

Cohen, 1997; Morton & Johnson, 1991). Yet looking at others individually overlooks essential aspects of the social 

world, only expressed in collective behaviors and inter-individual interactions (Quadflieg & Koldewyn, 2017). 

Viewing exchanges between others gives access to key information, without the risks that come from interacting 

oneself (McGregor et al., 1993; Lloyd & Morrison, 2008). By observing others’ interactions, one can learn 

information such as the value of goods or the use of tools (Paradise & Rogoff, 2009; Tatone et al., 2021; Thiele et 

al., 2021b), the individuals’ morality, trustworthiness or aggressivity (Decety & Cacioppo, 2012; Heider & Simmel, 

1944; Hesse et al., 2016), the implicit norms that rule social interactions (e.g., social distance; Remland et al., 1995), 

and the networks of hierarchies and alliances in which agents and observers are embedded (Cloutier et al., 2016; 

Farrow et al., 2011; Lau et al., 2020). 

Early research on social scene perception has highlighted the fact that, like other stimuli, social interactions 

possess typical visual structures (Heider & Simmel, 1944; McArthur & Baron, 1983). For example, people perceive 

and act upon each other better when they stand close and facing toward each other (Jiang et al., 2012; Lahnakoski 

et al., 2020). This spatial relation scaffolds the first social experiences infants have with their caregivers (Meltzoff 

& Moore, 1977; Slaughter, 2021; Tomasello & Farrar, 1986; Trevarthen, 1974). Viewing other persons face-to-face 

gives full access to their facial expression, gaze direction, body posture, and gestures, supporting many forms of 

social interactions, like shared attention, joint action, imitation, communication, cooperation, interaction, social 

learning and affective bonding (Baron-Cohen, 1997; Carpenter et al., 1998; Chartrand & Bargh, 1999; Csibra & 

Gergely, 2011; Ferrari & Gallese, 2007; Gergely & Csibra, 2013; Mundy & Newell, 2007; Sebanz et al., 2006). 
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Dyads of people interacting face-to-face are ubiquitous in human social environments (Dunbar et al., 1995; James, 

1951). 

Facingness, the mutual perceptual accessibility of two social agents, may provide one of the most reliable 

visual cues of social interactions (Papeo et al., 2017; Papeo, 2020). Recent research has shown that vision is 

particularly sensitive to this visuo-spatial cue (Papeo, 2020). Viewing people face-to-face increases their visual 

saliency (Papeo et al. 2017; Papeo et al., 2019; Vestner et al., 2019), and changes, by enhancing, how their bodies 

are represented in visual brain areas (Abassi & Papeo, 2020; 2022; Bellot et al., 2021). Hence, visual perception 

seems to possess a mechanism able to use spatial relations between people that are socially-relevant, i.e. that suggest 

social interaction, to represent them (i.e., bodies and their actions) more efficiently (Papeo, 2020). Like other 

perceptual mechanisms designed to process important biosocial signals (e.g., faces and biological motion), the 

perceptual mechanisms underlying the efficient processing of social interaction may be in place early on in life. The 

current thesis examines the following questions: what mechanism can account for the particularly efficient 

processing of facing bodies? And how early does this mechanism emerge in life? 

To provide a background to these questions, the next sections will discuss research emphasizing the effect of 

facingness in social scene perception, and motivate the hypothesis of perceptual grouping as a key mechanism for 

the efficient processing of people in social interaction. Then, I will present research suggesting a close link between 

social scene perception and the development of social expectations in infancy. This overview will highlight the 

possible contribution of the present investigation on visual perception to understanding the groundings of social 

cognition. 
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2. Perceiving facingness to represent social interaction 

This section reviews the effects of facingness on social scene perception, and how these effects suggest that facing 

bodies are perceptually grouped. 

 Representing social scenes from visual information 

Research over decades has extended our understanding of visual functions, from the mere encoding of basic 

features (motion, orientation, color, etc.) to representing objects (Gibson, 1961; Marr, 1982), and the tuning of 

highly specialized mechanisms dedicated to detect, identify and recognize social entities (Nakayama, 2010). 

Research showed that vision encodes with particular efficiency the complex structure of social entities, promptly 

integrating multiple parts into coherent wholes. This attunement was highlighted in the most automatic visual 

processes, in studies reporting that information about the structure of faces, bodies or biological movement, 

enhances the discrimination and representation of social entities (Downing et al., 2004; Johansson, 1973; Neri et 

al., 1998; Purcell & Stewart, 1988). For instance, research on face perception highlighted the key role of the spatial 

configuration of face parts for processing faces, by showing how breaking such configuration by inverting faces, 

while preserving low-level visual information such as luminance or contrast, drastically reduces performance in the 

detection or identification of people (Bruyer, 2011; Maurer, 2002; Yin, 1969). 

 Parallel research has investigated whether similar visual efficiency could support the detection of social 

interactions. This started in 1944, with Heider and Simmel’s hypothesis that minimal spatio-temporal patterns could 

spontaneously evoke rich representations of social interactions (Heider and Simmel, 1944). Showing that 

participants spontaneously reported intuitions about animacy, personality, intentions and social relationship such as 

“chasing”, “marrying”, “fighting”, from the movements of geometrical shapes, this study first demonstrated that 

social interaction can be inferred from the mere spatiotemporal features of an event. Years later, neuroimaging 

research used Heider and Simmel’s kind of animations to study the brain networks responding to perception of 

intentional movements (Castelli et al., 2000), and isolated the representation of motion related to social events 

versus mechanical events (Martin & Weisberg, 2003). Using comic strips or videos, subsequent works isolated the 

processing of social interactions from the processing of individual actions (Centelles et al., 2011; Iacoboni et al., 

2004; Kujala et al., 2012; Quadflieg et al., 2015; Walter et al. (2004). showing different brain activations associated 

with viewing interacting agents vs. viewing agents acting independently.  

Overall, neuroimaging studies have unraveled three distinct networks that are critical to support the 

representation of social scenes. First, there is a network of visual brain structures specialized in perceiving social 

stimuli such as faces, gaze, bodies and biological motion (Downing et al., 2001; Grossman et al., 2000; Haxby et 

al., 2000; Hoffman & Haxby, 2000; Kanwisher et al., 1997; Macrae & Quadflieg, 2010; Peelen & Downing, 2007). 

Then, there are a second network driving visual information towards internal motor representations (Jeannerod, 
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2001; Rizzolatti et al., 2001), and a third network supporting inferences about the mental states of others (Frith et 

al., 2003; Gobbini et al., 2007; Schurz et al., 2014). Summarizing the evidence, some researchers have proposed a 

tripartite model of social scene representation, emphasizing the core role of visual processes specific to perceiving 

social scenes (Quadflieg & Penton-Voak, 2017; Quadflieg et al., 2015; Yang et al., 2015). Along these lines, more 

recently, researchers have highlighted a third visual pathway specialized in visual processing of social information 

(Grossmann, 2021; Pitcher & Ungerleider, 2021; Weiner & Gomez, 2021). Based on neuroanatomical and 

functional neuroimaging evidence, there would be a distinctive stream of visual brain areas dedicated to processing 

social stimuli, flowing from the early visual cortex through motion selective areas to body selective areas up to the 

posterior superior temporal sulcus. Converging with the tripartite model described above, this model roots cognitive 

process representing social scenes in the visual brain, as it proposes that regions tuned to socially relevant visual 

stimuli (face, body) and biological motion perception provide key input-information to the neural networks 

underlying social cognition.  

 Perceiving social scenes in spatio-temporal visual information 

Following Heider & Simmel (1944), researcher have defined the spatiotemporal visual features driving the 

representation of social interaction, such as the agents’ converging direction, the contingency of their movements, 

or their synchronization (Bassili et al., 1976; Scholl & Tremoulet, 2000). This research showed that manipulating 

spatiotemporal features may not only change the interpretation of social events, but also trigger fast and automatic 

biases in the efficiency with which observers of a social scene perform a concurrent task. For instance, deviating 

how directly a shape moves toward another shape, which creates the illusion of a “chase”, decreases how efficiently 

participants can detect the chasing shape, in a task that demands to avoid it (Gao & Scholl, 2011). 

One line of work has investigated how the presence of one agent influences the perception of another agent, 

and how this may be mediated by visual features cueing an interaction between both agents. Using point-light 

displays of human figures depicting moving human bodies through a few dots (Johansson, 1973), a study showed 

that the movement of one person was discriminated better in the presence of a second person involved in a 

synchronized interaction, even when this information was irrelevant to the task (Neri et al., 2006). Following up on 

this result, Hirai & Kakigi (2009) investigated the extent to which the interactivity of walkers could influence their 

neural representation. They showed that walkers moving toward each other induced a stronger impression of social 

interaction than walkers moving away from each other. This difference was absent when stimuli were inverted, 

indicating that it depended on processing walkers as bodies, and not just their local motion cues. Then, measuring 

neural activity with magneto-encephalography, Hirai & Kakigi (2009) found that directing walkers toward each 

other affected their neural representation, increasing the peak amplitude of neural activity in the left hemisphere, 

300 milliseconds (ms) after stimulus onset. Again, this difference was evidenced with upright stimuli but not 

inverted stimuli. Using the same manipulation, a recent fMRI study further showed that point-light displays of 
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people moving and acting toward each other elicit a stronger neural activity and connectivity in visual areas 

dedicated to the perception of bodies and biological motion (Bellot et al., 2021). Critically, this study found that the 

neural representation of the whole scene, as well as of the individual bodies, was more accurate when the two people 

moved toward (versus away from) each other. Consistent with these neural effects, a match-to-sample task in Bellot 

et al. (2021) showed better performance with bodies moving toward (vs. away from) each other when they were 

upright, but not inverted. 

Most research on social interaction perception and understanding has employed dynamic stimuli, and 

rightly so, as social interactions are dynamic events unfolding over time. However, all the key visual features of a 

social interaction may not involve motion. Facingness, a spatial positioning that sets people in a configuration in 

which they can perceive each other, may trigger the representation of social interaction even in the absence of 

motion. In the next section, I will introduce the effects of this static visual feature on visual perception. 

 Perceiving people facing as a whole 

Papeo, Stein and Soto-Faraco (2017) investigated how facingness influences the perception of social scenes, 

that is, visual scenes encompassing two human bodies. To study this, the authors presented static images of body 

dyads, either facing toward or facing away from each other, very briefly and before a mask appeared to block the 

visual processing of stimuli. Body stimuli were interspersed with non-social stimuli (chairs and plants), and 

participants were instructed to recognize the visual category of each image (body, chair, or plant). In half trials, the 

stimuli were presented inverted. In this backward-masking paradigm, authors showed an advantageous recognition 

of facing (vs. non-facing) bodies. Moreover, measuring the difference in accuracy between upright and inverted 

stimuli, the so-called inversion effect, authors showed that the cost of inversion was larger for facing bodies than 

for non-facing bodies. No such effect emerged with chairs, indicating a process specific to perceiving relations 

between bodies: the two-body inversion effect. Since the extensive face perception literature has shown that the 

magnitude of the inversion effect is an index of visual sensitivity (i.e., the inversion effect is the largest for stimuli 

such as faces and bodies, to which the visual system is maximally sensitivity, than for any other familiar object) the 

larger inversion effect for facing (vs. facing) bodies first suggested that human vision is particularly sensitive to 

facing bodies. Later experiments showed that the inversion effect for dyadic stimuli was maximal for bodies face-

to-face, relative to bodies in non-reciprocal relationship (one bodies faces the back of another body), human-object 

pairs or object-object pairs (Papeo & Abassi, 2019). Moreover, Papeo et al. (2017) showed that participants were 

faster at judging facing (vs. non-facing) bodies along an arbitrary dimension, a speed as fast as judging single bodies. 

This suggested that facing bodies, in contrast to non-facing bodies, could be processed as fast as one body; that is, 

as one single visual unit.  
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Visual search experiments provided further evidence that facing bodies may be perceptually grouped into 

one unit. Papeo, Goupil & Soto-Faraco (2019) compared how efficiently participants could find a target dyad of 

facing bodies (facing targets) among a set of distracting dyads of non-facing bodies, with how efficiently 

participants could find a target dyad of non-facing bodies (non-facing target) among a set of distracting dyads of 

facing bodies (for illustration of the paradigm, see Figure 1 of Appendix E). This study showed that when the task 

parameters required participants to search serially through arrays, they detected non-facing targets faster than facing 

targets. As this effect increased with the number of distractors, it reflected how efficiently participants could go 

through the distractors (i.e., could check and reject them) before finding the target. This pattern was analogous to 

previous effects showing that the search for a target is facilitated when distracting stimuli can be grouped in larger 

perceptual units: by reducing the number of distractors, grouping would facilitate the detection of targets (Kaiser et 

al., 2014; 2019). In this perspective, the results of Papeo et al. (2019) suggested that facing dyads are automatically 

grouped. Authors directly addressed this hypothesis in a second experiment, by testing whether participants could 

access an individual body as efficiently when it composed a facing dyad, or a non-facing dyad. This could relate to 

known object-inferiority effect, that is, a cost on accessing individual features composing a grouped visual unit, for 

instance an individual trait drawing the eye or the mouth of a face-like pattern (Suzuki & Cavanagh, 1995). 

Confirming perceptual grouping, participants detected individual bodies less efficiently in facing dyads than non-

facing dyads. (follow-up experiments on visual search are reported in Appendix E). 

Converging with behavioral experiments, neuroimaging research provided evidence that facing dyads are 

processed as a group. Abassi & Papeo (2020) tested the neural processing of facingness with fMRI, by presenting 

participants with single bodies, facing bodies, and non-facing bodies. This study evidenced that facing dyads elicit 

stronger neural responses than non-facing dyads in body-selective visual brain areas. More direct evidence for 

grouping came from multivariate pattern combination (MVPC) analysis. In MVPC, the neural response to a pair of 

objects is modeled by the responses to the individual constituent objects: If the pair response is accurately modeled 

by the individual responses, it can be assumed that the objects are processed independently and in parallel. Using 

MVPC, Abassi & Papeo (2020) found that for non-facing bodies, the pair response was modeled by an average of 

the individual-body responses, suggesting an independent processing of unrelated bodies. By contrast, when bodies 

were face-to-face, the pair response was less well predicted by the individual responses in an anterior part of the 

cortex, suggesting the involvement of additional integrative processes. 

 In all the above studies, scene perception was consistently advantaged when people were face-to-face 

relative to when they were back-to-back, and this sensitivity related to processing facing bodies as a single 

perceptual unit, or a whole. To recall, in Papeo et al. (2017), the two-body inversion effect indexed a stronger cost 

of inversion with facing dyads, associated to higher visual sensitivity mediated by configural processing. Moreover, 

participants processed facing bodies as fast a single body, as if facing bodies were processed as a unit. In Papeo et 
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al. (2019), participants searched through facing bodies more efficiently, but accessed individual bodies in facing 

dyads less efficiently, as if the primary representation of facing dyads is a whole that needs to be disassembled in 

order to access its individual components (the single bodies). In Abassi & Papeo (2020), the neural response to body 

dyads was stronger with facing bodies, which the brain processed non-linearly, suggesting a holistic process. 

Together, existing evidence converge in showing processing differences between facing and non-facing bodies, to 

the advantage of facing bodies, possibly resulting from processing individual bodies as a single perceptual unit, as 

opposed to two units.  

3. Development of social scene perception 

This section addresses the development of social scene perception in infancy. It highlights the contribution of 

developmental research to understanding the emergence of core social cognitive skills, mechanisms of social scene 

perception, and some evidence suggesting a precocious influence of facingness. 

 Grounding infant cognition in perception  

The visual mechanisms of social perception (e.g., perception of faces, bodies and biological motion) emerge 

early in life and possibly contribute to developing a mature social cognitive system. Developmental studies have 

shown a tight relationship between early developing perceptual mechanisms and cognitive abilities in several 

domains of cognition (Carey, 2009). Infants’ representation of objects lays on the perception of cohesion, 

boundedness and movement on a continuous path (Spelke, 1990). Perception of causality correlates with the 

spatiotemporal continuity in the motion of objects (Leslie & Keeble, 1987; Michotte, 1963; Muentener & Carey, 

2010; Scholl & Termoulet, 2000), and infants attribute intentionality and goal-directedness to self-propelled objects 

(Csibra, 2003; Gergely et al., 1995; Premack, 1990), and objects with eyes (Gergely & Csibra, 2003; Newman et 

al., 2010). 

Very early on, infants discriminate social entities from visually-matched stimuli, relying on the global 

structure of stimuli. For example, studying face perception, many studies (e.g., Morton & Johnson, 1991; Farroni 

et al., 2005) presented newborns with schematic stimuli composed of two dots above a third dot (like eyes above a 

mouth), or irregular stimuli having the inverted pattern (one dot above two dots). Adopting a preferential looking 

paradigm, researchers presented both types of stimuli simultaneously, and recorded which type of stimuli neonates 

spontaneously preferred to look at (i.e., looked longer). They found that neonates preferred to look at face-like 

schemata over irregular stimuli. A study by Bardi et al. (2011) unraveled a similar effect in the case of biological 

motion. Newborns were simultaneously presented with two sorts of point-light displays: one moved according to 

the principles of biological motion (i.e., a hen walking, exemplifying semi-rigid motion), the other with rigid 

patterns of motion. Infants preferred point-lights displays obeying semi-rigid biological-like motion. Using a similar 

paradigm, Zieber et al. (2015) presented 3.5-months-old infants with displays showing a regular body next to a body 
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with limbs rearranged in an irregular configuration (e.g., the arms stemming from the knees). Infants discriminated 

the two stimuli, but instead of preferring the prototypical body configuration (like neonates prefer face-like patterns), 

they looked longer at irregular body configurations, which was interpreted as surprise (similar effects have also 

been reported with “uncanny” faces; Lewkowicz & Ghazanfar, 2011). This effect was found when bodies were 

upright, but not inverted, suggesting that infants processed the structure of bodies rather than just discriminating 

images based on the low-level visual differences.  

As infants grow up, they extract and process more complex information about social entities. Early studies 

found that neonates’ preference for faces disappears after one month to reappear after two months. Morton & 

Johnson (1991) interpreted this U-shaped developmental trajectory as a shift from a first process enabling infants 

to detect conspecifics, to a second process enabling infants to learn about them. Investigating the development of 

holistic face perception over the first semester of life, Cashon & Cohen (2004) found a dissociation between the 

development of infants’ discrimination of inverted faces, following an inverted U-shaped trajectory (i.e. absent at 3 

months, present at 4-6.25 months, absent at 7 months), and their processing of upright faces, following an N-shaped 

trajectory (i.e. absent at 3 months, present at 4-5.75 months, absent at 6.25 months, present at 7 months). Authors 

interpreted this dissociation as reflecting a shift in infants’ processing of faces from a local to a global level, that is, 

from processing features independently to integrating them into a whole. Research on body perception has 

evidenced a similar development, from encoding the structure of bodies to extracting more complex information. 

Infants as young as 3.5 months can discriminate bodies in their regular configuration, from bodies in irregular 

configuration, for instance with legs in place of arms (Zieber et al., 2015). However, infants may not recognize 

information about the sex of a person before 5 months, and recognize emotional body movements before 6.5 months 

(Bhatt et al., 2016).  

This development may not only help infants to extract subtler information about people, but also understand 

how to interact with them. Recording preferential looking times, Farroni et al. (2004) found that newborns, like 

adults, prefer direct gaze than averted gaze in schematic faces. Adapting the stimuli to induce an eye-movement 

from direct gaze to averted gaze, authors further induced shifts in infants’ attention, an effect which they interpreted 

as a primitive form of gaze following. Investigating infants’ following of gaze, head, or body cues such as pointing, 

Butterworth & Itakura (2000) showed that infants not only extrapolate the directed acts of people toward a particular 

zone in space, but integrate these acts with their targets. Senju et al. (2008) further argued that infants understand 

actions directed toward objects as communicative acts. Finding that infants look longer at (i.e. visually prefer) faces 

gazing toward (vs. away from) objects only following direct eye-contact, authors proposed that infants’ processing 

of the relation between a directed act and its target object depends on the setting of a communicative context, by 

the ostentation of a communicative intention. These works show how basic visual processes enable infants to join 

attention with caregivers upon specific aspects of the world, not just by looking at the same objects by coincidence, 
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but by integrating the observed object and the caregivers’ act. Doing so, these mechanisms may ground the 

development of core social abilities, such as word learning or mentalizing (Baron-Cohen, 1997; Carpenter et al., 

1998; Slaughter & McConnell, 2003). 

 Representing third-party interactions in infancy  

Around the time Castelli et al. (2000) started investing the neural representation of social interactions, as 

depicted in Heider & Simmel’s (1944) animations, developmental researchers began studying infants’ 

understanding of social relations between third-parties with similar displays. Premack & Premack (1997) first 

adapted a visual habituation paradigm to test 12-months-old infants with animations of geometrical shapes, 

engaging in either positive or negative interactions. In the habituation paradigm, infants are repeatedly presented 

with a type of stimulus until they habituate, as shown by a decrease in looking time. Next, they are presented with 

either the same or a new type of stimulus. Dishabituation to the new stimuli, as indicated by a significant increase 

in looking time after habituation, show that they can discriminate between the two types of stimuli. Premack & 

Premack (1997) habituated infants with interactions that were positive (caressing, helping) or negative (hitting, 

hindering), and then presented negative hitting events. They found that infants dishabituated more (looked longer 

at negative interactions) after habituating to positive interactions than after habituating to negative interactions, 

indicating that they interpreted the valence of the interactions. Later research replicated this result, further showing 

that young infants have a preference for prosocial individuals (Hamlin et al., 2007). Using such stimuli, research 

has progressively uncovered the sophisticated social inferences young infants make from observing social 

interactions, about thematic roles (Rochat et al., 2004; Tatone et al., 2015; 2021), affiliative relations (Fawcett & 

Tunçgenç, 2017; Liberman et al., 2014, 2021; Powell, 2021; Powell & Spelke, 2013, 2018a, 2018b; Rhodes et al., 

2015; Spokes & Spelke, 2017), or hierarchies (Gazes et al., 2017; Mascaro et al., 2012; 2014; Pun et al., 2016; 

Thomsen et al., 2011).  

These studies manipulated the same visual features that induce impressions of social intentions and relations 

in adults. Motion synchrony (Fawcett & Tunçgenç, 2017), for instance, which infants’ as young as 4-month-old use 

to draw expectations about the affiliation of imitators with their models (Powell & Spelke, 2018a, 2018b), or the 

velocity with which shapes contact each other, that may induce different impressions of “gentleness” (Premack & 

Premack, 1997). Two studies illustrate how infants’ expectations about social intentions may follow their ability to 

discriminate such perceptual cues (Rochat et al., 1997; 2004). In a first study, Rochat et al. (1997) tested 3- to 6-

months-old infants’ discrimination of a chasing event. In a preferential looking paradigm, infants viewed an 

animation depicting geometrical shapes moving as if one shape chased the other, simultaneously with another 

animation showing the two shapes moving independently. Analyzing looking times, they found that even the 

youngest infants could discriminate random movement from a chase. Interestingly, older infants (6 months) behaved 
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similarly to adults, looking longer at the non-social motion than the chase. In a second study, Rochat et al. (2004) 

questioned the extent to which this visual sensitivity reflected the representation of thematic roles, that is, whether 

infants represent a structured event where a chaser is put in relation to a chase. Using similar displays as Rochat et 

al. (1997) in a habituation-dishabituation paradigm, this study tested whether 3- to 10-months-old infants could 

dishabituate to role reversal, by exchanging the color of agents. Infants were habituated with animations depicting 

a blue disc as a chaser and a red disc as a chasee (or vice-versa), and dishabituated with test animation showing the 

ex-chaser as a chasee and the ex-chasee as a chaser. Eight- to 10-month-olds discriminated role reversal, indicating 

that they inferred roles in the animations. Both studies show how discriminating a spatio-temporal of social 

interaction such as the contingent movement of two shapes, may develop into representing social intentions in 

agents, suggesting how visual sensitivities to the structure of social interactions, like sensitivities to the structure of 

social entities, may help developing core socio-cognitive skills. 

 Perceiving social interactions: an effect of facingness? 

Infants’ ability to discriminate the structure of faces, bodies, or biological motion can support core processes 

of social cognition during first-person interaction. Similarly, infants’ understanding of third-party social relations 

may emerge from discriminating specific visual features. Do infants use facingness, the visual cue discussed above? 

One study by Augusti et al. (2010) suggests that young infants process conversations depending on the spatial 

relation of people. Authors presented 4-, 6- and 11-months-old infants with videos of people conversing face-to-

face or back-to-back, while recording infants’ gaze with eye-tracker. Measuring infants’ gaze switches between 

speakers, authors found that infants as young as 6 months alternate more between people interacting face-to-face 

than people back-to-back. As this behavior did not occur when heads had the eyes closed, authors concluded that it 

did not result from mere gaze following. Consistent with this, in a habituation study, Beier & Spelke (2012) next 

showed that 10-months-old infants discriminate people orienting toward each other from people orienting away 

from each other, during a conversation. Thus, research suggests that infants are sensitive to the mutual positioning 

of agents in the rich context of a real conversation. 

Galazka et al. (2014) investigated this sensitivity with a more controlled stimulation, recording 14-months-

old infants’ preferential looking times between point-light walkers moving toward each other, in meaningful 

interactions, or away from each other. Authors reported a visual preference for walkers moving toward each other 

when stimuli were upright, but not inverted, which ensured that infants did not discriminate stimuli simply by 

tracking differences in low-level visual features (e.g., points moving toward the center or the periphery of displays). 

This study found that the presence of an additional congruent cue, 2 voices talking to each other, strongly enhanced 

the visual preference for interacting stimuli. Interested in the emergence for this preference, Thiele et al. (2021a) 

tested 7- to 13.5-months-old infants’ in a preferential looking times paradigm, showing people interacting face-to-

face (videos displayed fully-fleshed actors) and people interacting back-to-back (actors were vertically swapped). 
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The authors observed a shift from no discrimination before 9 months, to a visual preference for face-to-face 

interactions at 10 months. These studies show that infants, like adults, discriminate and tend to prefer social 

interactions from visual information alone, using dynamic cues. 

However, unlike research on adults, developmental research did not isolate the spatial cue of facingness. In 

above studies, infants’ behavior could reflect the processing of dynamic features, or the recognition of meaningful 

social interactions, regardless of the spatial relation. Handl et al. (2013) started addressing this issue, presenting 9-

month-old infants with still images of facing heads or non-facing heads without auditory cues. Similar to Augusti 

et al. (2010), infants shifted gaze more often between facing heads. These results thus support the hypothesis that 

facingness plays a role in infants’ perception of social scenes already at 9 months of age. The current thesis 

(Chapters 2-3) aims at confirming this hypothesis and investigates whether, like in adults, the detection of facingness 

triggers a grouping mechanism and the inference of a social value. 

4. Thesis overview 

 Current research 

This thesis asks: how do we see relations between people? Specifically, it addresses how the visual system processes 

people in socially relevant spatial relations, focusing on the relation that here we call, facingness. I made the 

hypothesis that vision treats people facing each other as more than separate individuals: a structured whole that is 

one visual unit. Because such mechanism can facilitate the processing of a social scene, I made the hypothesis that 

it would be core to developing a representation of social relations, and thus, develop early in life. 

This research unfolds in three chapters, addressing the following questions: 

Chapter 1: Are face-to-face bodies integrated into a holistic perceptual unit? 

Chapter 2: Do young infants process facing and non-facing bodies differently? 

Chapter 3: When does the visual preference for face-to-face interactions develop, and what does it mean?  

 Overview of stimuli 

All experiments used identical stimuli. Stimuli were renderings of human bodies in different postures, randomly 

paired to form facing and non-facing dyads, with scant consideration of the meaningfulness of the interaction. The 

critical aspects of our stimuli is that facing and non-facing dyads always presented the exact same visual information, 

that is, the same bodies, except for the spatial relation between them. In sum, the spatial relation (facing /non-facing) 

was the only difference between the two main conditions of our studies and facingness was the only cue of social 

interaction, as stimuli were static and silent, providing no auditory or motion cues of interaction. 
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 Overview of chapters 

Chapter 1 asks whether facing bodies are represented differently than non-facing bodies in visual perception. In 

particular, building on previous studies (Adibpour et al., 2021; Papeo et al., 2017; 2019), we tested the hypothesis 

that facing bodies (but not non-facing bodies) are automatically grouped and, therefore, represented as a single 

perceptual unit. To test this, we used electroencephalography (EEG) in a dual frequency-tagging paradigm. 

Participants were shown two bodies, facing or non-facing, flickering at two different rates. To control for the 

specificity of effects to bodies, objects (chairs, machines) were presented as well, face-to-face or back-to-back, with 

the same flickering. Spectral analysis dissociated the responses to each individual body from the response to the 

dyad (intermodulation response). Results showed larger intermodulation response for facing bodies than for non-

facing bodies or for facing and non-facing objects; concurrently, responses to individual bodies were weaker when 

the bodies were in a facing dyad compared to bodies in non-facing dyads. Thus, Chapter 1 suggests that facing 

people are grouped represented as a whole, and this mechanism affects the processing of individual bodies. 

Chapter 2 tests the hypothesis that spatial relations between people are discriminated early on in infancy, 

anticipating the development of sophisticated social cognitive abilities. This was investigated measuring differential 

looking times in a preferential looking paradigm, on 6-month-olds. Experiment 1 shows that 6-month-olds 

discriminate facing bodies from non-facing bodies, looking longer at non-facing bodies. Comparing looking time 

at dyads (facing or non-facing) with looking time at single bodies, Experiment 2 shows that infants look as much at 

facing dyads and single bodies (and less than at non-facing bodies), as if they processed facing bodies as one single 

visual unit. Contrasting facing or non-facing dyads with non-reciprocal face-to-back dyads (suggesting a non-

reciprocal interaction with one acting upon another), Experiment 3 shows that infants broadly discriminate spatial 

relations that cue interaction (whether reciprocal or non-reciprocal) from a spatial relation that implies unrelated 

bodies (back-to-back). Experiment 4 shows that the above effects are specific to human-human (social) dyads and 

do not generalize to human-object (non-social) pairs. Overall, Chapter 2 finds that infants as young as 6-months are 

sensitive to spatial relations between people, and, like adults, may process facing people more efficiently, as one 

visual unit. 

Chapter 3 tests the hypothesis that a scene with facing people is spontaneously interpreted as a social interaction. 

This was investigated by measuring differential looking times between facing and non-facing bodies in human 

adults. In this paradigm, stimuli with a higher social value (facing dyads) are expected to be visually preferred 

(looked longer) over stimuli with a lower social value (non-facing dyads). This was tested in human adults 

(Experiment 1a) concurrently with social semantic evaluation (Experiment 1b), throughout human development 

(Experiment 2a: infancy at 7, 10, 15, 18 months; Experiment 2b: childhood at 3, 5 years) and in nonhuman social 

primates (Experiment 3: macaques). Experiment 1 finds that adults look longer at facing bodies (Experiment 1a), 

which they rate higher on social semantic dimensions (Experiment 1b) compared to non-facing dyads. Experiment 
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2 shows that this preference emerges at 5 years, following early stages in which infants discriminate between facing 

and non-facing dyads but do not show any preference for facing dyads, implying no appraisal of the social relevance 

of facingness. Experiment 3 finds that social primates such as macaques, like humans, prefer facing conspecifics. 

In sum, Chapter 3 indicates that by 5 years, children appreciate the social relevance of facingness between two 

social agents, and that this process in shared with nonhuman social primates. 

This thesis argues that socially-relevant spatial relations alone, in static, speechless scenes, triggers special 

perceptual mechanisms, involving grouping. Face-to-face dyads, but not back-to-back dyads, are processed as a 

whole. This process, grouping facing bodies in units, facilitates visual processing – perhaps at the cost of processing 

individuals. Developing precociously, it helps preverbal infants to process people who look like interacting as visual 

units, which they discriminate from people who do not interact. During childhood, this precocious visual sensitivity 

develops into a visual preference, that may indicate a more complex process representing, in human and non-human 

social primates, relations between others. This process may be essential to understand social interactions and 

develop a social mind. 
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Chapter 1 – Intermodulation responses show integration of interacting 

bodies in a new whole 

Are face-to-face bodies integrated into a holistic perceptual unit? 

This chapter reports and discusses the investigation of Goupil, Hochmann & Papeo (2023), published as a preprint 

on https://osf.io/q9e8a/. 

1. Introduction 

The human visual system is particularly attuned to social cues in the environment (Nakayama, 2010; New et al., 

2007; Papeo, 2020). Going beyond the study of specialized processes for perception of social entities such as faces 

and bodies, recent studies have addressed the processing of social interactions (Abassi & Papeo, 2020; 2022; Bellot 

et al., 2021; Dima et al. 2022; Isik et al., 2017; Landsiedel et al., 2022; Quadflieg et al., 2015; Quadflieg & Koldewyn, 

2017; Tarhan & Konkle, 2020; Walbrin et al., 2018; Wurm et al., 2017; Yang et al., 2015). Some of those studies 

have shown that, in visual areas specialized to person perception (i.e., face and body processing), perception of 

social interaction changes the visual representation of individual bodies and body movements (Abassi & Papeo, 

2020; Bellot et al., 2021; Walbrin & Koldewyn, 2019). The representational change registered in visual areas may 

have a counterpart in behavioral phenomena showing that seemingly interacting bodies (e.g., face-to-face bodies) 

have faster access to visual attention and awareness, relative to the non-interacting (back-to-back) bodies (Papeo et 

al. 2017; Papeo et al., 2019; Vestner et al., 2019; Yin et al. 2018).  

In the present study, we addressed a mechanistic explanation, whereby differences between face-to-face versus 

back-to-back bodies, at the level of neural representation and behavioral performance, would reflect the advantage 

of integrating two independent percepts (two bodies) into a unitary perceptual unit, or new whole, when represented 

as interacting.  

We used a frequency-tagging electroencephalography (EEG) paradigm based on Steady-State Visually Evoked 

Potentials (SSVEP) to address this hypothesis. In female and male human adults, SSVEP were elicited by presenting 

two items on the right and left of central fixation, respectively, flickering at two different frequencies, during EEG 

recording. The periodic stimulation entrains the neuronal population that responds to that stimulation, to oscillate 

at a similar periodicity (Adrian & Matthews, 1934; Regan, 1966; Regan & Heron, 1969). This process is captured 

in the EEG signal, in the form of a periodic response at the stimulation frequency. Since the two bodies were 

presented at two different frequencies, we obtained two responses at the corresponding fundamental frequencies F1 

and F2, and their harmonics. The neuronal populations that receive inputs from both stimulations, and in which 

those inputs interact non-linearly, may oscillate, can generate a response, at a frequency called intermodulation 

https://osf.io/q9e8a/
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frequency, corresponding to sum or difference of the individual terms (nF1 ± mF2). Because intermodulation 

frequencies do not necessarily overlap with fundamental and harmonic frequencies, they can allow distinguishing 

neural integration from the response to individual parts (here, single bodies; see Aissani et al., 2011; Alp et al., 

2016; Appelbaum et al., 2008; Ratliff & Zemon, 1982; Victor & Conte, 2000; Zemon & Ratliff, 1984; Zhang et al., 

2011).  

Recent research has successfully adapted this method to study integration in visual processing of faces and 

biological motion (Adibpour et al., 2021; Alp et al., 2017; Boremanse et al. 2013; 2014). Neural integration was 

dissociated from part perception, showing different intermodulation response for parts that formed a unitary percept 

(e.g., a face) versus parts that did not form any meaningful configuration (e.g., misaligned face parts) (Boremanse 

et al. 2013, 2014). Using this approach, the current study sought to capture a similar dissociation between perception 

of multiple bodies and perception of multiple bodies in interaction. Dyads of bodies were presented in the visuo-

spatial relation (proto)typical of a social interaction (face-to-face), or as unrelated (back-to-back). Individual bodies 

in a dyad flickered at two different frequencies (fundamental frequencies F1 and F2). We performed narrowband 

spectral analysis to distinguish the neural responses to individual bodies (at the fundamental and harmonic 

frequencies) from the neural signature of integration at the intermodulation frequency nF1±mF2. The specificity of 

the effects to representation of social interaction was addressed by presenting objects with a clear anteroposterior 

morphology (i.e., chairs and machines), which, like bodies, could be presented face-to-face and back-to-back but, 

unlike bodies, yield no social interaction. In addressing the processing of body dyads with (face-to-face) or without 

(back-to-back) indication of relationship, the current study investigates how, from visual perception of individual 

bodies, a transformative visual process proceeds towards the representation of social interaction. 

2. Materials & method 

Participants. Thirty-two participants were recruited (20 females; age range: 18–34, Mean [M] = 23, Standard 

Deviation [SD] = 4) through social networks. Sample size was estimated from the size of the effect of positioning 

reported in a previous study using a similar experimental design (Adibpour et al., 2021), using the ss.power.wa 

function of the BUCSS package (Anderson & Kelley, 2020) in R (F = 5.5, N = 20, αprior = 1, αplanned = 0.05, power 

= 0.80, assurance = 50%). Participants reported no history of neurological or psychiatric disorders, taking no 

medication, being right-handed and possessing a normal (or corrected-to-normal) vision. The present experiment 

was conducted according to guidelines laid down in the Declaration of Helsinki, with written informed consent 

obtained from participants before any assessment or data collection. All procedures were approved by the local 

ethics committee (CPP sud-est II), and conducted at the Institut des Sciences Cognitives Marc Jeannerod. 

Participants were paid 10€ for participating in a 30 minutes long experiment, for reimbursement of travel expenses. 
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Stimuli. Gray-scale images of profile views on a human body in four different postures (width: M = 1.7° of visual 

angle, SD = 0.3°; height: M = 4.6°, SD = 0.2°) were created with Daz3D (Daz Productions, Salt Lake City, UT) and 

the Image Processing Toolbox of MATLAB 2015b (MathWorks Inc., Natick, MA). Postures were biomechanically 

possible, with comparable amount of visual information (pixels) in the anterior and posterior halves of the body. 

Six different dyads were formed by randomly pairing two different body postures (hereafter, bodies) face-to-face. 

For each face-to-face dyad, a version with the same bodies back-to-back was created. In each trial, the display 

showed a dyad with one individual on the left side and the other on the right side of a central fixation cross (Figure 

1A). The fixation cross (length = 0.3° of visual angle; span = 0.06°) was located horizontally at the center of the 

screen, vertically at the level of the upper part of bodies, 1.3° of visual angle from the screen center (visual angles 

were computed considering a distance of 100 cm from the screen). The cross was black, but turned red for short 

intervals during the experiment (see Procedures). The two bodies in a dyad were equally distant from the center of 

the screen (M = 0.5°, SD = 0.2), and were equally distant from each other in face-to-face and back-to-back dyads 

(M = 1.1°, SD = 0.2). Dyads had a width of M = 4.4°, SD = 0.3 and height of M = 4.7°, SD = 0.1.  

For the object conditions, twelve pairs of objects were created randomly coupling two of four different renderings 

of machines (pairs of machines: N = 6; width: M = 4.2°, SD = 0.2; height: M = 4.7°, SD = 0.02; Figure 1B) or two 

of four different renderings of chairs (pairs of chairs: N = 6; width: M = 4°, SD = 0.3; height: M = 2.6°, SD = 0.02; 

Figure 1C). The two items in all pairs were equally distant from the center of the screen (M = 0.5°, SD = 0.1), and 

were equally distant from each other in face-to-face and back-to-back pairs (M = 0.9°, SD = 0.1). Fixation cross 

was set at the high corresponding to the objects’ most prominent anterior part (0.3° from the screen center). 

Procedure. The experiment consisted in 16 trials, 8 showing body dyads and 8 showing pairs of objects. Two 

different body dyads, one pair of chairs and one pair of machines were shown to each participant. Each body dyad 

was shown in 4 trials: 2 trials face-to-face and 2 trials back-to-back, counterbalancing the flickering rate of the two 

items (F1 and F2). Each object pair was shown in 2 trials, 1 face-to-face and 1 back-to-back, counterbalancing the 

flickering rate of the two items (F1 and F2). Body- and object-trials were presented in separate blocks, 

counterbalancing the order of body- and object-blocks across participants. Within object blocks, the order of chairs 

and machine trials was also counterbalanced across participant. Each block was composed of two face-to-face and 

two back-to-back trials, counterbalancing the side of F1 and F2. The order of presentation of the four first trials was 

randomized across participants. The next four trials were presented in reversed order. Each trial lasted 80 seconds 

(s), starting with a buffer period of 10 s, during which a central fixation cross was displayed. Individual stimuli 

flickered for the remaining 70 s of the trial. During this interval, the cross changed color from black to red for 200 

ms, six to eight times. We opted for a relatively long stimulation duration as it enhances resolution in the frequency 

domain, concentrating the tagged responses in narrower bands, and reducing biological noise (Alonso-Prieto et al., 

2013; Liu-Shuang et al., 2014; Regan & Regan, 1989).  
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Participants sat on a chair, 100 cm away from the computer screen where stimuli were presented. The height and 

the position of the chair was adjusted to have the participant’s eyes were aligned with the center of the screen. After 

the EEG preparation phase, participants were instructed to avoid movements during periods of recording, to fixate 

the cross and report the color change as soon as they saw it, by pressing with their right index finger, the left button 

of a mouse they held in their hands throughout the experiment. This task was included to maintain participants’ 

attention constant throughout trials and conditions, while keeping the experimental manipulation implicit 

(Boremanse et al., 2013, 2014). Performance in this task did not differ (Ps > .05) between conditions in terms of 

accuracy (M = 98%, SD = 0.03) or reaction times (M = 397 ms, SD = 43). 

Visual stimulation during EEG recordings was performed by SinStim, an application running on MATLAB, designed 

for frequency-tagging (Alonso-Prieto et al., 2013; Alp et al., 2016; Boremanse et al., 2013, 2014). Left and right 

items flickered at two different rates (F1 and F2), with a sinusoidal contrast modulation ranging from 0 (no contrast) 

to 1 (full contrast) (Figure 1D). Flickering rates were chosen after previous studies (Alp et al., 2017; Vergeer et al., 

2018) and complied to several constraints. First, frequencies located in the Theta band avoid overlap with the higher 

noise level of the Alpha band, and maximize the response of the visual system to the complex stimuli presented 

(Alonso-Prieto et al., 2013; Norcia et al., 2015; Zemon & Ratliff, 1984). Second, the two frequencies were 

temporally close to obtain comparable SSVEP characteristics (Alonso-Prieto et al., 2013; Norcia et al., 2015), but 

separated by at least 44 frequency bins (~0.6 Hz) so as to avoid overlap in computing Signal-to-Noise Ratios (see 

below). Third, harmonics of stimulation rates did not overlap with one another, and with the intermodulation 

frequencies, as much as possible (see below). Finally, to ensure exact presentation rates, frequencies were chosen 

so that the periodic cycles corresponded to a fixed number of frames for a screen refreshing rate of 60 Hz: F1 = 7.50 

Hz (cycle of 8 frames), F2 = 5.45 Hz (cycle of 11 frames). The actual refreshing rate, recorded during testing, was 

~59.95 Hz on average, slightly shifting F1 to 7.49 Hz. A photodiode, located on the right lower corner of the monitor, 

recorded trial onset/end, and monitored timing accuracy throughout the experimental session. 

Brain activity was recorded using a 128-electrode EEG net (EGI, Eugene, USA), with reference on the vertex. 

Impedance was kept below 50 kΩ. Recordings were continuously digitized at a sampling rate of 1000 Hz (net amp 

400 system EGI, Eugene, USA).  
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Figure 1.  

Stimuli and procedure.  

  

Note. Stimuli: face-to-face and back-to-back bodies (A), and face-to-face and back-to-back objects (50% machines 

(B) and 50% chairs(C)). All four individual exemplars for each category are shown. D) Illustration of periodic 

stimulation. The image on the left illustrates a stimulus-display. On a gray background, individual items flickered 

at two different rates (F1 & F2). The fixation cross was black most of the time, except for rapid changes of color 

from black to red. The image on the right illustrates 1 second of stimulation: Sinusoidal contrast modulation, from 

0 (transparent) to 1 (full contrast) is plotted for F1 on the upper row, and for F2 on the lower row. The corresponding 

appearance of individual stimuli at each frame is shown in background. Note that the sinusoidal contrast modulation 

at 60 Hz was perceivable as continuous. 
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Analysis 

Signal processing was performed with MNE python (Gramfort et al., 2013) and handmade MATLAB scripts. 

Statistical analysis was performed in R 4.0.2 (R Core Team, 2020) using ez 4.4.0 (Lawrence, 2016) for computing 

ANOVAs. Scripts and data will be made available in a public repository. 

Preprocessing. Trials were truncated over the stimulation period during which items flickered (10 to 80 s). 

Amplitude was normalized by subtracting from each electrode its mean amplitude. Trials were cropped to include 

a constant number of cycles of stimulation frequencies (F1 = 517, F2 = 376; duration = 68989 ms).  

Trials of the same condition, as defined by stimulus category (bodies or objects) and configuration (face-to-face, 

back-to-back), were averaged in the time domain, to reduce EEG oscillatory activity that was not phase-locked to 

the stimulation (Boremanse et al., 2013, 2014). Trials were collapsed regardless of side (left item flickering at F1 

or vice versa). 

Signal was decomposed using the Fast Fourier Transform algorithm of Matlab, with a frequency resolution of 

0.0145 Hz. Frequencies above the electrical noise (50 Hz) were excluded from further analysis. To take into account 

the 1/f noise, the Signal-to-Noise Ratio (SNR) was computed: the amplitude at each frequency was divided by the 

average amplitude of its 40 neighboring frequencies (20 on each side, ~0.3Hz). Immediately adjacent bins (2 on 

each side) were not included to reduce potential effects of spectral leakage (Yan et al., 2019); finally, bins with the 

highest amplitude (and lowest, for balance) were discarded to avoid including signal (e.g., at F1 and F2) in the 

estimation of noise (Beck et al., 2018). 

SNR for individual items (IND-SNR). Flickering of individual items was expected to increase SNR at the 

corresponding fundamental frequencies (F1 = 7.49 Hz and F2 = 5.45 Hz) and their harmonics (up to 6F1 and 9F2 

below 50 Hz). Each individual term (nF1 or mF2) was tested by comparing SNR (averaged over all electrodes and 

trials by participant) at the corresponding frequency with the chance level (1), using one-sided Wilcoxon signed-

rank tests (Bonferroni corrected α = 0.0033 corresponding to 0.05/15) (Retter et al., 2021; Rossion et al. 2020). 

Next, for each electrode, the response to the flickering of individual bodies (IND-SNR) was measured averaging 

SNR across terms showing significant signal. The effect of Configuration was computed as the difference between 

the IND-SNR for face-to-face stimuli and the IND-SNR for back-to-back stimuli. The effect of Category was 

measured as the difference between the IND-SNR for Bodies and the IND-SNR for Objects. The Category by 

Configuration interaction was computed as the difference between the effect of Configuration for Objects and the 

effect of Configuration for Bodies. Significance was assessed with Wilcoxon signed-rank tests against chance (0). 

The spatial distribution of effects and interaction over the scalp was determined by testing each individual electrode. 

To correct for multiple comparisons, clusters of at least three adjacent electrodes showing significant effects 

(α = .05) were submitted to cluster-mass permutation analyses (Maris & Oostenveld, 2007). In significant clusters, 
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the IND-SNR was averaged across electrodes. In case of interaction, the effect of Configuration was computed and 

tested separately for Bodies and Objects. 

SNR for the intermodulation response (IM-SNR). Because the mutual terms (nF1 ± mF2) at which intermodulation 

will arise are not easy to predict (Appelbaum et al., 2008; Gordon et al., 2019; Regan & Regan, 1988, 1989), we 

considered any possible combination. We first considered second order mutual terms (F1 + F2, F1- F2), since 

intermodulation has primarily been reported at these frequencies (Adibpour et al., 2021; Alp et al., 2017; Boremanse 

et al. 2013, 2014; Mersad & Caristan, 2021). Next, all mutual terms were considered up to 50 Hz, excluding 

redundant terms (e.g., 4f1 - 5f2 = 6f2 - 4f1 = 2.73 Hz), yielding 56 different intermodulation frequencies (Table 1). 

Intermodulation (IM-SNR) was first localized over the scalp, by averaging SNR over all frequencies, by condition, 

and by electrode. The effect of Configuration was computed as the difference between the IM-SNR for face-to-face 

stimuli vs. the IM-SNR for back-to-back stimuli. The effect of Category was computed as the difference between 

the IM-SNR for Bodies vs. the IM-SNR for Objects. The interaction was computed as the difference between the 

Configuration effect with Bodies vs. Objects. Effects were localized computing Wilcoxon signed-rank tests against 

chance (0) at each electrode, using cluster-mass permutation testing to correct for multiple comparisons. 

In order to determine the frequencies at which intermodulation was the strongest, the IM-SNR was averaged by 

conditions and frequency bands (0.3 – 3.5 = Delta, 3.5 – 8 = Theta, 8 – 13 = Alpha, 13 – 30 = Beta, 

30 – 50 = Gamma), at the electrodes showing a significant effect. Repeated-measures ANOVA was computed with 

Category, Configuration and Frequency Band as factors. The third-order interaction was inspected by computing 

repeated-measures ANOVAs with Category and Configuration as factors, separately for each frequency band. In 

bands showing an interaction, Wilcoxon signed-rank tests evaluated the effect of Configuration for Bodies and 

Objects, separately.  
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Table 1. 

Intermodulation frequencies. 

Delta    Theta    Alpha    Beta    Gamma   

Term  Hz  Term  Hz  Term  Hz  Term  Hz  Term  Hz 

3F1 - 4F2 0.68  2F1 - 2F2 4.09  4F1 - 4F2 8.18  4F1 - 3F2 13.63  7F2 - 1F1 30.66 

3F2 - 2F1 1.36  5F2 - 3F1 4.77  3F2 - 1F1 8.86  4F2 - 1F1 14.31  2F1 + 3F2 31.34 

1F1 - 1F2 2.04  3F1 - 3F2 6.13  2F1 - 1F2 9.54  5F1 - 4F2 15.67  5F1 - 1F2 32.02 

4F1 - 5F2 2.73  4F2 - 2F1 6.81  6F2 - 3F1 10.22  3F1 - 1F2 17.03  3F1 + 2F2 33.38 

2F2 - 1F1 3.41      3F1 - 2F2 11.58  6F2 - 2F1 17.71  6F1 - 2F2 34.06 

        5F2 - 2F1 12.26  1F1 + 2F2 18.39  1F1 + 5F2 34.74 

        1F1 + 1F2 12.94  4F1 - 2F2 19.08  4F1 + 1F2 35.43 

            5F2 - 1F1 19.76  8F2 - 1F1 36.11 

            2F1 + 1F2 20.44  2F1 + 4F2 36.79 

            5F1 - 3F2 21.12  3F1 + 3F2 38.83 

            7F2 - 2F1 23.16  6F1 - 1F2 39.51 

            1F1 + 3F2 23.84  1F1 + 6F2 40.19 

            4F1 - 1F2 24.53  4F1 + 2F2 40.88 

            6F2 - 1F1 25.21  9F2 - 1F10 41.56 

            2F1 + 2F2 25.89  2F1 + 5F2 42.24 

            5F1 - 2F2 26.57  5F1 + 1F2 42.92 

            3F1 + 1F2 27.93  3F1 + 4F2 44.28 

            6F1 - 3F2 28.61  1F1 + 7F2 45.64 

            1F1 + 4F2 29.29  4F1 + 3F2 46.33 

                2F1 + 6F2 47.69 

                5F1 + 2F2 48.37 

Note. Term shows the relation of the frequency with stimulation rates. Hz is the frequency in Hertz.
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3. Results 

Responses to individual bodies. For both F1 and F2, significant responses were found at the fundamental 

frequency and up to the fourth harmonic (Table 2, Figure 2A). There was an effect of Category (p = .0004) 

at posterior electrodes (Figure 2B, right), where IND-SNR was significantly higher for bodies (M = 1.74, 

SD = 0.55) than objects (M = 1.50, SD = 0.46). A significant interaction between Category and 

Configuration was found (p = .0068) with overlapping distribution (73% overlap) (Figure 2B, left). In that 

cluster (Figure 2C), the IND-SNR was significantly higher for single bodies in back-to-back trials (M = 2.14, 

SD = 0.83) than for single bodies in face-to-face trials M = 1.88, SD = 0.69; W = 54, z = -3.93, p < .001), 

while there was no effect of Configuration for objects (face-to-face: M = 1.77, SD = 0.70; back-to-back: 

M = 1.72, SD = 0.64; W = 311, z = 0.88, p = .380).



 32 

Table 2. 

Signal-to-Noise Ratio of the response to the individual stimuli. 

Term   Hz  SNR  W  z-value  p-value  Inclusion  

1F1    7.494      1.530     510   4.591     < .00001 1 

2F1    14.988     1.501     528   4.927     < .000001 1 

3F1    22.482     1.194     500   4.404     < .00001 1 

4F1    29.976     1.073     433   3.151     < .001  1 

5F1    37.470     1.025     349   1.580     .057     0 

6F1    44.964     1.042     381   2.178     .015     0 

1F2    5.450      1.751     525   4.871     < .000001 1 

2F2    10.900     1.266     503   4.460     < .00001 1 

3F2    16.350     1.229     493   4.273     < .0001  1 

4F2    21.800     1.124     475   3.936     < .0001  1 

5F2    27.251     1.029     365   1.879     .030     0 

6F2    32.701     1.028     367   1.917     .028     0 

7F2    38.151     1.032     349   1.580     .057     0 

8F2    43.601     1.020     373   2.029     .021     0 

9F2    49.051     0.996     210  -1.019    .846     0 

Note. Term shows the relation of the frequency with stimulation rates. Hz indicates the corresponding frequency in Hertz. SNR is the Signal-to-Noise 

Ratio averaged across participants. Next columns provide the statistics of the one-tailed Wilcoxon Signed-rank tests comparing the SNR averaged 

by participant against chance (1). Inclusion indicate whether the frequency was included in the IND-SNR (α = .0033).  
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Figure 2.  

Effects of Category and Configuration on the response to individual bodies. 

  

Note. A) Grand average of the frequency spectrum included in analysis (0 – 50 Hz, x axis) and the corresponding 

Signal-to-Noise Ratio (inset). Significant SNR is highlighted in red. B) Left: Scalp topography for the interaction 

between configuration and category: higher IND-SNR for single bodies in back-to-back trials than for single 

bodies in face-to-face trials but no difference for single object; Right: Scalp topography for the main effect of 

category: higher IND-SNR for bodies vs. objects. Positive differences are in warm colors, negative differences 

in cold colors (red – blue hues in the middle). Electrodes showing significant effects are shown with dots (in 

black or white). C) Boxplot of the IND-SNR for each condition, averaged over the electrodes in the cluster 

highlighted in B (left). Conditions are color-coded: blue = face-to-face bodies, green = back-to-back bodies, 

orange = face-to-face objects, yellow = back-to-back objects. 



 

 34 

Intermodulation response. No cluster was found for the main effects of Category or Configuration or for the 

interaction of Category and Configuration, considering the second order mutual terms F1-F2 and F1+F2 (Figure 

3C). Analyzing intermodulation responses averaging all 56 possible intermodulation frequencies, we found no 

main effect of Category or Configuration but a significant interaction (p = .0388) in an anterior cluster (Figure 

3A). There (Figure 3B), the IM-SNR was higher for bodies face-to-face (M = 1.02, SD = 0.04) than for bodies 

back-to-back (M = .99, SD = 0.04; W = 395, z = 2.45, p = .014), while no difference was found between face-to-

face (M = 1.00, SD = 0.04) and back-to-back objects (M = 1.01, SD = 0.04; W = 164, z = -1.87, p = .061). We 

then tested the IM-SNR for each condition against the surrounding noise. Considering an α level of .0125 to 

correct for multiple comparisons, the effect was only significant for bodies face-to-face (W = 414, z = 2.80, 

p = .005), but not for bodies back-to-back (W = 186, z = -1.46, p = .145), objects face-to-face (W = 283, z = 0.355, 

p = .722) or objects back-to-back (W = 371, z = 2.00, p = .045).  

Next, we investigated whether the interaction between Category and Configuration on intermodulation responses 

was carried by specific frequency ranges (Figure 3C). IM-SNR in the identified cluster was averaged within each 

of five frequency bands (Delta, Theta, Alpha, Beta, Gamma). A repeated-measures ANOVA with Category, 

Configuration and Frequency Band as factors yielded a main effect of Frequency Band F(3.17,98.26) = 3.00, p 

= .032, an interaction between Category and Configuration F(1,31) = 10.12, p = .003, and an interaction between 

Category, Configuration and Frequency Band F(3.01,93.20) = 3.04, p = .033. To follow up on the three-way 

interaction, a repeated-measures ANOVA with Category and Configuration as factors was run separately for each 

frequency band. Results showed a significant interaction between Category and Configuration (α = .01, corrected 

for multiple comparisons) in the Gamma band, F(1,31) = 7.73, p = .009, but not in other bands (Ps > .012). In 

the Gamma band, the effect of Configuration (stronger response to face-to-face than back-to-back) was 

significant for Bodies W = 416, z = 2.84, p = .004, but not for Objects W = 277, z = -0.24, p = .808. 
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Figure 3.  

Effects of Category and Configuration on intermodulation frequencies.  

 
Note. A)  Scalp topography of the Configuration by Category interaction on IM-SNR. Black dots represent 

electrodes at which the interaction was significant. B) Boxplot of the IM-SNR for each condition, averaged over 

the electrodes in the cluster identified in A. Conditions are color-coded: blue = face-to-face bodies, green = back-

to-back bodies, orange = face-to-face objects, yellow = back-to-back objects. C) Effect of body configuration (y 

axis) by intermodulation frequency (x axis) across frequency bands. Colors range from the slowest (darkest) to 

the fastest (lighter) band. Second order intermodulation frequencies (F1+F2, F1-F2) are squared in red. Big solid 

dots represent band averages. 
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4. Discussion 

We used frequency tagging EEG to measure the neural response to each of two bodies in a visual scene, and the 

corresponding intermodulation response, a neural correlate of the non-linear combination of the responses to 

individual bodies, taken as a marker of integration. Results showed that the intermodulation response was larger 

for face-to-face –seemingly interacting– bodies relative to the same bodies presented back-to-back, a difference 

that we did not observe for object pairs. Moreover, we found that the response to individual bodies was larger for 

bodies presented in back-to-back trials than for bodies in face-to-face trials, a difference that was not observed 

for non-body objects.  

Both effects, the difference between single bodies in face-to-face versus back-to-back trials (at fundamental 

frequencies) and the difference between face-to-face and back-to-back dyads (at intermodulation frequencies), 

concur to demonstrate that spatial relations between bodies changed the neural response to those stimuli. In 

particular, we addressed the a priori hypothesis that perceiving two bodies tied in a relationship promotes 

integration of individual representations into a structured unitary percept. Supporting this hypothesis, we captured 

the transformative process towards an event representation with the intermodulation response in the EEG signal, 

which was larger for face-to-face than for back-to-back bodies.  

Response to face-to-face versus back-to-back bodies 

Intermodulation is thought to reflect the activity of neurons that receive and integrate, in a non-linear fashion, 

signals from different inputs (Ratliff & Zemon, 1982; Regan & Regan, 1988; Victor & Conte, 2000). In the case 

of multipart stimuli, such as faces or point-light walkers, intermodulation has been proposed to reflect the 

formation of a new integrated percept, or whole (Boremanse et al. 2013; Alp et al., 2017). By extension, we 

interpret the larger intermodulation response for face-to-face than back-to-back bodies, as reflecting the rise of a 

new visual representation, integrating two seemingly interacting bodies. In forwarding this interpretation, we can 

exclude two alternative interpretations. First, the effect cannot be explained by the responses to individuals, as, 

if anything, those responses were larger for single bodies in back-to-back than in face-to-face dyads. Second, the 

effect cannot be interpreted as an unspecific correlate of face-to-face versus back-to-back stimulus’ orientation, 

as we did not find a similar effect with non-body objects having a clear anteroposterior morphology. Thus, we 

propose that the larger intermodulation response for face-to-face (vs. back-to-back) bodies reported here reflects 

the effect of perceiving multiple bodies (a dyad, at least) in a relationship.  

We note that the intermodulation signal reported here was smaller than in other studies (Alp et al., 2017; 

Boremanse et al., 2013, 2014; Mersad & Caristan, 2021). Differences at the level of stimuli and task could explain 

this circumstance. First, our greyscale static bodies flickering on a grey background with a sinusoidal contrast 

modulation, could be visually less salient than the colorful high-contrast or dynamic stimuli used in other studies 

(Alp et al., 2017; Boremanse et al., 2013, 2014). Second, it is possible that integration at the level of a scene 

(across objects) is fainter than integration at the level of an object (across parts): that is, the integration of parts 

in a face (Boremanse et al., 2013) or in a Gestalt percept (Alp et al., 2016) could be more compulsory than the 
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integration of objects in a scene, or in an event (see also Kaiser et al., 2019). The physical separation of bodies, 

as opposed to the continuation of parts (real in Boremanse et al., 2013; apparent in Alp et al., 2016) may have 

further contributed to reduce intermodulation in our study.  

Two other studies have used a similar approach to ours, to tag integration of multiple objects, yielding 

intermodulation effects for human silhouettes (Mersad & Caristan, 2021) or bodies (Adibpour et al., 2021). The 

former study (Mersad & Caristan, 2021) found larger intermodulation response for two silhouettes next to each 

other than for two chairs next to each other; the latter (Adibpour et al., 2021), consistent with our study, reported 

larger intermodulation response for face-to-face (vs. back-to-back) bodies, primarily in an anterior cluster 

compatible with the current effect. Both studies supported the view that the representation of an interaction 

(arguably stronger in the case of silhouettes vs. chairs, and in the case of face-to-face vs. back-to-back bodies) 

elicits stronger integration of items in a scene.  

At the same time, despite the remarkable similarity of stimuli and design, the intermodulation response in 

Adibpour et al. was larger than in our current study. The differences between Adibpour et al. (2021) and the 

current study deserve consideration as they can explain not only the difference in the intermodulation amplitude, 

but also how our study replicates and goes beyond the previous one. In Adibpour et al., the individual object 

frequencies (F1 and F2) were different from ours. This change might explain on its own the difference in the 

amplitude of both individual and intermodulation signals, as it is known that SSVEP amplitude changes across 

frequencies (Alonso-Prieto et al., 2013), and individual responses of different amplitudes alter the 

intermodulation signal (Regan & Regan, 1988). Additionally, and perhaps more importantly, in Adibpour et al., 

the intermodulation frequency F1 - F2 overlapped with the second harmonic of a third periodic visual stimulation, 

corresponding to the repeated synchronous presentation of the two bodies in full contrast. Thus, in Adibpour et 

al., it remained unknown how much the response to face-to-face bodies reflected the direct visual processing of 

two face-to-face bodies, and how much, the integration of the two individual bodies. The current study was 

designed to disentangle the contribution of the regular simultaneous full-contrast appearance of both bodies and 

intermodulation frequencies. Decreasing the contribution of simultaneous full-contrast appearance may have 

produced a weaker response in the current study, compared to Adibpour et al. (2021). In doing so, however, the 

current study overcomes the ambiguity in Adibpour et al., showing that face-to-face bodies give rise to larger 

integrative responses than back-to-back bodies.  

Moreover, unlike Adibpour et al. (2021), here we included the test of object pairs, providing demonstration that 

the difference between face-to-face and back-to-back body dyads has to do with the representation of social 

relationship, rather than with a non-specific effect of spatial orientation. We do not exclude that other object pairs 

(e.g., a hammer towards a nail) that evoke interaction more strongly than two face-to-face chairs could yield as 

much integration as two face-to-face bodies (Kaiser et al., 2014; Green & Hummel, 2006; Roberts & Humphreys, 

2010; Vestner et al., 2020). Future research will clarify whether the current effect of facingness is specific to the 

social-object domain or generalizes to other pairs of related items. 
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Response to single bodies 

We found a weaker response to individual bodies appearing in face-to-face versus back-to-back trials. This result 

was unpredicted, but not surprising. In effect, we have observed a similar phenomenon in a pilot study 

(unpublished data, available from the authors). Moreover, in the context of grouping, it has repeatedly been shown 

that the perception of a grouped representation modifies the responses to the constituent parts, making the parts 

less accessible, or accessible only after the global configuration (Poljac et al., 2012; Suzuki & Cavanagh,1995). 

For example, Suzuki and Cavanagh (1995) found that, in visual search, the search for a whole face was more 

efficient (i.e., faster) than the search for a face part (e.g., the mouth), suggesting that vision gives priority to the 

highest level of representation available, to the detriment of local features. A similar effect has been reported for 

body dyads: Papeo et al. (2019; Experiment 5) showed that, in visual search through a crowded array, subjects 

were more likely to detect a single body (e.g., a body in a punching posture) when embedded in a non-interacting 

dyad than when presented in an interacting dyad. Thus, a poorer/delayed accessibility of the constituent parts, for 

the benefit of the global representation, appears to be a consistent feature of grouping, which we captured in the 

response to single bodies1. 

Conclusions 

We found a larger intermodulation response to face-to-face (vs. back-to-back) bodies, suggesting that the visual 

system integrates seemingly interacting bodies in a non-linear fashion, giving rise to a representation that is 

different from the sum of the parts. Our results also showed a reduced response to single bodies in face-to-face 

trials, which we take to reflect reduced accessibility to parts of a grouped representation. In this sense, the two 

effects would reflect the two sides of the same coin, mirroring signatures of grouping reported in face perception 

(Purcell & Stewart, 1988; Suzuki & Cavanagh, 1995). The grouped representation of interacting bodies may 

account for the advantage of those stimuli, in terms of access to visual awareness (Papeo et al., 2017; Papeo & 

Abassi, 2019), recruitment of attention (Papeo et al., 2019; Vestner et al., 2019; 2020; 2021), representation in 

working memory (Ding et al., 2017; Paparella & Papeo, 2022; Stahl & Feigenson, 2014; Vestner et al., 2019), 

and neural representation (Abassi & Papeo, 2020; Bellot et al., 2021; Walbrin & Koldewyn, 2020). Mediated by 

grouping, the new representation that results from the perception of face-to-face bodies may constitute the earliest 

rudimentary representation of a social interaction. 

  

                                                      
1 To prevent confusion, while there is evidence for reduced access to parts of a grouped representation, there is also 

evidence that, once accessed, parts of a meaningful configuration are represented and remembered better than parts in 

meaningless, scattered or scrambled configurations (Abassi & Papeo, 2020; Bellot et al., 2021; Ding et al., 2017; 

Heilbron et al., 2020; Kaiser et al., 2019; Purcell & Stewart, 1988). Rather than a conflict, the broader literature 
suggests a different effect of the visual context on access versus representation of parts: parts of grouped 

representations would be accessed later but encoded and retained better. 
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Chapter 2 – Visual perception grounding of social cognition in 

preverbal infants 

Do young infants process facing and non-facing bodies differently? 

This chapter reports and discusses the investigation of Goupil, Papeo & Hochmann (2022) published in Infancy 

(https://doi.org/10.1111/infa.12453). See Appendix D for the published version. 

1. Introduction 

Human cognition has been massively shaped by the requirements of social life. Various perceptual adaptations 

have evolved to serve social life with remarkable efficiency. The social value of objects in the visual world is a 

guiding principle of human selective attention and perception. Socially relevant entities such as faces and bodies 

are attended to, detected and recognized with the highest priority, in very young infants (Farroni et al., 2005; 

Simion et al., 2008; Morton & Johnson, 1991) and throughout the life span (Gluckman & Johnson, 2013; New et 

al., 2007; Ro et al., 2007; Sun et al., 2017). 

Early perceptual tuning for socially relevant entities is a pillar in the development of social cognition (Baron-

Cohen et al., 2000), but understanding the social world entails processing social relationships beyond the social 

entities. How does the ability to understand social relationships come about? Approaching this question, we 

sought to identify visual perceptual mechanisms that may lay the foundations for detection and recognition of 

social interaction in the visual world. 

Social relationships such as physical or communicative exchanges involve at least two entities, often close and 

perceptually accessible to one another, to allow fundamental social processes such as gaze following and shared 

attention (Baron-Cohen, 1997; Birmingham & Kingstone, 2009; Graziano & Kastner, 2011). While a reciprocal 

relationship illustrated by face-to-face social agents may constitute the prototypical representation of a social 

relationship, social relationships can also be non-reciprocal, as long as two social entities play a role in the same 

structure (e.g., in agent-patient relations, where one acts on another). Under the pressure of the social life to 

encode social relationships, human vision might have developed efficient coding of perceptual units larger and 

more complex than single social entities.  

Encouraging this hypothesis, research on human adults has shown that two bodies facing toward each other, as 

if interacting, are detected and recognized more efficiently (i.e., faster and/or more accurately) than the same 

bodies facing away from each other, when stimuli are presented around perceptual threshold (Papeo et al., 2017), 

or in visual search through a crowd (Papeo et al., 2019; Vestner et al., 2019). Chapter 1, with previous research, 

has suggested that efficient perception of facing dyads is mediated by perceptual grouping, that is, the processing 

of two bodies as a unitary configuration (as opposed to two independent items), analogous to the processing of 

facial features in a face, or body parts in a body (Papeo et al., 2019; Vestner et al., 2019; Yin et al., 2018).  

https://doi.org/10.1111/infa.12453
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Visual sensitivity to facing –seemingly interacting– bodies in adults could be the product of decades of exposure 

to social events. Alternatively, it could be a signature of early developing perceptual mechanisms that contribute 

to the construction of cognitive representations toward a mature social cognitive system. The relationship 

between perceptual mechanisms that manifest early and the development of cognitive abilities is pervasive across 

domains of cognition (Carey, 2009). For example, perception of cohesion, boundedness and movement through 

a continuous path supports object representation (Spelke, 1990); sensitivity to spatiotemporal continuity in the 

motion of two objects (e.g., object A moves toward object B, which starts moving immediately after being 

contacted by A) triggers representation of cause-effect relationships (Kominsky et al., 2017; Michotte, 1963; 

Scholl & Tremoulet, 2000; Leslie, 1982; Leslie & Keeble, 1987; Muentener & Carey, 2010); eye-like stimuli 

(i.e., two dark spots on a brighter background) or self-propelled motion prompt attribution of agency and 

intentionality (Gergely & Csibra, 2003; Newman et al., 2010; Saxe et al., 2005).  

Along these lines, early discrimination of visuo-spatial relations between social entities could mediate 

discrimination of basic social events (e.g., conflict or cooperation) and role attribution, promoting rapid 

enactment of contextually adaptive behaviors and learning about social norms and relationships. In this process, 

perceptual grouping triggered by certain visuo-spatial relations between human bodies may give an advantage to 

interacting, over non-interacting agents, which may streamline the processing across body perception and 

representation of social events.   

The ability to represent social events emerges early in life. Within the first year of life, infants discriminate 

between pro-social and anti-social actions (Hamlin et al., 2007; Sloane et al., 2012; Jin, & Baillargeon, 2017; 

Margoni et al., 2018), they infer dominance-relationship from physical interaction between two conflicting agents 

(Mascaro & Csibra, 2012; Thomsen et al., 2011), and an agent’s affiliation to a group from her imitative motor 

behavior (Powell & Spelke, 2013; 2018a; 2018b). The relatively short ontological time course of social inference 

suggests early sensitivity to basic visual cues of interaction, upon which the representation of visual social events 

would be built.  

In the current study, we first asked whether six-month-old infants could discriminate between multiple-person 

scenarios based on the mere relative positioning of bodies, which could cue interaction or not (Experiment 1). 

Discrimination could be revealed by longer looking times to facing dyads, or longer looking times to nonfacing 

dyads. The former effect would be compatible with the preference for socially relevant stimuli (e.g., faces), 

manifested early on in life (e.g., Farroni et al., 2005; Simion et al., 2008; Morton & Johnson, 1991). In the case 

of longer looking times toward non-facing dyads, an explanation based on preference would be less likely. The 

latter effect can rather be predicted based on the abovementioned research on adults, showing that two bodies, 

whose spatial positioning suggests relationship (e.g., face-to-face), are processed more efficiently (i.e., faster) 

than two unrelated bodies (Papeo et al., 2017; Papeo et al., 2019; Vestner et al., 2020; Yin et al., 2018). Since 

Experiment 1 showed evidence for the second effect, we carried out a follow-up study to highlight the processing 

advantage of facing over non-facing dyads. In Experiment 2, we asked whether facing dyads were processed 

analogously to single units (i.e., single bodies) in terms of looking times. Finally, we addressed whether 



 

 41 

discrimination based on dyadic visuo-spatial relations extended to non-reciprocal relations involving two bodies 

(Experiment 3) or body-object pairs (Experiment 4). Across four experiments, eye-tracking was used to measure 

the relative time that infants looked at each of two images presented simultaneously on the two sides of a screen, 

and differing by one property only: spatial positioning of two bodies (Experiments 1, 3, 4) or number of bodies 

(one versus two; Experiment 2). We reasoned that, if the manipulated property is salient to infants, looking times 

to the two images should differ. With this logic, we examined the ability of preverbal infants to encode one of 

the most basic perceptual cues of social relationship, the relative positioning of spatially close bodies. As a result 

of our investigation, we describe a perceptual mechanism that can contribute to get the processing of visual social 

events off the ground. 
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Figure 4. 

Examples of the stimuli used in Experiments 1-4. 
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2. Experiment 1 – Facing vs. Non-facing 

Can infants distinguish two human groups involving identical people but in a different spatial relation? To address 

this question, 6-months-old infants were presented with two images at a time, showing the same two bodies 

facing toward and away from each other, respectively (Upright Group; see Figure 4). Facing and non-facing 

dyads differed only for the relative spatial positioning of the two bodies. A second group of infants was tested 

with the same stimuli, but inverted upside-down (Inverted Group; see Figure 4), to control for the effect of 

possible visual differences, other than body positioning. Inversion disrupts the body structure, while preserving 

all the low-level visual features of the images (e.g., shapes, luminance, contrast). By testing inverted body dyads, 

we could ascertain that any effect observed with upright bodies reflected the processing of bodies, rather than 

possible low-level visual differences between the two conditions. 

 Materials & Method 

Participants. Two groups of 20 6-months-old infants were tested in Experiment 1 (Upright group: 9 females, 11 

males, age range 5 months (m) 21 days (d) – 7 m 16 d; average 6 m 19 d; Inverted group: 6 females, 14 males, 

age range 5 m 14 d – 7 m 04 d; average 6 m 18 d). Data from one participant in the Inverted group were discarded 

after analysis, based on the exclusion criteria (see below). Experiment 1 was exploratory with respect to the 

sample size, although we note that a sample size of 20 corresponds to the average and median sample size of 

relevant infants’ studies in the field (a meta-analysis of the 25 infants’ studies cited in this article shows that 

sample sizes ranged from 4 to 42, with a mean value of 18.22, SD = 7.82, and median of 16; see Appendix B –

Supplementary Table S1). The present and following experiments were conducted according to guidelines laid 

down in the Declaration of Helsinki, with written informed consent obtained from a parent for each child before 

any assessment or data collection. All procedures involving human subjects in this study were approved by the 

local ethics committee (CPP sud-est II), and conducted at the Institut des Sciences Cognitives Marc Jeannerod. 

Parents were given a 5€ for reimbursement of travel expenses. 

Stimuli. Stimuli were created using grey-scale renders of 16 human bodies (eight unique bodies in a lateral view 

and their mirrored images), edited with Daz3D (Daz Productions, Salt Lake City, UT) and the Image Processing 

Toolbox in MATLAB (The MathWorks, Natick, MA). Body poses were all biomechanically possible without 

fully outstretched limbs in order to have a comparable number of pixels in each half of the figure (the anterior 

and posterior ends), and to keep bodies at a comparable distance across facing and non-facing dyads. Sixteen 

unique facing body dyads were created combining the 16 bodies. By randomly combining poses in pairs, dyads 

did not give rise to any meaningful or familiar interaction. The two bodies in each facing dyad were swapped to 

create 16 non-facing dyads. Thus, facing and non-facing dyads only differed for the relative positioning of bodies. 

In Experiment 1, stimuli were 16 displays featuring one facing and the corresponding non-facing dyad, at either 

side of the screen (the facing dyad was on the left in 50% of displays). In all the displays, dyads were presented 

inside a rectangular box with a different background color (light grey) relative to the screen background (darker 

gray), so to create two clearly distinct areas for each dyad on the screen. The two areas were separated by ~19.9°, 

so that the two bodies of a dyad were much closer to one another than to bodies of the other dyad (Figure 5A). A 
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dyad subtended ~10.48° of visual angle (~4.77° for a single body). Stimuli of this size are clearly visible at 6 

months, when contrast sensitivity peaks between .75 and 3 cy/deg (Gwiazda et al., 1997). Figure 5B-D shows 

low-pass filtering of an image within a range of .75-3 cy/deg, to illustrate of 6-months-old infants’ perception of 

our stimuli. Dyads were presented in the upright canonical orientation to the Upright group, and rotated by 180°, 

to the Inverted group.  

Procedure. Infants sat on their parent’s lap at a distance of ~60 cm from a Tobii T60XL eye-tracker screen, with 

a sampling rate of 60 Hz, yielding 300 data points per trial. All lights were switched off, except for those coming 

from the eye-tracker screen. Parents were instructed to close their eyes during the experiment to prevent biasing 

the child’s behavior. Stimulus presentation and recording of eye-tracking data were controlled through PsyScope 

X (http://psy.cns.sissa.it/). In each experiment, infants were presented with 16 trials. Each trial began 

automatically, when the infant fixated a blinking cross at the center of the screen for at least 200 ms. The cross 

was then replaced by the stimulus, displayed for 5 s.  

  

http://psy.cns.sissa.it/
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Figure 5. 

Illustration of the stimulation with (A) display layout and (B-D) stimulus visibility at 6 months. 

 

Note. (A) Image outlay and dimensions. (B-D) The same exemplar stimulus was filtered by 3 low-pass Gaussian 

filter. (B) Stimulus low-pass filtered at the highest spatial frequencies of the 6-months-old infants’ contrast 

sensitivity peak range (3 cy/deg; sigma = 7). (C) Stimulus low-pass filtered at the lowest spatial frequencies of 

the infants’ contrast sensitivity peak range (0.75 cy/deg; sigma = 25). (D) Stimulus low-pass filtered at spatial 

frequencies below the infants’ contrast sensitivity peak range (0.3 cy/deg; sigma = 60).  
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Analyses 

Exclusion Criteria. For each participant, missing eye-tracking samples due to technical failure or to the infant 

looking away, were not interpolated. In Experiments 1-4, for each infant, we computed the cumulative looking 

time for the two images in each trial. Traditionally, in infant cognition research, individual participants judged as 

“fussy” are excluded from the final analysis. However, criteria to identify an infant as fussy vary across 

researchers and studies. Here, we used short looking times to identify trials where infants were inattentive, and 

low overall cumulative looking times to identify infants that were globally inattentive. In doing this, we set 

criteria to discard the data-points for which infants were inattentive, while providing data-driven, objective, and 

replicable cut-offs, which could keep as much information as possible, in the final dataset. 

In particular, trials in which cumulative looking time towards the two images were less than 1 SD from the mean 

were excluded from further analyses. This resolved into discarding trials with mean duration of one second or 

less (Experiment 1: M = 962, SD = 419; Experiment 2: M = 1017, SD = 476; Experiment 3: M = 720, SD = 441; 

Experiment 4: M = 1158 ms, SD = 458). In addition, for each experimental group, participants whose cumulative 

looking time was below 2 SD from the group mean were excluded from further analyses (1 in Experiment 1 – 

inverted condition; 1 in Experiment 2 and 1 in Experiment 3). Table 3 reports the number of trials included for 

each experiment. 

Table 3. 

Number of trials included and excluded in the final analyses. 

Experiment   Total #trial excluded Total #included  Average # trial exclude 

           per infant (SD) 

 

Experiment 1 Upright  66   254   3.30 (3.05) 

   Inverted 58   262   2.90 (2.43) 

Experiment 2   63   257   3.15 (3.80) 

Experiment 3   56   264   2.80 (3.02) 

Experiment 4   61   259   3.05 (2.54) 

 
 

Time course analysis and informative time window. The time course analysis was carried out to detect transient, 

but statistically reliable effects that might be hidden in the average, when the entire, relatively long, trial duration 

is taken into account. Here, the trial duration was 5000 ms. However, infants are not expected to attend to the 

images for 5000 ms. In fact, every trial began with the infant fixating the center of the screen, meaning that in 

the very first part of the trial the infant did not fixate either stimulus. The first fixation on either stimulus occurred 

500 to 1000 ms after the trial onset. Moreover, toward the end of the trial, infants tended to lose interest and look 

away from the screen. As a result, data at the beginning and at the end of the trial were noisier and less informative, 

than in the central part of the trial. To account for this, separately for each experiment, we implemented a data-

driven approach to identify the informative time window (ITW), that is, the most informative interval, during 
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which the majority of participants looked at the screen in most of the trials. For every time point, we computed 

the proportion of trials, in which each infant looked at either image. We compared these proportions to chance 

(50%) with a cluster-mass permutation test (Hochmann & Papeo, 2014; Maris & Oostenveld, 2007) using 

Wilcoxon signed-rank test (one-tail), and defined the ITW as the largest cluster of adjacent time points where the 

p-value of the Wilcoxon test was below .01. While, as we verified for each experiment, there was no significant 

difference between conditions in the discarded time intervals, excluding those intervals significantly increased 

the power of our time course analysis.  

Within the defined ITW, for each infant, at each time point, we computed the difference between the number of 

trials in which the infant looked at one image (e.g., the facing dyad in Experiment 1) and the number of trials in 

which the infant looked at the other image (e.g., the non-facing dyad in Experiment 1), divided by the total 

number of trials that the infant contributed. With this method, a positive value indicated higher number of looks 

toward the facing dyad; a negative difference indicated higher number of looks toward the non-facing dyad. The 

positive or negative value representing the difference between conditions was compared to chance (0) with a 

cluster-mass permutation test (relying on a Wilcoxon signed-rank test).  

Cumulative looking time analysis. With this analysis, we identified the relative time that infants spent on either 

type of image, presented in a given trial. In a first analysis, we considered the cumulative looking times for the 

two stimuli within the ITW, as defined for the above time course analysis. In a second analysis, we considered 

the cumulative looking times over the whole trial duration (5000 ms). For each analysis, for each trial, we 

quantified the infants’ ability to discriminate between two body dyads as the difference between the cumulative 

looking time (LT) to one type of image and the LT to the other type of image divided by the sum of the two 

values: (LTfacing - LTnonfacing)/(LTfacing + LTnonfacing). Here, a positive value indicated longer looking time toward 

the facing dyad; a negative difference indicated longer looking time toward the non-facing dyad. Difference 

scores were compared to 0. The mean time that infants spent looking at the stimuli and mean difference in looking 

times between the two stimuli are reported in Table 4. 
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Table 4. 

Summary of the average total looking times. 

 

Condition    ITW      5 seconds  

    LTstimuli (ms)  LTdifference (ms)  LTistimuli (ms)  LTdifference 

(ms) 

Experiment 1 (Facing vs. Nonfacing) 

Upright   2102 (229)  -160 (223)  3320 (496)  -211 (404) 

Inverted  1614 (324)  18 (248 )  2522 (578)  -28 (386) 

 

Experiment 2 (Facing or Nonfacing vs. Single) 

Facing   2615 (401)  -36 (461)  3322 (456)  -208 (470) 

Nonfacing  2612 (323)  -264 (380)  3289 (505)  -429 (379) 

 

Experiment 3 (Facing or Nonfacing vs. Non-reciprocal) 

Facing   1415 (165)  4 (312)   2979 (646)  55 (557) 

Nonfacing  1400 (167)  -154 (249)  2932 (646)  -220 (423) 

 

Experiment 4 (Facing vs. Nonfacing) 

body-plant dyads 2445 (205)  -5 (324)   3323 (384)  -39 (453) 

 

Note. Average total looking times (and standard deviations) towards the stimuli during the Informative Time 

Window and during the whole trial (5 seconds), and the mean (and standard deviations) differences in cumulative 

looking times between conditions, for Experiments 1-4. Time is expressed in ms. 

 

 Results 

Time course analysis. The ITW of Experiment 1 fell between 578 and 3094 ms (Appendix B – Supplementary 

Figure S2A). The cluster-mass permutation test revealed that infants in the Upright group looked longer at the 

non-facing dyads between 2040 and 2839 ms (p = .009); whereas infants in the Inverted group showed no 

significant bias toward either stimuli, at any point in time (Figure 6A). Between-group comparison in the time 

course analysis showed a trend for a difference between 2176 and 2652 ms, which however did not reach the 

significance (p = .092), possibly because of limited statistical power to detect small/moderate between-group 

effects. The between-group difference however was statistically reliable in the following cumulative looking time 

analysis. 

Cumulative looking time analysis. We quantified the infants’ ability to discriminate between two body dyads, in 

terms of normalized difference between the LT toward either type of image. This analysis within the ITW showed 

an effect of group (Upright vs. Inverted: U = 109; p = .02; rRosenthal= 0.36; Wilcoxon rank-sum test; Figure 6B). 

In the Upright Group, 17 infants showed a negative difference (longer looking times toward non-facing dyads) 

and 3 infants showed a positive difference (longer looking times toward facing dyads); in the Inverted Group, 6 

infants showed a negative difference and 13 showed a positive difference. The two distributions differed 

significantly (p = .001; Fisher’s exact test). Moreover, infants in the Upright Group looked longer at non-facing 

dyads than at facing dyads (M = -0.08, SD = 0.11 corresponding to a difference of 160 ± 223 ms; W = 32; p = .005; 
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rRosenthal = 0.61; Wilcoxon signed-rank test); while no difference between the two types of dyads was found in the 

Inverted group (M = 0.01, SD = 0.15 corresponding to a difference of 18 ± 248 ms; W = 112; p = .52; 

rRosenthal = 0.16; Wilcoxon signed-rank test).  

Considering the cumulative looking times over the whole trial duration, pairwise comparisons within each group 

confirmed the above results. In particular, infants looked longer at non-facing dyads than facing dyads in the 

upright group (M = -0.07, SD = 0.12 corresponding to a difference of 211 ± 404 ms; W = 46, p = .03; 

rRosenthal = 0.49), but not in the inverted group (M = -0.01, SD = 0.17 corresponding to a difference of 28 ± 386 

ms; W = 94, p = .98; rRosenthal = 0.01). However, the difference between groups was not significant (U = 138, 

p = .15; rRosenthal = 0.23), and neither was the difference between the two distributions (Upright Group: 15 infants 

looked longer toward non-facing dyads and 5 infants looked longer toward facing dyads; Inverted Group: 9 

infants looked longer toward non-facing dyads and 10 looked longer toward facing dyads; p = .11; Fisher’s exact 

test).  

In summary, 6-months-old infants could discriminate between two identical images that differed only for the 

relative spatial positioning of the two bodies in the scene: facing toward versus away from each other. Inversion 

cancelled the effect, suggesting that the difference between upright body dyads in the Upright Group resulted 

from processing of bodies and their spatial relations, rather than from other (unforeseen) visual differences 

between the images, which were all preserved in the inverted images.  

These results show that infants encode the spatial relation between bodies in a visual scene. However, while 

differential looking times imply discrimination between two stimuli (Aslin, 2007), longer looking times to a given 

stimulus are ambiguous, in that they could index preference for that stimulus, greater complexity relative to the 

other stimulus (Kidd et al., 2012), or surprise (e.g., Baillargeon et al., 1985). Which one of these cognitive 

processes accounts for the differential looking times between facing and non-facing dyads? Recent studies on 

human adults, now supported by Chapter 1, have shown that face-to-face human bodies are processed more 

efficiently than independent bodies, possibly because they form a structured ensemble, or a group (Papeo, 2020; 

Papeo et al., 2017; Papeo et al., 2019; Vestner et al., 2019; Yin et al., 2018). In Experiment 2, we considered the 

possibility that results of Experiment 1 implied higher efficiency in processing facing vs. non-facing dyads. 
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Figure 6. 

Results of the time course and cumulative looking time analyses for Experiments 1-4. 

Note. Results of the time course analyses (A,C,E,G) and of the cumulative looking time analyses inside the 

Informative Time Window (B,D,F,H) for Experiments 1-4. (A,C,E,G) Each curve represents the time course of 

the difference scores, measuring the tendency to look towards one or the other type of stimuli, by condition. The 

Horizontal dotted line represents chance (0). Negative values on the Y-axis are plotted upward. Vertical lines 

mark the boundaries of the informative time window for each experiment. Grey areas highlight the time period 

of significant differences from chance (Experiments 1 and 4) or significant differences between two conditions 

(Experiments 2-3), as identified with a cluster mass permutation test. Light-grey areas indicate standard 

deviations from the mean. (B,D,F,H) Boxplot of the cumulative looking times analysis within the informative 

time window for each experiment. The thick horizontal bar represents the median. The lower and upper hinges 

correspond to the first and third quartiles. Whisker extends from the hinges to the largest/smallest values no 

further than 1.5 times the inter-quartile range. Single dots correspond to values beyond this range. The dotted 

horizontal line represents the chance level (0). * p < .05; ** p < .01.  
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3. Experiment 2 – 1 vs. 2 

Longer looking times to non-facing dyads could index, against all odds, preference for non-interacting over 

seemingly interacting scenarios. Here, we addressed the alternative hypothesis that longer looking times to non-

facing dyads reflected an effect of number, that is, the difference in the time required to process two independent 

items (two non-facing bodies) versus one structured unit (a facing dyad).  

It has been shown that adults took longer to evaluate images with two bodies back-to-back, than with two bodies 

face-to-face; while the time to evaluate facing dyads was rather comparable to the time spent on single bodies 

(Papeo et al., 2017). In a similar vein, research on infants has shown that after witnessing a social interaction 

between two dolls, 16-months-old represent the two as one chunk in working memory (Stahl & Feigenson, 2014). 

Those results encourage the hypothesis that infants, just like adults, can process bodies that appear related to one 

another, more efficiently than independent bodies, and possibly analogously to one single unit. 

To test this, in Experiment 2, we presented 6-months-old infants with displays featuring a dyad and a single body 

(Figure 4). On each display, the dyad could feature either facing bodies (Facing condition) or non-facing bodies 

(Non-facing condition). If in Experiment 1 longer looking times to non-facing (vs. facing) dyads reflected an 

effect of number, looking times should differ more between single bodies and dyads when dyads involved non-

facing (vs. facing) bodies.  

 Materials & Method 

Participants. Experiment 2 involved a new group of 20 infants (14 females, 6 males, age range 5 m 14 d – 6 m 

27 d; average 6 m 04 d). In Experiment 2 (and in the following experiments), we tested 20 infants like in each 

group of Experiment 1, which satisfied the minimal sample size (N = 18) to obtain an effect of positioning 

comparable to that of Experiment 1 (i.e., longer looking times for non-facing versus facing dyads; t(19) = -3.18; 

p = .005; dzCohen = -0.71, β = 0.80, α = 0.05; GPower 3.1 package). Data from one participant were discarded 

based on the exclusion criteria (see Analyses of Experiment 1), yielding a final sample size of 19.  

Stimuli and procedure. The 16 displays used as stimuli in Experiment 1 were modified for Experiment 2, by 

replacing one of the two dyads (either the facing or the non-facing one) with a single body. Thus, stimuli of 

Experiment 2 were 16 displays, each featuring a facing or a nonfacing dyad on one side, and a single body on the 

other side (the dyad was on the left in 50% of displays). Stimulus presentation and every other aspect of the 

experimental procedure were identical to Experiment 1.  

Data analyses. Data were analyzed as in Experiment 1. In the difference scores, computed separately for the two 

conditions (LTsingle – LTdyad)/(LTsingle + LTdyad), positive values indicated longer looking times towards the single 

body; negative values indicated longer looking times towards the dyad (facing or non-facing). The comparison 

between conditions was one-tailed, given that the direction of the effect (i.e., longer looking times to dyads in 

both conditions, and larger differences in the non-facing condition) was predicted based on the results of 

Experiment 1. 
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 Results 

Time course analysis. The ITW fell between 646 and 4046 ms (Appendix B – Supplementary Figure S2B). The 

time course analysis showed that the two conditions differed between 2907 and 3791 ms (p = .03; one-tail, cluster 

mass permutation test). Within this interval, infants looked toward the dyad more often in the non-facing 

condition than in the facing condition (Figure 6C). In the non-facing condition, the difference in looking time 

toward single bodies vs. dyads was significant between 2958 and 3621 ms (p = .03; one-tail, cluster mass 

permutation test). No significant difference was found at any point in time between single bodies and dyads, in 

the facing condition.  

Cumulative looking time analysis. Consistent with the above findings, within the ITW, infants spent significantly 

longer in fixating the dyad than the single body, in the non-facing condition (M = -0.12, SD = 0.19 corresponding 

to a difference of 264 ± 380 ms; W = 25; p = .003; rRosenthal = 0.65), but not in the facing condition (M = -0.05, 

SD = 0.19 corresponding to a difference of 36 ± 461 ms; W = 64; p = .23; rRosenthal = 0.29; Figure 6D), although 

the difference between the two conditions (facing vs. non-facing) did not reach significance (W = 129; p = .09; 

rRosenthal = 0.31; one-tail Wilcoxon signed-rank test). The analysis over the whole trial duration showed that infants 

looked longer at dyads than single bodies, in both the non-facing condition (M = -0.16, SD = 0.16 corresponding 

to a difference of 429 ± 379 ms; W = 16, p = .001; rRosenthal = 0.73) and the facing condition (M = -0.10, SD = 0.20 

corresponding to a difference of 208 ± 470 ms; W = 45, p = .04; rRosenthal = 0.46). Again, the two conditions did 

not differ significantly (W = 129, p = .09; rRosenthal = 0.31; one-tailed).  

Experiment 2 confirmed and extended the results of Experiment 1. Infants processed differently two images that 

were identical except for the relative positioning of bodies. The difference between facing and non-facing dyads 

here was highlighted in relation to a third stimulus, the single body: although dyads were overall more attractive 

than single bodies (especially at the beginning of the trial), this effect was consistently found across the three 

analyses, only when dyads depicted non-facing bodies.  

As for the difference between the two conditions, results of the cumulative looking time analysis are not 

conclusive, though the stronger effect is observed when single bodies were compared with non-facing dyads. 

More conclusive are the results of the time course analysis, which captured a significant difference between the 

facing and the non-facing conditions between 2907 and 3791 ms. Interestingly, despite the fact that facing dyads 

contain twice more visual information than single bodies (twice more bodies, twice more pixels), no significant 

difference between facing dyads and single bodies was found in any time interval.  

In summary, Experiment 2 revealed a consistent effect of number (longer looking times to dyads than single 

bodies) when single bodies were compared with non-facing dyads, and only an inconsistent effect when single 

bodies were compared with facing dyads. These results lend credit to the hypothesis that, like adults, infants as 

young as 6 months may process facing –seemingly interacting– bodies more similarly to a single percept than to 

two independent items (i.e., two unrelated bodies).  



 

 53 

Results of Experiments 1-2 might capture the infants’ discrimination between a dyadic relation with two mutually 

accessible (face-to-face) bodies versus the absence of such relation. Alternatively, they might imply a more 

general discrimination between any relation versus no relation. Experiment 3 addressed the categorical distinction 

underlying the above discrimination between facing and non-facing dyads in infants. 

4. Experiment 3 – Reciprocity 

In Experiment 3, we introduced a new set of dyads, in which one body faced another, who faced away, in a 

standing pose (Figure 4). We labelled this type of dyad “non-reciprocal”, as the relative positioning and the 

passive pose of the facing-away body imply a unidirectional relation with one body addressing the other and no 

sign of reciprocation. A group of 6-months-old infants saw two types of displays: displays with a facing dyad 

and a non-reciprocal dyad (Facing condition) and displays with a non-facing (back-to-back) dyad and a non-

reciprocal dyad (Non-facing condition).  

We reasoned that, if infants represent the broad distinction between presence of relation (reciprocal or not) versus 

no relation, they should discriminate between non-facing and non-reciprocal dyads, but not between facing dyads 

and non-reciprocal dyads, as the last two would both implement a relation. In contrast, if infants can also represent 

the narrower distinction between reciprocal and non-reciprocal relations, they should discriminate between facing 

and non-reciprocal dyads.  

 Materials & Method 

Participants. Experiment 3 involved a new group of 20 infants (9 females, 11 males, age range 6 m 0 d – 7 m 08 

d; average 6 m 26 d). One additional infant was tested, but data were not analyzed because of an abrupt 

interruption (by the infant’s sister) of the experiment. Data from one participant were discarded based on the 

exclusion criteria (see Analyses of Experiment 1), yielding a final sample size of 19.  

Stimuli, procedure and data analyses. The same displays of Experiment 2 were used in Experiment 3, except 

that the single body was replaced by non-reciprocal dyads, in which one body faced the other who faced away 

(the non-reciprocal dyad was on the left in 50% of displays). The 16 non-reciprocal dyads were created by pairing 

each of the 16 bodies with the same body facing away, in a standing pose. The choice of a passive pose was made 

to emphasize the representation of one body acting on another, with no reciprocation. Procedures and data 

analyses were identical to Experiment 1. Difference scores were computed as (LTnon-reciprocal – 

LTfacing/nonfacing)/(LTnon-reciprocal + LTfacing/nonfacing). Thus, positive difference values indicated longer looking time to 

non-reciprocal dyads; negative values indicated longer looking time to facing or non-facing dyads.  

 Results 

Time course analysis. Within the ITW, identified for this experiment between 595 and 2295 ms (Appendix B – 

Supplementary Figure S2C), a difference between the two conditions (facing vs. non-reciprocal and non-facing 
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vs. non-reciprocal) emerged between 1394 and 2159 ms (p = .01, cluster mass permutation test)2. Comparisons 

within each condition showed that infants looked longer at non-facing dyads relative to non-reciprocal dyads 

between 952 and 1887 ms (p = .01, cluster mass permutation tests); while at no point in time they showed a bias 

to either facing or non-reciprocal dyads (Figure 6E).  

Cumulative looking time analysis. The analysis of cumulative looking times over the whole trial duration showed 

no significant difference between the two conditions (W = 130, p = .17; rRosenthal = 0.32). Within each condition, 

there was no difference between non-reciprocal and facing dyads (M = -0.006, SD = 0.27 corresponding to a 

difference of 55 ± 557 ms; W = 95, p = 1; rRosenthal = 0), and only a trend for the difference between non-reciprocal 

and non-facing dyads (M = -0.10, SD = 0.22 corresponding to a difference of 220 ± 423 ms; W = 49, p = .07; 

rRosenthal = 0.43).  

The analysis of cumulative looking times constrained by the ITW proved more sensitive to the effects of 

conditions. Here we found a significant difference between the two conditions (W = 162; p = .005; rRosenthal = 0.62; 

Figure 6F), whereby infants looked longer at non-facing than non-reciprocal dyads (M = -0.18, SD = 0.29; 

corresponding to a difference of 154 ± 249 ms; W = 32, p = .009; rRosenthal = 0.58), but they spent a comparable 

amount of time on facing and non-reciprocal dyads (M = 0.05, SD = 0.27 corresponding to a difference of 4 ± 

312 ms; W = 109; p = .59; rRosenthal = 0.13).  

Overall, the results of Experiment 3 highlighted stronger discrimination between non-reciprocal and non-facing 

dyads than between non-reciprocal and facing dyads. We found no evidence that infants could discriminate facing 

and non-reciprocal dyads. Our results show that infants could distinguish non-facing (back-to-back) dyads 

possibly cueing absence of relationship, from facing and non-reciprocal dyads, possibly cuing presence of 

relationship, but they could not distinguish between two different types of relationships: facing/reciprocal and 

non-reciprocal. Thus, reciprocity, or the mutual perceptual accessibility of the two bodies held in facing dyads, 

is not the key feature for infants to discriminate between different spatial relations. Results of Experiment 3 rather 

suggest that infants may hold a general representation with a body facing toward another, whether the other faces 

back or not. Such general representation could virtually apply to social scenes (i.e., scenes involving multiple 

people such as the current dyads), as well as to non-social contexts, for instance, involving human-object 

relationships. Experiment 4 addressed this possibility. 

5. Experiment 4 – Body-object dyads 

Experiment 3 suggests that infants can discriminate between scenes in which a body faces toward another (who 

does or does not reciprocate) vs. scenes in which two bodies face away. Can infants perform such discrimination 

                                                      

2 Visual inspection of the time course shows an apparent difference between conditions, in a late time interval 

outside the ITW. To test the significance of this effect, we carried out a cluster mass permutation test over the 

whole trial duration, which confirmed the effect found within the ITW (P = .035), and showed no significant 

difference at the later time interval (Ps > .77). 
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only in the context of social scenes? Experiment 4 addressed whether infants can discriminate between scenes in 

which a body faces toward another vs. scenes in which a body faces away from another, when the other is a non-

body object. A new group of 6-months-old infants saw displays featuring two images with a body facing toward 

and away from a non-body object (i.e., a plant), respectively. On each display, the two images differed only for 

the relative positioning of the two items.  

 Materials & Method 

Participants. Experiment 4 involved a new group of 20 infants (6 females, 14 males, age range 5 m 23 d – 7 m 

00 d; average 6 m 20 d). One additional infant was tested in Experiment 4, but data were discarded because a 

technical failure stopped the experiment. All the remaining participants in Experiment 4 met the inclusion 

criterion, yielding a final sample size of 20.  

Stimuli, procedure and analyses. In Experiment 4, 16 new facing pairs were created by coupling each of the 16 

single bodies with one of four plants created with the same procedures and software packages as the bodies. By 

swapping the body and the plant in each facing pair, 16 non-facing pairs were created. Sixteen displays were 

created with one facing and one non-facing pair showing the same body and plant (the facing pair was on the left 

in 50% of displays). Procedures and analyses were identical to Experiment 1. 

 Results 

Time course analysis. The ITW covered an interval between 595 and 3672 ms (Appendix B – Supplementary 

Figure S2D). The time course analysis did not reveal any bias towards facing or non-facing body-plant pairs, at 

any point in time (Figure 6G).  

Cumulative looking time analysis. Difference scores did not differ from chance, when considering the 

cumulative looking times within the ITW (M = 0.004, SD = 0.15 corresponding to a difference of 5 ± 324 ms; 

W = 111; p = .84; rRosenthal = 0.05; Figure 6H), or over the whole trial duration (M = -0.01, SD = 0.16 corresponding 

to a difference of 39 ± 453 ms; W = 100, p = .87, rRosenthal = 0.04).  

The cumulative looking time analyses and the time course analysis failed to identify any significant difference 

between the infants’ looking behavior towards facing and non-facing body-plant dyads. Experiments 1-3 had 

shown that infants discriminate between scenes in which a body faces toward a second body from scenes in which 

two bodies face away from each other. Since the directionality of the second body did not seem to be important 

for the above discrimination (i.e., the second body could reciprocate, facing back to the first, or not), in 

Experiment 4, we asked whether the identity of the second object (i.e., the fact that it was a body) mattered, or 

whether we could obtain a similar effect (discrimination between facing toward vs. facing away) with non-social 

scenes, where a body faces toward or away from a non-body object. The null effect of Experiment 4 suggests 

that infants are especially sensitive to visuo-spatial relations between multiple items, in the context of social 

(multiple-body) scenarios. Thus, rather than a general action scheme (someone acting over anything), the effects 

reported here imply representation of a social scheme with someone acting with and/or over someone else. 
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Table 5. 

 

Summary of results. 

 
Condition ITW  Time course    Cumulative LTs in ITW 

 

Experiment 1 (Facing vs. Non-facing) 

Upright  578-3094  Non-facing > Facing (2040-2839, p = .009) Non-facing > Facing (p = .005) a 

Inverted    n.s.     n.s.     

Upright vs. Inverted  Upright > Inverted (2176-2652, p = .09) Upright > Inverted (p = .02) b 

 

Experiment 2 (Facing or Non-facing vs. Single) 

Facing  646-4046  n.s.      n.s. 

Non-facing   Non-facing > Single (2958-3621, p = .03) Non-facing > Single (p = .003) a 

Facing vs. Non-facing  Non-facing > Facing (2907-3791, p = .03) Non-facing > Facing (p = .09) a 

 

Experiment 3 (Facing or Non-facing vs. Non-reciprocal) 

Facing  595-2295  n.s.     n.s. 

Non-facing   Non-facing > Non-reciprocal (952-1887, p = .01) Non-facing > Non-reciprocal (p = .009) a 

Facing vs. Non-facing  Non-facing > Facing (1394-2159, p = .01) Non-facing > Facing (p = .005) a 

 

Experiment 4 (Facing vs. Non-facing) 

body-plant dyads 595-3672  n.s.     n.s. 

 

Note. Difference significance and time intervals are reported for Experiments 1-4. a Within group comparisons 

were assessed through Wilcoxon signed-rank tests. b Between group comparison was assessed through a 

Wilcoxon rank-sum test. n.s. = p > .10. 

 

6. Discussion 

Across four experiments, we have shown that the visuo-spatial relation between two bodies is a distinctive feature 

of a scene, to which humans are sensitive early on in life. The relative positioning of two bodies affected the time 

that 6-months-old spent looking at an image (Table 5). If the looking time is a measure of processing time, then 

infants processed face-to-face bodies faster than the same two bodies appearing as unrelated (i.e., back-to-back; 

Experiment 1). Moreover, the difference in looking times was more pronounced between non-facing dyads and 

single bodies than between facing dyads and single bodies, with the longest looking times toward non-facing 

dyads (Experiment 2). Such behavior encourages the thinking that, as for adults, also for infants, spatial relations 

that cue relationship favor the parsing of complex (multi-body) scenarios, producing a perceptual advantage 

reflected in more efficient (e.g., faster) processing of the stimuli. Infants also discriminated between two bodies 

back-to-back and a dyad with a body facing toward another, who faced away (non-reciprocal dyads; Experiment 

3). Discrimination between non-facing and non-reciprocal dyads was stronger than discrimination between facing 

and non-reciprocal dyads. Finally, the effect of positioning (facing toward vs. away from) was found for visual 

scenes that involved dyads of bodies, but not human-object pairs (Experiment 4). While acknowledging the 

relatively small sample size of each individual experiment (N = 20) as a limitation of the study, we point out that 

Experiments 1-3 provide three conceptual replications of the same effect, which emerged most clearly from the 

time course analysis (see Table 5). In particular, across Experiments 1-3, the time-course analysis consistently 

showed longer looking times towards non-facing (back-to-back) dyads: infants looked longer at non-facing than 
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at facing (upright) dyads in Experiment 1; they looked longer at non-facing dyads than at single bodies in 

Experiment 2 (where the difference was significantly smaller between facing dyads and single bodies); and they 

looked longer at non-facing dyads than at non-reciprocal dyads in Experiment 3 (where the difference was smaller 

between facing dyads and non-reciprocal dyads). While most effects were corroborated by the analysis of 

difference scores based on the cumulative looking times, the time course analysis proved particularly useful to 

characterize the infants’ behavior over time, detecting transient effects that might go lost when considering the 

average behavior over a quite long time period (i.e., the whole trial duration).  

Individual body postures involved in the dyads (as opposed to the whole dyad) cannot explain the current effects 

of body positioning. First, the very same body postures were used in facing and non-facing dyads. Thus, the 

specific body postures cannot account for the difference between facing and non-facing dyads, when contrasted 

against each other directly (Experiments 1 and 4) or against another (common) stimulus type (single bodies in 

Experiment 2 and non-reciprocal dyads in Experiment 3). Moreover, in Experiment 1, the inversion of bodies 

abolished the difference between facing and non-facing dyads, thus ruling out the role of low-level features that 

could differ between conditions.  Another feature of our stimuli, which could in principle play a role in the current 

effects of body positioning, is the face/head/body/gaze direction. Gaze/head/body direction is known to be a 

powerful cue to orient attention (Driver et al., 1999; Friesen & Kingstone, 1998; Frischen et al., 2007; Langton 

et al., 2000; Vestner et al., 2020), to which six-months-old may already be sensitive (Reid et al., 2004; Senju et 

al., 2008). However, the effects that could be predicted based on body direction are opposite to what we observed. 

The two bodies in a facing dyad would direct the attention toward each other, thus keeping attention on the site 

(i.e., in between them). Such mechanism predicts that infants would look longer at the facing than at the non-

facing dyad; but this is not what we observed. The direction of bodies in non-facing dyads would also bias 

attention toward the facing dyad, since the two bodies looked away from one another and one of them (the one 

closer to the central fixation) looked toward the facing dyads. But, again, an attentional bias toward facing dyads 

is not what we observed. Related to body direction, recent research suggests that, in a dyad, two heads/bodies 

oriented toward each other can create an attentional hot spot that captures the observer’s attention more rapidly 

than dyads in other (non-facing) spatial relations (Vestner et al., 2020). As a result, facing dyads would be looked 

at, and processed faster, than non-facing dyads. To assess whether this mechanism could explain the current 

pattern of results, we considered infants’ first fixation in each trial, which reflects attentional capture more 

reliably than looking times. This analysis, reported as supplementary material (Appendix B – Supplementary 

Table S2), showed no reliable effect, ruling out the role of an unbalanced capture of attention in the infants’ 

looking behavior reported here. 

In the current study, back-to-back body dyads elicited the longest visual inspection, relative to all other stimuli 

considered here. One common interpretation of looking times is preference: between two stimuli, infants would 

look longer toward the preferred one. On this rationale, a preference for socially relevant stimuli (e.g., faces) has 

been repeatedly shown in infants (Farroni et al., 2005; Simion et al., 2008). Such preference, however, was found 

when a social stimulus was compared with a non-social stimulus (e.g., a face vs. a scrambled face). In our study, 
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both conditions (facing and non-facing dyads) had social value (they both involved human bodies) and, as such, 

they were generally attractive for infants. In this context, attention is likely to be attracted by the weird –i.e., less 

familiar or less expected– social stimulus, more than by the normal –i.e., familiar or expected– social stimulus 

(Lewkowicz & Ghazanfar, 2012). Thus, one possible explanation is that longer looking times toward non-facing 

dyads indicate that those stimuli violated infants’ expectations about the positioning of two nearby bodies. Infants 

may have an expectation for sociality such that, when two bodies come spatially close, they would engage in 

some sort of (reciprocal or non-reciprocal) exchange or relationship. Thus, while the current results directly 

demonstrate the infants’ sensitivity to different spatial configurations of multiple bodies, they open to the 

possibility that six-months-olds are indeed sensitive to the different representational contents implied by facing 

and non-facing bodies, showing surprise when two spatially close social agents are non-facing as if ignoring each 

other, rather than interacting.  

On another explanation, if looking times index processing times (see Aslin, 2007; Kidd et al., 2012), non-facing 

dyads might be more complex than the other stimuli because they consist of two perceptual units that are 

processed independently from one another. This explanation takes into account a growing corpus of studies on 

adults, showing that multiple bodies, whose spatial positioning suggests relationship, are processed more 

efficiently (i.e., faster and/or more accurately) than unrelated bodies (Papeo et al., 2017; Papeo et al., 2019; 

Vestner et al., 2019; see also Kaiser et al., 2019). Behavioral effects (and related neural effects; see Chapter 1; 

Abassi & Papeo, 2020; Bellot et al., 2021; Walbrin & Koldewyn, 2019; Walbrin et al., 2020; Wurm & Caramazza, 

2019) concur to demonstrate efficient coding of human groups in visual perception, which might reflect grouping, 

the representation of objects as a unitary whole, as opposed to multiple individual items. Grouping would increase 

efficiency by reducing the representational complexity of the stimuli and the competition for neural representation 

and processing resources (Kaiser et al., 2019; see also Desimone & Duncan, 1995).  

We shall note that the two explanations –the one based on expectation of facingness and/or interaction for two 

nearby bodies and the one based on grouping of seemingly related bodies– are not mutually exclusive and may 

actually be two sides of the same coin: a tradition of research on perceptual efficiency has indeed shown that 

expected stimuli are often the easiest to process (Bukach et al., 2006).  

The current results on infants add to the extant literature on adults, suggesting that the visual discrimination of 

multiple-body configurations does not require extensive experience in the social world; it rather appears early on 

in life, implying a perceptual adaptation that precedes the expression of social inference in infancy.  

Early perceptual adaptations act as powerful learning mechanisms, biasing attention and expectations about the 

environment (Carey, 2009). In the social domain, high visual sensitivity to certain spatial configurations accounts 

for the infants’ attentional bias toward faces, a mechanism that mediates learning about people in the infants’ 

environment and discrimination across human groups (e.g., other-species and other-race effects; Kelly et al., 

2007; Pascalis et al., 2005). Early acoustic sensitivity to speech sounds participates in infants’ discovery of the 

rhythm (Nazzi et al., 1998) and phonology (Werker & Tees, 1984) of their native language. In this spirit, early 

discrimination of spatial relations between bodies might contribute to encoding of social events, and learning 
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about aspects of social interaction such as social norms and roles (e.g., who is the dominant party, when and how 

to show subordination/dominance, to reciprocate and so on), which partly but reliably correlate with visuo-spatial 

relations. 

Facing dyads embody the prototypical social exchange, perhaps because facingness favors a number of basic 

social processes such as shared attention and gaze following. While adults’ vision seems to be especially attuned 

to face-to-face bodies (Papeo & Abassi, 2019), infants do not seem to distinguish between face-to-face (e.g., 

reciprocal) and non-reciprocal dyads. Other research has shown that non-reciprocal events such as giving, with 

an agent and a recipient, are interpreted as inherently social by 12-months-old infants (Tatone et al., 2015). The 

representation of social (i.e., human-human) relationship in infancy can start off with a single broad category that 

embeds both reciprocal and non-reciprocal schemas. Further research shall address the possibility of a perceptual 

development yielding the visual specialization for the relation facingness seen in adults. Moreover, Experiment 

4 with body-plant pairs addressed whether having a body facing anything (another body or an object) was 

sufficient to observe the effects reported in Experiments 1-3. While results showed that infants are especially 

sensitive to visuo-spatial relations in social (two-body) dyads, and to a lesser extent, to relations in non-social 

body-object pairs, further research shall address infants’ sensitivity to non-social (body-object or even object-

object) pairs, when non-body objects have a more unambiguous antero-posterior organization (i.e., a front and a 

back), and/or evoke stronger representations of interaction, than plants. Building on current findings, it shall also 

be studied what infants represent when they see a facing dyad, and through which transformations a dyadic 

schema with mutually accessible body-shapes becomes the representation of social interaction. Here, we 

manipulated spatial relations under the hypothesis that they can cue social relationship. The specific 

representational content evoked by two facing or two non-facing bodies, in infants, but also in adults, remains a 

fascinating question for further research. 

 Past research has exposed perceptual adaptations in young infants, which define expectations about the 

world, guide perception and shape cognition. Here, we report evidence for early developing discrimination of 

perceptual proxies of dyadic social interactions, based on internal spatial relations between participants in a visual 

scene (i.e., individual bodies). Infants’ discrimination resolves in the broad distinction between implied presence 

and absence of relationship between two people. The mechanism revealed here may contribute to explain how 

infants’ perception prepares the discovery of the keel and backbone of social cognition: relations. 
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Chapter 3 – A visual preference for face-to-face social relations in 

humans and macaque monkeys 

When does the visual preference for face-to-face interactions develop, and what does it 

mean? 

This chapter reports and discusses an investigation by Nicolas Goupil, Holly Rayson, Émilie Serraille, Alice 

Massera, Pier Francesco Ferrari, Jean-Rémy Hochmann & Liuba Papeo. 

1. Introduction 

Impressions about others’ interactions rely on visual cues such as the spatiotemporal contingencies of movements, 

postures, direction, orientation and so on (Bassili et al., 1976; Gao & Scholl, 2011; Heider & Simmel, 1944; 

Scholl & Tremoulet, 2000). Spatiotemporal patterns also change how a scene is visually represented. For instance, 

people are discriminated and represented better when moving toward one another (Bellot et al., 2021; Neri et al., 

2006), and actors moving in synchrony are perceived as a whole (Alp et al., 2017; Cracco et al., 2021). 

Researchers have proposed that the social brain network, highly specialized in recognizing socially relevant 

information in the visual world, is especially tuned to dynamic stimuli (Landsiedel et al., 2022; Pitcher & 

Ungerleider, 2021; Weiner & Gomez, 2021). This visual sensitivity may support the development of core socio-

cognitive skills in human and non-human primates, for learning about, or from conspecifics. 

Humans exhibit a precocious ability for representing social interaction based on spatiotemporal (dynamic) 

information (Grossmann, 2021). Young infants discriminate relations between agents like chasing, hitting or 

caressing, using the same visual cues that adults use to form impressions about such interactions (Premack & 

Premack, 1997; Rochat et al., 1997). Infants look longer at animations showing agents moving toward one another 

or in synchrony, as if interacting, than animations depicting non-interacting agents (i.e, agents moving away from 

each other or desynchronized; Galazka et al., 2014; Rochat et al., 2004; Thiele, Hepach, Michel, & Haun, 2021a). 

By analogy to the longer looking times toward faces versus inverted faces (Farroni et al., 2005), or toward point-

light walkers versus inverted/scrambled walkers (Bardi et al., 2011; Simion et al., 2008), longer looking times 

toward animations of social interactions suggest that infants can recognize the higher social value of those stimuli. 

Notwithstanding the importance of dynamic information, static visuo-spatial information alone can convey rich 

information about social interaction. Human adults can rapidly decipher ongoing interactions, thematic roles of 

the agents and their intentions, based on spatial cues such as spatial proximity, body positioning, and/or body 

postures, as well as semantic and contextual information (Glanemann et al., 2016; Hafri et al., 2013; 2018; Zhou 

et al., 2019). Particularly key information is the spatial relation between people (Papeo, 2020). Two people face-

to-face are more likely to be represented as interacting, as facingness allows for the mutual perceptual 

accessibility of social agents, facilitating access to facial expressions, lips, gaze cues, or body gestures, and 

optimizing non-verbal communication (Bavelas & Chovil, 2000) as well as the joining of attention (Baron-Cohen, 



 

 61 

1997) and action (Sebanz et al., 2006). This spatial relation scaffolds social interaction from the earliest stages of 

development, not only in humans but also nonhuman primates like macaques (Ferrari, et al., 2009; Scaife & 

Bruner, 1975; Striano & Stahl, 2005; Tollefsen, 2005; Trevarthen, 1974). Thus, face-to-face interaction is 

ubiquitous in social species (Dunbar et al., 1995; James, 1951; Mazur, 1985). 

Previous work has shown that facingness strongly influences the visual processing of body dyads and that young 

infants show sensitivity to the relative positioning of human bodies. In particular, as shown in Chapter 2 (see also 

Goupil et al., 2022), 6-month-old infants look longer at non-facing dyads than facing dyads. This effect would 

result from the fact that infants process body dyads more efficiently (i.e., as efficiently as single bodies) when 

they are presented face-to-face, than back-to-back. This interpretation is compatible with the results from studies 

on adults showing that, relative to non-facing bodies, facing dyads are processed more efficiently (Papeo et al., 

2017; 2019) and evoke stronger integrative neural response (intermodulation in Chapter 1), suggesting that they 

are represented as unitary wholes with consequent processing advantages. Shorter looking time toward facing 

(vs. non-facing) dyads in infants, however, is opposite to the effect that would be predicted by visual preference: 

longer looking times toward facing than non-facing dyads. This suggests that the effect found in 6-month-olds is 

purely perceptual, reflecting the different visual complexity of facing and non-facing dyads, rather than the social 

evaluation of those stimuli.  

Here we asked: does facingness (i.e., facing dyads) evoke a visual preference effect analogous to effects reported 

for other socially relevant stimuli? We first addressed this question in human adults (Experiment 1). Using the 

same stimuli and preferential looking paradigm as in Chapter 2, we presented images of facing and non-facing 

dyads simultaneously on the screen. If, by implying interaction, facingness adds social value to body stimuli, 

facing dyads should be looked longer than non-facing dyads, in the same way that socially relevant stimuli (e.g., 

a face or animations depicting biological motion) are looked longer than visually-matched stimuli (e.g., inverted 

face or scrambled animations of biological motion; Bardi et al., 2011; Farroni et al., 2005; Galazka et al., 2014; 

Simion et al., 2008). In addition, we asked a new sample of subjects to rate facing and non-facing dyads with 

respect to social semantic dimensions (emotional content, intentionality and meaningfulness) as well as a 

perceptual dimension (implied motion), to test whether positioning (facing/non-facing) actually changed the 

attribution of socially-relevant properties to identical bodies. To anticipate our results, we found a visual 

preference for facing dyads (longer looking times toward facing vs. non-facing dyads) in adults, accompanied by 

higher ratings in all social semantic dimensions. Since, as mentioned above, we had previously shown that young 

infants (6-month-olds) exhibited the opposite pattern (longer looking times toward non-facing dyads), in 

Experiment 2, we asked when an adult-like preference for facing dyads emerges during development. Using the 

same stimuli and procedures as in adults, we tested infants in the first year of life (7 and 10 months) or in the 

second year of life (15 and 18 months) (Experiment 2a) and young (3 years) and older (5 years) children 

(Experiment 2b). Finally, since visual preferences for social stimuli in humans (e.g., for faces, biological motion 

or directed gaze) reveal ancient biologically-constrained mechanisms for social living, and as such are typically 

shared with other group-living species, in Experiment 3, we asked whether the visual sensitivity to facingness 
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observed in humans, could also be found in macaques (macaca mulatta). These animals live a rich social life 

(Cheney et al., 1986; de Waal & Luttrell, 1988) and, like humans, develop early visual preferences for socially 

relevant stimuli such as faces (Kuwahata et al., 2004) or directed gaze (Muschinski et al., 2016). Macaques were 

tested with stimuli and procedures similar to those used in human infants, children and adults. 

2. Experiment 1 – Human adults 

Human adults were presented with two dyads at a time, featuring two bodies facing each other and the very same 

bodies facing away from each other. We measured the preferential looking times with an eye-tracker. To test 

whether a possible difference in looking times could be explained by differences in low-level visual features 

between facing and non-facing dyads, participants were also tested on inverted images.  

 Materials & Method 

Participants. Twenty-four participants were tested (13 females; age range 19 years – 34, age M = 23.45, 

SD = 4.37). This sample size was defined a priori with a power analysis estimating the minimal sample for 

detecting a large effect in a two-tailed one-sample t-test (d = .60, α = .05, β = .80) using GPower 3.1 (Faul et al., 

2007). Participants reported no history of neurological or psychiatric disorders, declared to take no medication, 

were right-handed and had normal or corrected-to-normal vision. The present and following experiments on 

human participants were conducted according to guidelines of the Declaration of Helsinki, with written informed 

consent obtained from the participant before any assessment or data collection. All procedures were approved by 

the local ethics committee (CPP sud-est II), and conducted at the Institut des Sciences Cognitives Marc Jeannerod. 

Participants were paid 5€. 

Stimuli. Stimulus displays were identical to the stimuli presented in Chapter 2 (Figure 7A). Stimuli were created 

from grey-scale renderings of 16 human bodies (eight unique bodies in a lateral view and their mirrored images), 

edited with Daz3D (Daz Productions, Salt Lake City, UT) and the Image Processing Toolbox in MATLAB (The 

MathWorks, Natick, MA). Bodies had 16 different poses, all biomechanically possible. Sixteen unique facing 

body dyads were created combining the 16 bodies, with each body appearing twice across all dyads, once in 

profile looking left and the other time in profile looking right, each time paired with a different body. The 

positions of the two bodies in each facing dyad were swapped to create 16 non-facing (i.e., back-to-back) dyads. 

Across all dyads, the centers (5.3°) and the closest points (M = 3.12°, SD = 0.69) of the two bodies were equally 

distant from each other, t(30) = 0, p = 1.  Thus, facing and non-facing dyads only differed for the relative 

positioning of bodies. Dyads were used to create 16 different displays, used as stimuli during eye-tracking. Each 

display featured one facing dyad, and the corresponding non-facing dyad. The facing dyad was on the left in 50% 

of displays. Dyads appeared in a rectangular box highlighted with a different background color (lighter gray) 

relative to the screen background (darker gray), delineating two clearly distinct areas for each dyad on the screen. 

The two areas were separated by 19.9°, so that the two bodies of a dyad were much closer to one another than 

the two bodies of the other dyad. A dyad subtended on average 10.05° (SD = 0.71) of visual angle (for a single 

body M = 3.52°, SD = 1.11). Inverted displays were generated by rotating images by 180°. 
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Procedure. Participants sat ~60 cm away from a Tobii T60XL eye-tracker screen in a dark, soundproof cabin. 

The experiment began after eye-tracker calibration. Participants were instructed to pay attention to each display, 

without further instruction. They saw 16 trials showing upright displays and 16 trials with inverted displays. In 

every trial, displays showed two face-to-face bodies on one side of the screen, and the two same bodies back-to-

back, on the other side. Trials began automatically after the participant fixated a cross blinking in the center of 

the screen for at least 200 ms. The cross disappeared and the test display appeared for 2.5 s. Throughout the 

experiment, stimulus presentation, recording of eye-tracking data and behavioral responses were controlled 

through PsyScope X (http://psy.ck.sissa.it/). At the end of the experiment, participants completed a recognition 

test, in which they saw 8 body dyads presented during the experiment, randomly interleaved with 8 new body 

dyads. For each dyad, participants had to report whether it was shown during the eye-tracking experiment by 

pressing “o”, or not by pressing “w” (this mapping was counterbalanced for half participants) (Appendix C – 

Supplementary material 3.2). This memory task was included to ascertain that participants paid attention to the 

stimuli during the experiments. 

Analysis. Analyses were computed in R 4.0.2 (R Core Team, 2020), using eyetrackingR 0.1.8 (Dink & Ferguson, 

2018) for processing eye-tracking data, and ggplot2 3.3.6 (Wickham, 2016) for data visualization.  

Preprocessing. Each trial lasted 2500 ms. Series of up to 5 missing samples (below the threshold of 100ms 

defining the minimal duration of a fixation; van Renswoude et al., 2018; Wass et al., 2014) were linearly 

interpolated. Samples were coded depending on whether they were located on-image or off-image (e.g., missing 

samples, blinks, gaze in the center, on the background, or off-screen). On-image samples included fixations on 

either dyad. Off-image samples included fixations on any other location on the screen. 

Informative time window. We used the same data-driven approach described in Chapter 2, to determine the 

informative time window (ITW), corresponding to the points in time in which the majority of the participants 

looked at images in most trials (see Chapter 2; Goupil et al., 2022). For each participant, at every time point, the 

proportion of off-image eye-tracking samples was subtracted from the proportion of on-image eye-tracking 

samples. A positive score indicated a higher number of looks on-image, a negative score a higher number of 

looks off-image. For each point in time, the distribution of this score across participants was compared against 

chance (difference = 0) with a one-sample t-test. A cluster-mass permutation test was performed to identify 

significant clusters (Hochmann & Papeo, 2014; Maris & Oostenveld, 2007). The ITW was defined as the largest 

cluster of adjacent time points, with significant t values (p < 0.01, one-tail). The subsequent analyses were run 

within this ITW. 

Differential looking time. Differences in looking times were tested at each point in time within the ITW. For 

each participant, at every time point, differential looking times between facing and non-facing dyads were 

computed, separately for upright and inverted displays, as the difference between the proportion of eye-tracking 

samples on facing dyads minus the proportion of samples on non-facing dyads, divided by the proportion of 

samples on-image (sum of the two). Positive differences indexed a higher number of looks on facing dyads, 

negative differences indicated a higher number of looks on non-facing dyads. For time samples at which infants 

http://psy.ck.sissa.it/
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did not attend to images (the proportion of samples on-image was equal to 0), the difference was set to 0.  For 

each point in time, differential looking times were tested against chance (difference = 0), with a one-sample t-test; 

significant clusters (consecutive significant time points) were identified with a cluster-mass permutation test. 

Differential looking times for upright displays were then compared with differential looking times for inverted 

displays (t-test, two-tailed), and tested with a cluster-mass permutation test. In significant clusters, differential 

looking times were averaged across participants, for upright and inverted displays separately, and then tested 

against chance (difference = 0) with a one-sample t-test.  

 Results 

We identified an ITW starting 350 ms after the trial onset and lasting until the end of the trial (p < .001). The 

analysis within the ITW revealed a cluster between 717 and 1167 ms, in which participants looked significantly 

longer at facing, than at non-facing dyads when upright (p = .039; Figure 7B). No significant cluster was found 

for inverted displays (ps > .365). Furthermore, differential looking times for upright images (facing minus non-

facing) were significantly different from differential looking times for inverted images (467-950 ms; p = .026). 

In the significant cluster between 717 and 1167 ms (Figure 7C), average differential looking times were positive 

for upright displays (M = 0.10, SD = 0.18, t(23) = 2.60, p = .016, d = 0.53) showing that participants looked more 

at facing dyads than non-facing dyads. There was no significant effect when displays were inverted (M = -0.02, 

SD = 0.18, t(23) = -0.62, p = .543, d = -0.13). 

In sum, human adults looked at facing bodies longer than at non-facing bodies. This behavior was associated 

with the processing of bodies and their relations, as it disappeared when this information was disrupted by 

inversion. By analogy with interpretations of looking time differences between social and non-social stimuli 

(Bardi et al., 2011; Farroni et al., 2005; Galazka et al., 2014; Simion et al., 2008), this behavior may reflect a 

preference for facing dyads as the stimuli with the highest social value.  

3. Experiment 1b – Rating study on human adults 

We propose that two identical dyads of bodies differing only with respect to their spatial positioning are 

represented differently because one (the facing dyad) is assigned a higher social value than the other (the non-

facing one). Here, we verify the hypothesis that facingness adds social value to the visual scene, by asking human 

adults to rate facing and non-facing dyads, as well as individual bodies, with respect to perceptual dimensions 

(implied motion) and social semantic dimensions (meaningfulness of the scene, emotional content, and 

intentionality).  

 Materials & Method 

Participants. A total of 138 English-speaking participants (male and female human adults) were recruited and 

tested on Amazon Mechanical Turk®; data from one subject were discarded due to a technical failure. We 

considered this sample size sufficient to measure differences in ratings across conditions. We confirmed this, 

with a sensitivity analysis reported in the Results section. 
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Stimuli. Body dyads, created as explained above (Method of Experiment 1a), consisted of 30 unique bodies in as 

many unique body postures, which were randomly paired to create fifteen unique facing dyads. Fifteen non-

facing dyads were created by swapping the two bodies in each facing dyad. In each dyad, the centers of the two 

bodies were at the same distance from the center of the image (1.8°), which corresponded to the center of the 

screen. Moreover, the distance between the closest points of two bodies in a dyad was matched across facing and 

non-facing dyads (facing: 1.22°; non-facing: 1.24°; t(29) = 0.292, p = .250).  

Procedure. From Amazon Mechanical Turk®, participants were redirected to the online platform Testable® 

(https://www.testable.org/) where the experiment was implemented. During the experiment, participants saw 

facing dyads, non-facing dyads and each individual body that composed the dyads. They had to rate, on a 10-

points Likert scale, each image with respect to each of three social semantic dimensions (meaningfulness, 

emotional content, and intentionality) and a perceptual dimension (implied motion). Each dimension was rated 

in four separate blocks of 20 stimuli (5 facing dyads and 5 non-facing dyads and 10 individual bodies). In each 

block, in each trial, a stimulus was presented for 1.5 s. A 10-points Likert scale was shown on the bottom of the 

screen and remained until the response. Participants had unlimited time to respond. Each participant saw one of 

three different lists of stimuli, in which each body appeared only once (i.e., in one of the three conditions). The 

order of blocks and the order of stimuli within a block were randomized. The rating itself was preceded by the 

calibration of the screen (automated by Testable®), the informed consent and the task instructions (in English). 

At the beginning of each block, participants were shown a brief reminder of the instructions for that block (i.e., 

the dimension to evaluate).  

 Results 

As the main purpose of this study was to test differences in the participants’ judgment of facing and non-facing 

dyads, we first focused on pairwise comparisons (t-test) between the two types of dyads, separately for each 

dimension. Results (Appendix C – Supplementary figure S3) showed that facing dyads were rated significantly 

higher than non-facing dyads for all social semantic dimensions (Meaningfulness: t(137) = 6.72, p < .001, 

d = 0.57; Emotional content: t(137) = 5.13, p < .001, d = 0.44; Intentionality: t(137) = 5.55, p < .001, d = 0.47) 

but not for implied motion (t(137) = 1.10, p = .272, d = 0.09). These results demonstrated that, although facing 

and non-facing dyads were matched for perceptual dimensions (here captured by ratings of implied motion), their 

representation substantially differed with respect to dimensions that are important in encoding social interactions. 

Put in another way, the spatial relation between bodies in visually-matched images, changed the representation 

of conceptual dimensions such as meaningfulness, emotional content and intentionality. 

Extended results: We considered the ratings for individual bodies and tested how they related to rating of facing 

and non-facing dyads. Results showed that across all the social semantic dimensions, facing dyads were rated 

higher than individual bodies (Meaningfulness: t(137) = 7.05, p < .001, d = 0.60; Emotional content:  

t(137) = 7.07, p < .001, d = 0.60; Intentionality: t(137) = 7.55, p < .001, d = 0.64), while ratings did not differ 

between individual bodies and non-facing dyads (Meaningfulness: t(137) = -1.95, p = .053, d = -0.17; Emotional 

content: t(137) = 1.44, p = .153, d = 0.12; Intentionality: t(137) = 0.36, p = .719, d = 0.03). In contrast, individual 

https://www.testable.org/
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bodies were rated lower in implied motion, relative to both facing, t(137) = 7.06, p < .001, d = 0.60, and non-

facing dyads, t(137) = 5.79, p < .001, d = 0.49.  

Sensitivity analysis: Sensitivity analysis (GPower 3.1; Faul et al., 2007) showed that current sample size was 

sufficient to detect small differences in two-tailed paired t-tests (t = 1.98, df = 137, d = .21, α = .05, β = .80).  

4. Experiment 2 – Human infants and children 

Our previous research (see Chapter 2) had shown that 6-month-olds looked longer at non-facing than at facing 

dyads. Given that human adults here exhibited the opposite behavior, we reasoned that a shift must take place 

during the development, from longer looking times to non-facing dyads to a preference for facing dyads. Here 

we sought to establish when such shift takes place on an ontogenetic timescale, by testing infants at different 

stages of development. We considered infants (Experiment 2a) distinguishing between young infants (< 1 year: 

7 and 10 months) and older infants (>1 year: 15 and 18 months), and children (Experiment 2b), distinguishing 

between young children (3 years) and older children (5 years). 

5. Experiment 2a – Infants  

 Materials & Method 

Participants. Infants in the first year of life were 7-month-old (N = 20; 7 females; age range 6 months (m) 15 days 

(d) – 7 m 21 d, M = 7 m 03 d, SD = 11 d), and 10-month-old (N = 20; 9 females; age range 10 m 06 d – 11 m 17 

d, M = 10 m 22 d, SD = 13 d). Infants in the second year of life were 15-month-old (N = 20, 11 females; age 

range 15 m 05 – 15 m 27 d, M = 15 m 16 d, SD = 8 d) and 18-month-old (N = 20, 11 females; age range 18 m 02 

d – 19 m 04 d, M = 18 m 20 d, SD = 9 d). The sample size of 20 was chosen following a power analysis based on 

results in Goupil et al. (2022; Chapter 2; Experiment 1: d = −.71, β = .80, α = .05; minimal sample size N = 18; 

GPower 3.1). Six more infants were tested but rejected because of fussiness (see below). Written informed 

consent was obtained from the infant’s parents before any assessment or data collection. Parents were given 5€ 

for reimbursement of travel expenses. 

Stimuli and procedure. The same stimuli, paradigm and procedure as in the adults’ experiment were used, except 

for the following changes. First, only upright displays were shown; second, stimuli stayed on the screen for 5 s, 

rather than 2.5 s, to take into account infants’ slower processing of visual information (Hochmann & Kouider, 

2022); third, participants received no explicit instruction. Throughout the experiment, infants sat on their parent’s 

lap, at a distance of ~60 cm from the eye-tracker screen. The size of body dyads was sufficient to be clearly 

visible at 7 months (Goupil et al. 2022; Gwiazda et al., 1997). Parents were instructed to close their eyes during 

the experiment, to prevent biasing infants’ responses to the stimuli and interference with the eye-tracking. The 

experiment included 16 trials.  

Analysis. Fussiness was evaluated using a data-driven approach, as described in Goupil et al. (2022; see Chapter 

2). This approach aims at introducing objective criteria to define fussiness across experimenters and studies. In 

this approach, short looking times are used to identify trials in which infants are inattentive (trials with cumulative 
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looking times on dyads more than 1 SD below the mean), and low cumulative looking times averaged across all 

trials are used to identify infants who are globally inattentive (infants with looking time cumulated over all trials 

below 2 SD from the group mean). With these criteria, trials with a mean cumulative looking times shorter than 

two seconds were excluded (7 months: M = 1495, SD = 572; 10 months: M = 1238, SD = 486; 15 months: M = 

1275, SD = 751; 18 months: M = 1932 ms, SD = 666), and six infants (N = 1 at 10 &15 months; N = 2 at 7 & 18 

months). Excluded infants were replaced to achieve the desired sample size. In the final sample, an average of 

17.70 % (SD = 15.92) of trials was discarded (7 months: M = 19.94, SD = 21.99; 10 months: M = 19.30, SD = 

13.98; 15 months: M = 15.19, SD = 11.27; 18 months: M = 16.35, SD = 15.21). In order to test groups (and 

differences between groups) over the same time interval, looking times were analyzed within a common ITW. 

This was defined by computing the ITW of each group, and selecting the time period that was common to the 

ITWs of all groups. Differential looking times were computed inside this common ITW. Age differences were 

tested at each time point, by regressing the effect of age (7, 10, 15, 18 months) on the differential looking times. 

A cluster-mass permutation test (permuting difference score signs) was used for multiple comparison correction. 

 Results 

Each ITW started with a similar delay across age groups (7 months: 550 ms, 10 months: 533 ms, 15 months: 483 

ms, 18 months: 500 ms; all ps < .001), and lasted until 5000 ms. Thus, the common ITW was between 550 and 

5000 ms. Over this period, using age as regressor, we found three significant clusters (Figure 7B), at three 

consecutive intervals (2617–2833 ms, p = .046; 2983–3267 ms, p = .023; 3450–3733, p = .020). To explain this 

effect, differential looking times were averaged by infant across clusters. Under the a priori hypothesis that there 

would be a shift from longer looking times on non-facing dyads in younger infants (see Chapter 2), to longer 

looking times on facing dyads, as found in adults (see Experiment 1a), each age group was compared to the older 

age groups with one-tail t-tests. We found no difference between 7 and 10 months, t(38) = -0.48, p = .318, 

d = -0.15, and no difference between 15 and 18 months t(38) = -0.07, p = .471, d = -0.02. In contrast, we found 

significant differences between 7 and 15 months t(38) = -1.74, p = .045, d = -0.55, between 7 and 18 months 

t(38) = -1.86, p = .035, d = -0.59, and between 10 and 18 months t(38) = -1.86, p = .036, d = -0.59, and a trend 

for a difference between 10  and 15 months t(38) = -1.66, p = .052, d = -0.53. These results indicate a discontinuity 

in the infants’ behavior between the first and second year of life: younger infants (< 1 year) looked longer at non-

facing dyads; this difference disappeared in older infants (> 1 year) (Figure 7C). This developmental change was 

confirmed, by a t-test comparing infants <1 year (7- and 10-months-olds) against infants >1 year (15- and 18-

month-olds), t(78) = -2.52, p = .007, d = -0.56. A one-sample t-test against chance (difference = 0) found 

differential looking times significantly lower than 0 in the younger group, meaning that they looked longer at 

non-facing dyads (M = -0.10, SD = 0.31; t(39) = -2.11, p = .042, d = -0.33). In contrast, differential looking times 

did not differ from 0, in the older group (M = 0.05, SD = 0.24; t(39) = 1.39, p = .171, d = 0.22). In sum, differential 

looking times showed that infants within the first year of life looked longer at non-facing dyads. These findings 

replicated previous findings in 6-months-old infants, which were interpreted as reflecting a greater visual 
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complexity of non-facing dyads, relative to facing dyads (Goupil et al., 2022; see Chapter 2). The difference 

between the two conditions disappeared in the second year of life.  
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6. Experiment 2b – Children  

 Materials & Method 

Participants. We tested preschoolers at 3 years (N = 20, 8 females; age range 37 m 04 d – 47 m 25 d, M = 42 m 

09 d, SD = 154 d) and 5 years (N = 20, 10 females; age range 60 m 17 d – 71 m 26 d, M = 65 m 06 d, SD = 119 

d). All children were attentive and were included in the final analyses. Written informed consent was obtained 

from a parent before any assessment or data collection. Parents were given 5€ for reimbursement of travel 

expenses.  

Stimuli, procedures and analysis. Stimuli and procedures were identical to Experiment 2a, and so were the 

analyses. Trials with overall cumulative looking time below 1 SD from the group mean were discarded, which 

resulted in excluding 16.41 % (SD = 13.25) trials on average (3 years: M = 16.88, SD = 13.16; 5 years: M = 15.94, 

SD = 13.67). Excluded trials had a duration shorter than two seconds on average (3 years: M = 1413, SD = 671; 

5 years: M = 1904, SD = 697). The ITW for each age group was computed on the remaining trials. Then, 

differential looking times were computed on the common ITW comprising the time points common to the ITWs 

of the two groups. Age differences were tested at each time point, by comparing the differential looking times of 

the two groups (two-tailed t-tests). A cluster-mass permutation test (permuting difference score signs) was used 

to correct for multiple comparisons (permuting difference score signs).  

 Results 

Each ITW started with a similar delay in both groups (3 years: 500 ms, 5 years: 467 ms; all ps < .001) and lasted 

until 5000 ms. In the common ITW, from 500 to 5000 ms, we found a significant difference between groups in a 

cluster between 4367 and 4983 ms (p = .026; Figure 7B). Differential looking times inside this cluster were 

averaged for each subject, and tested against chance with one-sample t-tests (two-tailed). Showing continuity 

with infants in the second year of life, differential looking times did not differ from chance in 3-year-olds, M = -

0.10, SD = 0.26, t(19) = -1.71, p = .103, d = -0.38. However, they were significantly above chance in 5 year-olds, 

revealing an adult-like propensity to look longer at facing dyads, M = 0.14, SD = 0.20, t(19) = 3.13, p = .005, d 

= 0.70 (Figure 7C). A cluster-mass permutation test comparing the time course of differential looking times of 

5-years-olds against chance showed a significant cluster between 4400 and 4983 ms (p = .043). There was no 

significant effect for the 3-year-olds. 
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Figure 7. 

Stimuli and results of Chapter 3. 

 

Note: A) Stimuli. Examples of facing and non-facing dyads presented to humans (left) and macaques (right). In 

each trial, a facing dyad and a non-facing dyad featuring the very same bodies were presented simultaneously on 

the screen. B) Results of the time course analysis testing whether and when in a trial, subjects looked more at 

facing or non-facing dyads. For each time point, the curves show the proportion of looks to the facing dyads 

minus the proportion of looks to non-facing dyads, divided by the sum of the two. Horizontal dotted lines denote 

the chance level (0); positive values mean that subjects looked more to facing dyads; shaded areas around the 

curves denote standard errors from the mean; intervals highlighted by gray areas are those where significant 

differences between groups (left and central plots) or conditions (right plot) were found with cluster-mass 

permutation tests. From left to right: results of infants (below versus above than 1 year), children (3 versus 5 

years), and adults (upright versus inverted displays). Note that infants and children only saw upright displays). 

C) Results of the analyses on the differential looking times averaged across all the time points in the intervals 

where significant differences were found (gray areas in B). In the boxplots, dots indicate means, thick horizontal 

bars medians, lower and upper hinges 1st and 3rd quartiles respectively, whiskers the span encompassing values 
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largest/smallest than 1.5 times the inter-quartile range, small dots values beyond this range, and horizontal dotted 

lines the chance level (0). From left to right: results of infants, children, adults (upright and inverted stimuli) and 

macaques. Stars above boxes denote effects different from chance (0) (one-sample t-tests), starts between boxes 

denote significant differences between conditions (pairwise t-tests) * p < .05; ** p < .01.  

 

7. Experiment 3 – Macaques 

We tested the visual preference for facing dyads in a group of macaques, using video recording to measure 

looking times toward static images of facing vs. non-facing macaques. 

 Materials & Method 

Participants. Twenty-one juvenile rhesus macaques (Macaca mulatta; 11 females; approximate age: 2.5 years) 

were tested in an indoor environment, in which they were free to move around, without any restraining device. 

All subjects had previously taken part to experiments with visual stimuli presented on the computer monitor and, 

therefore, were familiar with the current setting. All housing and procedures conformed to current guidelines 

regarding the care and use of laboratory animals (European Community Council Directive No. 86–609), and were 

approved by our local ethics board (03.10.18) and the French Ministry of Research (10.10.18) (Appendix C – 

Supplementary material 3.2). 

Stimuli. A set of ten colored images was created including five unique photographs of macaques (open licensed 

pictures available on Google Image) and their mirrored images (Figure 7A). In each image, the monkey appeared 

on a white background in lateral view, sitting in a natural posture with neutral facial expression, and gaze, head 

and body oriented in the same direction (leftward or rightward). Twenty unique facing dyads were created 

combining the ten photographs. Each body was presented once in each view (i.e., oriented leftward or rightward) 

paired with another individual. Individual bodies were placed at the same distance from the center of images 

(visual angle: 10°). To create 20 non-facing dyads, the positions of the two bodies in each facing dyad were 

swapped. Thus, facing and non-facing dyads only differed for the relative positioning of bodies. Stimuli for the 

experiment consisted of displays featuring a facing dyad and the corresponding non-facing dyad image (visual 

angle: 20 × 15.33°), next to each other (the facing dyad was on the left in 50% of displays), separated by 2° of 

visual angle. Both dyads showed the same monkeys, only differing for the positioning of bodies. Each dyad 

appeared once on the left side of the screen, once on the right side. Dyads were equally distant from the center of 

the screen.  

Procedures. Each subject was temporarily separated from the social group and placed into the testing area, a 

large cage (87 x 100 x 120 cm) in which the animal was free to move, with a front, delimited by a large-mesh 

metallic grid. A computer monitor (35 x 61cm; 2560 x 1440 resolution) was placed 60 cm from the grid. Subjects 

were given five minutes to habituate to the testing area, before the experiment began. A moving geometric pattern 

accompanied by a non-social sound appeared in the center of the screen to attract the subject’s attention; when 

the animal looked toward the screen, a stimulus was shown for 5 s. Stimulus presentation was triggered by an 

experimenter, who monitored the animal’s behavior on a separate monitor connected to a webcam (not visible to 
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the subject). During the experiment, subjects were recorded with a webcam (30 fps) placed on the top-center of 

the screen. Video recording onset/offset was automatically triggered at the start/end of each stimulus presentation, 

controlled through Psychopy v1.90.2 (Peirce et al. 2019). In total, each subject was presented with a maximum 

of 10 trials. The spatial arrangement of dyads on the first trial (e.g., facing dyad left, non-facing dyad right) was 

counterbalanced across subjects. The positioning of facing and non-facing dyads on the display (left or right) 

alternated across trials.  

Analysis. Subjects’ gaze position (left/right/other/off-screen) was manually coded offline, frame-by-frame, by a 

researcher (HR) blind to the position of the two dyads on the screen. This researcher had been established as 

reliable using this coding scheme, with very good reliability scores (ĸ = 0.84) obtained in a previous study with 

the same paired-stimuli presentation set-up and the same coding scheme (Rayson et al., 2021). On each video-

frame, the coder decided whether the monkey looked at the right image, the left image, in an ambiguous location 

or in a task irrelevant location (off the display). Each entry of the coding file indicated the number of consecutive 

frames during which the monkey looked in either direction. Next, this number was multiplied by the frame 

duration (in seconds), to obtain a looking time. Trials in which the monkey looked at the two dyads for less than 

500 ms in total, were discarded. Subjects with less than two trials were discarded. For the remaining monkeys, 

for each trial, differential looking time was computed as the difference between looking time to the facing dyad 

minus looking time to the non-facing dyad, divided by the total looking time (sum of the two). For each subject, 

differential looking times were averaged across trials and tested against chance (difference = 0) with a one-sample 

t-test, where positive values denoted longer looking times toward facing dyad and negative values denoted longer 

looking times toward non-facing dyad.  

 Results 

Five monkeys were excluded as they never attended to the displays. One more subject provided only one trial 

above the inclusion criterion (looking time >500 ms) and was excluded from subsequent analyses. For the 

remaining subjects (N = 15; 7 females), on average the 35% (SD = 29) of trials were discarded due to looking 

times <500 ms. The analysis of the remaining trials of these 15 subjects revealed significantly positive difference 

scores (M = 0.20, SD = 0.22, t(14) = 3.56, p = .003, d = 0.92) (Figure 7C), indicating longer looking times for 

facing than for non-facing dyads. Thirteen out of 15 macaques exhibited longer looking times for facing than 

non-facing dyads (Exact binomial test p = .007). 

8. Discussion 

Human adults, children and infants as well as macaques were tested in a preferential looking paradigm, to 

measure a possible visual bias for facing versus non-facing body dyads. On our hypothesis, while both facing 

and non-facing bodies are highly salient social stimuli, if facingness adds critical social value to the stimuli, 

participants should spontaneously look longer toward facing (vs. non-facing) dyads, similarly to what is observed 

when other socially relevant stimuli (faces or biological motion) are compared with visually-matched stimuli 

(Bardi et al., 2011; Farroni et al., 2005; Galazka et al., 2014; Simion et al., 2008). Differential looking times 
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showed a bias for facing dyads in human adults. Consistent with the interpretation of this effect in terms of 

preference, human adults rated facing dyads higher than non-facing dyads in social semantic dimensions such as 

intentionality, meaningfulness, or emotional content. A similar preference was also found in children by 5 years, 

but not in younger infants/children, suggesting that the preference for facing dyads is a relatively late achievement, 

which might signal the development of sophisticated social cognitive abilities. Finally, macaques, nonhuman 

primates living in complex social systems and developing visual processes close to humans, also looked longer 

at facing (vs. non-facing) conspecifics. These results and their implications are discussed in the following. 

The visual preference for facing dyads  

We interpret the preference for facing bodies in human adults and children as analogous to preferences observed 

for other socially relevant stimuli such as faces (Farroni et al., 2005) or biological motion (Bardi et al., 2011; 

Simion et al., 2008) when compared with visually-matched stimuli. Consistent with this interpretation, human 

adults evaluated that facing bodies looked more intentional, carried richer emotional content and gave rise to a 

more meaningful scene than the very same bodies presented back-to-back. These results are in line with previous 

research showing that orienting individuals toward one another increased observers’ ratings of the scene as 

depicting social interaction (Isik et al., 2020; Zhou et al., 2019). Moreover, they add to behavioral studies showing 

that humans readily extract information about social interaction from static images (Glanemann et al., 2016; Hafri 

et al., 2013; 2018; Isik et al., 2020; Zhou et al., 2019). These researches indicate that static visual features, like 

dynamic features, contribute to representing social events. Facingness, illustrating the need to access each other 

while interacting, may be one such feature. 

The emergence of the visual preference for facing dyads through development 

The visual preference for facing dyads was not found in the first years of life: In contrast to adults and 5-year-

olds, infants did not prefer people facing over people non-facing. Seven- and 10-months old infants looked longer 

at non-facing bodies than facing bodies, replicating results of Chapter 2 (Goupil et al., 2022). As discussed in 

Chapter 2, this behavior can have two interpretations, not mutually exclusive. First, infants’ longer looking time 

to non-facing bodies might reflect surprise, or violation of the expectation that two nearby bodies are oriented 

toward one other, and even interact. In this perspective, longer looking times to non-facing bodies versus facing 

bodies would be similar to previously reported effects of longer looking times toward uncanny faces versus 

natural faces (Lewkowicz & Ghazanfar, 2012), or disarticulated bodies versus regularly structured bodies 

(Slaughter et al., 2002; Zieber et al., 2015), and reflect an expectation regarding how people should be positioned 

when they are spatially close.  

A second possible explanation is that young infants look longer at non-facing bodies because they process them 

more slowly than facing dyads. As shown in Chapter 2 (Experiment 2), infants looked at facing dyads for as long 

as they looked at single bodies; and the looking time toward facing dyads and single bodies was shorter than the 

looking time toward non-facing dyads. This interpretation is encouraged by a wealth of results suggesting that 

human adults process facing dyads as a unitary structure, with an increase of the computational efficiency, also 
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captured by a decrease in processing times, while they process non-facing bodies as separate perceptual units 

(see Adibpour et al., 2021; Kaiser et al., 2019; Papeo, 2020). Note that a similar interpretation is also encouraged 

by the results reported in Chapter 1. There, we targeted a neural signature of integration, previously associated 

with perceptual grouping, and showed that this response was larger for facing than non-facing bodies.  

It should be noted that those effects in human adults were found in the neural responses, or in behavioral measures 

(i.e., reaction times or accuracy rates) during difficult visual tasks (with fast, near-threshold visual stimulation, 

with visual masking; see Papeo, 2020). Relatively small differences in visual perception require specific 

paradigms to be highlighted in adults, and can hardly be captured during passive observation, as used in the 

current study, where we found no evidence for less efficient processing of non-facing bodies in adults. The current 

paradigm rather emphasized the explicit evaluation of the stimuli, which would reflect the social values of the 

stimuli, under the hypothesis that individuals have a spontaneous tendency to attend to more (vs. less) socially 

relevant stimuli (see Di Giorgio et al., 2021; New et al., 2007). As a result, individuals looked longer at facing 

(vs. non-facing) dyads. This effect was first found in 5-year-olds suggesting that at this age: a) the perceptual 

system is mature enough to process with efficiency both facing and non-facing dyads (unless the task is designed 

to highlight subtle differences); and b) children have developed the abilities for appreciating differences in the 

social value of facing and non-facing dyads.  

The relatively late emergence of the preference for facingness suggests the computational difficulty of the process. 

Before 5 years, infants show a preference for directed gaze/movements (Farroni et al., 2004), and can understand 

mutual gaze between others as a social act, but only when accompanied with other powerful cues of social 

interaction such as conversation or motion (Beier & Spelke, 2012; Galazka et al., 2014; Thiele, Hepach, Michel, 

& Haun, 2021a). What our results suggest is that the social value of facingness is much harder to infer from static 

body postures of a third-party event. This would require the observer to represent each individual’s orientation 

of attention and put the two in relation, as well as understanding that facingness is as relevant to others as it is to 

oneself (i.e., when directed to oneself), and attributing to others the ability to interpret gaze/body orientation, a 

core component of theory of mind. 

Finally, we note that it is possible that the abilities for the social evaluation of facing/non-facing dyads, which 

would resolve into a preference for facing dyads, emerged before 5 years, but were masked by the effect of visual 

complexity producing the opposite effect (longer looking times for non-facing dyads). In this case, the two effects 

would cancel each other out resolving into a null effect in the second and third year of life. It also remains possible 

that the effect of visual complexity vanishes in these age groups, but the abilities for social evaluation are not yet 

developed. Future research, with paradigms designed to untangle the effects of visual complexity and social 

preference, will clarify the developmental change that leads from an effect (longer looking times toward non-

facing dyads) to the other (longer looking times toward facing dyads).  
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Evolution of a social mind 

Like humans, macaques exhibit a preference for socially relevant stimuli. For instance, infant macaques look 

longer at schematic faces relative to visually matched schemata (Kuwahata et al., 2004), and at directed gaze 

relative to averted gaze (Muschinski et al., 2016). Like humans, macaques here looked at facing conspecifics 

longer than at non-facing conspecifics, suggesting a preference for the former stimuli. Like in humans, in the 

macaques’ group-living, facingness is core to social interaction since infancy (Ferrari, et al., 2009), supporting 

the development of socio-cognitive skills like joint attention (Simpson et al., 2016), and aspects of socialization 

such as hierarchical ranking (Mazur, 1985). The preference for facing dyads reported here indicates that 

macaques understand the declarative referential content of facingness, that is, they are capable of generalizing 

the social meaning of facingness, which they appreciated when self-directed, to third-party interactions.  

Conclusions 

Present works suggest that the spatial relation facingness between two conspecifics elicits longer looking times 

in human adults, and children, as well as in monkeys, which we interpret as preference. The social value of spatial 

relations between individuals may have pressured the primate visual system to tune to this information 

precociously. In fact, at six months, infants can already use the relative spatial positioning of bodies to 

discriminate between otherwise identical visual scenes (Chapter 2-3). However, understanding the social 

significance of people facing may require the development of complex cognitive abilities that are achieved later 

on. A spontaneous visual preference for facing dyads in humans as well as monkeys can be crucial for selecting 

and processing aspects of the visual environment from which individuals can learn the most, namely, social 

interaction and relational structures, setting individuals on the path of social learning. 
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General discussion 

Beyond individual behaviors, people’ interactions structure the social world into networks of relations. Building 

on previous work (see Papeo, 2020 for an overview), we hypothesized that, in order to detect and recognize 

interactions, human vision may have developed specialized mechanisms, sensitive to the characteristic visual 

features of social interaction. This thesis focused on facingness, a spatial positioning common to many social 

interactions, for it supports mutual perceptual access. We addressed the specialization for processing face-to-face 

people, asking the following questions: Are facing people processed differently from non-facing people in visual 

perception (Chapter 1)? How early in life infants manifest a sensitivity to socially-relevant spatial relations 

between people (Chapter 2)? What is the relationship between representing facingness (i.e., a spatial relation) 

and representing social interaction (Chapter 3)? 

1. Grouping bodies 

Building on previous work, showing that facing bodies are perceptually, automatically grouped, in Chapter 1 we 

developed a paradigm based on frequency-tagged in EEG to measure a physiological correlate of grouping. We 

found that facing (vs. non-facing) dyads elicit a stronger intermodulation response in the EEG signal. This 

response could only emerge if neural populations had received and integrated non-linearly visual inputs from 

both bodies (Ratliff & Zemon, 1982; Regan & Regan, 1988; Victor & Conte, 2000). Hence, it indicates that the 

human adult brain automatically integrates the individual representation of face-to-face bodies in a holistic 

percept. By analogy with studies evidencing signals of intermodulation with face features forming a face 

(Boremanse et al. 2013; 2014), agents moving synchronously (Alp et al., 2017), and social groups (Mersad & 

Caristan, 2021), this result suggests that perceptual mechanisms analogous to those that underlie integration of 

low visual information in a gestalt (Alp et al., 2016), or figure ground segregation (Appelbaum et al., 2008), can 

also operate to integrate higher visual information signaling meaningful relations between these entities (here, 

bodies).  

Moreover, this result converges with previous work in showing that human vision may have developed perceptual 

mechanisms analogous to those involved in individual face and body perception, for processing dyads of face-

to-face (seemingly interacting) people as single visual units (Papeo, 2020). Using fMRI, Abassi & Papeo (2020) 

reported evidence of integration of facing dyads in the form of neural activation predicted by a non-linear 

combination of the neural response to the individual bodies. Furthermore, he processing of facing dyads has been 

associated with an increased inversion effect, a behavioral index of the integrated processing of parts into whole 

(Papeo & Abassi, 2019; Papeo et al., 2017), which also predicts the response to body dyads in areas of the visual 

cortex (Abassi & Papeo, 2022).  

Concurrently with the stronger intermodulation signal for facing versus non-facing dyads, in Chapter 1 we also 

reported that the neural response at fundamental and harmonic frequencies was reduced for single bodies 

presented in facing (vs. non-facing) dyads. This effect is in line with evidence showing that grouping reduced 

access to the individual parts of the grouped representation (here, single bodies). In particular, in a visual search 
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experiment (Papeo et al., 2019), it was shown that while subjects were more efficient at finding a facing dyad in 

a crowd, relative to a non-facing dyad, they were less efficient at finding an individual body-target when it was 

embedded in a facing dyad, than in a non-facing dyad. This pattern was reminiscent of the so-called “object 

inferiority effect”, that is, the less efficient detection of face features such as an eye or a mouth, presented in a 

regular face schema, relative to a scrambled face (Suzuki & Cavanagh, 1995). By showing that the grouped 

representation of facing dyads interferes with access to individual bodies, these findings support the hypothesis 

that bodies in that configuration are processed at a global level, a grouped representation. 

Another line of visual search experiments supports the automatic grouping of facing bodies. Earlier work showed 

that the serial search for a target-object through distractor-objects is more efficient when distractors are arranged 

in a meaningful way, forming functionally related sets (mirror above sink, monitor above keyboard, etc.) (Kaiser 

et al., 2014). Kaiser et al. (2014; Kaiser et al., 2019) proposed that objects in meaningful spatial relations are 

automatically grouped, effectively reducing the number of distractors to process in the search array. We reported 

a similar effect with facing (vs. non-facing) bodies (Papeo, Goupil & Soto-Faraco, 2019). In Experiment 3, we 

showed that participants search more efficiently for a non-facing dyad (target) among facing dyads (distractors), 

than vice versa. Because this difference increased with the number of distractors, the advantage depended on the 

processing of distractors (i.e., how efficiently distractors could be checked and rejected in the search). Appendix 

E of this thesis reports a replication and an extension of the visual search work, defining the task- and stimulus-

level conditions that determine how meaningful spatial relations between people and objects affect visual search 

(see also Goupil, Kaiser & Papeo, 2023). In the above studies grouping was inferred from behavioral patterns of 

performance (cost of inversion effect on body recognition, or visual search performance in different visual search 

task conditions) or from the lack of a linearity in the neural response to facing bodies. In Chapter 1, by measuring 

intermodulation response, we provide the possibly most direct evidence that two facing bodies, more strongly 

than two non-facing bodies, evoke automatic integration; in sum, they are grouped in a single perceptual unit. 

Chapter 2 further investigated –and demonstrated– that an analogous grouping mechanism can apply to the 

infants’ processing of multiple bodies. This was shown in a series of experiments measuring the differential 

looking times of 6-months-old infants presented with two scenes, each consisting in one or two bodies. First, we 

showed that infants are sensitive to spatial relations between people, particularly distinguishing between bodies 

in a positioning that cue interaction/relation (face-to-face or face-to-back) versus unrelated (back-to-back) bodies. 

Second, we showed that related (face-to-face) bodies were looked at for as long as single bodies, but for a shorter 

time than unrelated (back-to-back) bodies. We proposed that this effect reflected more efficient processing of 

facing dyads, as efficient as the processing a single unit (e.g., a single body). On this interpretation, 6-months-

old infants, like adults, may group facing bodies in one visual unit, which reduces processing time. 

2. Social evaluation 

Our experimental work has shown that facing people are represented as a single group or visual unit, that is more 

than the sum of the individual bodies. But what is “more”? What additional value or information results from the 

representation of grouped bodies? 
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The facing dyads used in our (and previous) experiments did not necessarily depict familiar interactions, as bodies 

were paired without regards to the meaning of individual postures (for instance, a guy dancing could be paired 

with someone punching him). Yet, in Chapter 3, we showed that adults rate facing dyads higher than non-facing 

dyads on social semantic dimensions. Moreover, adults, 5-years-old children and macaques showed spontaneous 

visual preference for facing dyads vs. non-facing dyads, similar to the visual preference extensively documented 

for socially relevant stimuli such as faces (vs. scrambled faces), or biological motion (vs. random motion) (Bardi 

et al., 2011; Farroni et al., 2005; Simion et al., 2008). Hence, even though dyadic scenes were not systematically 

interpretable, the mere facingness enhanced the social value assigned to the images and evoked a spontaneous 

visual preference, suggesting that facingness, just like faces and biological motion, works as a powerful social 

signal, holding an individual attention.  

The idea that social information yields spontaneous visual preference is common in the literature (End & Gamer, 

2017; New et al., 2007). Walbrin & Koldewyn (2019) have proposed that interacting people are processed more 

extensively than non-interacting people for they convey “something more”, some socially relevant information 

that may spontaneously attract adults’ attention, relative to less relevant information (see also Skripkauskaite et 

al., 2022). According to Thiele, Hepach, Michel, Gredebäck, et al. (2021), third-party interactions spontaneously 

attract attention for they are intrinsically rewarding. With this hypothesis, Thiele, Hepach, Michel, & Haun 

(2021a) observed that infants at the end of their first year of life prefer social scenes presenting powerful cues of 

interactions, such as conversation or motion, over non-interactive scenes. In our studies, visual preference for 

facing dyads emerged much later, at 5 years, suggesting that evaluating the social value of a scene from static 

body postures of individuals, without any further interaction cue, is more difficult. 

Altogether, the findings reported in Chapter 2-3 suggest a two-step process of social interactions from static 

depiction of human bodies. In the first step (perceptual analysis), bodies are grouped as a structured unit, on the 

basis of visuo-spatial cues such as spatial proximity and facingness. The first step is already social in a certain 

sense, as it only applies to dyads of social agents (bodies). Replacing one body with a plant (Chapter 2), or both 

bodies with objects (Chapter 1), halted grouping. In the second step (social evaluation), this unit is further 

analyzed and evaluated as a social interaction. Developmental data shown in Chapters 2-3 suggest these 

hypothesized two steps may develop sequentially. Six- to 10-months-old infants supposedly processed a facing 

dyad as a group, but there was no evidence that they saw them as more social compared to non-facing dyads, at 

least considering the visual preference measure. In contrast, 5-years-old children and adults’ visual preference 

for facing dyads (Chapter 3) may indicate that they recognize facing dyads as socially relevant signal, possibly, 

as social interactions.  

3. Outstanding questions and limitations 

The studies reported in this thesis suggest that facing dyads are automatically grouped into social wholes. What 

are the limits of our studies? What alternative interpretation may be proposed? What happens next? 
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 The “attentional hotspot” hypothesis 

In several occasions, the phenomena we observed did not generalize to other classes of objects, indicating that 

they are specific to social objects. In Chapter 1, intermodulation was found with facing bodies, but not facing 

objects. In Chapter 2, infants did not discriminate relations between bodies and plants.  

In contrast, other lines of research have argued that relations between non-social objects can affect how they are 

perceived. Vestner et al. (2020; 2021; 2022) argued that facingness can facilitate the visual processing of any 

object with a clear antero-posterior organization (e.g. cars, fans, arrows, etc.). They proposed that, when 

organized in facing pairs, those objects direct attention in-between them, generating an “attentional hotspot” that 

captures attention. However, attentional capture in visual search experiments was found with some categories of 

facing objects (e.g. cars, fans, bicycles), it failed with other categories with similar antero-posterior organizations 

and pointing directions (e.g. shoes, guns, chairs) (Vestner et al., 2020; 2021; 2022). Since it is unclear how this 

effect generalizes, it is unclear what produces it; having an anterior-posterior structure does not seem to be 

sufficient. Most critically, as detailed below, the attentional hotspot hypothesis does not fit the data in the present 

thesis. 

In Chapter 1, different patterns were observed for bodies on the one hand, and chairs and machines on the other 

hand, despite that all stimuli had an antero-posterior structure. There was no hint of intermodulation oscillations 

for chairs or machines. An exploratory analysis (Appendix A – Supplementary material 1.1) more directly 

addressed the attentional hypothesis, by measuring alpha band suppression, a common marker of attentional 

enhancement (Klimesch, 1999; Klimesch et al., 1998; Sauseng et al., 2005). This analysis found lower alpha 

levels with facing bodies and objects compared to non-facing bodies and objects, indicating that facingness could 

enhance attention for both types of stimuli, consistent with the attentional hotspot hypothesis. In sum, facing 

objects may indeed create an attentional hotspot, but this effect does not necessarily pattern with intermodulation 

oscillations, and thus, cannot account for the specific integrated representation of facing bodies. 

In Chapter 2, the attentional hotspot hypothesis critically failed to predict infants’ looking times. Indeed, despite 

being already sensitive to directional cues provided by heads, gaze or hands (Butterworth & Itakura, 2000; Farroni 

et al., 2004; Reid et al., 2004; Scaife & Bruner, 1975), 6-months-old infants looked longer at non-facing dyads 

than at facing dyads. Moreover, facing dyads failed to capture attention, as analyzing first fixations found that 

infants did not orient their first look on facing dyads but equally between both types of stimuli (Appendix B – 

Supplementary Table S2). 

In Chapter 3, if the attentional hotspot enhancement could successfully account for longer looking times at facing 

dyads in adults and 5-year-olds, it fails to account for the behavior of younger populations similarly to how it 

fails in Chapter 2. Again, it is unclear why the structure of bodies, to which infants are sensitive since 3.5 months 

(Zieber et al., 2015), would fail to direct attention before 5 years of development when directional cues provided 

by heads, gaze or hands already direct the attention of infants and even neonates (Butterworth & Itakura, 2000; 

Farroni et al., 2004; Reid et al., 2004; Scaife & Bruner, 1975).  
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 Integrating visual and social information 

How does a visuo-spatial relation like facingness become a social information? What mechanism may attach a 

social value to the grouped percept of facing bodies? 

Chapter 3 suggests that facingness adds value and meaning to body dyads, consistent with research showing how 

static visual features such as spatial proximity, relative positioning, or body postures speak to human observers, 

who readily interpret social relations from them, assign roles and intentions to the interacting people, and identify 

the type of interaction going on (Glanemann et al., 2016; Hafri et al., 2013; 2018; Isik et al., 2020; Zhou et al., 

2019). The proficiency of humans in doing so contrasts with the difficulty of up-to-date artificial models of vision, 

like feedforward neural networks expert at object recognition, in recognizing the structure of social scenes such 

as relations between people (Ben-Yosef et al., 2017; Lake et al., 2017; Summerfield et al., 2020). This highlights 

the lack of a computational account on how visual features cueing relations, such as facingness, allow a system 

to classify such relations. Recent advances in this direction have integrated a stage for the explicit processing of 

visuo-spatial relations between social agents (e.g., facingness) in a visual neural network (i.e., graph neural 

network model), and shown a significant improvement towards human-like interaction recognition in the 

network’s performance (Malik & Isik, 2022). The two-step process proposed in the discussion of this thesis may 

guide future investigations on this issue. In particular, the second step suggests that understanding social relations 

needs processes beyond integrating visual information about the bodies and spatial relations of people. In 

agreement with this, Isik et al. (2020) found that meaningful social interactions are represented neurally at a 

slower speed than predicted by feedforward models of object recognition, suggesting additional iterative 

processes. 

4. Conclusion 

This thesis addressed how humans represent socially-relevant relations between social agents (people). We 

focused on facingness, a visuo-spatial relation which supports mutual perceptual accessibility between two agents. 

We showed that the individuals represent facing people as wholes, but not non-facing people (Chapter 1). Infants 

as young as 6 months show sensitivity to spatial relations between people and seem to process facing dyads like 

single visual units as if they grouped them like adults do (Chapter 2). This visual sensitivity slowly evolves into 

a visual preference by 5 years of life, a preference that gregarious non-human primates show as well, and may 

signal the recognition of social interaction from the mere face-to-face body positioning of social agents (Chapter 

3). To conclude, experimental data were discussed in a model proposing that visual perception supports the 

representation of social interaction, by grouping individual persons into a holistic percept, available for later 

socio-cognitive processes encoding its social meaning. 
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Appendices 

1. Appendix A – Supplementary material of Chapter 1 

 Alpha suppression analysis 

Researchers have hypothesized that spatial relations between non-social objects with clear anterior-posterior 

organizations can affect the processing of visual scenes, the same way spatial relations between bodies do. 

Pointing toward each other, facing non-social objects would enhance attentional processing, by generating 

attentional hot-spots in-between them (Vestner et al., 2020; 2021; 2022). Such attentional process would explain 

effects observed with facing bodies. 

The present analysis aimed at testing that hypothesis, by measuring the level of attention during the frequency-

tagging experiment reported in Chapter 1. In EEG, modulations of attention can be evidenced in the Alpha band, 

as a suppression of power (Klimesch, 1999; Klimesch et al., 1998; Sauseng et al., 2005). Thus, to test whether 

facingness enhanced visual attention, next analysis measured whether Alpha suppression was stronger with 

facing body dyads, as well as facing object pairs, compared to non-facing bodies or objects. 

This was made possible by the design of Chapter 1, that allowed measuring broad band effects at the same time 

with Steady-State Visually Evoked Potentials (SSVEP). Short resting state periods before each trial allowed 

measuring a baseline activity, which could be used to normalize activity in the Alpha band across trials. Power 

in the alpha band could then be dissociated from narrow band effects such as SSVEPs, scattered over the spectrum 

(at F1, F2, harmonics and intermodulation frequencies). Though both types of activities may overlap on some 

frequencies, analyzing them separately can show different effects, unraveling different processes (Aissani et al., 

2011). Thus, broadband power suppression in the Alpha band (8 – 13 Hz), could be isolated from narrowband 

SSVEPs. 

Analysis 

Procedure. Each trial lasted 80 seconds (s), starting with a buffer period of 10 s during which participant could 

retrieve their position. This buffer period was recorded and could be used as a baseline for a time-frequency 

analysis. Cumulating up to ~2 minutes, this baseline accounted for slow drifts of impedance along the whole 

testing, and recorded neural activity equally before each condition. As participants had to fixate the screen during 

testing, recording was eyes open, a better baseline for visual stimulation. 

Preprocessing. Trials included the baseline and the stimulation period of the SSVEP analysis (total duration of 

78.989 s). Data were down sampled at 100 Hz to reduce computation time (total of 7898 samples). Amplitude 

was normalized by subtracting each electrode its mean amplitude. Trials of the same category and configuration 

were averaged regardless of frequency side. Because alpha suppression can be topographically widespread 

(Klimesch, 1999), following analysis was performed averaging all electrodes. 
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Alpha suppression. Trials were much longer compared to experiments investigating event-related Alpha 

suppression. To account for changes over time, Alpha suppression was analyzed in time-frequency using the 

Filter-Hilbert method. The following was computed by participant and condition. A linear-phase finite impulse 

response band-pass filter (8 – 13 Hz) using least-squares error minimization was applied on down-sampled EEG 

data (Matlab firls and hilbert functions). Filter kernel was centered on 10 Hz, included at least three cycles of the 

lowest frequency and had a transition widths of 0.1 Hz. The analytic signal of filtered data was obtained by 

Hilbert transform. The envelop of the analytic signal provided the amplitude of the Alpha band. Next, amplitude 

was normalized by computing the percentage change from baseline (PCB). The average amplitude during the 

baseline was subtracted from the amplitude at each time point, this difference was divided by the baseline average, 

then multiplied by 100: PCB(𝑡) =
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑡−𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ∗ 100. The PCB is negative if the amplitude was lower 

relative to baseline, positive if it was higher. To account for the variability over time, time series of the PCB were 

smoothed with the smooth function of Matlab, over spans of 10 s. Effects of Configuration, Category and the 

interaction between the two were computed at each time point. The effect of Configuration was computed as the 

difference between the PCB for face-to-face stimuli and the PCB for back-to-back stimuli. Thus, a negative value 

indicates stronger Alpha suppression for face-to-face stimuli; a positive value indicates stronger Alpha 

suppression for back-to-back stimuli. The effect of Category was measured as the difference between the PCB 

for Bodies and the PCB for Objects. A negative value means stronger Alpha suppression for bodies; a positive 

value means stronger Alpha suppression for objects. The Category by Configuration interaction was computed 

as the difference between the effect of Configuration with Objects and the effect of Configuration with Bodies. 

Significance was assessed by Wilcoxon signed-rank tests against chance (0). The time windows of effects and 

interaction were determined by testing each time point. To correct for multiple comparisons, clusters of at least 

two adjacent electrodes showing significant effects (α = .05) were submitted to cluster-mass permutation analyses 

(Maris & Oostenveld, 2007). 

Results 

There was a significant difference between the PCB recorded with stimuli face-to-face of both categories, 

compared to stimuli back-to-back of both categories between 47.53 and 56.72 s (p = .0384; Supplementary Figure 

S1). In this time window, PCB was lower for stimuli face-to-face (M = -0.20, SD = 22.06) than stimuli back-to-

back (M = 11.14, SD = 21.69). There was no effect of Category and no interaction between the two effects. 
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Supplementary Figure S1. 

Time course of Alpha suppression. 

 
Note: A) Time course (x axis) of the Alpha band amplitude’s Percent Change from Baseline (PCB, y axis) for 

each condition. Each curve represents the average PCB of one condition, the corresponding shaded area indicates 

the standard error from the mean. A dashed vertical line indicates the end of the baseline period and the start of 

the stimulation, 10 seconds after trial start. The gray rectangle highlights the time window during which the PCB 

was different with stimuli face-to-face compared to stimuli back-to-back. B) Boxplots represent the distributions 

of the PCB during that window, averaged by participant, for each condition. Conditions are color-coded: blue = 

face-to-face bodies, green = back-to-back bodies, orange = face-to-face objects, yellow = back-to-back objects. 

 

Summary 

Alpha rhythms were more suppressed when participants viewed stimuli face-to-face compared to when stimuli 

were back-to-back, suggesting that participants paid more attention to stimuli face-to-face (Klimesch, 1999; 

Klimesch et al., 1998; Sauseng et al., 2005). The category of stimulus had no effect. 

This pattern is consistent with the hypothesis that objects with a clear directionality generate attentional “hot-

spots” (Vestner et al., 2020, 2021, 2022). However, it cannot account for the effects recorded on SSVEPs, as the 

effect of Configuration on Alpha suppression was insensitive to the category of stimuli and located inside the 

frequency band where intermodulation was absent.  

This suggests the coexistence of two different mechanisms: a perceptual mechanism specifically integrating 

bodies in the spatial configuration of social interaction, and a general attentional mechanism cued by the direction 

of objects organized along an anterior-posterior axis. 

  



 

 101 

2. Appendix B – Supplementary materials of Chapter 2 

 

Supplementary Table S1.  

Summary of sample sizes in the literature. 

Study    Sample sizea  Topic     Age 

Baillargeon et al. (1985)  N = 21-22b  Object permanence   4-6 months 

Farroni et al. (2005)  N = 12-17  Social perception   newborns 

Gluckman & Johnson (2013)  N = 32   Social perception   6 months 

Gwiazda et al. (1997)  N = ~24c   Vision    2-8 months 

Hamlin et al. (2007)  N = 12-16  Social cognition   6-10 months 

Hochmann & Papeo (2014)  N = 14-16  Speech perception   3-6 months 

Jin & Baillargeon (2017)  N = 16   Social cognition   17 months 

Kelly et al. (2007)   N = 16   Social perception   3-6-9-12 months 

Kidd et al. (2012)   N = 30-42  Attention    7-8 months 

Leslie (1982)   N = 4-7   Causality    4-8 months 

Leslie & Keeble (1987)  N = 12-17  Causality    6 months 

Lewkowicz & Ghazanfar (2011) N = 8   Vision    6-8-10-12 months 

Margoni et al. (2018)  N = 16   Social cognition   21 months 

Mascaro & Csibra (2012)  N = 16   Social cognition   9-12-15 months 

Muentener & Carey (2010)  N = 20-40  Causality    8 months 

Newman et al. (2010)  N = 12-14  Social cognition   12 months 

Pascalis et al. (2015)  N = 13-18  Social perception   6 months 

Powell & Spelke (2013)  N = 16-24  Social cognition   11 months 

Powell & Spelke (2018)  N = 16-24  Social cognition   4-5-12 months 

Saxe et al. (2005)   N = 16-20  Causality    10-12 months 

Simion et al. (2008)  N = 12-18  Social perception   newborns 

Sloane et al. (2012)   N = 16-18  Social cognition   19-21 months 

Stahl & Feigenson (2014)  N = 16-32  Social cognition   16 months 

Tatone et al. (2015)   N = 16   Social cognition   12 months 

Thomsen et al. (2011)  N = 16   Social cognition   8-13 months 

Note: a maximal and minimal sample sizes of groups in repeated-measures designs, or groups assigned to only 

one condition in between-subjects designs; b range of samples sizes across different experiments of a study; c 

sample sizes are only approximate given the information in the article. 
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Supplementary Table S2.  

Proportions of first fixations. 

  Contrast   Mean proportions (Standard-Deviation) Wilcoxon signed-rank test 

      Condition 1  Condition 2 

 

Experiment 1 Facing vs. Non-facing (upright) .48 (.11)  .52 (.11)  W = 76, p = .46 

  Facing vs. Non-facing (inverted) .45 (.16)  .55 (.16)  W = 69, p = .30 

 

Experiment 2 Facing vs. Single-body  .54 (.19)  .46 (.19)  W = 53, p = .62 

Non-facing vs. Single-body   .65 (.23)  .35 (.23)  W = 113, p = .02 

 

Experiment 3 Facing vs. Non-reciprocal  .49 (.24)  .51 (.24)  W = 61, p = .74 

  Non-facing vs. Non-reciprocal .51 (.16)  .49 (.16)  W = 45, p = 1 

 

Experiment 4 Bodies facing vs. Non-facing plants .52 (.17)  .48 (.17)  W = 71.5, p = .88 

________________________________________________________________________________________________________ 
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Supplementary Figure S2. 

Identification of the Informative Time Window.  

 

Note: Informative Time Window (ITW) for Experiments 1-4. Each curve represents the time course 

of -log(p-value), where p-value is the result of a Wilcoxon signed rank test comparing the proportion of trials 

looking at one of the picture to .50. The horizontal dotted line indicates the threshold corresponding to a p-value 

of .01 (-log(.01) = 4.6052). The vertical black lines mark the boundaries of the ITW for each experiment.  
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3. Appendix C – Supplementary material of Chapter 3 

 

 Supplementary material of Experiment 1b 

 

Supplementary Figure S3. 

Ratings of social semantic dimensions. 

 

Note: Results of the rating study evaluating three social semantic dimensions of the stimuli –meaningfulness 

(meaning), emotional content (emotion) and intentionality (intent)– and one perceptual dimension –implied 

motion (motion). In box plots, large dots indicate means, thick horizontal bars medians, lower and upper hinges, 

1st and 3rd quartiles respectively, whiskers, the span encompassing values largest/smallest than 1.5 times the 

inter-quartile range, and small dots, values beyond this range. Stars highlight significant pairwise comparisons 

(* p < .001).  
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 Memory task with human adults 

In order to encourage the careful inspection of displays, participants were instructed that they would perform a 

task after stimulus presentation. 

Method 

Stimuli: Sixteen new body postures (eight unique bodies in a lateral view and their mirrored images) were used 

to create 16 facing dyads and 16 non-facing dyads, following the procedure detailed above. Sixteen dyads of this 

new set were intermingled with sixteen dyads of the first set (50% dyads facing in each set). Thirty-two displays 

were generated, showing dyads in the center of the screen. 

Procedure: The details of the task were given after recording preferential looking times. Participants were 

instructed that they would see a new series of single images, some of which they had seen before. Half trials 

showed new images, randomly intermingled with old images. Trials started automatically after central cross 

fixation. Each trial (N=32), participants had to report whether they recognized the image, by pressing one of two 

keys – “w” or “o” –  on a computer keyboard (QWERTY), with the left or right index finger respectively (key 

mapping to “yes” or “no” was counterbalanced across subjects). Images were displayed for 5 s; response time 

was unlimited. Accuracy and response times (RT) were recorded. 

Results 

Participants’ accuracy was average separately for facing bodies (M = 0.81, SD = 0.18) and non-facing bodies (M 

= 0.77, SD = 0.17). Testing a difference with a two-tailed paired t-test found no effect t(23) = 1.09, p = .289, d = 

0.22. Response times were averaged in each condition for accurate response only (facing: M = 2555, SD = 817; 

non-facing: M = 2570, SD = 833). Another two-tailed paired t-test found no difference either t(23) = -0.24, p 

= .815, d = 0.05.  
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 Macaques rearing 

The experimental group consisted in 11 mother-reared (MR: 6 females) and 10 peer-reared (NR: 5 females) 

monkeys. 

Method 

Subjects were born and raised at the Laboratory of Comparative Ethology at the National Institutes of Health, 

US. Rearing procedures were approved by the NICHD and the University of Maryland Animal Care and Use 

Committee, and adhered to the NIH Guide for the Care and Use of Laboratory Animals. Animals were relocated 

to France at two years of age and housed at the CNRS Primatological Station in Rousset. At this station, animals 

live together in semi free-ranging conditions, with access to both indoor and outdoor areas. As part of a wider 

study, subjects were temporarily relocated to the ISC-MJ, Bron each year in small groups. At the ISC-MJ, groups 

were housed together in an indoor enclosure, enriched to allow for meaningful activities and interactions. Subjects 

were housed in mixed mother- and peer-reared groups of 5-6 animals. Peer-reared animals were raised in a 

nursery with access to same-aged peers; see Shannon et al. (1998) for more details. At eight months, mother-

reared and peer-reared subjects were placed into a single social group. Small groups temporarily relocated to the 

ISC-MJ, Bron each year contained both mother-reared and peer-reared animals.  

Results 

About the same number of subjects successfully passed the task in each group (mother-reared: N = 9, 4 females; 

peer-reared: N = 6, 2 females). Groups differed neither in the number of trials included t(13) = -0.57, p = .579 

(mother-reared: M = 6.56, SD = 2.79; peer-reared: M = 7.33, SD = 2.25) nor average looking time on images 

t(13) = 0.71, p = .49 (mother-reared M = 1.97, SD = 0.87; peer-reared: M = 1.70, SD = 0.42). Differential looking 

times between facing and non-facing conspecifics did not change between groups (mother-reared: M = 0.21, SD 

= 0.27; peer-reared: M = 0.20, SD = 0.15; t(13) = 0.05, p = .960, d = 0.03).  
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4. Appendix D – Published version of Visual perception grounding of social cognition in 

preverbal infants (Goupil, Papeo & Hochmann, 2022) 

5. Appendix E – Preprint of Category-specific effects of high-level relations in visual 

search (Goupil, Kaiser & Papeo, 2023) 
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Abstract
Social life is inherently relational, entailing the ability 
to recognize and monitor social entities and the rela-
tionships between them. Very young infants privilege 
socially relevant entities in the visual world, such as 
faces and bodies. Here, we show that six-month-old 
infants also discriminate between configurations of 
multiple human bodies, based on the internal visuo-
spatial relations between bodies, which could cue—or 
not—social interaction. We measured the differential 
looking times for two images, each featuring two identi-
cal bodies, but in different spatial relations. Infants dis-
criminated between face-to-face and back-to-back body 
dyads (Experiment 1), and treated face-to-face dyads 
with higher efficiency (i.e., processing speed), relative 
to back-to-back dyads (Experiment 2). Looking times 
for dyads in an asymmetrical relation (i.e., one body fac-
ing another without reciprocation) were comparable to 
looking times for face-to-face dyads, and differed from 
looking times to back-to-back dyads, suggesting general 
discrimination between the presence versus absence 
of relation (Experiment 3). Infants’ discrimination of 
images based on relative positioning of items did not 
generalize to body-object pairs (Experiment 4). Early 
sensitivity to the relative positioning of bodies in a scene 
may be a building block of social cognition, preparing 
the discovery of the keel and backbone of social life: 
relations.
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1  |   INTRODUCTION

Human cognition has been massively shaped by the requirements of social life. Various percep-
tual adaptations have evolved to serve social life with remarkable efficiency. The social value of 
objects in the visual world is a guiding principle of human selective attention and perception. 
Socially relevant entities such as faces and bodies are attended to, detected and recognized with 
the highest priority, in very young infants (Farroni et al., 2005; Morton & Johnson, 1991; Simion 
et al., 2008) and throughout the life span (Gluckman & Johnson, 2013; New et al., 2007; Ro et al., 
2007; Sun et al., 2017).

Early perceptual tuning for socially relevant entities is a pillar in the development of social 
cognition (Baron-Cohen et al., 2000), but understanding the social world entails processing social 
relationships is beyond the social entities. How does the ability to understand social relationships 
come about? Approaching this question, we sought to identify visual perceptual mechanisms that 
may lay the foundations for detection and recognition of social interaction in the visual world.

Social relationships such as physical or communicative exchanges involve at least two enti-
ties, often close and perceptually accessible to one another, to allow fundamental social processes 
such as gaze following and shared attention (Baron-Cohen, 1997; Birmingham & Kingstone, 
2009; Graziano & Kastner, 2011). While a reciprocal relationship illustrated by face-to-face social 
agents may constitute the prototypical representation of a social relationship, social relationships 
can also be non-reciprocal, as long as two social entities play a role in the same structure (e.g., 
in agent-patient relations, where one acts on another). Under the pressure of the social life to 
encode social relationships, human vision might have developed efficient coding of perceptual 
units larger and more complex than single social entities.

Encouraging this hypothesis, research on human adults has shown that two bodies facing to-
ward each other, as if interacting, are detected and recognized more efficiently (i.e., faster and/or 
more accurately) than the same bodies facing away from each other, when stimuli are presented 
around perceptual threshold (Papeo et al., 2017), or in visual search through a crowd (Papeo 
et al., 2019; Vestner et al., 2019). A working hypothesis is that efficient perception of facing dyads 
is mediated by perceptual grouping, that is, the processing of two bodies as a unitary configura-
tion (as opposed to two independent items), analogous to the processing of facial features in a 
face, or body parts in a body (Papeo et al., 2019; Vestner et al., 2019; Yin et al., 2018).

Visual sensitivity to facing—seemingly interacting—bodies in adults could be the product of 
decades of exposure to social events. Alternatively, it could be a signature of early developing 
perceptual mechanisms that contribute to the construction of cognitive representations toward a 
mature social cognitive system. The relationship between perceptual mechanisms that manifest 
early and the development of cognitive abilities is pervasive across domains of cognition (Carey, 
2009). For example, perception of cohesion, boundedness and movement through a continuous 
path supports object representation (Spelke, 1990); sensitivity to spatiotemporal continuity in 
the motion of two objects (e.g., object A moves toward object B, which starts moving immedi-
ately after being contacted by A) triggers representation of cause-effect relationships (Kominsky 
et al., 2017; Leslie & Keeble, 1987; Leslie, 1982; Michotte, (1946/1963); Muentener & Carey, 2010; 
Scholl & Tremoulet, 2000) eye-like stimuli (i.e., two dark spots on a brighter background) or 

K E Y W O R D S

body perception, event representation, relations, scene 
perception, social cognition, spatial cognition
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self-propelled motion prompt attribution of agency and intentionality (Gergely & Csibra, 2003; 
Newman et al., 2010; Saxe et al., 2005).

Along these lines, early discrimination of visuo-spatial relations between social entities could 
mediate discrimination of basic social events (e.g., conflict or cooperation) and role attribution, 
promoting rapid enactment of contextually adaptive behaviors and learning about social norms 
and relationships. In this process, perceptual grouping triggered by certain visuo-spatial relations 
between human bodies may give an advantage to interacting, over non-interacting agents, which 
may streamline the processing across body perception and representation of social events.

The ability to represent social events emerges early in life. Within the first year of life, infants 
discriminate between pro-social and anti-social actions (Hamlin et al., 2007; Jin, & Baillargeon, 
2017; Margoni et al., 2018; Sloane et al., 2012), they infer dominance-relationship from physical 
interaction between two conflicting agents (Mascaro & Csibra, 2012; Thomsen et al., 2011), and 
an agent's affiliation to a group from her imitative motor behavior (Powell & Spelke, 2013, 2018a, 
2018b). The relatively short ontological time course of social inference suggests early sensitivity 
to basic visual cues of interaction, upon which the representation of visual social events would 
be built.

In the current study, we first asked whether six-month-old infants could discriminate between 
multiple-person scenarios based on the mere relative positioning of bodies, which could cue 
interaction or not (Experiment 1). Discrimination could be revealed by longer looking times to 
facing dyads, or longer looking times to non-facing dyads. The former effect would be compati-
ble with the preference for socially relevant stimuli (e.g., faces), manifested early on in life (e.g., 
Farroni et al., 2005; Morton & Johnson, 1991; Simion et al., 2008). In the case of longer looking 
times toward non-facing dyads, an explanation based on preference would be less likely. The 
latter effect can rather be predicted based on the abovementioned research on adults, showing 
that two bodies, whose spatial positioning suggests relationship (e.g., face-to-face), are processed 
more efficiently (i.e., faster) than two unrelated bodies (Papeo et al., 2017, 2019; Vestner et al., 
2020; Yin et al., 2018). Since Experiment 1 showed evidence for the second effect, we carried 
out a follow-up study to highlight the processing advantage of facing over non-facing dyads. In 
Experiment 2, we asked whether facing dyads were processed analogously to single units (i.e., 
single bodies) in terms of looking times. Finally, we addressed whether discrimination based 
on dyadic visuo-spatial relations extended to non-reciprocal relations involving two bodies 
(Experiment 3) or body-object pairs (Experiment 4). Across four experiments, eye-tracking was 
used to measure the relative time that infants looked at each of two images presented simultane-
ously on the two sides of a screen, and differing by one property only: spatial positioning of two 
bodies (Experiments 1, 3, 4) or number of bodies (one versus two; Experiment 2). We reasoned 
that, if the manipulated property is salient to infants, looking times to the two images should 
differ. With this logic, we examined the ability of preverbal infants to encode one of the most 
basic perceptual cues of social relationship, the relative positioning of spatially close bodies. As 
a result of our investigation, we describe a perceptual mechanism that can contribute to get the 
processing of visual social events off the ground.

2  |   EXPERIMENT 1—FACING VERSUS NON-FACING

Can infants distinguish two human groups involving identical people but in a different spatial re-
lation? To address this question, 6-months-old infants were presented with two images at a time, 
showing the same two bodies facing toward and away from each other, respectively (Upright 
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Group; see Figure 1). Facing and non-facing dyads differed only for the relative spatial position-
ing of the two bodies. A second group of infants was tested with the same stimuli, but inverted 
upside-down (Inverted Group; see Figure 1), to control for the effect of possible visual differences, 
other than body positioning. Inversion disrupts the body structure, while preserving all the low-
level visual features of the images (e.g., shapes, luminance, and contrast). By testing inverted 
body dyads, we could ascertain that any effect observed with upright bodies reflected the process-
ing of bodies, rather than possible low-level visual differences between the two conditions.

2.1  |  Participants

Two groups of 20 6-months-old infants were tested in Experiment 1 (Upright group: 9 fe-
males, 11 males, age range 5 months (m) 21 days (d) – 7 m 16 d; average 6 m 19 d; Inverted 
group: 6 females, 14 males, age range 5 m 14 d – 7 m 04 d; average 6 m 18 d). Data from one 
participant in the Inverted group were discarded after analysis, based on the exclusion criteria 
(see below). Experiment 1 was exploratory with respect to the sample size, although we note 
that a sample size of 20 corresponds to the average and median sample size of relevant infants’ 

F I G U R E  1   Examples of the stimuli used in Experiments 1–4
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studies in the field (a meta-analysis of the 25 infants’ studies cited in this article shows that 
sample sizes ranged from 4 to 42, with a mean value of 18.22, SD = 7.82, and median of 16; 
see Table S1).

The present and following experiments were conducted according to guidelines laid down 
in the Declaration of Helsinki, with written informed consent obtained from a parent for each 
child before any assessment or data collection. All procedures involving human subjects in this 
study were approved by the local ethics committee (CPP sud-est II), and conducted at the Institut 
des Sciences Cognitives Marc Jeannerod. Parents were given a 5€ for reimbursement of travel 
expenses.

2.2  |  Stimuli

Stimuli were created using gray-scale renders of 16 human bodies (eight unique bodies in a 
lateral view and their mirrored images), edited with Daz3D (Daz Productions, Salt Lake City, 
UT) and the Image Processing Toolbox in MATLAB (The MathWorks, Natick, MA). Body 
poses were all biomechanically possible without fully outstretched limbs in order to have a 
comparable number of pixels in each half of the figure (the anterior and posterior ends), and 
to keep bodies at a comparable distance across facing and non-facing dyads. Sixteen unique 
facing body dyads were created combining the 16 bodies. By randomly combining poses in 
pairs, dyads did not give rise to any meaningful or familiar interaction. The two bodies in each 
facing dyad were swapped to create 16 non-facing dyads. Thus, facing and non-facing dyads 
only differed for the relative positioning of bodies. In Experiment 1, stimuli were 16 displays 
featuring one facing and the corresponding non-facing dyad, at either side of the screen (the 
facing dyad was on the left in 50% of displays). In all the displays, dyads were presented in-
side a rectangular box with a different background color (light gray) relative to the screen 
background (darker gray), so to create two clearly distinct areas for each dyad on the screen. 
The two areas were separated by ~19.9°, so that the two bodies of a dyad were much closer to 
one another than to bodies of the other dyad (Figure 2A). A dyad subtended ~10.48° of visual 
angle (~4.77° for a single body). Stimuli of this size are clearly visible at 6  months, when 
contrast sensitivity peaks between.75 and 3 cy/deg (Gwiazda et al., 1997). Figure 2B–D shows 
low-pass filtering of an image within a range of.75–3 cy/deg, to illustrate of 6-months-old in-
fants’ perception of our stimuli. Dyads were presented in the upright canonical orientation to 
the Upright group, and rotated by 180°, to the Inverted group.

2.3  |  Procedure

Infants sat on their parent's lap at a distance of ~60 cm from a Tobii T60XL eye-tracker screen, 
with a sampling rate of 60 Hz, yielding 300 data points per trial. All lights were switched off, 
except for those coming from the eye-tracker screen. Parents were instructed to close their eyes 
during the experiment to prevent biasing the child's behavior. Stimulus presentation and record-
ing of eye-tracking data were controlled through PsyScope X (http://psy.cns.sissa.it/). In each ex-
periment, infants were presented with 16 trials. Each trial began automatically, when the infant 
fixated a blinking cross at the center of the screen for at least 200 ms. The cross was then replaced 
by the stimulus, displayed for 5 s.

http://psy.cns.sissa.it/
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2.4  |  Analyses

2.4.1  |  Exclusion Criteria

For each participant, missing eye-tracking samples due to technical failure or to the infant look-
ing away, were not interpolated. In Experiments 1–4, for each infant, we computed the cumula-
tive looking time for the two images in each trial. Traditionally, in infant cognition research, 
individual participants judged as “fussy” are excluded from the final analysis. However, criteria 
to identify an infant as fussy vary across researchers and studies. Here, we used short looking 

F I G U R E  2   Illustration of the stimulation with (A) display layout and (B-D) stimulus visibility at 6 months. 
(A) Image outlay and dimensions. (B-D) The same exemplar stimulus was filtered by 3 low-pass Gaussian filter. 
(B) Stimulus low-pass filtered at the highest spatial frequencies of the 6-months-old infants’ contrast sensitivity 
peak range (3 cy/deg; sigma = 7). (C) Stimulus low-pass filtered at the lowest spatial frequencies of the infants’ 
contrast sensitivity peak range (0.75 cy/deg; sigma = 25). (D) Stimulus low-pass filtered at spatial frequencies 
below the infants’ contrast sensitivity peak range (0.3 cy/deg; sigma = 60)
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times to identify trials where infants were inattentive, and low overall cumulative looking times 
to identify infants that were globally inattentive. In doing this, we set criteria to discard the data 
points for which infants were inattentive, while providing data-driven, objective, and replicable 
cut-offs, which could keep as much information as possible, in the final dataset.

In particular, trials in which cumulative looking time toward the two images were less 
than 1  standard deviation (SD) from the mean were excluded from further analyses. This re-
solved into discarding trials with mean duration of one second or less (Experiment 1: M = 962, 
SD = 419; Experiment 2: M = 1017, SD = 476; Experiment 3: M = 720, SD = 441; Experiment 4: 
M = 1158 ms, SD = 458). In addition, for each experimental group, participants whose cumula-
tive looking time was below 2 SD from the group mean were excluded from further analyses (1 in 
Experiment 1 – inverted condition; 1 in Experiment 2 and 1 in Experiment 3). Table 1 reports the 
number of trials included for each experiment.

2.4.2  |  Time-course analysis and informative time window

The time-course analysis was carried out to detect transient, but statistically reliable effects that 
might be hidden in the average, when the entire, relatively long, trial duration is taken into account. 
Here, the trial duration was 5000 ms. However, infants are not expected to attend to the images for 
5000 ms. In fact, every trial began with the infant fixating the center of the screen, meaning that 
in the very first part of the trial the infant did not fixate either stimulus. The first fixation on either 
stimulus occurred 500 to 1000 ms after the trial onset. Moreover, toward the end of the trial, infants 
tended to lose interest and look away from the screen. As a result, data at the beginning and at the 
end of the trial were noisier and less informative, than in the central part of the trial. To account 
for this, separately for each experiment, we implemented a data-driven approach to identify the 
informative time window (ITW), that is, the most informative interval, during which the majority 
of participants looked at the screen in most of the trials. For every time point, we computed the 
proportion of trials, in which each infant looked at either image. We compared these proportions to 
chance (50%) with a cluster-mass permutation test (Hochmann & Papeo, 2014; Maris & Oostenveld, 
2007) using Wilcoxon signed-rank test (one-tail), and defined the ITW as the largest cluster of adja-
cent time points where the p-value of the Wilcoxon test was below.01. While, as we verified for each 
experiment, there was no significant difference between conditions in the discarded time intervals, 
excluding those intervals significantly increased the power of our time-course analysis.

Within the defined ITW, for each infant, at each time point, we computed the difference be-
tween the number of trials in which the infant looked at one image (e.g., the facing dyad in 
Experiment 1) and the number of trials in which the infant looked at the other image (e.g., the 
non-facing dyad in Experiment 1), divided by the total number of trials that the infant contributed. 

T A B L E  1   Number of trials included and excluded in the final analyses

Experiment
Total #trial 
excluded

Total 
#included

Average # trial excluded per 
infant (standard deviation)

Experiment 1 Upright 66 254 3.30 (3.05)

Inverted 58 262 2.9 (2.43)

Experiment 2 63 257 3.15 (3.80)

Experiment 3 56 264 2.80 (3.02)

Experiment 4 61 259 3.05 (2.54)
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With this method, a positive value indicated higher number of looks toward the facing dyad; a 
negative difference indicated higher number of looks toward the non-facing dyad. The positive or 
negative value representing the difference between conditions was compared to chance (0) with 
a cluster-mass permutation test (relying on a Wilcoxon signed-rank test).

2.4.3  |  Cumulative looking time analysis

With this analysis, we identified the relative time that infants spent on either type of image, 
presented in a given trial. In a first analysis, we considered the cumulative looking times for the 
two stimuli within the ITW, as defined for the above time-course analysis. In a second analysis, 
we considered the cumulative looking times over the whole trial duration (5000 ms). For each 
analysis, for each trial, we quantified the infants’ ability to discriminate between two body 
dyads as the difference between the cumulative looking time (LT) to one type of image and 
the LT to the other type of image divided by the sum of the two values: (LTfacing − LTnon-facing)/
(LTfacing  +  LTnon-facing). Here, a positive value indicated longer looking time toward the fac-
ing dyad; a negative difference indicated longer looking time toward the non-facing dyad. 
Difference scores were compared to 0. The mean time that infants spent looking at the stimuli 
and mean difference in looking times between the two stimuli are reported in Table 2.

2.5  |  Results

2.5.1  |  Time-course analysis

The ITW of Experiment 1 fell between 578 and 3094 ms (Figure S1A). The cluster-mass per-
mutation test revealed that infants in the Upright group looked longer at the non-facing dyads 

T A B L E  2   Summary of the average total looking times (and standard deviations) toward the stimuli during 
the Informative Time Window and during the whole trial (5 seconds), and the mean (and standard deviations) 
differences in cumulative looking times between conditions, for Experiments 1–4. Time is expressed in ms

Condition ITW 5 seconds

LTstimuli (ms)
LTdifference 
(ms)

LTistimuli 
(ms)

LTdifference 
(ms)

Experiment 1 (Facing vs. Non-facing)

Upright 2102 (229) 160 (223) 3320 (496) −211 (404)

Inverted 1614 (324) 18 (248) 2522 (578) −28 (386)

Experiment 2 (Facing or Non-facing vs. Single)

Facing 2615 (401) −36 (461) 3322 (456) −208 (470)

Non-facing 2612 (323) −264 (380) 3289 (505) −429 (379)

Experiment 3 (Facing or Non-facing vs. Non-reciprocal)

Facing 1415 (165) 4 (312) 2979 (646) 55 (557)

Non-facing 1400 (167) −154 (249) 2932 (646) −220 (423)

Experiment 4 (Facing vs. Non-facing)

body-plant dyads 2445 (205) −5 (324) 3323 (384) −39 (453)
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between 2040 and 2839 ms (p =  .009); whereas infants in the Inverted group showed no sig-
nificant bias toward either stimuli, at any point in time (Figure 3A). Between-group comparison 
in the time-course analysis showed a trend for a difference between 2176 and 2652 ms, which 
however, did not reach the significance (p = .092), possibly because of limited statistical power 
to detect small/moderate between-group effects. The between-group difference, however, was 
statistically reliable in the following cumulative looking time analysis.

2.5.2  |  Cumulative looking time analysis

We quantified the infants’ ability to discriminate between two body dyads, in terms of normal-
ized difference between the LT toward either type of image. This analysis within the ITW showed 
an effect of group (Upright vs. Inverted: U = 109; p = .02; rRosenthal = .36; Wilcoxon rank-sum 
test; Figure 3B). In the Upright Group, 17 infants showed a negative difference (longer look-
ing times toward non-facing dyads) and 3 infants showed a positive difference (longer looking 
times toward facing dyads); in the Inverted Group, 6 infants showed a negative difference and 
13 showed a positive difference. The two distributions differed significantly (p = .001; Fisher's 
exact test). Moreover, infants in the Upright Group looked longer at non-facing dyads than at fac-
ing dyads (M = −.08, SD = .11 corresponding to a difference of 160 ± 223 ms; W = 32; p = .005; 
rRosenthal = .61; Wilcoxon signed-rank test); while no difference between the two types of dyads 
was found in the Inverted group (M = .01, SD = .15 corresponding to a difference of 18 ± 248 ms; 
W = 112; p = .52; rRosenthal = .16; Wilcoxon signed-rank test).

Considering the cumulative looking times over the whole trial duration, pairwise comparisons 
within each group confirmed the above results. In particular, infants looked longer at non-facing 
dyads than facing dyads in the upright group (M = −.07, SD = .12 corresponding to a difference 
of 211 ± 404 ms; W = 46, p =  .03; rRosenthal =  .49), but not in the inverted group (M = −.01, 
SD = .17 corresponding to a difference of 28 ± 386 ms; W = 94, p = .98; rRosenthal = .01). However, 
the difference between groups was not significant (U = 138, p = .15; rRosenthal = .23), and nei-
ther was the difference between the two distributions (Upright Group: 15 infants looked longer 
toward non-facing dyads and 5 infants looked longer toward facing dyads; Inverted Group: 9 in-
fants looked longer toward non-facing dyads and 10 looked longer toward facing dyads; p = .11; 
Fisher's exact test).

In summary, 6-months-old infants could discriminate between two identical images that dif-
fered only for the relative spatial positioning of the two bodies in the scene: facing toward ver-
sus away from each other. Inversion canceled the effect, suggesting that the difference between 
upright body dyads in the Upright Group resulted from processing of bodies and their spatial 
relations, rather than from other (unforeseen) visual differences between the images, which were 
all preserved in the inverted images.

These results show that infants encode the spatial relation between bodies in a visual scene. 
However, while differential looking times imply discrimination between two stimuli (Aslin, 
2007), longer looking times to a given stimulus are ambiguous, in that they could index pref-
erence for that stimulus, greater complexity relative to the other stimulus (Kidd et al., 2012), or 
surprise (e.g., Baillargeon et al., 1985). Which one of these cognitive processes accounts for the 
differential looking times between facing and non-facing dyads? Recent studies on human adults 
have shown that face-to-face human bodies are processed more efficiently than independent 
bodies, possibly because they form a structured ensemble, or a group (Papeo, 2020; Papeo et al., 
2017, 2019; Vestner et al., 2019; Yin et al., 2018). In Experiment 2, we considered the possibility 
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F I G U R E  3   Results of the time-course analyses (A,C,E,G) and of the cumulative looking time analyses 
inside the Informative Time Window (B,D,F,H) for Experiments 1–4. (A,C,E,G) Each curve represents the 
time course of the difference scores, measuring the tendency to look toward one or the other type of stimuli, by 
condition. The Horizontal dotted line represents chance (0). Negative values on the Y-axis are plotted upward. 
Vertical lines mark the boundaries of the informative time window for each experiment. Gray areas highlight 
the time period of significant differences from chance (Experiments 1 and 4) or significant differences between 
two conditions (Experiments 2–3), as identified with a cluster-mass permutation test. Light-gray areas indicate 
standard deviations from the mean. (B,D,F,H) Boxplot of the cumulative looking times analysis within the 
informative time window for each experiment. The thick horizontal bar represents the median. The lower and 
upper hinges correspond to the first and third quartiles. Whisker extends from the hinges to the largest/smallest 
values no further than 1.5 times the inter-quartile range. Single dots correspond to values beyond this range. The 
dotted horizontal line represents the chance level (0). * p < .05; ** p < .01
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that results of Experiment 1 implied higher efficiency in processing facing versus non-facing 
dyads.

3  |   EXPERIMENT 2 –  1  VERSUS 2

Longer looking times to non-facing dyads could index, against all odds, preference for non-
interacting over seemingly interacting scenarios. Here, we addressed the alternative hypothesis 
that longer looking times to non-facing dyads reflected an effect of number, that is, the differ-
ence in the time required to process two independent items (two non-facing bodies) versus one 
structured unit (a facing dyad).

It has been shown that adults took longer to evaluate images with two bodies back-to-back, 
than with two bodies face-to-face; while the time to evaluate facing dyads was rather com-
parable to the time spent on single bodies (Papeo et al., 2017). In a similar vein, research on 
infants has shown that after witnessing a social interaction between two dolls, 16-months-old 
represent the two as one chunk in working memory (Stahl & Feigenson, 2014). Those results 
encourage the hypothesis that infants, just like adults, can process bodies that appear related 
to one another, more efficiently than independent bodies, and possibly analogously to one 
single unit.

To test this, in Experiment 2, we presented 6-months-old infants with displays featuring a 
dyad and a single body (Figure 1). On each display, the dyad could feature either facing bodies 
(Facing condition) or non-facing bodies (Non-facing condition). If in Experiment 1 longer look-
ing times to non-facing (vs. facing) dyads reflected an effect of number, looking times should 
differ more between single bodies and dyads when dyads involved non-facing (vs. facing) bodies.

3.1  |  Participants

Experiment 2 involved a new group of 20 infants (14 females, 6 males, age range 5 m 14 d – 6 m 
27 d; average 6 m 04 d). In Experiment 2 (and in the following experiments), we tested 20 infants 
like in each group of Experiment 1, which satisfied the minimal sample size (N = 18) to obtain 
an effect of positioning comparable to that of Experiment 1 (i.e., longer looking times for non-
facing versus facing dyads; t(19) = −3.18; p = .005; dzCohen = −.71, β = .80, α = .05; GPower 3.1 
package). Data from one participant were discarded based on the exclusion criteria (see Analyses 
of Experiment 1), yielding a final sample size of 19.

3.2  |  Stimuli and procedure

The 16 displays used as stimuli in Experiment 1 were modified for Experiment 2, by replac-
ing one of the two dyads (either the facing or the non-facing one) with a single body. Thus, 
stimuli of Experiment 2 were 16 displays, each featuring a facing or a non-facing dyad on 
one side, and a single body on the other side (the dyad was on the left in 50% of displays). 
Stimulus presentation and every other aspect of the experimental procedure were identical 
to Experiment 1.
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3.3  |  Data analyses

Data were analyzed as in Experiment 1. In the difference scores, computed separately for the two 
conditions (LTsingle – LTdyad)/(LTsingle + LTdyad), positive values indicated longer looking times 
toward the single body; negative values indicated longer looking times toward the dyad (facing 
or non-facing). The comparison between conditions was one-tailed, given that the direction of 
the effect (i.e., longer looking times to dyads in both conditions, and larger differences in the non-
facing condition) was predicted based on the results of Experiment 1.

3.4  |  Results

3.4.1  |  Time-course analysis

The ITW fell between 646 and 4046 ms (Figure S1B). The time-course analysis showed that the 
two conditions differed between 2907 and 3791 ms (p = .03; one-tail, cluster-mass permutation 
test). Within this interval, infants looked toward the dyad more often in the non-facing condition 
than in the facing condition (Figure 3C). In the non-facing condition, the difference in looking 
time toward single bodies versus dyads was significant between 2958 and 3621 ms (p = .03; one-
tail, cluster-mass permutation test). No significant difference was found at any point in time 
between single bodies and dyads, in the facing condition.

3.4.2  |  Cumulative looking time analysis

Consistent with the above findings, within the ITW, infants spent significantly longer in fixating 
the dyad than the single body, in the non-facing condition (M = −.12, SD = .19 corresponding 
to a difference of 264 ± 380 ms; W = 25; p = .003; rRosenthal = .65), but not in the facing condition 
(M = −.05, SD = .19 corresponding to a difference of 36 ± 461 ms; W = 64; p = .23; rRosenthal = .29; 
Figure 3D), although the difference between the two conditions (facing vs. non-facing) did not 
reach significance (W = 129; p = .09; rRosenthal = .31; one-tail Wilcoxon signed-rank test). The 
analysis over the whole trial duration showed that infants looked longer at dyads than single 
bodies, in both the non-facing condition (M = −.16, SD = .16 corresponding to a difference of 
429 ± 379 ms; W = 16, p = .001; rRosenthal = .73) and the facing condition (M = −.10, SD = .20 
corresponding to a difference of 208 ± 470 ms; W = 45, p = .04; rRosenthal = .46). Again, the two 
conditions did not differ significantly (W = 129, p = .09; rRosenthal = .31; one-tailed).

Experiment 2 confirmed and extended the results of Experiment 1. Infants processed differ-
ently two images that were identical except for the relative positioning of bodies. The difference 
between facing and non-facing dyads here was highlighted in relation to a third stimulus, the 
single body: although dyads were overall more attractive than single bodies (especially at the 
beginning of the trial), this effect was consistently found across the three analyses, only when 
dyads depicted non-facing bodies.

As for the difference between the two conditions, results of the cumulative looking time anal-
ysis are not conclusive, though the stronger effect is observed when single bodies were compared 
with non-facing dyads. More conclusive are the results of the time-course analysis, which cap-
tured a significant difference between the facing and the non-facing conditions between 2907 and 
3791 ms. Interestingly, despite the fact that facing dyads contain twice more visual information 
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than single bodies (twice more bodies, twice more pixels), no significant difference between fac-
ing dyads and single bodies was found in any time interval.

In summary, Experiment 2 revealed a consistent effect of number (longer looking times to 
dyads than single bodies) when single bodies were compared with non-facing dyads, and only an 
inconsistent effect when single bodies were compared with facing dyads. These results lend credit 
to the hypothesis that, like adults, infants as young as 6 months may process facing –seemingly 
interacting– bodies more similarly to a single percept than to two independent items (i.e., two 
unrelated bodies).

Results of Experiments 1–2 might capture the infants’ discrimination between a dyadic re-
lation with two mutually accessible (face-to-face) bodies versus the absence of such relation. 
Alternatively, they might imply a more general discrimination between any relation versus no 
relation. Experiment 3 addressed the categorical distinction underlying the above discrimination 
between facing and non-facing dyads in infants.

4  |   EXPERIMENT 3

4.1  |  Reciprocity

In Experiment 3, we introduced a new set of dyads, in which one body faced another, who faced 
away, in a standing pose (Figure 1). We labeled this type of dyad “non-reciprocal,” as the relative 
positioning and the passive pose of the facing-away body imply a unidirectional relation with 
one body addressing the other and no sign of reciprocation. A group of 6-months-old infants 
saw two types of displays: displays with a facing dyad and a non-reciprocal dyad (Facing condi-
tion) and displays with a non-facing (back-to-back) dyad and a non-reciprocal dyad (Non-facing 
condition).

We reasoned that, if infants represent the broad distinction between presence of relation 
(reciprocal or not) versus no relation, they should discriminate between non-facing and non-
reciprocal dyads, but not between facing dyads and non-reciprocal dyads, as the last two would 
both implement a relation. In contrast, if infants can also represent the narrower distinction 
between reciprocal and non-reciprocal relations, they should discriminate between facing and 
non-reciprocal dyads.

4.2  |  Participants

Experiment 3 involved a new group of 20 infants (9 females, 11 males, age range 6 m 0 d – 7 m 
08 d; average 6 m 26 d). One additional infant was tested, but data were not analyzed because of 
an abrupt interruption (by the infant's sister) of the experiment. Data from one participant were 
discarded based on the exclusion criteria (see Analyses of Experiment 1), yielding a final sample 
size of 19.

4.3  |  Stimuli, procedure, and data analyses

The same displays of Experiment 2 were used in Experiment 3, except that the single body 
was replaced by non-reciprocal dyads, in which one body faced the other who faced away 
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(the non-reciprocal dyad was on the left in 50% of displays). The 16 non-reciprocal dyads 
were created by pairing each of the 16 bodies with the same body facing away, in a stand-
ing pose. The choice of a passive pose was made to emphasize the representation of one 
body acting on another, with no reciprocation. Procedures and data analyses were identi-
cal to Experiment 1. Difference scores were computed as (LTnon-reciprocal – LTfacing/non-facing)/
(LTnon-reciprocal + LTfacing/non-facing). Thus, positive difference values indicated longer looking 
time to non-reciprocal dyads; negative values indicated longer looking time to facing or non-
facing dyads.

4.4  |  Results

4.4.1  |  Time-course analysis

Within the ITW, identified for this experiment between 595 and 2295 ms (Figure S1C), a differ-
ence between the two conditions (facing vs. non-reciprocal and non-facing vs. non-reciprocal) 
emerged between 1394 and 2159  ms (p  =  .01, cluster-mass permutation test)1. Comparisons 
within each condition showed that infants looked longer at non-facing dyads relative to non-
reciprocal dyads between 952 and 1887 ms (p = .01, cluster-mass permutation tests); while at no 
point in time they showed a bias to either facing or non-reciprocal dyads (Figure 3E).

4.4.2  |  Cumulative looking time analysis

The analysis of cumulative looking times over the whole trial duration showed no significant 
difference between the two conditions (W = 130, p = .17; rRosenthal = .32). Within each condition, 
there was no difference between non-reciprocal and facing dyads (M = −.006, SD = .27 corre-
sponding to a difference of 55 ± 557 ms; W = 95, p = 1; rRosenthal = 0), and only a trend for the 
difference between non-reciprocal and non-facing dyads (M = −.10, SD = .22 corresponding to a 
difference of 220 ± 423 ms; W = 49, p = .07; rRosenthal = .43).

The analysis of cumulative looking times constrained by the ITW proved more sensitive to 
the effects of conditions. Here we found a significant difference between the two conditions 
(W  =  162; p  =  .005; rRosenthal  =  .62; Figure 3F), whereby infants looked longer at non-facing 
than non-reciprocal dyads (M = −.18, SD = .29; corresponding to a difference of 154 ± 249 ms; 
W = 32, p = .009; rRosenthal = .58), but they spent a comparable amount of time on facing and 
non-reciprocal dyads (M = .05, SD = .27 corresponding to a difference of 4 ± 312 ms; W = 109; 
p = .59; rRosenthal = .13).

Overall, the results of Experiment 3  highlighted stronger discrimination between non-
reciprocal and non-facing dyads than between non-reciprocal and facing dyads. We found no 
evidence that infants could discriminate facing and non-reciprocal dyads. Our results show that 
infants could distinguish non-facing (back-to-back) dyads possibly cueing absence of relation-
ship, from facing and non-reciprocal dyads, possibly cuing presence of relationship, but they 

 1Visual inspection of the time course shows an apparent difference between conditions, in a late time interval outside 
the ITW. To test the significance of this effect, we carried out a cluster-mass permutation test over the whole trial 
duration, which confirmed the effect found within the ITW (p = .035), and showed no significant difference at the later 
time interval (Ps > .77).
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could not distinguish between two different types of relationships: facing/reciprocal and non-
reciprocal. Thus, reciprocity, or the mutual perceptual accessibility of the two bodies held in 
facing dyads, is not the key feature for infants to discriminate between different spatial relations. 
Results of Experiment 3 rather suggest that infants may hold a general representation with a 
body facing toward another, whether the other faces back or not. Such general representation 
could virtually apply to social scenes (i.e., scenes involving multiple people such as the current 
dyads), as well as to non-social contexts, for instance, involving human-object relationships. 
Experiment 4 addressed this possibility.

5  |   EXPERIMENT 4—BODY- OBJECT DYADS

Experiment 3 suggests that infants can discriminate between scenes in which a body faces to-
ward another (who does or does not reciprocate) versus scenes in which two bodies face away. 
Can infants perform such discrimination only in the context of social scenes? Experiment 4 ad-
dressed whether infants can discriminate between scenes in which a body faces toward another 
versus scenes in which a body faces away from another, when the other is a non-body object. A 
new group of 6-months-old infants saw displays featuring two images with a body facing toward 
and away from a non-body object (i.e., a plant), respectively. On each display, the two images 
differed only for the relative positioning of the two items.

5.1  |  Participants

Experiment 4 involved a new group of 20 infants (6 females, 14 males, age range 5 m 23 d – 7 m 00 
d; average 6 m 20 d). One additional infant was tested in Experiment 4, but data were discarded 
because a technical failure stopped the experiment. All the remaining participants in Experiment 
4 met the inclusion criterion, yielding a final sample size of 20.

5.2  |  Stimuli, procedure and analyses

In Experiment 4, 16 new facing pairs were created by coupling each of the 16 single bodies with 
one of four plants created with the same procedures and software packages as the bodies. By 
swapping the body and the plant in each facing pair, 16 non-facing pairs were created. Sixteen 
displays were created with one facing and one non-facing pair showing the same body and plant 
(the facing pair was on the left in 50% of displays). Procedures and analyses were identical to 
Experiment 1.

5.3  |  Results

5.3.1  |  Time-course analysis

The ITW covered an interval between 595 and 3672 ms (Figure S1D). The time-course analysis did 
not reveal any bias toward facing or non-facing body-plant pairs, at any point in time (Figure 3G).
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5.3.2  |  Cumulative looking time analysis

Difference scores did not differ from chance, when considering the cumulative looking times 
within the ITW (M = .004, SD = 0.15 corresponding to a difference of 5 ± 324 ms; W = 111; 
p = .84; rRosenthal = .05; Figure 3H), or over the whole trial duration (M = −0.01, SD = 0.16 cor-
responding to a difference of 39 ± 453 ms; W = 100, p = .87, rRosenthal = .04).

The cumulative looking time analyses and the time-course analysis failed to identify any sig-
nificant difference between the infants’ looking behavior toward facing and non-facing body-
plant dyads. Experiments 1–3 had shown that infants discriminate between scenes in which a 
body faces toward a second body from scenes in which two bodies face away from each other. 
Since the directionality of the second body did not seem to be important for the above discrim-
ination (i.e., the second body could reciprocate, facing back to the first, or not), in Experiment 
4, we asked whether the identity of the second object (i.e., the fact that it was a body) mattered, 
or whether we could obtain a similar effect (discrimination between facing toward vs. facing 
away) with non-social scenes, where a body faces toward or away from a non-body object. The 
null effect of Experiment 4 suggests that infants are especially sensitive to visuo-spatial relations 
between multiple items, in the context of social (multiple-body) scenarios. Thus, rather than a 
general action scheme (someone acting over anything), the effects reported here imply represen-
tation of a social scheme with someone acting with and/or over someone else.

6  |   DISCUSSION

Across four experiments, we have shown that the visuo-spatial relation between two bodies is 
a distinctive feature of a scene, to which humans are sensitive early on in life. The relative po-
sitioning of two bodies affected the time that 6-months-old spent looking at an image (Table 
3). If the looking time is a measure of processing time, then infants processed face-to-face bod-
ies faster than the same two bodies appearing as unrelated (i.e., back-to-back; Experiment 1). 
Moreover, the difference in looking times was more pronounced between non-facing dyads and 
single bodies than between facing dyads and single bodies, with the longest looking times toward 
non-facing dyads (Experiment 2). Such behavior encourages the thinking that, as for adults, also 
for infants, spatial relations that cue relationship favor the parsing of complex (multi-body) sce-
narios, producing a perceptual advantage reflected in more efficient (e.g., faster) processing of 
the stimuli. Infants also discriminated between two bodies back-to-back and a dyad with a body 
facing toward another, who faced away (non-reciprocal dyads; Experiment 3). Discrimination 
between non-facing and non-reciprocal dyads was stronger than discrimination between facing 
and non-reciprocal dyads. Finally, the effect of positioning (facing toward vs. away from) was 
found for visual scenes that involved dyads of bodies, but not human-object pairs (Experiment 4). 
While acknowledging the relatively small sample size of each individual experiment (N=20) as a 
limitation of the study, we point out that Experiments 1–3 provide three conceptual replications 
of the same effect, which emerged most clearly from the time-course analysis (see Table 3). In 
particular, across Experiments 1–3, the time-course analysis consistently showed longer looking 
times toward non-facing (back-to-back) dyads: infants looked longer at non-facing than at facing 
(upright) dyads in Experiment 1; they looked longer at non-facing dyads than at single bodies in 
Experiment 2 (where the difference was significantly smaller between facing dyads and single 
bodies); and they looked longer at non-facing dyads than at non-reciprocal dyads in Experiment 
3 (where the difference was smaller between facing dyads and non-reciprocal dyads). While most 
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effects were corroborated by the analysis of difference scores based on the cumulative looking 
times, the time-course analysis proved particularly useful to characterize the infants’ behavior 
over time, detecting transient effects that might go lost when considering the average behavior 
over a quite long time period (i.e., the whole trial duration).

Individual body postures involved in the dyads (as opposed to the whole dyad) cannot explain 
the current effects of body positioning. First, the very same body postures were used in facing and 
non-facing dyads. Thus, the specific body postures cannot account for the difference between 
facing and non-facing dyads, when contrasted against each other directly (Experiments 1 and 4) 
or against another (common) stimulus type (single bodies in Experiment 2 and non-reciprocal 
dyads in Experiment 3). Moreover, in Experiment 1, the inversion of bodies abolished the dif-
ference between facing and non-facing dyads, thus ruling out the role of low-level features that 
could differ between conditions. Another feature of our stimuli, which could in principle play a 
role in the current effects of body positioning, is the face/head/body/gaze direction. Gaze/head/
body direction is known to be a powerful cue to orient attention (Driver et al., 1999; Friesen & 
Kingstone, 1998; Frischen et al., 2007; Langton et al., 2000; Vestner et al., 2020), to which six-
months-old may already be sensitive (Senju, Csibra & Johnson, 2008; Reid et al., 2004). However, 
the effects that could be predicted based on body direction are opposite to what we observed. The 
two bodies in a facing dyad would direct the attention toward each other, thus keeping attention 

T A B L E  3   Summary of results. Difference significance and time intervals are reported for Experiments 1–4

Condition ITW Time course
Cumulative LTs in 
ITW

Experiment 1 (Facing vs. Non-facing)

Upright 578–3094 Non-facing > Facing (2040–2839, 
p = .009)

Non-facing > Facing 
(p = .005)a

Inverted n.s. n.s.

Upright versus 
Inverted

Upright > Inverted (2176–2652, p = .09) Upright > Inverted 
(p = .02)b

Experiment 2 (Facing or Non-facing vs. Single)

Facing 646–4046 n.s. n.s.

Non-facing Non-facing > Single (2958–3621, 
p = .03)

Non-facing > Single 
(p = .003)a

Facing versus 
Non-facing

Non-facing > Facing (2907–3791, 
p = .03)

Non-facing > Facing 
(p = .09)a

Experiment 3 (Facing or Non-facing vs. Non-reciprocal)

Facing 595–2295 n.s. n.s.

Non-facing Non-facing > Non-reciprocal (952–1887, 
p = .01)

Non-facing > Non-
reciprocal 
(p = .009)a

Facing vs. Non-facing Non-facing > Facing (1394–2159, 
p = .01)

Non-facing > Facing 
(p = .005)a

Experiment 4 (Facing vs. Non-facing)

body-plant dyads 595–3672 n.s. n.s.
aWithin group comparisons were assessed through Wilcoxon signed-rank tests.
bBetween-group comparison was assessed through a Wilcoxon rank-sum test. n.s. = p > .10.
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on the site (i.e., in between them). Such mechanism predicts that infants would look longer at the 
facing than at the non-facing dyad; but this is not what we observed. The direction of bodies in 
non-facing dyads would also bias attention toward the facing dyad, since the two bodies looked 
away from one another and one of them (the one closer to the central fixation) looked toward 
the facing dyads. But, again, an attentional bias toward facing dyads is not what we observed. 
Related to body direction, recent research suggests that, in a dyad, two heads/bodies oriented 
toward each other can create an attentional hot spot that captures the observer's attention more 
rapidly than dyads in other (non-facing) spatial relations (Vestner et al., 2020). As a result, facing 
dyads would be looked at, and processed faster, than non-facing dyads. To assess whether this 
mechanism could explain the current pattern of results, we considered infants’ first fixation in 
each trial, which reflects attentional capture more reliably than looking times. This analysis, re-
ported as supplementary material (Table S2), showed no reliable effect, ruling out the role of an 
unbalanced capture of attention in the infants’ looking behavior reported here.

In the current study, back-to-back body dyads elicited the longest visual inspection, relative 
to all other stimuli considered here. One common interpretation of looking times is preference: 
between two stimuli, infants would look longer toward the preferred one. On this rationale, a 
preference for socially relevant stimuli (e.g., faces) has been repeatedly shown in infants (Farroni 
et al., 2005; Simion et al., 2008). Such preference, however, was found when a social stimulus 
was compared with a non-social stimulus (e.g., a face vs. a scrambled face). In our study, both 
conditions (facing and non-facing dyads) had social value (they both involved human bodies) 
and, as such, they were generally attractive for infants. In this context, attention is likely to be 
attracted by the weird—–that is, less familiar or less-expected—social stimulus, more than by the 
normal—that is, familiar or expected—social stimulus (Lewkowicz & Ghazanfar, 2012). Thus, 
one possible explanation is that longer looking times toward non-facing dyads indicate that those 
stimuli violated infants’ expectations about the positioning of two nearby bodies. Infants may 
have an expectation for sociality such that, when two bodies come spatially close, they would 
engage in some sort of (reciprocal or non-reciprocal) exchange or relationship. Thus, while the 
current results directly demonstrate the infants’ sensitivity to different spatial configurations of 
multiple bodies, they open to the possibility that six-months-olds are indeed sensitive to the dif-
ferent representational contents implied by facing and non-facing bodies, showing surprise when 
two spatially close social agents are non-facing as if ignoring each other, rather than interacting.

On another explanation, if looking times index processing times (see Aslin, 2007; Kidd et al., 
2012), non-facing dyads might be more complex than the other stimuli because they consist of 
two perceptual units that are processed independently from one another. This explanation takes 
into account a growing corpus of studies on adults, showing that multiple bodies, whose spatial 
positioning suggests relationship, are processed more efficiently (i.e., faster and/or more accu-
rately) than unrelated bodies (Papeo et al., 2017; Papeo et al., 2019; Vestner et al., 2019; see also 
Kaiser et al., 2019). Behavioral effects (and related neural effects; see Abassi & Papeo, 2020; Bellot 
et al., 2021; Walbrin & Koldewyn, 2019; Walbrin et al., 2020; Wurm & Caramazza, 2019) concur 
to demonstrate efficient coding of human groups in visual perception, which might reflect group-
ing, the representation of objects as a unitary whole, as opposed to multiple individual items. 
Grouping would increase efficiency by reducing the representational complexity of the stimuli 
and the competition for neural representation and processing resources (Kaiser et al., 2019; see 
also Desimone & Duncan, 1995).

We shall note that the two explanations –the one based on expectation of facingness and/or 
interaction for two nearby bodies and the one based on grouping of seemingly related bodies– are 
not mutually exclusive and may actually be two sides of the same coin: a tradition of research 
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on perceptual efficiency has indeed shown that expected stimuli are often the easiest to process 
(Bukach et al., 2006).

The current results on infants add to the extant literature on adults, suggesting that the visual 
discrimination of multiple-body configurations does not require extensive experience in the so-
cial world; it rather appears early on in life, implying a perceptual adaptation that precedes the 
expression of social inference in infancy.

Early perceptual adaptations act as powerful learning mechanisms, biasing attention and ex-
pectations about the environment (Carey, 2009). In the social domain, high visual sensitivity to 
certain spatial configurations accounts for the infants’ attentional bias toward faces, a mecha-
nism that mediates learning about people in the infants’ environment and discrimination across 
human groups (e.g., other-species and other-race effects; Kelly et al., 2007; Pascalis et al., 2005). 
Early acoustic sensitivity to speech sounds participates in infants’ discovery of the rhythm (Nazzi 
et al., 1998) and phonology (Werker & Tees, 1984) of their native language. In this spirit, early 
discrimination of spatial relations between bodies might contribute to encoding of social events, 
and learning about aspects of social interaction such as social norms and roles (e.g., who is the 
dominant party, when and how to show subordination/dominance, to reciprocate and so on), 
which partly but reliably correlate with visuo-spatial relations.

Facing dyads embody the prototypical social exchange, perhaps because facingness favors 
a number of basic social processes such as shared attention and gaze following. While adults’ 
vision seems to be especially attuned to face-to-face bodies (Papeo & Abassi, 2019), infants 
do not seem to distinguish between face-to-face (e.g., reciprocal) and non-reciprocal dyads. 
Other research has shown that non-reciprocal events such as giving, with an agent and a 
recipient, are interpreted as inherently social by 12-months-old infants (Tatone et al., 2015). 
The representation of social (i.e., human-human) relationship in infancy can start off with 
a single broad category that embeds both reciprocal and non-reciprocal schemas. Further 
research shall address the possibility of a perceptual development yielding the visual special-
ization for the relation facingness seen in adults. Moreover, Experiment 4 with body-plant 
pairs addressed whether having a body facing anything (another body or an object) was suf-
ficient to observe the effects reported in Experiments 1–3. While results showed that infants 
are especially sensitive to visuo-spatial relations in social (two-body) dyads, and to a lesser 
extent, to relations in non-social body-object pairs, further research shall address infants’ 
sensitivity to non-social (body-object or even object-object) pairs, when non-body objects have 
a more unambiguous antero-posterior organization (i.e., a front and a back), and/or evoke 
stronger representations of interaction, than plants. Building on current findings, it shall also 
be studied what infants represent when they see a facing dyad, and through which transfor-
mations a dyadic schema with mutually accessible body-shapes becomes the representation 
of social interaction. Here, we manipulated spatial relations under the hypothesis that they 
can cue social relationship. The specific representational content evoked by two facing or two 
non-facing bodies, in infants, but also in adults, remains a fascinating question for further 
research.

Past research has exposed perceptual adaptations in young infants, which define expectations 
about the world, guide perception and shape cognition. Here, we report evidence for early devel-
oping discrimination of perceptual proxies of dyadic social interactions, based on internal spatial 
relations between participants in a visual scene (i.e., individual bodies). Infants’ discrimination 
resolves in the broad distinction between implied presence and absence of relationship between 
two people. The mechanism revealed here may contribute to explain how infants’ perception 
prepares the discovery of the keel and backbone of social cognition: relations.
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Abstract 

Recent empirical findings demonstrate that, in visual search for a target in an array of 
distractors, observers exploit information about object relations to increase search efficiency. 
We investigated how people searched for interacting people in a crowd, and how the 
eccentricity of the target affected the search (Experiments 1-3). Participants briefly viewed 
crowded arrays and had to search for an interacting dyad (two bodies face-to-face) among 
non-interacting dyads (back-to-back distractors) or vice versa, with the target presented in the 
attended central location or at peripheral locations. With central targets, we found a search 
asymmetry, whereby interacting people among non-interacting people were detected better 
than non-interacting people among interacting people. With peripheral targets, non-interacting 
targets were detected better than interacting targets. In Experiment 4, we asked whether these 
asymmetries generalized to object pairs whose spatial relations did or did not form functionally 
interacting sets (computer screen above keyboard). Results showed that non-interacting 
targets were detected better than interacting targets, whether presented in central or peripheral 
locations. Thus, the effect of relational information on visual search is contingent on both 
stimulus category and attentional focus. Across both stimulus categories (bodies and objects), 
search is facilitated when individual distractor-items can be organized in larger structured units 
(social interaction or functional set), effectively reducing the number of distractors. The 
presentation of social interaction at the attended (central) location breaks this search pattern 
by readily capturing an individual’s attention.  
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Introduction 

Each moment in the visual world is a cluttered scene, where structure emerges from the spatial 
relations between things. Spatial relations can also indicate social relationship. Proximity and 
facingness, the mutual perceptual accessibility of two people, are reliable cues of social 
interaction, which individuals readily exploit to detect and decipher social events (Papeo et al., 
2017; Papeo et al., 2019; Quadflieg & Koldewyn, 2017; Vestner et al., 2019).  

Visual search experiments have begun to unravel how the human visual system takes 
advantage of spatial relations between people to parse crowded scenarios (Papeo et al., 2019; 
Vestner et al., 2019, 2020; 2021). Visual search asymmetries are traditionally used to 
document the efficient processing of a class of stimuli (A), relative to another class (B). Finding 
a target A among a set of distractors Bs may be faster and/or easier than finding a target B 
among distractors As. When this kind of asymmetry is observed, it can be inferred that A 
carries features that makes it more salient to visual attention than B (Treisman & Souther, 
1985; Wolfe et al., 2001). Using this test of search efficiency, Papeo et al. (2019) showed that, 
with fast presentation of crowded search arrays, participants were more accurate in reporting 
the target when it was a dyad of face-to-face –seemingly interacting– bodies (interacting dyad) 
among a set of non-interacting (back-to-back) dyads (distractors) than a non-interacting dyad 
among a set of interacting dyads. This effect was independent from set size (i.e., number of 
distractors in the array), suggesting that interacting dyads pop out of the display, involving 
automatic covert attention (Treisman & Sato, 1990; Wolfe, 1994). The results of Papeo et al. 
suggested for the first time that two bodies in a spatial relation that cue interaction capture 
attention more strongly than the same bodies presented as unrelated (see also Vestner et al., 
2019; Skripkauskaite et al., 2022).  

This phenomenon has raised questions concerning its selectivity for social stimuli and whether 
facing dyads are indeed efficiently detected due to their ability to capture attention (Vestner et 
al., 2021; 2022).  

Do interacting people truly capture attention? Papeo et al. (2019) showed a search asymmetry 
in favor of interacting dyads when the target was always presented at eight predictable 
locations (out of 16 locations in the array). This was compatible with an interpretation of the 
effect based on attentional capture, as capture is promoted when attention can be deployed to 
a limited set of locations in the array (Wolfe, 2007; Neider & Zelinsky, 2008). When, however, 
the task increased the need for searching through the distractors, to the detriment of immediate 
attentional capture, the opposite effect was found: more efficient search for non-facing dyads 
among facing dyads than vice versa (Papeo et al., 2019; Experiment 3). The latter pattern was 
more akin to what was observed with non-social relational stimuli. In particular, Kaiser et al. 
(2014) first reported that a target object was found more accurately and efficiently when 
distractor objects were presented in their typical spatial and functional arrangement, e.g., a 
computer screen above a keyboard, a mirror above a sink, or a lamp above a table, as opposed 
to a computer screen below a keyboard, a mirror below a sink, or a lamp below a table (see 
also Kaiser et al., 2015; Kaiser et al., 2019; Stein et al., 2015). This effect was interpreted as 
the result of automatic grouping of two related objects into a unitary percept, which effectively 
reduced the number of units to process as distractors, and therefore improved search 
efficiency. 
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In sum, at the current state of knowledge, visual search through body dyads gives rise to 
seemingly incompatible effects: attentional capture yielding search asymmetry in favor of 
interacting dyads, and more efficient search for non-interacting dyads among interacting dyads 
than vice versa. Moreover, it is unknown to what extent the effects of social relations generalize 
to non-social relations, as search asymmetry has so far not been probed with object pairs. The 
current study sheds light on these questions. 

Given that, in Papeo et al. (2019), interacting versus non-interacting dyads evoked one effect 
(search asymmetry in favor of interacting dyads) or the other (more efficient search for non-
interacting dyads among interacting dyads than vice versa), we hypothesized that performance 
with body dyads could depend on how much the task favored immediate capture of attention 
versus how much it required search thought the distractors. To test this, we manipulated the 
location of the target, which could appear at the center versus the periphery of the search 
array. When the target is presented around central fixation, few (or no) distractors need to be 
processed to get to the target, and the resulting performance emphasizes differences in the 
capacity of the targets (interacting vs. non-interacting dyad) to capture attention. In contrast, 
interacting and non-interacting dyads are less visible and discriminable at the periphery, as 
eccentricity (i.e., the distance of a stimulus from central vision) reduces visual acuity (Carrasco 
et al., 1995; Carrasco & Frieder, 1997) and promotes visual crowding (Bouma, 1970; Whitney 
& Levi, 2011). Thus, when presented at peripheral locations, the capacity of a target to capture 
attention is reduced, and the visual search performance depends more heavily on how 
efficiently the participant can go through the array and reject the distractors. As a result, non-
interacting dyads among interacting dyads may be found more efficiently than vice versa. The 
manipulation of configuration (interacting vs. non-interacting) and target eccentricity (central 
vs. peripheral) was repeated with interacting vs. non-interacting body dyads and with 
functionally interacting vs. non-interacting object pairs, to test whether the effects of social 
relations in visual search apply to other (non-social) higher-level relations. 

This research was developed in four experiments. In Experiment 1, we studied the effects of 
target location (central vs. peripheral) in the search asymmetry between interacting (facing) 
and non-interacting (non-facing) dyads. The target could appear at one of eight locations, four 
around central fixation and four at more peripheral locations. To verify that our manipulation of 
target eccentricity (central vs. periphery) was effective, we used eye-tracking to make sure that 
participants maintained central fixation at the beginning of the trial. We studied whether the 
advantage for interacting dyads emerged selectively when the target appeared around central 
fixation, or it could also be found for targets at peripheral locations. To preview, results showed 
that interacting dyads were detected better than non-interacting dyads only when presented at 
central locations. The asymmetry was reversed in the direction of an advantage for non-
interacting dyads when targets appeared at peripheral locations. Experiments 2-3 provided a 
replication of the results in Experiment 1 with small variations of the original task. In Experiment 
4, participants were tested on the same task, also with functionally interacting versus non-
interacting object pairs (e.g., computer above keyboard vs. computer below keyboard). Results 
showed that, irrespective of eccentricity, non-interacting targets were always found better than 
interacting targets. We propose that higher-level (social or non-social) relations between 
distractors generally benefit visual search by enabling grouping of single distractor items in 
larger meaningful units (social interactions for bodies and functional sets for objects). In 
addition, an eccentricity-dependent effect unique for social relations demonstrates that people 
readily attract attention when interacting.  
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Experiment 1 

Interacting (i.e., face-to-face) bodies in a crowded array are detected better than non-
interacting bodies (Papeo et al., 2019; Vestner et al., 2019). This advantage has been 
interpreted as evidence for an automatic recruitment of attention by social interaction. Here we 
addressed how target eccentricity modulates this effect, by systematically varying the target 
location between center and periphery. Eye-tracking was used to control that the participants 
maintained central fixation when the trial began.  

Methods 

Participants 

Twenty-four healthy participants (12 females; age M = 25, SD = 3.76) were recruited as paid 
volunteers. Participants had normal or corrected-to-normal vision and reported no psychiatric 
or neurological history or current medication. The sample size of 24 was estimated a priori with 
the package BUCSS (Anderson & Kelley, 2020), based on the results in Papeo et al. (2019; 
configuration by distractor orientation interaction in Experiment 1: F = 8.43; α = .05; β = 0.80). 
All experiments were approved by the local ethics committee (Comité de Protection des 
Personnes Sud-Est II). Participants gave informed written consent before participation and 
were paid 10 euros at the end of the study. 

Stimuli 

Stimuli were search arrays displaying dyads of interacting and non-interacting bodies on a 
white background. Thirty-three dyads were created starting from 10 bodies in different 
biomechanically possible poses seen in left or right profile, for a total of 20 bodies. Bodies were 
gray-scale models created with Daz3D (Daz Productions, Salt Lake City, UT) and the MATLAB 
image-processing toolbox (The MathWorks, Natick, MA). Bodies were randomly combined in 
dyads. Each dyad included one body oriented leftward and one body oriented rightward, which 
could face toward (interacting dyad; Fig. 1A, left) or away from each other (non-interacting 
dyad; Fig. 1A, right). Distances between the two bodies were matched across interacting and 
non-interacting dyads, in terms of distance between the centers of the two bodies (interacting: 
M = 210 pixels, SD = 1.47; non-interacting: M = 210 pixels, SD = 2.37; t(64) = 0.49, p > .250), 
and distance between the two closest extremities of the two bodies (interacting: M = 62.57 
pixels, SD = 13.27; non-interacting: M = 62 pixels, SD = 13.43; t(64) = 0.17, p > .250).  

Each array was composed of two symmetrical halves separated by a central fixation cross 
(Fig. 1C). Each half was divided into 8 equally sized cells (two columns of 4 cells each), with 
slightly shifted onsets along the vertical and horizontal axes. Four dyads, all interacting or all 
non-interacting, appeared on one side of the array. The other side was the mirror version of 
the first. The two halves differed by only one cell: on either half, this cell featured one interacting 
dyad (the target) when all other cells featured non-interacting dyads (the distractors) (50% of 
trials), or one non-interacting dyad (the target) when all other cells displayed interacting dyads 
(the distractors) (50% of trials). In each array, the distractors could appear in any of the 16 
cells, whereas the target could appear in only one of the eight cells on the two middle rows 
(see gray area in Fig. 1C). Within these eight locations, eccentricity was defined in terms of 
proximity to the central fixation cross: central locations corresponded to the four cells flanking 
the fixation cross; peripheral locations corresponded to the four cells at the lateral edges of the 
array. For each participant, we created a unique set of stimuli that contained 200 arrays with 
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one interacting target among seven non-interacting distractors (interacting condition; Fig. 1C, 
left), and 200 arrays with one non-interacting target among seven interacting distractors (non-
interacting condition, Fig. 1C, right). Targets occurred at central (50% of trials) or peripheral 
locations (50% or trials). At a distance of 60 cm, individual dyads subtended approximately 
1.86° x 2.10° of visual angle (~0.76° x ~2.01° for a single body) and were separated by ~4.30° 
of visual angle. Thus, the distance between cells was about ten times the distance between 
bodies within a dyad, preventing the possibility of a dyad spanning two horizontally aligned 
cells. Central locations were within ~5.25° around the fixation cross; peripheral locations were 
the outer ~5.25° of the array. Arrays did not exceed 10.66° x 10.29° of visual angle. 

Procedures 

Participants sat on a footstool in a dark soundproof booth, at a distance of ~60 cm from a Tobii 
T60XL eye-tracker screen (60Hz sampling rate). The experiment began with the eye-tracker 
calibration, which involved fixating a series of crosses, as they appeared on the screen. After 
the calibration, participants were instructed to fixate the cross at the center of the screen to 
search for the only interacting dyad (i.e., the facing dyad) among non-interacting dyads (i.e., 
back-to-back dyads) or, in a separate block, for the only non-interacting dyad among 
interacting dyads. They had to report whether the target was on the left or right of the central 
fixation cross. Participants were instructed to fixate the central cross in order to begin the trial. 
The trial could not begin unless they fixated on the cross. This ensured that peripheral targets 
were indeed in the visual periphery when the trial started. Each trial began with a central 
fixation cross (200 ms) followed by a blank screen (700 ms) and a search array (800ms). After 
the search array disappeared, a blank screen was shown until the participant responded. The 
next trial began after 1400 ms. Participants were instructed to respond by pressing one of two 
keys (the “Z” key to respond “left” and the “1” key to respond “right”) on the computer keyboard, 
with their left or right index finger, respectively. The key assignment (responding “left” by 
pressing the left key with the left index finger and “right” with the right index finger on the right 
key) was the same for all participants to avoid stimulus-response incongruence. Participants 
were invited to take a break every 40 trials and in the interval between the two blocks. Each 
block began with a familiarization including 16 stimuli, 2 stimuli for each of the eight 
experimental conditions. The order of blocks (interacting target first or non-interacting target 
first) was alternated across participants. Stimulus presentation and recording of eye-tracking 
data were controlled through PsyScopeX (http://psy.cns.sissa.it/). The experiment lasted ~ 30 
min.  

Behavioral data analysis 

We used R 4.0.2 (R Core Team, 2020) for running analysis of variance (ANOVA; ez; Lawrence, 
2016), and for data visualization (ggplot2; Wickham, 2016). Participants with mean accuracy 
and mean response times (RTs) 2.5 Standard Deviations (SD) away from the group mean, 
were excluded from later analyses. For the remaining participants, accuracy and RTs were 
averaged by condition and analyzed with repeated-measures ANOVAs. Pairwise comparisons 
between critical conditions were performed with t-tests. Significance tests were two-tailed, 
unless a priori hypotheses justified one-tailed tests; this was the case for the search asymmetry 
between interacting non-interacting dyads. The same analytic approach was used in all 
experiments. All data and scripts for analysis are available on https://osf.io/vs7m6/. 

http://psy.cns.sissa.it/
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Eye-tracking data analysis 

The purpose of eye tracking was to assure that participants had their eyes in central fixation 
when the trial began, and therefore that our manipulation of the target eccentricity (central vs. 
peripheral) was effective. A trial began automatically when the participant fixated the cross. 
We also measured how long during a trial the participants fixated the central location, by 
computing central dwell times (i.e., the proportion of looking time on the center of arrays, 
computed as the number of eye-tracking samples recorded on central locations, divided by the 
total number of eye-tracking samples) by participant and condition. Other measures such as 
dwell times on target (proportion of looking time on the target’s side), number of first fixations 
on targets, and mean onset times of first fixations (first fixation time-to-onset) were also 
analyzed.  

Figure 1. Stimuli of Experiments 1-4. A) Examples of interaction and non-interacting body dyads used 
in Experiments 1-4. B) Examples of functionally interacting and non-interacting object pairs used in 
Experiments 4. C) Examples of body-dyad arrays used in Experiments 1-4. Left: condition with an 
interacting dyad (target) among non-interacting dyads (distractors); right: condition with a non-
interacting dyad (target) among interacting dyads (distractors). D) Examples of object-pair arrays used 
in Experiment 4. Left: condition with an interacting pair (target) among non-interacting pairs (distractors); 
right: condition with a non-interacting pair (target) among interacting pairs (distractors). Distractors could 
appear at any of sixteen possible locations. The target could appear at one of the eight locations 
highlighted with grey rectangle: four around central fixations (central locations, darker grey) and four, 
next to the edges of the arrays (peripheral locations, lighter grey). Targets are indicated by black circles. 
Neither the rectangles nor the circles were shown in the experiments. 

Results 

One participant had a mean accuracy 2.5 SD below the group mean and was excluded from 
further analysis. All other participants had mean RTs within 2.5 SD from the group mean. 
Respectively, seven and two trials were missed for two participants due to a technical failure 
of the eye-tracker. These two participants were however included in the analysis. Accuracy 
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and RTs were analyzed in 2 (target configuration: interacting, non-interacting) × 2 (target 
eccentricity: central, peripheral) repeated-measures ANOVAs. 

Accuracy. Analyzing accuracy (Fig. 2) showed a significant interaction between target 
configuration and eccentricity, F(1, 22) = 5.87, p = .024, ηp² = 0.21, with no main effect of 
configuration, F(1, 22) = 0.17, p = .687, ηp² = 0.01, and no main effect of eccentricity, F(1, 22) 
= 0.97, p = .336, ηp² = 0.05. Pairwise comparisons showed a search asymmetry between 
interacting and non-interacting targets at central locations, t(22) = 1.81, p = .042, d = 0.38, 
where interacting targets were found significantly better than non-interacting targets (Minteracting 
= 0.84, SD = 0.11; Mnon-interacting = 0.81, SD = 0.11). The asymmetry tended to reverse with 
targets at peripheral locations, t(22) = -1.66, p = .056, d = -0.35, where accuracy was higher 
for non-interacting targets (M = 0.83, SD = 0.09) than interacting targets (M = 0.80, SD = 0.09). 
Moreover, interacting-dyad targets were more likely to be detected in central (vs. peripheral) 
locations, t(22) = 2.07, p = .050, d = 0.43, while there was no effect of eccentricity for non-
interacting targets, t(22) = -1.15, p = .262, d = -0.24. 

RTs. There was a significant effect of eccentricity, F(1, 22) = 7.52, p = .012, ηp² = 0.42, as 
participants were faster with targets at central than peripheral locations (Mcenter= 1267, SD = 
266; Mperiphery = 1337, SD = 249). There was no main effect of configuration, F(1, 22) = 0.25, p 
= .625, ηp² = 0.06, and no interaction F(1, 22) = 0.67, p = .421, ηp² = 0.03. 

Eye-tracking results. A trial began when the participant fixated the central fixation cross. Eye-
tracking data analysis showed that the participants’ eyes remained in the central area for most 
of the trial duration, with a mean proportion of central (vs. peripheral) dwell time of 0.74 (SD = 
0.07). A repeated-measures ANOVA on central dwell times, with a 2 (target configuration: 
interacting, non-interacting) × 2 (target eccentricity: central, peripheral) design showed an 
effect of eccentricity, F(1, 22) = 388.56, p < .001, ηp² = 0.96, as participants’ look departed from 
central fixation more often when the target was at the periphery (M = 0.67, SD = 0.07) than in 
the center (M = 0.80, SD = 0.08). The effect of configuration, F(1, 22) = 1.95, p = .176, ηp² = 
0.42, and the interaction, F(1, 22) = 0.06, p = .814, ηp² = 0.00, were not significant. The 
analyses of dwell times on target, number of first fixations on targets, and mean onset times 
of first fixations showed no effects (see Supplementary material 1), meaning that the above 
effects on accuracy and RTs were independent from overt eye movements. 
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Figure 2. Results of Experiment 1. (A) Mean Accuracy as a function of target configuration 
(interacting/non-interacting) and target eccentricity (center/periphery). Bar plots represent the 
mean group accuracy with interacting dyads and non-interacting dyads; error bars are standard errors 
of the mean. * denote significant effects (p < 0.05); ~ denote trends (p < .10). (B) Individual mean 
accuracy differences between interacting and non-interacting dyads. Positive values indicate 
higher accuracy with interacting dyads, negative values, higher accuracy with non-interacting dyads; 
dots indicate individual participants.  

Summary. Consistent with previous reports (Papeo et al., 2019), accuracy rates were more 
sensitive than RTs to experimental manipulations in the current task. Participants were more 
likely to correctly report an interacting dyad (target) among non-interacting dyads (distractors), 
when the target appeared around central fixation than at the periphery. However, the lack of 
search asymmetry at the periphery does not mean that participants did not detect the target at 
the periphery: performance with targets at peripheral locations was well above chance 
(M = 0.81, SD = 0.08, t(22) = 17.90, p < .001, d = 3.73) and participants gazed away from 
central fixation more often when the target was at a peripheral location. These results suggest 
that the asymmetry, with the advantage for interacting dyads, only emerged when the target 
appeared at the attended central location. However, when the task required searching through 
the array (i.e., when the target was at peripheral locations outside fixation), the effect tended 
to reverse, as non-interacting targets were reported more accurately than interacting target. 

Experiment 2 

Experiment 1 showed an advantage for interacting over non-interacting targets in the center 
of array, but not at the periphery. Experiment 2 sought to replicate the results of Experiment 1 
with two changes. First, Experiment 2 was carried out online, without eye-tracking. Second, 
we varied the set size, including arrays of both four and eight dyads (or eight and 16 bodies). 
The latter manipulation was introduced to test to what extent performance was affected by the 
number of distractors, taking the effect of set size (i.e., slower RTs for the larger set size) as 
an indication of serial search through the array (Treisman & Gelade, 1980).  
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Methods 

Participants 

Experiment 2 was implemented on Testable.org (www.testable.org/) (Rezlescu et al., 2020), a 
platform for stimulus presentation and response recording, with built-in procedures for taking 
care of differences in screen resolution among different private devices. Twenty-four healthy 
participants (4 females; age: M = 24 years, SD = 4.19) were recruited as paid volunteers. 
Participants were included provided that they had a track record of “correct participants” in 
90% of the online studies in Testable.org, and gave informed consent. 

Stimuli and procedures 

Due to limited online storage capacity of the online platform, we created only two lists of 400 
search arrays. Participants were randomly assigned to one of the two lists. In each list, half of 
the arrays contained an interacting target among three (100 trials) or seven (100 trials) non-
interacting distractors; the other half contained a non-interacting target among three (100 trials) 
or seven (100 trials) interacting distractors. Targets appeared randomly at central (50% trials) 
or peripheral locations.  

Participants accessed the experiment through a link shared on Testable.org. Before the 
experiment, they were invited to follow the instructions to calibrate the size of the display, in 
order to ensure that the image size was similar across different monitors. Next, participants 
were asked to set their room in a dim light, install the computer on a stable table, sit on a stable 
seat, align their eyes to the center of the computer’s screen at a distance of 60cm (arm length), 
and turn off the sound. Task instructions were identical to Experiment 1, except that here 
participants were asked to use the “e” key or the “o” key, to respond “left” or “right”, respectively. 
Familiarization, stimulus presentation, and trial structure were identical to Experiment 1. 

Results 

All participants had mean accuracy and RTs within 2.5 SD from the group average and were 
included in following analyses. Mean accuracy and RTs were analyzed in 2 (target 
configuration: interacting, non-interacting) × 2 (target eccentricity: central, peripheral) × 2 (set 
size: set 4, set 8) repeated-measures ANOVAs. 

Accuracy (Fig. 3). We found a significant effect of set size, F(1, 23) = 88.58, p < .001, ηp² = 
0.95, a significant interaction between target configuration and eccentricity, F(1, 23) = 8.04, p 
= .009, ηp² = 0.48, and a significant interaction between target configuration, target eccentricity 
and set size, F(1, 23) = 11.62, p = .002, ηp² = 0.34. Other main effects and interactions were 
not significant (configuration: F(1, 23) = 0.28, p = .600, ηp² = 0.03; eccentricity F(1, 23) = 0.66, 
p = .425, ηp² = 0.07; configuration x set size F(1, 23) = 0.44, p = .513, ηp² = 0.04; eccentricity 
x set size F(1, 23) = 3.15, p = .089, ηp² = 0.23).  

Effect of eccentricity in the search for interacting vs. non-interacting targets. To understand the 
three-way interaction, we ran two separate ANOVAs for the two different set size conditions, 
which showed that results of Experiment 1 were fully replicated in Experiment 2. In particular, 
consistent with Experiment 1, the critical target configuration by eccentricity interaction was 
significant with set size of eight, F(1, 23) = 13.11, p = .001, ηp² = 0.36 (effect of configuration: 
F(1, 23) = 0.42, p = .525, ηp² = 0.03; effect of eccentricity F(1, 23) = 2.15, p = .156, ηp² = 0.12), 
revealing a search asymmetry in favor of interacting targets with targets at central locations 
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(Minteracting = 0.87, SD = 0.07; Mnon-interacting = 0.83, SD = 0.09; t(23) = 2.85, p = .004, d = 0.58), 
but not with targets at peripheral locations, where, again, an opposite trend was observed: 
better performance with non-interacting, than with interacting targets (Minteracting = 0.81, SD = 
0.09, Mnon-interacting = 0.85, SD = 0.07; t(23) = -1.63, p = .059, d = -0.33). Moreover, interacting 
targets were detected better at the center than at the periphery, t(23) = 3.63, p = .001, d = 
0.74, but this was not the case for non-interacting targets, t(23) = -1.11, p = .278, d = -0.23. 
The target configuration by eccentricity interaction was not significant with set size of four, F(1, 
23) = 0.63, p = .435, ηp² = 0.03 (effect of configuration: F(1, 23) = 0.02, p = .894, ηp² = 0.00; 
eccentricity: F(1, 23) = 0.67, p = .421, ηp² = 0.03).  

Effect of set size in the search for interacting vs. non-interacting targets. We investigated the 
effect of set size in the search for interacting vs. non-interacting targets in two separate 
ANOVAs with factors target eccentricity (central, peripheral) and set size (set 4, set 8). Results 
showed a significant interaction for interacting targets (F(1, 23) = 14.01, p = .001, ηp² = 0.38; 
effect of eccentricity: F(1, 23) = 7.73, p = .011, ηp² = 0.37; effect of set size: F(1, 23) = 43.07, 
p < .001, ηp² = 0.87), showing that the effect of set size was significantly larger in the search 
for interacting targets at the periphery, t(23) = -7.02, p < .001, d = -1.43, compared to the 
search for interacting targets at central locations, t(23) = -4.44, p < .001, d = -0.91. With non-
interacting targets, there was only a main effect of set size, F(1, 23) = 93.24, p < .001, ηp² = 
0.85, showing that performance was better with the smaller set size arrays, regardless of 
whether the target was at the center of the periphery. There was no effect of eccentricity, F(1, 
23) = 1.78, p = .195, ηp² = 0.11, or interaction, F(1, 23) = 0.16, p = .694, ηp² = 0.01. 

RTs. We only found an effect of set size, F(1, 23) = 17.40, p < .001, ηp² = 0.30, showing that 
performance was faster with set size of four than eight. All other effects and interactions were 
not significant (configuration: F(1, 23) = 0.00, p = .974, ηp² = 0.00; eccentricity: F(1, 23) = 0.01, 
p = .915, ηp² = 0.00; configuration x eccentricity: F(1, 23) = 0.98, p = .333, ηp² = 0.02; 
configuration x set size: F(1, 23) = 0.42, p = .524, ηp² = 0.01; eccentricity x set size: F(1, 23) = 
1.15, p = .295, ηp² = 0.05; configuration x eccentricity x set size: F(1, 23) = 1.27, p = .271, ηp² 
= 0.05). 
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Figure 3. Results of Experiment 2. (A) Mean Accuracy as a function of target configuration 
(interacting/non-interacting), target eccentricity (center/periphery) and set size (four/eight 
dyads). Bar plots represent the mean group accuracy with interacting and non-interacting dyads; error 
bars are standard errors from the mean. * denote significant effects (p < 0.05); ~ denote trends (p < .10). 
(B) Individual mean accuracy differences between interacting and non-interacting dyads. Positive 
values indicate higher accuracy with interacting dyads, negative values higher accuracy with non-
interacting dyads, dots indicate individual participants. 

Summary. Accuracy results with set size of eight fully replicated the results of Experiment 1, 
showing a search asymmetry in favor of interacting dyads at the center, and a trend for an 
advantage for non-interacting targets at the periphery. Moreover, the search for interacting 
targets was less affected by the number of distractors (set size) at the center than at the 
periphery, in line with the hypothesis of a stronger recruitment of attention by an interacting 
target in the center versus greater reliance on serial search through the distractors with the 
target at the periphery. The same accuracy pattern was not found with set size of four, where 
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performance approached ceiling, thus reducing the sensitivity to detect differences across 
conditions. 

RT results only showed a general effect of set size (faster performance with set size of four 
than eight) but were not sensitive to other variations across conditions. In the current study, 
we opted for short stimulus duration as we were primarily interested in addressing the search 
advantage related to spontaneous attentional capture by the target. Different task conditions 
(e.g., unlimited stimulus presentation times) may help to highlight effects in RTs, which is 
necessary to evaluate the effects of set size on visual search using search slopes.  

Experiment 3 

Experiments 1-2 showed that the search advantage for interacting dyads emerged with targets 
presented at the attended (central) spatial location. In addition, Experiments 1-2 showed that 
the pattern tended to reverse towards an advantage for non-interacting dyads, with targets at 
the periphery, a condition that increases the demand for a search through the array, beyond 
the attended location. Here, we asked whether this reversal of effects would become 
statistically more reliable when extending the stimulus duration to allow more time to explore 
the periphery of the visual field. 

Methods 

Participants 

Twenty-four new healthy participants (7 females; age: M = 26 years, SD = 4.96) were recruited 
as paid volunteers. Participants were included if they had a track record of “correct participant” 
in 90% of the online studies in Testable.org, and provided informed consent. 

Procedures 

Stimuli, familiarization, instructions and procedures were identical to Experiment 2, except for 
two details. First, stimulus duration was increased by 50%, for a total of 1200 ms per stimulus. 
Second, the set size was kept constant and corresponded to eight dyads. Each participant saw 
400 arrays featuring one interacting target among seven non-interacting distractors (200 trials), 
or one non-interacting target among seven interacting distractors (200 trials). Targets 
appeared randomly in central (50% trials) or peripheral locations.  

Results  

We excluded data from two participants who had a mean accuracy 2.5 SD below the group 
mean and mean RTs more than 2.5 SD away from the group mean. Mean accuracy rates and 
RTs of the remaining participants were analyzed in 2 (target configuration: interacting, non-
interacting) × 2 (target eccentricity: central, peripheral) repeated-measures ANOVAs. 

Accuracy (Fig. 4). We found an interaction between target configuration and eccentricity, F(1, 
21) = 7.44, p = .013, ηp² = 0.26, a main effect of eccentricity, F(1, 21) = 5.79, p = .025, ηp² = 
0.32, but no effect of configuration, F(1, 21) = 0.01, p = .938, ηp² = 0.00. Pairwise comparisons 
showed a significant search asymmetry in favor of interacting targets at central locations 
(Minteracting = 0.90, SD = 0.07; Mnon-interacting = 0.87, SD = 0.06; t(21) = 1.82, p = .041, d = 0.39), 
and the reversed asymmetry at peripheral locations, t(21) = -1.87, p = .038, d = -0.40, where 
participants were more accurate for non-interacting dyads (M = 0.86, SD = 0.07) than 
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interacting dyads (M = 0.83, SD = 0.08). Moreover, interacting targets were found better at the 
center than at the periphery, t(21) = 3.28, p = .004, d = 0.70. This effect was not found for not 
non-interacting targets, t(21) = 0.26, p = .797, d = 0.06. 

RTs. We found a significant main effect of eccentricity, F(1, 21) = 17.08, p < .001, ηp² = 0.30, 
as participants were faster with central (M = 2001, SD = 279) than peripheral targets (M = 
2061, SD = 282). There was no main effect of configuration, F(1, 21) = 2.24, p = .150, ηp² = 
0.38, and no interaction, F(1, 21) = 0.09, p = .769, ηp² = 0.00. 

Figure 4. Results of Experiment 3. (A) Mean Accuracy as a function of target configuration 
(interacting/non-interacting) and target eccentricity (center/periphery). Bar plots represent the 
mean group accuracy with interacting and non-interacting dyads; error bars are standard errors from 
the mean. * denote significant effects (p < 0.05). (B) Individual mean accuracy differences between 
interacting and non-interacting dyads. Positive values indicate higher accuracy with interacting 
dyads, negative values higher accuracy with non-interacting dyads; dots indicate individual participants.  

 

Summary. The longer stimulus presentation implemented in Experiment 3 did not change the 
search advantage for interacting targets at central locations: participants detected interacting 
dyads better than non-interacting dyads, when the target appeared at the attended central 
location. With longer stimulus presentation, however, the advantage for non-interacting targets 
at the periphery, which was a trend in Experiments 1-2, here became statistically reliable. This 
result indeed indicates that target presentation at peripheral locations induced serial search 
through the array and that this search benefited from a meaningful, structured configuration of 
the distractors. Altogether Experiments 1-3 suggest that the advantage for interacting dyads 
can be explained by fast and automatic perceptual mechanisms operating on the attended 
location, such as a perceptual enhancement of parts (i.e., the interacting dyad) of a complex 
scene. While making the task overall more difficult (see main effect of eccentricity in 
Experiments 1-3), peripheral target presentation did not just abolish the above asymmetry, but 
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reversed the effect: participants were more likely to detect non-interacting dyads than 
interacting dyads, suggesting a change in the underlying mechanism, from immediate 
attentional capture when a salient target (the interacting dyad) was in central vision, to more 
efficient serial search through arrays of distractors that could be processed more efficiently 
(the –grouped– interacting dyads). To assess the statistical significance of this reversal, the 
mean accuracy of participants from Experiments 1, 2 and 3 was pooled, and entered in a 2 
(target configuration: interacting, non-interacting) × 2 (target eccentricity: central, peripheral) 
repeated-measures ANOVAs. This found a significant interaction between target configuration 
and eccentricity, F(1, 68) = 26.29, p < .001, ηp² = 0.28, a main effect of eccentricity, F(1, 68) = 
8.10, p = .006, ηp² = 0.14, but no effect of configuration, F(1, 68) = 0.38, p = .537, ηp² = 0.01.  

Experiment 4 

Experiments 1-3 revealed a complex pattern of asymmetries in visual search for interacting or 
non-interacting dyads: interacting dyads were detected better in central vision and non-
interacting dyads were detected better at the periphery. In Experiment 4, we tested whether 
the pattern found for interacting vs. non-interacting dyads in Experiments 1-3 generalized to 
object pairs appearing in their regular spatial and functional arrangement (hereafter: interacting 
pairs; e.g., a computer screen above a keyboard, a mirror above a sink, or a lamp above the 
table), compared with object pairs arranged in an irregular way (hereafter: non-interacting 
pairs; e.g., a computer screen below a keyboard, a mirror below a sink, or a lamp below the 
table). 

Methods 

Participants 

A new group of twenty-four healthy participants (19 females; age M = 22, SD = 2.83) were 
recruited and tested in the lab. Participants were paid volunteers with normal or corrected-to-
normal vision, no psychiatric history or current medication reported. They were enrolled after 
providing informed consent.  

Stimuli and procedures 

Search arrays were created from eleven pairs of everyday gray-scale objects used in previous 
studies (Kaiser et al., 2014). In the arrays, the pairs could appear in their typical vertical 
configuration for common usage (interacting pairs: e.g., a lamp above a dining table, a mirror 
above a bathroom sink, or an air vent above a stove; Fig. 1B, left), or vertically swapped (non-
interacting pairs: e.g., a lamp below a table, a mirror below a bathroom sink, an air vent below 
a stove; Fig. 1B, right). For each single objects (e.g., table), two different exemplars were 
included (table A and table B), resulting in four different exemplars for each pair (table A-lamp 
A, table B-lamp A, table B-lamp A, table B-lamp B), and a total of 44 functionally interacting 
and 44 non-interacting pairs. Arrays were generated following the same procedure described 
for body dyads, except for two differences. First, search arrays did not display more than one 
pair from the same type (e.g., only one lamp-table pair per display). Second, the two halves of 
the arrays contained different pairs (i.e., one half was not the mirror version of the other half, 
as in Experiments 1-3). This was done to prevent the target to be found because it 
corresponded to the only asymmetric part of the array. Search arrays with body dyads were 
modified relative to Experiment 1, to match these features of the object-pair arrays (only one 
repetition of the same dyad in each array and different dyads in the two halves of the array). 
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For each participant, 800 unique arrays were generated, 400 with body dyads and 400 with 
object pairs. Half of the arrays included a target among seven distractors; the other half 
included a target among nine distractors (Fig. 1D). Targets occurred in a central (50% trials) 
or at a peripheral location. Arrays with object pairs and arrays with body dyads were presented 
in two different blocks.  

In the object-pair condition, in two separate blocks, participants were instructed to search for 
the only interacting pair among the non-interacting pairs (Fig. 1D, left), or for the only non-
interacting pair among the interacting pairs (Fig. 1D, right). In the body-dyad conditions, in two 
separate blocks, participants were instructed to search for the only interacting dyad among the 
non-interacting dyad pairs, or for the only non-interacting dyad among the interacting dyads, 
as in previous experiments. The order of blocks was alternated across participants: the 
experiment started with either body-dyads or object-pairs, and within each type-condition, with 
either interacting or non-interacting targets. Before each block, participants were familiarized 
with the instructions and stimuli of each sub-block, in the same order, with 8 trials presenting 
4 stimuli for each of the 2 experimental conditions. Arrays were displayed on a 17-in. CRT 
monitor (1024 × 768 pixel resolution, 85-Hz refresh rate) positioned 60 cm from the 
participant’s eyes. Participants sat on a height-adjustable chair with their eyes aligned to the 
center of the screen. Stimulus presentation and response collection were controlled through 
the Psychophysics Toolbox extension of MATLAB (Brainard, 1997). The entire experiment 
lasted ~60 min. 

Results 

One participant with a mean accuracy rate 2.5 SD below the group mean was discarded. All 
other participants had mean RTs within 2.5 SD from the group mean and were included in 
analysis. Mean accuracy rates and RTs were analyzed in 2 (target configuration: interacting, 
non-interacting) × 2 (target eccentricity: central, peripheral) × 2 (set size: set 8, set 10) × 2 
(target type: bodies, objects) repeated-measures ANOVAs. 

Accuracy (Fig. 5). We found an effect of set size, F(1, 22) = 27.12, p < .001, ηp² = 0.48, as 
participants were more accurate with smaller set size arrays (Meight = 0.80, SD = 0.06; Mten = 
0.77, SD = 0.07), an effect of target type, F(1, 22) = 114.132, p < .001, ηp² = 0.93, as 
participants were more accurate with bodies (M = 0.84, SD = 0.07) than objects (M = 0.73, SD 
= 0.07), and a significant interaction between target configuration, eccentricity and target type, 
F(1, 22) = 5.71, p = .026, ηp² = 0.33. Other effects and interactions were not significant 
(configuration: F(1, 22) = 0.55, p = .467, ηp² = 0.04; eccentricity: F(1, 22) = 0.90, p = .353, ηp² 
= 0.07; configuration x eccentricity: F(1, 22) = 1.65, p = .213, ηp² = 0.13; configuration x set 
size: F(1, 22) = 0.69, p = .414, ηp² = 0.03; configuration x type: F(1, 22) = 2.04, p = .167, ηp² = 
0.27; eccentricity x set size: F(1, 22) = 1.81, p = .193, ηp² = 0.06; eccentricity x type: F(1, 22) 
= 0.00, p > .999, ηp² = 0.00; set size x type: F(1, 22) = 0.75, p = .396, ηp² = 0.02; configuration 
x eccentricity x set size: F(1, 22) = 3.41, p = .078, ηp² = 0.09; configuration x set size x type: 
F(1, 22) = 0.13, p = .717, ηp² = 0.01; eccentricity x set size x type: F(1, 22) = 0.16, p = .695, ηp² 
= 0.01; configuration x eccentricity x set size x type: F(1, 22) = 0.02, p = .900, ηp² = 0.00).  

To understand the interaction, we computed two 2 (target configuration: interacting, non-
interacting) × 2 (target eccentricity: central, peripheral) repeated-measures ANOVAs for body- 
and object-trials, separately. For bodies, we found a significant interaction between target 
configuration and eccentricity, F(1, 22) = 5.52, p = .028, ηp² = 0.20, with no main effects of 
configuration, F(1, 22) = 0.50, p = .488, ηp² = 0.03, or eccentricity, F(1, 22) = 0.47, p = .499, 
ηp² = 0.02. Like in Experiments 1-3, interacting targets were detected better at the center than 
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at the periphery, t(22) = 2.21, p = .038, d = 0.46, while this was not the case for non-interacting 
targets, t(22) = -1.32, p = .200, d = -0.28. Moreover, consistent with Experiments 1-3, there 
was a trend for a search asymmetry in favor of interacting dyads, with targets in central 
locations (Minteracting = 0.86, SD = 0.10; Mnon-interacting = 0.82, SD = 0.08; t(22) = 1.68, p = .054, d 
= 0.35), but not with targets at the periphery (Minteracting = 0.82, SD = 0.08; Mnon-interacting = 0.84, 
SD = 0.09; t(22) = -1.27, p = .108, d = -0.27). Numerically, however, the search for the target 
at the periphery matched the effect in Experiments 1: better search for non-interacting than 
interacting targets. A weaker effect here could reflect design differences between the previous 
experiments and the current one, which involved modified search arrays and body-trials 
interspersed with object-trials in the same session.  

For object pairs, the ANOVA only showed a trend for the effect of configuration, F(1, 22) = 
3.49, p = .075 ηp² = 0.18: regardless the location, non-interacting targets tended to be detected 
more successfully than interacting targets. There was no effect of eccentricity, F(1, 22) = 0.88, 
p = .358, ηp² = 0.03, or interaction, F(1, 22) = 0.75, p = .395, ηp² = 0.03. 

RTs. RTs showed effects of eccentricity, F(1, 22) = 11.89, p = .002, ηp² = 0.62, target type, 
F(1, 22) = 35.52, p < .001, ηp² = 0.99, and set size F(1, 22) = 43.32, p < .001, ηp² = 0.77. The 
interaction between set size and target type was significant, F(1, 22) = 6.26, p = .020, ηp² = 
0.34, reflecting a larger effect of set size (faster responses with smaller than larger sets) for 
body-trials, t(22) = -6.45, p < .001, d = -1.35, than objects t(22) = -2.73, p = .012, d = -0.57 (8 
pairs: M = 1501, SD = 219; 10 pairs: M = 1535, SD = 218). Finally, there was a significant 
interaction between target configuration and eccentricity, F(1, 22) = 4.63, p = .043, ηp² = 0.21. 
This interaction showed that the effect of eccentricity (faster responses at central than 
peripheral locations) was larger for interacting bodies/objects, t(22) = -3.39, p = .003, d = -0.71, 
than for non-interacting bodies/objects t(22) = -2.27, p = .033, d = -0.47. Other effects and 
interactions were not significant (configuration: F(1, 22) = 0.86, p = .364, ηp² = 0.39; 
configuration x set size: F(1, 22) = 0.54, p = .469, ηp² = 0.04; configuration x type: F(1, 22) = 
3.35, p = .081, ηp² = 0.58; eccentricity x set size: F(1, 22) = 0.02, p = .889, ηp² = 0.00; 
eccentricity x type: F(1, 22) = 0.55, p = .467, ηp² = 0.06; configuration x eccentricity x set size: 
F(1, 22) = 1.20, p = .286, ηp² = 0.11; configuration x eccentricity x type: F(1, 22) = 1.47, p = 
.238, ηp² = 0.10; configuration x set size x type: F(1, 22) = 0.47, p = .502, ηp² = 0.04; eccentricity 
x set size x type: F(1, 22) = 0.06, p = .809, ηp² = 0.00; configuration x eccentricity x set size x 
type: F(1, 22) = 1.08, p = .311, ηp² = 0.05).  
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Figure 5. Results of Experiment 4. (A) Mean Accuracy as a function of target type, target 
configuration (interacting/non-interacting), target eccentricity (center/periphery) and set size. 
Bar plots represent the mean group accuracy with interacting dyads (light brown) and non-interacting 
dyads (dark blue); error bars are standard errors from the mean. * denote significant effects (p < 0.05). 
~ denote trends (p < .10). (B) Individual mean accuracy differences between interacting and non-
interacting dyads. Positive values indicate higher accuracy with interacting dyads, negative values 
higher accuracy with non-interacting dyads, dots indicate individual participants.  

 

Summary. Experiment 4 showed different patterns of performance in visual search through 
body dyads and object pairs. Participants were generally more accurate and responded faster 
with bodies than objects and in smaller than larger sets. Set size had a stronger influence on 
search time for bodies than objects but did not interact with the target configuration. More 
importantly, consistent with the previous experiments, the search advantage (in accuracy 
rates) for interacting dyads was only found when targets were in central locations. With targets 
at peripheral locations, performance was qualitatively better in the search for non-interacting 
(vs. interacting) targets. A similar effect was found with object pairs regardless of the target 
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eccentricity: whether at the center or at the periphery, non-interacting object pairs tended to 
be detected more frequently than interacting pairs. Thus, the multifaceted effect of social 
interaction does not extend to non-social relations. Object sets in meaningful (e.g., functionally 
relevant) spatial relations are generally grouped and thus easier to reject, but they do not 
possess the same ability to capture attention when shown at the center. 

General discussion 

The current study addressed whether and how spatially defined higher-level relations (e.g., a 
social interaction implied by facingness) affect visual search. In particular, we investigated a) 
how people searched for interacting (face-to-face) bodies in a crowd of non-interacting (back-
to-back) dyads, and vice versa; b) how the spatial location of the target in the visual field (i.e., 
its eccentricity) affected search; and c) whether the pattern of search performance with body 
dyads generalized to other pairs instantiating another type of high-level relation (i.e., objects 
in functional configurations for common usage). 

Results reveal a complex pattern of search asymmetries. Interacting dyads among non-
interacting dyads were detected better than non-interacting dyads among interacting dyads. 
This advantage for interacting dyads was only found when the target appeared in a central 
location, that is, in a location that was in the participant’s focus of attention. When the target 
appeared at more peripheral locations, non-interacting dyads were detected better than 
interacting dyads. Thus, peripheral target location did not just abolish the asymmetry in favor 
of interacting dyads but reversed the effect. The latter effect generalized to the search for 
object pairs, independently of target location: whether presented in central or peripheral 
locations, non-interacting objects were detected better than interacting objects. 

The advantage for interacting body dyads in central vision replicates the visual search 
asymmetry reported in Papeo et al. (2019), who showed that, with fast stimulus presentation, 
interacting targets among non-interacting distractors were detected better than non-interacting 
targets among interacting distractors. Adding to those findings, the current results specify the 
boundaries of the asymmetry, showing that attentional capture by interacting dyads only 
happens with target presentation at the attended central location.  

This result show that facingness, a reliable cue of social interaction, makes two people 
particularly salient at the attended spatial location (Papeo et al., 2017; Papeo et al., 2019; see 
also Vestner et al., 2019; Skripkauskaite et al., 2022). This effect may be promoted by the 
perceptual enhancement of interacting dyads suggested by neuroimaging findings. In effect, 
fMRI research using classification analyses has shown that facing bodies have a stronger 
representation in visual cortex, relative to the same bodies presented in non-facing 
configurations (Abassi & Papeo, 2020; Bellot et al., 2021). This neural effect could be linked 
to behavioral effects showing that body postures and movements seen in an interacting context 
are discriminated better (Bellot et al., 2021; Neri et al., 2006) and remembered better (Ding et 
al., 2017; Paparella & Papeo, 2022; Vestner et al., 2019) than the same stimuli presented as 
unrelated or in isolation. In sum, interacting dyads capture attention because their relative 
positioning makes them more salient, and therefore more visible, relative to unrelated bodies. 

Why isn’t that the case for facing dyads at peripheral locations? Interacting and non-interacting 
bodies are more difficult to discriminate at the periphery of the search arrays due to the effects 
of eccentricity (i.e., decreased spatial resolution with increasing degrees of eccentricity; 
Carrasco & Frieder, 1997; De Valois & De Valois, 1988) and crowding (Bouma, 1970). Visual 
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crowding is the phenomenon in which an object in peripheral vision can be recognized in 
isolation but not when flanked by other objects, especially when target and flankers are visually 
similar, as it is the case for our body dyads (Whitney & Levi, 2011). Thus, when the target is 
not in central vision, interacting and non-interacting dyads cannot be readily discriminated, and 
the participant needs to start a search through the array. As our results show, this search is 
easier when the majority of distractors are interacting dyads and more difficult when they are 
non-interacting dyads. This effect is predicted by possible differences in the way interacting 
and non-interacting distractors are visually represented. In particular, the facilitatory effect of 
related distractors in visual search adds up to other behavioral and neural effects suggesting 
that the spatial positioning of objects according to meaningful relations (e.g., real-world 
regularities) triggers grouping of multiple objects into a perceptual unit (Kaiser et al., 2019). 
Grouping in visual search would effectively reduce the number of distractors to check and 
reject, thus increasing search efficiency (Kaiser et al., 2014). In parallel, and in line with this, 
growing literature shows that facingness, as a cue of interaction, triggers grouping of two 
people into a unitary perceptual structure (Abassi & Papeo, 2022; Adibpour et al., 2021; Papeo 
& Abassi, 2019; Vestner et al., 2019).  

Overall, our results show that spatial relations that imply interaction between people or objects 
affect visual search. Visual search benefits from visual relational information by treating related 
items as single attentional units, thus reducing the number of items to process in an array. This 
mechanism is common to objects and people, or social and non-social relations. At the same 
time, interacting dyads capture attention when close to the initial attentional focus, while 
objects do not. This suggests that there are shared but also different mechanisms for 
processing of social and non-social visual relational information. Differences can reflect visual 
and semantic dissimilarities between object categories. For example, here, bodies were all 
visually very similar (in fact, the very same body was shown in different postures across all 
dyads); whereas objects belonged to various, visually different, categories. Moreover, while 
relations between bodies unfolded along the horizontal axis, object pairs were organized 
vertically. Body dyads and object pairs might also entail different levels of representation. That 
is, all facing dyads might trigger a general representation of interaction, while each interacting 
object pair might specify a relation, different from the others (lamp above table could be “dining 
area”, monitor above keyboard could be “computer” and so on), which would make object pairs 
easier to separate than body dyads. Difference between body dyads and object pairs may also 
reflect the use that we, as humans, make of relational information, and/or its relevance in the 
ecological setting. Detecting and recognizing social interactions in the wild is crucial for 
survival, and as a primary source of information for social learning. Stimuli that are reliably 
associated with social interaction (e.g., face-to-face body positioning) might have been 
prioritized in attention/perception throughout ontogeny and phylogeny (see New et al., 2007, 
for a perspective on evolutionary constraints on visual attention). In contrast, spotting a group 
of regularly positioned objects is not typically associated with such behavioral rewards. In 
navigating the environment, the visual system could use a strategy, where the regular, 
meaningful, and familiar configurations of objects are efficiently discarded to focus on the 
important –socially and biologically relevant– information, such as conspecifics, other animals, 
and their interactions.  

In this spirit, the current results support the idea of a special status for interacting bodies in 
visual attention (see Papeo, 2020). However, it remains possible that other categories of stimuli 
or relations benefit from a similar advantage. The work of Vestner et al. (2020; 2021; 2022) 
suggests that an attentional capture similar to the one observed for interacting bodies could 
be observed for pairs of facing objects whose orientation (leftward or rightward) provides a 
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strong directional cue (e.g., cars and cameras). A direct comparison with our results however 
is limited by significant differences in the paradigms. Vestner et al. presented arrays of four 
stimuli around the central fixation (alike our “central” condition) for unlimited time, and did not 
test for visual search asymmetries: facing and non-facing pairs did not swap role in two 
conditions, as in classic search asymmetry paradigms (condition A: facing is the target, non-
facing is the distractor; condition B: non-facing is the target, facing is the distractor), but were 
only used as targets among other distractors. Future studies should further extend the present 
comparison of socially interacting bodies and functionally interacting objects to other classes 
of stimuli and relations to clarify the types of stimuli/relations that are processed analogously 
to visual illustrations of social interaction (i.e., facing dyads). 

To summarize, here we elicited two apparently conflicting effects reported in the literature in a 
single design, showing that interacting dyads capture attention more strongly than non-
interacting dyads, but are also easier to reject as distractors. The new results reported here 
show how the same stimuli (interacting dyads) can give rise to different effects in visual search 
(attentional capture or more efficient search) based on target eccentricity (central/peripheral), 
determined by how much search thought the distractors is required. Meaningful relations 
between individual items structure the array in a way that reduces the number of units to 
process, facilitating the search for a target. This mechanism applies to social dyads as well as 
to non-social object pairs. The presentation of the target at the attended central location breaks 
this effect, but only when the target is a social dyad and only when the two members of the 
dyad are face-to-face, as if interacting. More generally, we showed how new units of perception 
emerge from higher-level relations such as social interaction or functional association, which 
are not explained by low-level visual properties of the stimuli (e.g., proximity, similarity, 
contours, continuity), and yet bind visual entities together, impacting the way in which 
individuals parse the visual world.  
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