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Résumé —

La circulation méridienne de retournement de l'océan Atlantique (AMOC) joue un role
essentiel sur le climat en convoyant la chaleur a I’échelle du globe. Le Gulf Stream (GS)
est un courent de bord ouest, composante majeure de ’AMOC. Les observations et mod-
eles océaniques ont montré sa complexité sur une large gamme d’échelles spatio-temporelles.
Notre compréhension de la dynamique du GS présente encore des lacunes importantes, et
les simulations numériques montrent des biais par rapport aux observations. Une améliora-
tion significative est obtenue en résolvant l'activité de mésoéchelle (résolution <1/10°), mais
dans ce cas une énergie excessive est souvent générée, suggérant des processus de dissipation
manquants.

L’objectif principal de cette étude est d’évaluer le cycle de I’énergie cinétique dans le GS,
en insistant sur les mécanismes de dissipation. Nous présentons tout d’abord une simula-
tion forcée de l'océan résolvant en partie la sous-mésoéchelle (dx = 2 km) pour décrire la
distribution spatio-temporelle des cascades turbulentes, basée sur une méthode de coarse-
graining. L’étude confirme que les mouvements équilibrés conduisent & une cascade inverse
d’énergie depuis les échelles d’injection vers les grandes échelles. Inversement, 'interaction
des courants équilibrés et déséquilibrés (advection agéostrophique) entraine une cascade di-
recte vers les plus fines échelles. Le changement de direction de ce transfert d’énergie varient
dans l'espace et le temps, mais se situe en moyenne autour de 10 km dans le GS.

Pour identifier les principaux puits d’énergie, nous avons comparé la dissipation intérieure
(provenant de la cascade directe) avec la dissipation numérique et dissipation frictionelle au
fond et en surface (interaction océan-atmosphere). Nos résultats indiquent que la dissipation
intérieure est bien inférieure aux autres puits d’énergie. La dissipation numérique est sensible
au choix des schémas d’advection et un schéma d’ordre supérieur conduit a une réduction
significative, mais compensée par une augmentation de friction aux limites, plutot que de la
cascade directe.

Nous avons également évalué I'influence de la marée sur le cycle énergétique de la circu-
lation. En comparant la simulation précédente avec une simulation similaire ne différant que
par le forcage des marées, nous constatons que les marées internes modulent la cascade tur-
bulente du GS via I'interaction vague-courant, conduisant finalement a une augmentation de
la cascade directe. Cependant, malgré 'intensification, la cascade directe d’energie cinétique
reste significativement inférieur & la dissipation numérique et frictionelle.

Afin d’obtenir une compréhension globale du bilan énergétique du GS, nous avons réalisé
pour finir une simulation couplée océan-atmospheére d’une durée d’un an et résolvant de
maniére plus compléte la gamme sous-mésoéchelle (dz = 700 m). Nous représentons le cycle
énergétique par un diagramme de Lorenz, couvrant a la fois I’énergie potentielle et cinétique.
Les résultats montrent qu’il existe des voies distinctes pour le transfert de 1’énergie cinétique
et potentielle. La principale route vers la sous-mésoéchelle est permis par le tranfert direct
de I’énergie potentielle (par brassage tourbillonaire et frontogénése), qui subit une conversion



barocline pour former de I’énergie cinétique a toutes les échelles. L’énergie cinétique subit
alors une atténuation par friction, ou par mélange vertical dans la couche de surface. L’énergie
cinétique se déplace également par intéraction nonlinéaire, d’une part de la sous-mésoéchelle
équilibrée (> 10 km) vers les échelles supérieures, et, d’autre part, de la sous-mésoéchelle
déséquilibrée (< 10 km) vers les plus fines échélles suivant une cascade directe.

Mots clés: Gulf Stream, Modélisation forcée et couplée océan-atmosphere, Processus
a sous-mésoéchelle, Bilan énergétique, Dissipation de l’énergie, Interactions air-mer,
Marée




Abstract —

The Atlantic Meridional Ocean Circulation (AMOC) plays a critical role in the climate
system, conveying heat around the globe. The Gulf Stream (GS) is a major surface component
of the AMOC, renowned as a strong western boundary current. Observations and ocean
models have shown that the GS is complex with diverse mechanisms affecting a wide spectrum
of temporal and spatial scales. Our understanding of GS dynamics still has major gaps, and
numerical simulations have biases compared with observations. A significant improvement is
achieved by resolving the mesoscale activity (grid scale <1/10°), but in this case the models
often generate excessive kinetic energy, suggesting missing dissipation processes.

The main objective of this study is to assess the kinetic energy (KE) pathway in the GS,
with a focus on the mechanisms of dissipation. We first present a submesoscale-permitting
(dr = 2 km) forced ocean simulation to describe the spatial and temporal distribution of
turbulent cascades based on a coarse-graining method. The study confirms that balanced
motions lead to an inverse KE cascade from injection scales to large scales. Conversely, the
interaction of balanced and unbalanced motions (ageostrophic advection) results in a forward
cascade to smaller scales. The scale at which energy transfer changes direction depends on
the dominant mechanisms, which vary in space and time, but is on average around 10 km in

the GS.

To identify the main kinetic energy sinks, we compared interior dissipation — assumed to
ensue from the forward cascade — with numerical dissipation and frictional dissipation at the
vertical boundaries (i.e., bottom drag and top drag). Our results indicate that the interior
dissipation is an order of magnitude lower than other energy sinks. Numerical dissipation
is sensitive to the choice of horizontal momentum advection schemes and using a higher-
order scheme leads to a significant reduction in numerical dissipation, as expected. However,
this reduction is offset by an increase in boundary friction rather than downscale flux. Top
and bottom boundary friction therefore appears to be the most important and most robust
dissipation process.

In addition, we evaluate the influence of tides on the energy pathways of wind-driven
circulation. Comparing the previous simulation with a similar one differing only in tidal forc-
ing, we find that internal tides modulate the turbulent GS cascade via wave-flow interaction,
ultimately leading to an increase in the forward cascade. However, despite intensification, the
downscale energy flux remains significantly lower than numerical and boundary dissipation.

To gain a global understand of the GS’s energy balance, we finally carried out a year-
long coupled ocean-atmosphere simulation with submesoscale resolution (dx = 700 m). We
assessed the accuracy of the simulation using observational data and constructed a Lorenz
diagram to represent the complete energy cycle at submesoscale, covering both potential and
kinetic energy pathways. The results confirm that wind stress is the primary external source
of energy, injecting it on a large scale. However, there are distinct pathways for the travel and
sink of kinetic and potential energy. The primary pathway for potential energy is a down-
scale flux to submesoscales, while converting to kinetic energy through baroclinic processes.



Meanwhile, kinetic energy experience depletion at all scales through boundary dissipation,
including vertical mixing in the surface boundary layer. However, kinetic energy also travels
across scales as balanced submesoscales (> 10 km) energize the larger scale through shear
production and unbalanced submesoscales (< 10 km) follow a forward cascade. The sub-
mesoscale range therefore appears to be divided into two ranges, whose dynamic regime is
determined by the extent of ageostrophic advection.

Keywords: Gulf Stream, Ocean-Atmosphere Coupled and Uncoupled Models, Subme-
soscale processes, Energy Budget, Energy Dissipation, Air-Sea interactions, Tides
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General introduction

The Gulf Stream (GS) is a surface, strong, persistent, warm, and narrow current that is
part of the Western Boundary Currents of the global ocean. The GS is a key component
of the global circulation, in particular the Atlantic Meridional Ocean Circulation (AMOC).
The AMOC transports warm upper waters towards the pole and draws cold deep waters back
southward over the equator. The AMOC’s conveyance of warm water plays a leading role in
regulating oceanic and continental climates (Bryden et al., 2005).

Previous studies show that the GS is a complex system in which multiple mechanisms
exert a strong influence over a wide range of temporal and spatial scales. At large scale,
it is partly driven by the Sverdrup balance between wind stress curl and differential Earth
rotation (Sverdrup, 1947). However, its trajectory and transport near the western border are
strongly influenced by topography and eddy-mean interaction (Kang and Curchitser, 2015;
Schoonover et al., 2016; Ozgokmen and Chassignet, 2002; Hughes and De Cuevas, 2001).

The GS system is the subject of a great deal of oceanographic research. However, there
are still important gaps in our understanding of its dynamics. Its representation by numerical
ocean models shows significant dispersion in solutions and significant biases compared with
in situ and satellite observations. Low-resolution simulations (> 100 km) fail to correctly
reproduce the GS separation from the coast, as the current continues along the western
margin north of Cape Hatteras, resulting in weak eastward penetration into the basin interior
(Chassignet and Xu, 2017; Bryan et al., 2007). A significant improvement is achieved by
solving mesoscale activity (grid scale <1/10°), although excessive kinetic energy is often
produced by the models in this case (Chassignet and Xu, 2017; Ozgokmen and Chassignet,
2002), suggesting missing dissipation processes. A realistic representation of the GS is then
only possible with adequate kinetic energy sources and sinks in the kinetic energy balance.

Current theory suggests that atmospheric forcing and tides are the main external energy
sources, injecting kinetic and potential energy on a large scale (> O(100km)) (Ferrari and
Waunsch, 2009). The large scale flow generate mesoscale eddies through baroclinic instability,
which convert potential into kinetic energy. Mesoscale eddies interact with each other and,
through eddy merging, transfer kinetic energy back up the scale (inverse cascade) (Charney,
1971; Scott and Wang, 2005). At the same time, however, they induce transfer of potential
energy down the scale through eddy stirring and frontogenesis (Klein et al., 2019). As a result,
horizontal density anomalies develop at submesoscale (below a few 10 km), forming potential
energy that converts to kinetic energy through vertical fluxes of buoyancy — associated with
ageostrophic secondary circulation or mixed layer instabilities (Capet et al., 2008a). Due to
the weakened effects of rotation and stratification at these scales, unbalanced motions can
interact with balanced motions and promote a transfer of kinetic energy to smaller scales (for-
ward cascade) in route to dissipation (Molemaker et al., 2010; Capet et al., 2008a). However,
at the same time, submesoscale fronts can also energize larger scales through interaction with
mesoscale eddies, thus extending the inverse energy cascade to the submesoscale range (Klein
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et al., 2008; Qiu et al., 2014; Schubert et al., 2020). Consequently, the scale at which cross-
scale fluxes change sign is in the submesoscale range (around 10 km according to Klein et al.

2008), but the dissipation pathway can start at a larger scale via potential energy transfers
(Figure 1).

CONVENTIONAL ALTIMETERS
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Figure 1: Schematic of the energy pathway involving mesoscales and submesoscales: The
upper line depicts the forward cascade of potential energy (PE) caused by eddy stirring, while
the lower line represents the kinetic energy (KE) pathway. At a fine scale of approximately
10-20 km, submesoscales enable the conversion of PE into KE through frontogenesis and the
expansion of the inverse KE cascade spectral range. Conventional satellite altimeters only
capture the energy pathway involving interior baroclinic instability at the mesoscale (down
to 100 km). In the future, wider swath altimeters, like Surface Water and Ocean Topography,
should capture the energy pathway involving finer scales (down to approximately 10-20 km).
Reprinted from Klein et al. (2019).

In addition to the interior route of energy dissipation, other energy sinks have been rec-
ognized as contributing to the maintenance of energy balances. At the boundaries, there is
dissipation due to bottom drag caused by the interaction between bottom topography and
bottom currents (Sen et al., 2008; Trossman et al., 2017) and top drag - also known as the
current feedback effect - caused by the interaction between surface currents and surface winds
(Renault et al., 2016b). Vertical mixing, particularly in the oceanic planetary boundary layer,
is also highlighted as a very important energy sink (Wunsch and Ferrari, 2004). Finally, nu-
merical ocean models also generate numerical dissipation (implicitly or explicitly) to dampen
dispersion errors resulting from the spatial and temporal discretization of the equations, in
particular the advection terms (Soufflet et al., 2016; Marchesiello et al., 2011).

The kinetic energy pathway described above is a general theory, but it has not been
fully demonstrated in the GS. Furthermore, the role of mechanisms such as tides and air-
sea interactions is not fully integrated in the theory. The main objective of the present
study is to describe the kinetic energy pathway over the GS and the mechanisms involved in
the kinetic energy dissipation, attempting to quantify and compare the various components.
These analyses are performed using numerical ocean and atmospheric models.

In Chapter 1, we describe the regional circulation of the GS and the mechanisms that
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modulate its dynamics. We also describe the main difficulties of numerical ocean models in
representing the GS. A summary of the theory of the kinetic energy pathway is described in
Chapter 2. In Chapter 3, we present the methodology implemented in this thesis. Specifically,
we describe the main features of the numerical oceanic and atmospheric models used (CROCO
and WRF, respectively). In addition, we describe the coarse-grained method that allows us
to estimate the cross-scale kinetic energy flux. This estimation will be key to our research.

In Chapter 4, we analyze the kinetic energy cascade over the GS estimated by the coarse-
grained method, using a forced submesoscale-permitting oceanic simulation. This method
allows us to describe the spatial variability of the cross-scale kinetic energy flux. We then
discussed the mechanisms involved in the forward cascade, i.e., mainly ageostrophic advection
associated with frontogenesis. Interior dissipation (dissipation following the forward cascade)
is quantitatively compared with both numerical and boundary dissipation. We find that
interior dissipation is an order of magnitude smaller than the other energy sinks. Finally,
we evaluate the sensitivity of energy sinks to the horizontal momentum advection scheme
and show that lower numerical dissipation in a higher-order scheme leads to a compensatory
increase in boundary dissipation.

Tides are one factor that can modulate the kinetic energy pathway and are not yet fully
understood. Their effects on the energy cascade and energy sinks are discussed in Chapter
5. By comparing a series of submesoscale simulations with and without tides, we found that
internal tides modulate the GS turbulent cascade through wave-flow interaction while external
tides increase the bottom drag of the subtidal circulation in the deep ocean.

Chapter 6 described the submesoscale energy cycle, as part of a Lorenz energy cycle
describing the generation, conversion and dissipation of potential and kinetic energy in the
ocean, including the effects of air-sea interaction. Using a high-resolution coupled ocean-
atmosphere simulation over the GS, we estimate the terms of the energy budget equations.
The main results found are that kinetic energy reservoirs are fed at all scales (mesoscale
and submesoscale) by potential energy transfers, and drained by boundary friction, vertical
mixing and numerical dissipation. In addition, the inverse kinetic energy cascade extend to
the submesoscale range, down to 8 km, and only a small amount follows a forward cascade
below 8 km.

Finally, Chapter 7 presents the conclusions and perspectives of our study.
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Le Gulf Stream (GS) est un courant de surface, fort, persistant, chaud et étroit qui fait partie
des courants de Bord Ouest de 'océan mondial. Le GS est un élément clé de la circulation
mondiale, en particulier de la circulation méridienne de retournement de 'océan Atlantique
(AMOC). L’AMOC transporte des eaux chaudes de surface vers le pole et les eaux profondes
froides vers le sud a travers ’équateur. L’acheminement des eaux chaudes par ’TAMOC joue
un role majeur dans la régulation des climats océaniques et continentaux (Bryden et al.,
2005).

Des études antérieures ont démontré que le GS est un systéme complexe dans lequel de
multiples mécanismes exercent une forte influence sur un large éventail d’échelles temporelles
et spatiales. Il forme la branche occidentale du gyre subtropical de 1’Atlantique Nord, qui
a grande échelle, est régi par 1’équilibre de Sverdrup entre le rotationel de la tension de
vent et la rotation de la Terre (Sverdrup, 1947; Munk, 1950). Cependant, sa trajectoire et
son transport le long de la cote sont fortement influencés par la topographie et l'interaction
tourbillon-grande-échelle (Kang and Curchitser, 2015; Schoonover et al., 2016; Ozgdkmen and
Chassignet, 2002; Hughes and De Cuevas, 2001).

Le GS a été 'objet de nombreuses recherches océanographiques. Cependant, il existe
encore d’importantes lacunes dans notre compréhension de sa dynamique. Sa représentation
par les modeles numériques océaniques montre une dispersion importante des solutions et
des biais significatifs par rapport aux observations in situ et satellitaires. Les simulations
a basse résolution (> 100 km) ne parviennent pas a reproduire correctement la séparation
du GS de la cote au niveau du Cap Hatteras, et le courant continu son chemin le long
de la marge occidentale au nord du Cap Hatteras, ce qui entraine une faible pénétration
vers l'est dans lintérieur du bassin (Chassignet and Xu, 2017; Bryan et al., 2007). Une
amélioration significative est obtenue en résolvant l'activité a méso-échelle (échelle de grille
<1/10°), cependant une énergie cinétique excessive est souvent produite par les modeles dans
ce cas (Chassignet and Xu, 2017; Ozgokmen and Chassignet, 2002). Ces biais énergétiques
persistants suggerent des processus de dissipation manquants. Une représentation réaliste du
GS n’est alors possible qu’avec des sources et des puits d’énergie cinétique adéquats dans le
bilan d’énergie cinétique.

La théorie actuelle suggere que le forcage atmosphérique et les marées sont les princi-
pales sources d’énergie externe, injectant a grande échelle (> O(100km)) (Ferrari and Wun-
sch, 2009). L’apport a grande échelle génére des tourbillons de méso-échelle par le biais de
I'instabilité barocline, qui convertit I’énergie potentielle en énergie cinétique. Les tourbillons
de méso-échelle interagissent les uns avec les autres et, par coalescence, transferent 1’énergie
cinétique vers le haut de 1’échelle (cascade inverse) (Charney, 1971; Scott and Wang, 2005).
Dans le méme temps, cependant, ils induisent un transfert d’énergie potentielle vers le bas de
I’échelle par le brassage tourbillonnaire et la frontogenese (Klein et al., 2019). En conséquence,
des anomalies horizontales de densité se développent a petite échelle, ot I’énergie potentielle
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se transforme en énergie cinétique par le biais de flux verticaux de flottabilité — associés a
une circulation secondaire agéostrophique ou & des instabilités de la couche mélangée (Capet
et al., 2008a). En raison de l'affaiblissement des effets de la rotation et de la stratification a
ces échelles, les mouvements déséquilibrés peuvent interagir avec les mouvements équilibrés
et favoriser un transfert d’énergie cinétique vers des échelles plus petites (cascade directe)
(Molemaker et al., 2010; Capet et al., 2008a). Cependant, dans le méme temps, les fronts
de sous-mésoéchelle peuvent également dynamiser des échelles plus grandes grace a leur in-
teraction avec les tourbillons de mésoéchelle, étendant ainsi le régime de cascade d’énergie
inverse vers la sous-mésoéchelle (Klein et al., 2008; Qiu et al., 2014; Schubert et al., 2020).
Par conséquent, ’échelle a laquelle les flux inter-échelles changent de signe se situe a une
échelle inférieure & la méso-échelle (environ 10 km selon Klein et al. 2008), mais la route
de dissipation peut commencer a une échelle plus grande en suivant des transferts d’énergie
potentielle (Figure 1).

Outre la route intérieure de dissipation de I’énergie, d’autres puits d’énergie ont été recon-
nus comme contribuant au budget énergétique de 'océan. Aux limites verticales de surface
et de fond, deux processus de dissipation importante sont reconnus : (i) celle induite par la
trainée de fond qui est causée par l'interaction entre la topographie et les courants de fond
(Sen et al., 2008; Trossman et al., 2017); (ii) celle induite par la trainée de surface - également
connue sous le nom d’effet de "Current Feedback" - causée par I'interaction entre les courants
de surface et les vents de surface (Renault et al., 2016b). Le mélange vertical, en particulier
dans la couche limite océanique planétaire, est également considéré comme un puits d’énergie
trés important (Wunsch and Ferrari, 2004). Enfin, les modéles océaniques générent également
une dissipation numérique (implicitement ou explicitement) pour amortir les erreurs de dis-
persion résultant de la discrétisation spatiale et temporelle des équations, en particulier les
termes d’advection (Soufflet et al., 2016; Marchesiello et al., 2011).

Le cycle de I’énergie cinétique décrit ci-dessus résulte d’une théorie générale, mais elle
n’a pas été entierement démontrée pour le GS. En outre, le réle de mécanismes tels que les
marées et les interactions air-mer n’est pas entierement intégré dans la théorie. De plus, il
n’y a pas de quantification de 'importance relative des différentes sources et puits d’énergie
du GS. L’objectif principal de la these est donc de décrire les routes de 1’énergie cinétique
dans le systeme du GS ainsi que les mécanismes impliqués dans sa dissipation, en visant
a quantifier et a comparer les différentes composantes. Ces analyses sont réalisées a l'aide
de configurations de modeles numériques océaniques et atmosphériques développées dans le
cadre de cette these.

Dans le Chapitre 1, nous décrivons la circulation régionale et les mécanismes qui mod-
ulent la dynamique du GS. Nous précisons également les principales difficultés des modeéles
océaniques a représenter le GS. Un résumé des théories expliquant le bilan d’énergie cinétique
est donné dans le Chapitre 2. Dans le Chapitre 3, nous présentons la méthodologie mise
en oeuvre dans cette étude. En particulier, nous décrivons les principales caractéristiques des
modeles numériques océaniques et atmosphériques utilisés (CROCO et WRF'). En outre, nous
décrivons la méthode du coarse-graining qui nous permet d’estimer le flux d’énergie cinétique
traversant les échelles spatiales. Cette estimation sera une des clés de notre recherche.
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Dans le Chapitre 4, nous analysons la cascade d’énergie cinétique dans le GS estimée
par la méthode du coarse-graining, en utilisant une simulation océanique forcée qui permet
le développement de sous-mésoéchelle. Cette méthode nous permet de décrire la variabilité
spatiale et temporelle du flux d’énergie cinétique dans 'océan. Nous discutons ensuite des
mécanismes impliqués dans la cascade directe, et démontrons la prépondérance de ’advection
agéostrophique associée a la frontogenese. La dissipation intérieure (via la cascade directe) est
comparée quantitativement a la dissipation numérique ainsi qu’aux dissipations frictionnelles
sur le fond et la surface. Nous démontrons que la dissipation intérieure est un ordre de
grandeur inférieur aux autres puits d’énergie. Enfin, nous évaluons la sensibilité des puits
d’énergie au schéma d’advection de la quantité de mouvement horizontale et montrons qu’une
dissipation numérique plus faible dans un schéma d’ordre supérieur entraine une augmentation
compensatoire par les dissipations sur le fond et la surface.

La marée est un acteur pouvant moduler le cycle de I’énergie cinétique, de fagon encore
imparfaitement comprise. Son effet sur la cascade énergétique et les puits d’énergie sont
examinés au Chapitre 5. En comparant une série de simulations a sous-mésoéchelle avec et
sans marées, nous montrons que les marées internes modulent la cascade turbulente du GS
grace a l'interaction entre les ondes internes et les courants, tandis que les marées externes
augmentent la trainée de fond de la circulation dans I'océan profond.

Le Chapitre 6 vise a étudier le cycle énergétique complet du GS a sous-mésoéchelle (énergie
cinétique et potentielle). Pour ce faire, nous développons et utilisons une simulation couplée
océan-atmosphere a haute résolution sur le GS. Nous estimons alors un diagramme de Lorenz
décrivant la génération, la conversion et la dissipation de I’énergie potentielle et cinétique,
y compris les effets des interactions entre 'océan et I'atmosphere. Les principaux résultats
obtenus sont que les réservoirs d’énergie cinétique sont alimentés a toutes les échelles (mé-
soéchelle et sous-mésoéchelle) par des transferts d’énergie potentielle, et drainés par la friction
aux limites verticales, le mélange vertical de surface et la dissipation numérique. En outre, la
cascade inverse d’énergie cinétique s’étend a la sous-mésoéchelle, jusqu’a environ 10 km, et
seule une petite quantité suit une cascade directe en dessous de 10 km.

Enfin, le Chapitre 7 présente les conclusions et les perspectives de notre étude.
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The Gulf Stream System
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10 Chapter 1. The Gulf Stream System

1.1 Introduction

Western Boundary Currents (WBCs) are located on the western side of the subtropical gyres
and are characteristically fast, intense, and narrow current compared to their eastern coun-
terparts. WBCs include the Brazil Current in the South Atlantic, the Kuroshio in the North
Pacific, the East Australia Current in the South Pacific, the Agulhas Current in the southern
Indian Ocean and the Gulf Stream in the North Atlantic. These regions have been identi-
fied as the most energetic regions in the global ocean (Figure 1.1), reaching two orders of
magnitude higher than the eastern boundary currents. Additionally, the meridional trans-
port of warm water by WBCs induces a vigorous heat flux exchange between the ocean and
atmosphere. This results in considerable heat loss from the ocean to the atmosphere (Figure
1.2).
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Figure 1.1: Eddy kinetic energy (EKE) estimated from the AVISO geostrophic currents.
Black outlines indicate the GS region. Reprinted and adapted from Renault et al. (2017).

The Gulf Stream (GS) has garnered significant interest due to its vigorous circulation
and role in the Atlantic Meridional Ocean Circulation (AMOC). The AMOC is unique in
the global ocean, transporting warm and salty water northward into the upper layers of the
ocean and exporting cold and dense water southward into the deep Atlantic (Buckley and
Marshall, 2016; Tréguier et al., 2012) (Figure 1.3), resulting in about 25% of the poleward
atmosphere-ocean transport in the Northern Hemisphere (Bryden and Imawaki, 2001). The
AMOC plays a central role in global climate through its heat and freshwater transports
(Buckley and Marshall, 2016) and contributes significantly to the temperate climate of the
ocean and continental Europe (Bryden et al., 2005).

Understanding the dynamics of the GS is crucial. The GS is a complex system with
multiple mechanisms exerting a significant influence over a wide range of temporal and spatial
scales. This chapter describes the main atmospheric and oceanic features of the GS region,
beginning with an account of the primary atmospheric and oceanic circulation conditions.
Additionally, the difficulties encountered by numerical ocean models in representing the GS
are thoroughly discussed.
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Figure 1.2: Time-mean (1988-2017) global surface net heat flux obtained from J-OFURO3
V1.1. Positive values are upward heat flux. Unit in W m~2. Black outlines indicate the GS
region. Reprinted and adapted from Tomita et al. (2021)
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Figure 1.3: A schematic of the North Atlantic Ocean circulation: (top) the entire basin and
(bottom) a close-up of the western boundary region. Surface currents, including the Gulf
Stream, the North Atlantic Current (NAC), and Labrador Current, are shown in red, and
the deep western boundary current (DWBC) is shown in blue. Reprinted from Buckley and
Marshall (2016).
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1.2 General Description

1.2.1 Atmospheric Conditions

The energy input from the winds, along with the tides, is the main source of energy for
large-scale ocean circulation. The North Atlantic circulation is driven by the trade winds
and the westerlies (Figure 1.4a). These winds are mainly determined by the Azores High, a
semi-permanent high pressure center located in the subtropical North Atlantic (about 30°W
and 34°N) (Figure 1.4a) and associated with an anticyclonic atmospheric circulation (Figure
1.4b). In winter, the Azores High is less pronounced and is located in the eastern part of the
North Atlantic at lower latitudes. At the same time, a low-pressure center located between
Iceland and southern Greenland, called the Icelandic Low (Figure 1.4a), intensifies. As a
result, the westerly winds are strengthened, with a tendency to veer northward to the east
of 54° W, and the trade winds are slightly stronger in winter (Figure 1.4c). The Icelandic
low is weak in summer, and the Azores high is most pronounced, located in the western
North Atlantic and dominating the North Atlantic. This produces a distinct anticyclonic
wind circulation (Figure 1.4d). Along the east coast of North America, the direction of the
wind has an important seasonal variability with offshore winds for most of the year.

An important exchange of total heat fluxes between the GS and the atmosphere is pro-
duced by the interaction of warm water advected poleward by the GS, and cold and dry air.
Observational data show that the annual mean heat transfer from the ocean to the atmo-
sphere is about 200 Wm~2 (Figure 1.5a) (da Silva et al., 1994). In winter, these values can
reach more than 400 Wm~2 over the GS (Figure 1.5b), but they are less than 100 Wm~2 in
summer (Figure 1.5¢).

The influence of the GS on climate has been studied extensively. It has been shown
that the loss of heat and moisture in the region is associated with the development of storm
tracks (Nakamura et al., 2004). Using atmospheric models, Kuo et al. (1995) show that
latent heat release is important for cyclogenesis. Minobe et al. (2010) found that the GS
can affect the whole troposphere, showing a relationship between mesoscale rain bands and
cloud formation over the GS. The authors observe that atmospheric pressure adjusts to the
sea surface temperature (SST) gradient leading to the convergence of surface winds, which
anchors a narrow rain band along the GS. In this rain band, upward motion and cloud
formation extend into the upper troposphere. Climate model biases in GS simulation can
affect atmospheric circulation in the North Atlantic (Keeley et al., 2012), but also in distant
regions via a planetary Rossby wave response (Lee et al., 2018) and the AMOC, which is also
critical for large-scale climate response (Hewitt et al., 2017). The interaction between the
atmosphere and the ocean is complex as the atmosphere not only supplies but also depletes
energy from the ocean. A more detailed explanation can be found in Chapter 2.
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Figure 1.4: (a) Representation of the Azores High (red ellipses) and the Icelandic Low (shaded
light blue) along with the westerlies and trade winds. (b) Annual (c) Winter (January,
February, and March) (d) Summer (July, August, and September) means of the wind (vectors)
and its magnitude (shaded). Data were obtained from SCOW (Chelton et al., 2000).
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Figure 1.5: (a) Annual (b) Winter (January, February, and March) (¢) Summer (July, August,
and September) total heat flux. Thick and thin lines represent the 200 and 400 Wm 2
contours, respectively. Data were obtained from COADS05 (da Silva et al., 1994).
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Figure 1.6: Scheme of the currents in the North Atlantic Ocean.
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1.2.2 The Gulf Stream Circulation

The GS originates north of the Florida Straits and separates from the coast at Cape Hatteras.
It flows eastward until it reaches 50° W longitude (Figure 1.6). Between the Florida Straits
and Cape Hatteras, its course aligns with the Blake Plateau, following the contours of the
continental slope (see Figure 1.7). The width of the current in this area is constrained by the
800-meter isobath, as documented by Colling (2001). Notably, the GS in this region receives
contributions not only from the Antilles Current, but also from water circulation within the
Sargasso Sea, as reported by Colling (2001).

After reaching Cape Hatteras, the GS leaves the continental slope and veers northeast-
ward, reaching a depth of about 5000 meters. In this region, the current undergoes a process
of widening and diffusion, unimpeded by significant topographic features, until it reaches the
New England Seamount Chain. To the west of Cape Hatteras, the GS exhibits instability
and produces a distinctive type of mesoscale eddy known as "GS Ring", resulting from the
detachment of meandering GS segments, as demonstrated by Robinson (2012) (see Figure
1.13).

After separating at 50° W, the current is referred to as the GS Extension and is divided
into three branches (Tomczak and Godfrey, 2003): (i) the North Atlantic Current (NAC),
which flows northeastward toward Scotland to feed the Norwegian Current and eventually
contribute to the formation of the Arctic Bottom Water; (ii) the Azores Current; and (iii)
the Sargasso Sea Recirculation.

The GS is part of a double gyre system. The anticyclonic gyre, known as the Subtropical
Recirculation Gyre and located at 65°W, consists of a deep current whose transport capacity
is two to three times greater than that of the wider subtropical gyre (Stewart, 2008). The
cyclonic gyre, called the Subpolar Recirculation Gyre and located at 63°W, is mainly bounded
by the New England seamount chain and the Grand Banks, and contributes only around 20
Sverdrup (Sv) of water to GS transport (Hogg et al., 1986).

The GS exhibits remarkable transport, increasing as it flows towards the north (Colling,
2001). In the Florida Straits, the current flows at a velocity of 1.8 m s~ and transports
approximately 30 Sv. At Cape Hatteras, the current reaches a transport of 70-100 Sv. Af-
ter the GS separates from the coast, higher magnitudes are reached around 65 °W, with a

transport of approximately 150 Sv and velocities close to 1.5 m s

The transport decays
east of 65 °W (Colling, 2001). The GS system is characterized by strong local variation and
lacks correlation with other regions where the current flows (Heiderich and Todd, 2020). Ob-
servations spanning 16 years indicate that the variation in transport of the Florida Current
is primarily explained by frequencies lower than one year (70%) (Meinen et al., 2010). In
the Florida Strait, the current displays maximum strength during March and transports 11
Sv more than during November (Tomczak and Godfrey, 2003). The Florida Strait’s volume
transport measurement and the Cape Hatteras’s downstream transport exhibit no correlation

(Sanchez-Franks et al., 2014).

Based on more than 50 years of in situ observations, Seidov et al. (2019) demonstrate
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that the GS’s location remains highly stable with minimal migration occurring between Cape
Hatteras and the Grand Banks. In contrast, the GS extension displays greater variability
(Seidov et al., 2019). During fall, the current is located farthest north, while in the winter
and early spring, it is located farthest south. (Auer, 1987; Kelly and Gille, 1990; Hogg et al.,
1986). Geosat altimetry data indicates that the highest (lowest) transport is generated in
autumn (spring) (Kelly and Gille, 1990).

Finally, the GS transports warm and salty water northward. As it travels, it evaporates
water and releases heat to the atmosphere, increasing the salinity and density of the water. At
the Norwegian Current, the salinity is approximately 35.2 PSU. At this latitude, the water is
cooler, which increases its density and induces the formation of deep water. The dense water
flows south along the western boundary from the Labrador Sea to the equator due to the
buoyancy gradient. It is then called the Deep Western Boundary Current (DWBC), which
carries around 15 Sv (Spall, 1996).

1.3 Classical models of wind-driven gyre circulation

As stated earlier, the wind is the primary source of surface ocean circulation. The seminal
studies establishing this were conducted by Sverdrup (1947), followed by Stommel (1948)
and Munk (1950). These theories not only explain - albeit qualitatively - the circulation of
deep, narrow, energetic currents at the western border of the basin, but also that of slow,
wide currents along the eastern border. We will provide a brief overview of wind-driven gyre
models, drawing on references such as Colling (2001), Cushman-Roisin and Beckers (2011),
and Stewart (2008). For an in-depth review, we recommend Pedlosky (2013).

1.3.1 Sverdrup model

The first study showing a relationship between oceanic surface circulation and wind stress was
proposed by Sverdrup in 1947 (Sverdrup, 1947). The theory is formulated from the equation
of horizontal motion,

8uh

1
—— +u-Vu, + fkxu, +—Vup = Fp, (1.1)
ot Po

where u is the velocity vector, f = 2{)sin @ is the Coriolis parameter, ) is the Earth
rotation period, 6 is the latitude, k is the vertical unit vector, pg is the reference density,
P is the pressure, fj is the friction force per unit mass, and the subindex h represents the
horizontal component. The Sverdrup theory assumes the following:

1. A stationary flow.

2. Negligible advection and friction.
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3. The wind-driven circulation vanishes at depths where there is no motion.

4. The Coriolis parameter f depends linearly on the latitude y, i.e. f = fo+ By, where fy
is the reference Coriolis parameter and § = 9f/Jy is the beta parameter that represents
the rate of change of the Coriolis parameter with latitude.

With these assumptions, a simple linearized barotropic vorticity equation for steady flow
emerges by taking the curl of the vertically integrated horizontal momentum equation (Eq.
1.1), where only the Coriolis and wind-forcing terms remain, giving a relationship between
meridional transport V' and the curl of wind stress 7 = (7, 7):

0

V= /H vdz = piﬁvh X T, (1.2)

where H is the ocean bottom. Eq. 1.2 is the Sverdrup balance that expresses a barotropic

vorticity balance between the wind-stress curl and the planetary vorticity advection (the g

term). Applying it to an idealized zonal wind in the Northern Hemisphere, with westerlies

and trade winds (Figure 1.8a), the negative wind stress curl (7, = 0 and —07, /0y < 0), and

positive 3 results in an equatorward transport (V' < 0). Since V is strongest at 30°N, as is the

wind stress curve, and weakest around this latitude, flow continuity requires zonal transport
and therefore gyre circulation.
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Figure 1.8: (a) Idealized zonal wind pattern, where westerlies winds (trade winds) blow in the
north (south). (b) Representation of the transport generated by the winds of (a) estimated
from Sverdrup’s theory. Reprinted and adapted from Colling (2001).

We can derive the zonal transport U = || I(_)I udz by replacing Eq. 1.2 in the vertically
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integrated continuity equation (OU/0z + 0V /0y = 0),

1 T 9 /(0T or,
U=—— | — y—””)d 1.3
P03 Jzy Oy <3x ay )" (1.3)

A solution for Eq. 1.3 is found by choosing zp = 0 at the eastern boundary and assuming
no flow into the boundary (U(xg) = 0). To verify these equations, Sverdrup estimated the
transport using wind data from the eastern tropical Pacific and compared it with hydrographic
observations. The results show that the zonal transport of equatorial currents calculated from
the Sverdrup relation is accurate, not only in direction but also in magnitude (Figure 1.9).
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Figure 1.9: Transport in the eastern Pacific calculated from Eq. 1.2 and 1.3 using ob-
served winds (solid lines) and pressure calculated from hydrographic data from ships (dots).
Reprinted from Stewart (2008).

However, the Sverdrup model has important limitations, particularly when it comes to
representing the observed intense WBCs. In terms of vorticity conservation, the eastern side
of the gyre has a balance between negative wind stress curl and positive 8 term, but at the
western side, both vorticity terms are negative and must be balanced by another term (not
present in the Sverdrup equation), which should be positive.

1.3.2 Western intensification and the Stommel model

Stommel proposed a model that accounts for WBCs (Stommel, 1948) by incorporating a
source of friction (bottom stress) into the analysis. In a rectangular basin of uniform depth,
Stommel showed a relationship between WBCs and the Earth’s differential rotation. He
first calculated a solution with constant Earth rotation, presenting a symmetrical gyre with
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no WBC (Figure 1.10b), then added differential Earth rotation to produce an asymmetrical
circulation with a strong WBC (Figure 1.10c).
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Figure 1.10: (a) Wind Stress used by Stommel to estimate the circulation. Streamfunction
solution for (b) constant Earth rotation and (c) differential Earth rotation (varying linearly
with latitude). Reprinted from Stewart (2008).

The addition of a friction term solved the problem of vorticity conservation. If the WBC
is confined within a narrow frictional layer, a strong shear appears that can balance in the
west the added negative vorticity of the wind curl and 5 term.

1.3.3 Munk model

Munk proposed a more realistic model in 1950 (Munk, 1950) by including lateral eddy viscosity
as the necessary source of friction in the west. Using the streamfunction 1 !, the new solution
is written:

0

vty -2~ v xs, (1.4)
ox

where Ay, is the constant eddy friction coefficient and V4 = 8‘9—; + 2%;/2 + 0yt Eq. 14

is similar to Eq. 1.2 but with the addition of the lateral friction term. The latter is only of

importance at the western boundary, while the basin interior is in Sverdrup balance.
To find a solution to Eq. 1.4 for a rectangular basin extending from z = 0 to x = r and

from y = —s to y = 4+s, Munk considers that:

1. the flow at a boundary runs parallel to it so that there is no normal flow (Neumann
condition): ¥ = 0 and g—:f = 0, where n is normal to the boundary.

2. the wind stress is zonal and described as T' = a cosny + bcosny + ¢ with n = jr/s and
j=1,2,..

LStreamfunction () is a scalar function depending on space and time. Its derivative with respect to
any direction gives the component perpendicular to that direction of the velocity for an incompressible two-
dimensional flow.



1.4. The role of topography and eddies 21

Munk’s solution is consistent with Sverdrup’s near the eastern boundary but also allows an
intense western boundary current. Nevertheless, the WBC transport in Munk’s theory is
much weaker than observed and the GS separation and eastward penetration is not properly
predicted. Moreover, the theory cannot explain the GS separation. These simple models
predict that the current separation takes place where the Sverdrup transport vanishes at the
western boundary near 48°N (Zhang and Vallis, 2007). The difference between the circulation
predicted by the theory and the observations can be explained by regional and local mecha-
nisms involving topographic steering and eddy-mean flow interaction, which will be described
in the following section.

1.4 The role of topography and eddies

If simple wind-driven models may qualitatively describe the large-scale ocean surface circula-
tion, they cannot explain the dynamics of the GS. Regional and local processes are essential
and this is a brief overview of these processes.

1.4.1 Topographic steering

Bottom topography, in particular the continental slope, has proven to be a key element in
the balance of vorticity in the GS (Holland, 1967; Warren, 1963; Ozgdkmen et al., 1997; Gula
et al., 2015a; Debreu et al., 2022; Renault et al., 2023a). Topographic steering is the effect of
conservation of potential vorticity (f 4+ ¢)/H (where ( is the relative vorticity and H is the
bathymetry) on the motion of a fluid parcel, which thus tends to follow f/H contours. Its
importance is generally assessed by the complete barotropic vorticity budget, which comple-
ments the Sverdrup balance (Holland, 1973; Hughes and De Cuevas, 2001; Couvelard et al.,
2008; Schoonover et al., 2016; Debreu et al., 2022; Gula et al., 2015b), and calculated by tak-
ing the curl of the vertically integrated lateral momentum equation (the complete equation
this time) :
8Z_J(Pb,h) Vxr VXTb

= —A-V-(fU)+ - +D, 1.5
ot Po (o) Po Po (15)

where ¢ = (V x U) -k is the barotropic vorticity, U the barotropic current, .J is the Jacobian
operator, P is the bottom pressure, and 73 is the bottom stress. The right-hand-side terms of
Eq. 1.5 are the bottom pressure torque (J (P, h)/po), the advection torque (—.A) representing
the advection of vorticity by the mean and eddy flow, the planetary vorticity advection
(=V - (fU)), the wind stress curl (V x 7/pp), the bottom stress curl (—=V x m,/pp), and the
viscous torque (D).

The bottom pressure torque is a measure of the topographic steering of the flow and a
major component of the barotropic vorticity balance (Holland, 1973; Hughes and De Cuevas,
2001). In fact, at the gyre scale (including the western border), the main balance is between
the bottom pressure torque and the wind stress curl, and at the GS scale, it is between the
bottom pressure torque and the planetary vorticity advection (Schoonover et al., 2016; Debreu



22 Chapter 1. The Gulf Stream System

et al., 2022). Consequently, at all scales, topographical steering is essential to the western
boundary current, equivalent to Munk’s friction layer in classical wind-driven gyre models,
but with a better physical basis (Hughes and de Cuevas, 2001).

The GS separation has been extensively studied (Tansley and Marshall, 2000; Marshall
and Tansley, 2001; Spall, 1996; Chassignet and Xu, 2017; Schoonover et al., 2016, 2017;
Debreu et al., 2022). The barotropic vorticity balance generally indicates that the bottom
pressure torque is the mechanism that maintains the flow over the continental slope. However,
a steep slope curvature can relax this steering effect and produce flow separation by planetary
vorticity advection. Separation occurs when the ratio of current and beta (U//3) is significantly
larger than the radius of curvature of the coastline (Marshall and Tansley, 2001). Schoonover
et al. (2017) analyzing various numerical experiments found that GS separation is favored
by a steepening of the continental slope between the Charleston bump and Cape Hatteras.
Debreu et al. (2022) confirm that the steeper the slope, the more inertia the GS has and the
easier it is to separate. They also find that the slope plays a role in maintaining GS stability
along the southeastern U.S. coast (weakening eddy-driven advection torque —.A), which also
contributes to greater mean flow inertia.

Yet, despite the stabilizing slope effect, the GS acceleration along the continental slope
produces horizontal shear instability that can generate high variability, particularly at the
Charleston Bump (Gula et al., 2015b). In the South Atlantic Bight, it produces significant
meanders and eddies observed on the cyclonic side of the GS (Figure 1.11). These are "frontal
eddies" with negative temperature anomalies, typically surrounded by warm streamers of
water referred to as "shingles" (Von Arx et al., 1955). Frontal eddies measuring approximately
100-250 km in diameter propagate along the shelf and are smaller than those observed in the
post-separation region (Glenn and Ebbesmeyer, 1994; Gula et al., 2015b).

The Charleston Bump is a region that has attracted a great deal of interest because
it is a preferred area for the generation of eddies (Gula et al., 2015a). Initial observations
were recorded in Webster (1961) and later documented in Olson et al. (1983) and Bane Jr and
Dewar (1988), describing the seaward deflection of the GS near the Charleston Bump (Figures
1.7 and 1.12). According to Gula et al. (2015a), when the GS encounters the bump, the flow
is disrupted and deflected to the east, triggering baroclinic and barotropic instabilities that
produce the frontal eddies (Gula et al., 2015b,a) (Figure 1.12). As eddy energy feeds the
mean flow downstream of the Charleston Bump, through eddy-mean flow interaction, eddy
activity tends to weaken.

Another region of interest is the New England seamount chain (see Figure 1.7), as it has
been suggested to have a major influence on the trajectory and eastward penetration of GS,
although the results are uncertain. The New England seamount chain exerts strong bottom
friction on the flow via form drag (Renault et al., 2023a), while on the other hand it can
trigger baroclinic instability and increase eddy activity (Chassignet et al., 2023).
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Figure 1.11: Simulated SST downstream of the Charleston Bump and to the south of the Gulf
Stream separation point reveals the propagation of a large frontal eddy, which is visible as a
cold anomaly. The surface velocities are represented by black vectors, while the topography
is depicted through black contours at levels of -200, -600, -1000, and -2000 meters. Reprinted
from Gula et al. (2016).
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Figure 1.12: Simulated SST for the Gulf Stream showing a typical GS deflection at the
Charleston bump. Inserts show corresponding sketches, retraced from AVHRR SST image,
taken from Bane Jr and Dewar (1988). Topography is shown in black contours by the 0-,
200-, 600-, 1000-, and 2000-m isobaths. Reprinted from Gula et al. (2015b).
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1.4.2 Mesoscale eddy-mean flow interaction

Munk’s model predicts a GS transport around 36 Sv, significantly less than what hydro-
graphic measurements show (the transport can reach maximum values close to 150 Sv around
65°W; see Section 1.2.2). The difference between linear wind-driven circulation models and
observations may be due to energization by subpolar and subtropical recirculation, involving
nonlinear effects (Stewart, 2008; Hogg et al., 1986). One of the first studies on recirculating
gyres was conducted by Fofonoff (1981). It demonstrated the importance of incorporating
the advection term in the momentum equations to elucidate the GS dynamics (see also Jamet
et al. 2021). The recirculations are mainly driven by the potential energy of the GS thermo-
cline, which produces strong mesoscale eddy activity that feedbacks on the mean flow.

The process starts with baroclinic instability 2, which converts potential energy to kinetic
energy. Both baroclinic and barotropic instabilities — the latter associated with horizontal
shear that extracts energy from the mean kinetic energy — are active after the GS separa-
tion (Hogg and Johns, 1995). The destabilization of the mean flow leads to the formation of
meanders and eddies at the scale of the internal Rossby radius wavelength, i.e., the oceanic
mesoscale (Kang and Curchitser, 2015). As mentioned in Section 1.2.2, mesoscale eddy ac-
tivity significantly increases in the post-separation region. Cyclonic eddies are characterized
as "cold-core" eddies, whereas anticyclonic eddies are "warm-core" eddies (Figure 1.13). They
typically range from 150 to 300 km in diameter. Warm core eddies are often located to the
north of the current as they originate in the unproductive Sargasso Sea, while cold-core eddies
transport nutrient-rich water into the Sargasso Sea.

Previous studies using satellite data and observations show that eddies can exchange
energy and momentum through eddy-mean flow interactions (Webster, 1961; Dewar and Bane,
1989; Greatbatch et al., 2010a; Kang and Curchitser, 2015; Renault et al., 2019b). Mesoscale
eddies interact with the GS, providing additional energy and increasing the GS flow rate. GS
re-energization from mesoscale eddies is attenuated by friction with the bottom topography
(Greatbatch et al., 2010b) and with the atmosphere at the ocean surface (Renault et al.,
2019b).

1.4.3 Submesoscale fronts and eddies

The advection of warm water by the GS into colder water regions promotes the formation
of strong temperature and density gradients at the ocean surface, ranging from meters to
kilometers. As defined by McWilliams (2021), fronts refer to areas that exhibit a strong
gradient, typically density, in the horizontal direction with a weak gradient perpendicular to
it. Fronts play a significant role in the energy balance as they convert potential energy into
kinetic energy that may follow a forward cascade to smaller scales in route to dissipation.

2These instabilities are explained in Vallis (2017): a disturbance in unstable conditions adds to the out-
growth of a wave until it produces a vortex. Baroclinic instability occurs in rotating stratified fluids with a
horizontal buoyancy gradient.
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Fronts can be found throughout the GS (Callies et al., 2015; Thomas et al., 2013; McWilliams
et al., 2019), but one region that stands out for its high activity is the northern wall of the
GS (McWilliams et al., 2019; Wenegrat et al., 2020; Thomas et al., 2013). McWilliams et al.
(2019) using an idealized model shows that the variability of the jet is modulated by these
structures. The South Atlantic Bight is another region with high frontogenesis activity, but
also with filamentogenesis ® (Gula et al., 2014).

Associated with fronts, submesoscale motions (ageostrophic secondary circulation, inertia-
gravity waves and eddies) are mostly unbalanced and carry a substantial ageostrophic com-
ponent. They are smaller and more rapidly evolving than mesoscale eddies and with vertical
velocities one or two orders of magnitude larger (Capet et al., 2008b; Su et al., 2020; Siegel-
man, 2020; McWilliams, 2021). They can affect momentum, buoyancy, nutrient transport
and biogeochemistry (Lévy et al., 2018; Uchida et al., 2019; Kessouri et al., 2020), and gas
exchange between the ocean and atmosphere (Su et al., 2018). In addition, submesoscale
currents have various impacts on the energy budget through distinct mechanisms, which are
explained in detail in Section 2.4.3.
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Figure 1.13: Simulated (a) surface relative vorticity (normalized by f ) and (b) sea surface
temperature in March 2007. Adapted from Contreras et al. (2023b)

1.5 Gulf Stream representation in numerical ocean models

Satellite data, in situ observations, and ocean models have all contributed to our understand-
ing of GS dynamics. Ocean models, in particular, have been useful in verifying theories. How-

3dual frontogenetic process, along the lines understood for a single front (Gula et al., 2014).
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ever, simulating GS dynamics with numerical models has long been a challenge. Generally,
coarse ocean models fail to adequately reproduce the basic features of the mean circulation.
For instance, the GS tends to overshoot Cape Hatteras, i.e., its separation from the coast
occurs northward of the observed location and results in the formation of a large, stationary
anticyclonic eddy (Bryan et al., 1995; Ozgokmen et al., 1997). These models also feature
insufficient eddy variability, feeble recirculation gyres and weak eastward GS penetration
(Hurlburt and Hogan, 2000; Smith et al., 2000; Chassignet and Xu, 2017).

Inaccurate representation of GS dynamics can have various impacts on the North Atlantic
circulation, e.g., the Azores Current, the North Atlantic Current, and the overall AMOC
(Bryan et al., 2007; Ozgékmen et al., 1997; Hewitt et al., 2017). In particular, GS overshoot
leads to a warm sea surface temperature bias on the cold Subpolar Recirculation Gyre (Ta-~
landier et al., 2014), and overestimation of heat transport (Maltrud and McClean, 2005).
Heat flux biases can affect the atmospheric circulation in the North Atlantic (Keeley et al.,
2012), but also in distant regions via a planetary Rossby wave response (Lee et al., 2018).
This can have significant consequences in global warming projections (Saba et al., 2016) and
on the spatial distribution of coastal sea-level rise (Ezer et al., 2013).

Coarse models of the North Atlantic, just like the Munk model, fail to reproduce the
GS path between Cape Hatteras and Grand Banks, as observed from space. Therefore, as
indicated in the Sections 1.3 and 1.4, the essential processes that are best expressed at high
resolution must be taken into account in the models: mesoscale activity and eddy mean flow
interaction, topographic steering, frontogenesis, etc. The representation of these processes is
sensitive to different model choices: type of coordinate systems, numerical methods, param-
eterizations, grid resolution, etc. It can be difficult to understand how these choices affect
a simulation due to their possible complex interactions. In the following, we will review the
most significant model choices.

o Vertical coordinate systems: these determine how the bottom topography interacts with
ocean currents. Terrain-following (sigma, o- or s-) vertical coordinate systems pro-
vide the most natural bottom boundary conditions. However, they require bathymetry
smoothing to avoid excessive numerical errors in discretized horizontal derivatives on
steep slopes, particularly the pressure gradient (Shchepetkin and McWilliams, 2003)
and lateral diffusion tensor — leading to spurious diapycnal diffusion (Marchesiello
et al., 2009). The degree of smoothing required increases with topographic slope, but
decreases with grid scale. Consequently, resolutions finer than 1/12 © are required to
ensure that the topographic slope is sufficiently realistic to strain the GS and give it
enough inertia to separate from the coast at the observed location (Debreu et al., 2022).
Debreu et al. (2022) show that correcting the topographic smoothing by a volume pe-
nalization method (a form of immersed boundary condition) significantly increases the
bottom pressure torque, enabling realistic GS separation with a resolution as coarse as
1/8 °.

Geopotential (z-level) coordinate systems are another classic choice, but more for global
climate models. They avoid errors in horizontal derivatives, but give a staircase rep-
resentation of bottom topography, requiring both a bottom condition and a lateral
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boundary condition, the latter being an artifact of the model (Nasser et al., 2023). A
few studies show that sigma models provide superior results to z-level models in re-
producing the GS separation (Schoonover et al., 2016; Ezer, 2016). Ezer (2016) uses
a generalized coordinate system model to compare sigma-level and z-level approaches.
The result highlights the shortcomings of a staircase representation of the continental
slope, which tends to produce grid-scale noise that interferes with flow-topography in-
teractions. This is why higher resolution seems to be needed in z-level models than in
sigma models to reproduce GS dynamics. However, even at resolutions of 1 to 3 km,
a diversity of solutions for the GS seems to persist with these models (Uchida et al.,
2022).

As metionned, lateral boundary conditions are an artifact of z-level models, but we
briefly present the issues involved, as they are the subject of much discussion in the
literature. Two types of lateral boundary conditions are studied, namely the no-slip
boundary condition, where normal and tangential velocities are zero, and the free-slip
boundary condition, where only the normal component of velocity is zero. The no-slip
condition is generally considered more realistic for the GS separation than the free-
slip condition (Chassignet and Marshall, 2008; Haidvogel et al., 1992; Dengg, 1993).
However, these results are sensitive to many aspects of the model, including grid ori-
entation, which increases the form drag created by a staircase representation (Adcroft
and Marshall, 1998). The results are also sensitive to the choice of advection schemes.
For example, enstrophy and energy conserving momentum advection schemes appear
to lessen the sensitivity of the GS representation to the staircase effect (Nasser et al.,
2023). Again, only high resolution z-level models can reduce the adverse effects of a
staircase representation to allow realistic GS dynamics (Uchida et al., 2022).

e Subgrid-scale parameterization: horizontal parameterizations of eddy viscosity and dif-
fusivity have received particular attention in the literature. Bryan et al. (2007) observed
a positive impact on GS trajectory when eddy viscosity is made scale-aware, with a
dependence on resolution. GS dynamics seems sensitive to the type of dissipation oper-
ator, Laplacian or biharmonic. A biharmonic operator may disrupt the GS separation
(Chassignet and Marshall, 2008; Smith et al., 2000), while a Laplacian operator has a
significant damping effect on its eastward penetration. Consequently, various combina-
tions have been proposed (Chassignet and Marshall, 2008), but the physical justification
remains weak since a positive eddy viscosity is inconsistent with upscaled KE fluxes in
the inverse cascade. Instead, Renault et al. (2019b) show that the missing dissipation
process in models, necessary to stabilize the GS system, can be provided by surface drag
to the atmosphere (air-sea interaction). These processes will be examined in detail in
Chapter 2.

Studies concur that increasing the horizontal resolution beyond 1/10° greatly enhances
the dynamics of the GS, regardless of the differing proposals for an accurate depiction of the
GS (Bryan et al., 2007; Ozgokmen et al., 1997; Chassignet and Xu, 2017; Smith et al., 2000).
High-resolution simulations have been suggested to improve the representation of baroclinic
instabilities by resolving the first baroclinic Rossby radius (Paiva et al., 1999; Smith et al.,
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2000; Chassignet and Marshall, 2008). In addition, high-resolution models can improve the
inertia of the GS, and thus better represent its separation from the coast, by enhancing
the topographic slope (Debreu et al., 2022) and Reynolds number (Dengg, 1993; Tansley
and Marshall, 2000). In other words, a better definition of bottom slopes and an explicit
representation of mesoscale eddy activity, made possible by increased resolution, are essential
for reproducing realistic GS dynamics (Hallberg, 2013; Debreu et al., 2022).

However, a high diversity of solutions remain even at high-resolution and the realism of
the simulations is not guaranteed (Chassignet and Marshall, 2008; Bryan et al., 2007). For
example, using a simulation with a resolution of 1/10°, Maltrud and McClean (2005) found
that despite improvements over coarse resolution simulations, separation still presented over-
shoot problems. Uchida et al. (2022) compares several submesoscale-permitting simulations
(1-3 km resolution) and finds that the reproduction of the GS separation is sensitive to other
model parameters such as advection/diffusion schemes, atmospheric and tidal forcing, and/or
vertical coordinates (Figure 1.14). In addition, the authors show a poor representation of the
GS in an unstructured, high-resolution grid model (Figure 1.14d). Ozgokmen and Chassignet
(2002) observed that eddy-resolving models of the GS system (and WBC systems in general)
exhibited an excess of kinetic energy. Consequently, a correct representation of the GS may
depend on its energy balance, with appropriate sources and sinks represented.

An overlooked aspect of ocean modeling is air-sea interaction, in particular the interaction
between wind stress and ocean surface currents, known as current feedback (CFB) and forming
a top drag, akin to a bottom drag (Renault et al., 2016a, 2019b). The details of this mechanism
are explained in Chapter 2. Renault et al. (2016a) and Renault et al. (2018) demonstrate
that this interaction damps the (sub)mesoscale activity by around 30% through an eddy-
killing mechanisms, i.e., a sink of energy from (sub)mesoscale eddies to the atmosphere. The
inclusion of top drag in ocean models enables a more realistic simulation of oceanic mesoscale
activity (without the need to tamper with eddy viscosity).

CFB can be incorporated into air-sea coupled simulations (Renault et al., 2019b) or param-
eterized in forced ocean simulations (Renault et al., 2020). The inclusion of CFB in numerical
simulations of the GS has led to significant enhancements. In a coupled ocean-atmosphere
simulation, Renault et al. (2019b) shows that damping mesoscale activity reduces the eddy-
mean flow interaction and hence the inverse kinetic energy cascade that feeds recirculation
gyres. Stabilization of the GS follows on from this process, providing a more accurate rep-
resentation of its separation (Figure 1.15). According to Renault et al. (2023a), top drag
affects the kinetic energy balance by redistributing the different sinks. When top drag is
neglected, bottom drag takes over, increasing in magnitude to partially compensate for the
missing dissipation. As a result, the GS system is oversensitive to bottom drag when top drag
is neglected. A natural question arising from these studies is whether all dissipation processes
are correctly simulated in our models, or whether other processes, possibly in the turbulent
cascade, are not properly accounted for, or even whether the numerical dissipation error is
properly considered. In the next chapter, we will review kinetic energy balance theories.
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2.1 Introduction

To understand the kinetic energy (KE) budget of the ocean, we need to answer the following
questions: What are the sources of energy? How is the energy distributed in time and space,
and how is the energy dissipated (which is essential to maintain the energy balance)? The
scientific community has paid great attention to these questions, with the last two still under
debate. This chapter reviews the main references to provide possible answers. The study in
this thesis will build on this previous work, in the hope of providing a more complete and
quantitative answer.
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Figure 2.1: Time and space scales of the ocean processes. Reprinted from Dickey (2001) and
adapted by Chelton (2011).

2.2 Description of spatial and temporal kinetic energy distri-
bution

Figure 2.1 illustrates the main oceanic processes, providing the corresponding spatial and
temporal scales. These processes have a wide range, from millimeters to thousands of kilo-
meters in spatial extent and from seconds to thousands of years in temporal duration. With
a few exceptions, such as the tides, there is a correlation between the spatial and temporal
scales that determine the dynamic regime, as shown in the following Table 2.1.

At large scale and mesoscale (> O(100km)), oceanic motions are quasi-horizontal with
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Length Scale Timescale Description
Large-scale > 500 km Seasonal to permanent  Balanced motions
(u~v>>w)
Mesoscale 25-500 km 10 to 100 days Balanced motions

(u~v>>w)

Submesoscale 0.1-25 km Hours to days Transition to unbalanced motions
(u~v>w)

Microscale < 1km < hours Unbalanced motions
(u~v~w)

Table 2.1: Classification of oceanic dynamical regimes from temporal and spatial scales.

only weak vertical velocities inhibited by Earth rotation and stratification, as expressed by
Rossby and Froud numbers well below 1 (R, = U/fL and F, = U/NH, respectively, with
L and H the horizontal and vertical length scales, and N the buoyancy or Brunt—Vaisala
frequency). This so-called balanced or quasi-balanced flows refer to a balance between Cori-
olis, pressure gradient and buoyancy forces, and often described by quasi-geostrophic theory.
However, at submesoscale, the effect of rotation weakens and the dynamical regime transi-
tions between balanced and unbalanced motions, with larger vertical velocities (Klein et al.,
2008). At microscale, unbalanced motions manifest themselves either as totally nonlinear
turbulence or as internal gravity waves. The currents become three-dimensional with vertical
velocities similar in magnitude to the horizontal velocities. Further down the scale, viscosity
becomes important and leads to energy dissipation. Nonlinear interactions between currents
at different scales are responsible for cross-scale energy fluxes (concerning both potential and
kinetic energy), helping to create the broad dynamic spectrum observed in the ocean.

To describe the spatial and temporal variability of KE in the ocean, KE spectra have
been extensively employed. In situ observations, satellite data, and numerical ocean models
show the presence of a significant regional variability in the distribution of KE. For example,
Figure 2.2 presents a KE spatial spectrum estimated from winter currents observed across
the GS at 50 m depth (Oleander section around 36°N). The KE is concentrated at mesoscale
(> 100 km) and decreases at small scales. Mesoscale eddies represent the main reservoir of
energy in the ocean, capturing about 80% of the total KE (Klein et al., 2019; Chelton et al.,
2011; Ferrari and Wunsch, 2009; Morrow and Le Traon, 2012). The slope at which the KE
spectra decays typically varies between k=2 and k3, depending on the processes involved in
cross-scale energy fluxes (Callies et al., 2015; Klein et al., 2008). In the following section, we
will focus on those processes.

Figure 2.3 shows a near-surface KE temporal spectrum produced from a mooring in the
Mid-Atlantic Ridge near 27°N. As expected from the relationship between the spatial and
temporal scales mentioned above, KE generally decreases at higher frequency, with a few
exceptions. An intense energy peak is present at inertial frequency f (i.e., the Coriolis
frequency), corresponding to the near-inertial internal gravity waves produced by winds and
tides (Alford et al., 2016). We also observe a peak at a period of 12.42 hours, which aligns
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Figure 2.2: KE spectrum estimated from winter currents observed across the GS at 50 m
depth. The light shading is the 95% confidence interval and the lines are the reference for the
slopes k=2 and k3. Reprinted and adapted from Callies et al. (2015).

with the semi-diurnal M2 tidal component, recognized as the most powerful tidal mode.

Frequency-wavenumber spectra can also be used to characterize the various dynamical
regimes. An example is given in the figure extracted from Torres et al. (2018) (see their Figure
3; here Figure 2.4). Figure 2.4 shows the frequency-wave number KE spectrum estimated
using winter currents in a numerical ocean model over the Kuroshio Extension (Figure 2.4a)
and a more schematic spectrum to describe the different dynamical regimes. Dispersive modes
of internal gravitational waves (IGWs) are apparent at high frequencies (Rocha et al., 2016;
Alford et al., 2016; Arbic et al., 2013), whereas horizontal frequency bands close to tidal
(semidiurnal and diurnal) and inertial frequency f span a wide range of wavenumbers. The
region of maximum energy that follows a nondispersive line below the IGW frequencies is
not associated with wave dynamics, but corresponds to quasi-equilibrium motions: mesoscale
(MBM) and submesoscale (SBM). Submesoscale motions above the inertial frequency are
unbalanced (USM). Unbalanced submesoscale motions and internal gravity waves appear to
share similar temporal and spatial scales, which complicates their decomposition. Note also
that this spectrum varies seasonally and regionally (Qiu et al., 2017; Sasaki et al., 2014).
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Figure 2.4: (a) Frequency-wave number spectrum of KE in the Kuroshio-Extension, during
January-February-March winter season. (b) schematic frequency-wave number spectrum,
where is displays the multiple dynamical regimes: RW stands for Rossby waves, MBM for
mesoscale balanced motions, SBM for submesoscale balanced motions, USM for unbalanced
submesoscale motions, and IGW for internal gravity waves. The schematic spectrum shows
the dispersion relation of the first ten baroclinic modes: mode-1 in gray dotted line, mode-2
to mode-9 green dashed lines, and mode-10 in black. The nondispersive line, w — ck = 0,
is drawn with ¢ corresponding to an eddy speed of 8.5 km/day (10 m/s). Reprinted and
adapted from Torres et al. (2018).
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2.3 External kinetic energy sources

The main source of mechanical energy for the ocean is atmospheric forcing, i.e. wind stress —
a parallel energy budget is provided by the tides with a transfer to the wind-driven circulation
budget. The wind applies stress on the surface of the ocean, directly transferring KE (Ekman
drift) that builds up potential energy (PE) via Ekman pumping. The wind-generated energy
can then be transferred to depth through geostrophic adjustment (transfer of large-scale
potential to kinetic energy) (Gill et al., 1974; Wunsch and Ferrari, 2004; Ferrari and Wunsch,
2009).

Satellite data have been used to estimate wind-generated energy, with uncertainties due to
the estimation of wind stress and geostrophic rather than total currents. Wunsch and Ferrari
(2004) suggested that the contribution is around 1 TW, which is consistent with Scott and
Xu (2009) and Rai et al. (2021). When total currents are used (Von Storch et al., 2012), the
wind-generated energy may be closer to 4 TW.

Tides are caused by the gravitational pull of the moon and the sun, as well as the cen-
trifugal force generated by Earth rotation (Stewart, 2008). They consist of hundreds of
harmonic constituents that arise from the six fundamental frequencies driving them. Of these
constituents, the M2 tide, with a period of 12.42 hours, is the most energetic (Figure 2.3).
According to satellite data, the primary 8 tidal constituents produce an energy of 3.5 TW,
with M2 being responsible for 2.4 TW (Le Provost and Lyard, 1997; Munk and Wunsch,
1998). Part of the tidal energy is used to generate strong barotropic currents (70%), espe-
cially in coastal waters, and the remaining energy is used to generate internal tides, which
are internal waves generated by the interaction of barotropic tides with the topography under
stratified conditions (Egbert and Ray, 2000). Tides can influence the wind-driven energy
budget through the action of barotropic tides, which modify bottom drag, and baroclinic
tides, which trigger non-linear interactions between waves and currents.

2.4 QOcean scale interactions

The theoretical framework known as geostrophic turbulence explains the nonlinear interaction
between various scales while in a state of hydrostatic and quasi-geostrophic (QG) balance. In
situ, observations, as well as satellite data and ocean model simulations, indicate that quasi-
geostrophic equations do not fully account for the interaction between spatial scales. Here,
we present a brief review of ocean scale interactions.

2.4.1 Geostrophic turbulence

Geostrophic turbulence is defined as the nonlinear motion of fluids that are near to a state
of geostrophic and hydrostatic balance (Charney, 1971; Rhines, 1977; Salmon, 1980; Fu and
Flierl, 1980; Hua and Haidvogel, 1986). It describes the fate of mesoscale eddies emerging
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from baroclinic and barotropic instabilities. Mesoscale eddies are quasi-two-dimensional (2D),
i.e., u ~ v >> w, but in Charney’s theory, they initially follow a forward cascade from the
injection scale in a process called barotropization, where baroclinic modes transfer energy
to the barotropic mode. The barotropic mode then drives the inverse cascade as in 2D
turbulence. However, in the ocean, barotropization is incomplete and both the barotropic
and first baroclinic modes are involved in the inverse cascade, via merging processes (Scott
and Arbic, 2007). On the opposite side of the injection scale starts a forward enstrophy
cascade to smaller scales. This involves the stretching of vorticity filaments leading to gradient
enhancement, but with very little downscale KE transfer.

Geostrophic turbulence predicts a limit to the growth in size of mesoscale eddies given by
the Rhines scale, [z ~ \/u/B (Rhines, 1975). The eddies radiate as Rossby waves at this scale
where the [ effect is important, and the inverse cascade is arrested. This process generates
alternating zonal jets of width [r as the eddies elongate anisotropically in the zonal direction
and their growth slows in the meridional direction (Rhines, 1975; Vallis, 2017). Note that a
similar effect is expected from a topographic slope, i.e., the topographic S effect.
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Figure 2.5: Spectral KE flux estimated from altimeter data over the Antarctic Circumpolar
Current: the black curve using SSH on a 32 x 32 grid, red curve using SSH on a 64 x 64 grid,
blue curve using velocity on a 64 x64 grid. Error bars represent standard error. Reprinted
from Scott and Wang (2005).

2.4.2 Evidence of inverse KE cascade

The launch of the Topex/Poseidon (T /P, CNES/NASA) altimetry satellite made it possible
to observe sea level in a spatial range from 100 km to over 5,000 km, marking a significant
advance for oceanographic science. In particular, these observations made it possible to check
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part of the theory of geostrophic turbulence. The existence of a large reservoir of mesoscale
energy was confirmed, as well as the presence of zonal jets, although not necessarily verifying
the Rhines scale, depending on the region (Maximenko et al., 2005). Satellite altimetry data,
giving access to the first baroclinic mode (Smith and Vallis, 2001), have enabled a calculation
of cross-scale (spectral) KE fluxes, that appeared to confirm also the occurrence of an inverse
cascade that carries energy to the scales of the most energetic eddies around 250-300 km
(Tulloch et al., 2011; Klein et al., 2019).

Nevertheless, contradictions between theory and observation were also found (Klein et al.,
2019). The assumption that the KE inverse cascade starts around the injection scale (50-100
km) was first contradicted by Scott and Wang (2005) (Figure 2.5), but Arbic et al. (2013)
attributed the discrepancy to a lack of resolution in the satellite data. Applying filters on
a high-resolution global model solution (Figure 2.6) to obtain a signal representative of the
AVISO data! (Ducet et al., 2000), they reproduced a spectral energy flux similar to that of
Scott and Wang (2005). Without the filters, the model energy flux shows a wider range of
inverse cascade. In fact, this range is even wider than predicted by geostrophic turbulence,
extending to the submesoscale (Schubert et al., 2020; Klein et al., 2008; Capet et al., 2008d).

Another discrepancy is in Charney’s prediction of a wavelength spectrum slope of k=3 in
the enstrophy inertial range, whereas satellite data and in situ observations indicate seasonal
and regional variability in this slope. The slope ranges from k=3 to k72, and even flatter in
some low KE regions. The discrepancy is not due to noise in the observations, as first sug-
gested by Fu (1983), but to mechanisms other than those implicated in geostrophic turbulence
(Dufau et al., 2016; Xu and Fu, 2012).

These discrepancies between geostrophic turbulence and observations has stimulated many
questions, and modeling studies over the last two decades have highlighted the role of subme-
soscale processes — not observed by current satellites (Scott and Wang, 2005; Morrow and
Le Traon, 2012; Klein et al., 2019) — in the energy pathway.

2.4.3 Role of submesoscale motions

Using a high-resolution simulation (1/30 °) over the Subtropical Countercurrent, Qiu et al.
(2014) compares geostrophic eddy kinetic energy (EKE) from the model and AVISO data
and observes two main differences (Figure 2.7a): (i) the model has higher EKE levels than
AVISO, and (ii) the peak of model EKE occurs in April, which is 1.5 months earlier than
AVISO. Using sea surface height (SSH) at wavelengths longer than 150 km, the model EKE
becomes consistent with satellite observations (Figure 2.7b). These results, as those in the
previous section, suggest that the AVISO data miss a substantial part of the mesoscale eddy
energy, which extends to a lower scale than that expected from geostrophic turbulence. The
excess energy appears to be associated with underestimated energy at submesoscale (Figure
2.7b).

! Archiving, Validation and Interpretation of Satellite Oceanographic data (AVISO) distributes altimeter
data, which were post-processing, analysis andarchiving for CNES.
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Figure 2.6: Spectral KE flux estimated from surface geostrophic ocean currents in the GS,
using AVISO data (cyan curves) and four versions of estimation from a realistic ocean model
simulation: unfiltered (black curves), spatially filtered (red curves), temporally filtered (blue
curves), and spatially and temporally filtered (green curves). The vertical dashed line indi-
cates the Rossby deformation wavenumber. Reprinted and adapted from Arbic et al. (2013).
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Increasing model resolution enables us to capture submesoscale processes. Ageostrophic
(unbalanced) motions are favored as rotation and stratification become less dominant at finite
Rossby and Froud numbers. Unbalanced motions are shown to be responsible for a forward
cascade (Briiggemann and Eden, 2015) due to their strong divergent velocity component. By
comparing QG and primitive equation models, Molemaker et al. (2010) show that, although
unbalanced motions account for only a small fraction of the flow’s total KE, they are essential
for a forward cascade of energy. According to Capet et al. (2008a), the very limited forward
cascade of KE produced by surface quasi-geostrophic (SQG?) models is linked to the fact that
the SQG (like interior QG) equations do not support momentum advection by ageostrophic
currents. In short, it is the divergent component of the ageostrophic currents that leads to a
forward cascade, while the inverse cascade is entirely due to balanced motions.

Note that SQG models, which can simulate frontogenesis, are able to predict a k=%/3
spectral slope, close to k=2 (Klein et al., 2008; Callies et al., 2016). In this case, the excess
energy at submesoscale, compared with geostrophic turbulence, is provided by a conversion
of potential to kinetic energy at the fronts, rather than a direct KE cascade (Capet et al.,
2008a). It is therefore important to bear in mind that the PE cascade and conversion to KE
are essential for understanding the KE spectrum at submesoscale.

Several mechanisms have been proposed to explain the emergence of submesoscale fronts
and eddies. The following is a description of the main mechanisms involved.

2.4.3.1 Frontogenesis

Several studies have shown that a forward cascade is often associated with frontal regions
(Hoskins, 1982; Thomas and Lee, 2005; Lapeyre and Klein, 2006; Capet et al., 2008a; Klein
et al., 2008; Capet et al., 2008c; Molemaker et al., 2010; Schubert et al., 2020; McWilliams,
2021; Srinivasan et al., 2022). Fronts (described in the previous chapter) develop large vertical
velocities that extend from the surface to a depth of a few hundred meters m (Klein et al.,
2019). Frontogenesis is the process that intensifies a front and occurs in regions where there
is a horizontal buoyancy gradient in a background horizontal deformation flow (Figure 2.8).
The deformation strengthens the horizontal buoyancy gradient and disrupts the geostrophic
balance along the front. To restore balance, a secondary ageostrophic circulation (ASC) ap-
pears and acts by restratifying the subsurface. ASC causes the conversion of PE into KE
through vertical vortex stretching (Hoskins and Bretherton, 1972), energizing submesoscale
KE (Capet et al., 2008c). Capet et al. (2008a) suggested that ASC generates the ageostrophic
advection responsible for a forward cascade. Recently, Srinivasan et al. (2022), using asymp-
totic theory and submesoscale simulations of a North Atlantic region between Greenland and
Iceland, concluded that the primary mechanism for forward energy flow at fronts is frontoge-
nesis. Frontogenesis and ASC are particularly active processes in the GS North Wall, where
ASC appears to enhance frontogenesis in a positive feedback (McWilliams et al., 2019).

23QG equations describe a flow with non-zero surface density and uniform potential vorticity in the interior;
interior QG equations is for a flow with non-uniform potential vorticity in the interior.
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Figure 2.8: Schematic presentation of an intensifying surface front (frontogenesis) caused by a
large-scale straining flow. The downfront flow v(x) is approximately geostrophic, and variables
with primes are local perturbations presenting the ageostrophic secondary circulation across
the front. Reprinted and adapted from McWilliams (2016).

QG models show no significant difference in energy distribution with increasing spatial
resolution (McWilliams, 1989). In contrast, SQG models are more sensitive to resolution since
they allow the development of frontogenesis that energizes the submesoscale (Blumen, 1978).
However, the frontogenesis produced by SQG models is weaker than that of the primitive
equations models (Capet et al., 2008a), due to the absence of advection by ageostrophic
motions (which reinforce straining deformation), not included in QG and SQG equations.
However, as mentioned earlier, SQG models produce a flatter slope of KE spectrum than QG
models, showing that frontogenesis (even without ageostrophic enhancement) can produce
much of the observed submesoscale energy.

For more information on the mathematics of frontogenesis, including all contributing
terms, see Hoskins (1982), Capet et al. (2008c), and McWilliams (2021) for a general review.

2.4.3.2 Surface Baroclinic Instabilities

Submesoscale quasigeostrophic instabilities at finite Rossby number draw KE from the mesoscale
PE, similarly to ASC. For example, mixed-layer instabilities (MLIs) are generated when the
mixed layer is weakly stratified (associated with weak potential vorticity) and in the presence
of horizontal buoyancy gradients. MLIs are similar to QG baroclinic instabilities that de-
velop in the pycnocline, but on a much smaller scale given by the mixed layer Rossby radius
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NH/f, with H here the mixed layer depth (Boccaletti et al., 2007). Their horizontal scale
range between 1-10 km and time scale is of days. An important role of MLIs, like ASC, is
to restratify the mixed layer by extracting energy from the horizontal buoyancy gradients,
i.e., conversion from potential to kinetic energy (restoring balance at the front). The mixed
layer eddies (MLEs) generated in the process contribute to energizing submesoscale KE and
mesoscale eddies as well, via a process of absorption, therefore producing larger upscale fluxes
(Khatri et al., 2021; Qiu et al., 2014; Schubert et al., 2020).

Another type of submesoscale baroclinic instabilities is the Charney instability (Capet
et al., 2016). These have a temporal and spatial scale similar to that of MLIs, but develop
in the presence of a surface buoyancy gradient and interior velocity shear (a coupled sur-
face/interior baroclinic instability) (Roullet et al., 2012), and also result in a conversion of
potential into kinetic energy.

These instabilities have important seasonal variability (Callies et al., 2015; Qiu et al.,
2014). In winter, the mixer layer is deeper and the horizontal buoyancy gradient stronger,
allowing for intensified MLIs. Strengthening of mesoscale eddies can be expected in this case
as mentioned before, but a delay of a few weeks to a couple of month seems to be observed
between the peak of MLE and that of mesoscale activity (Qiu et al., 2014; Schubert et al.,
2020; Khatri et al., 2021). Schubert et al. (2020) suggest that this delay corresponds to the
time needed by the absorption process.

2.4.3.3 Frontal Instabilities

Frontal instability can disrupt frontogenesis (McWilliams, 2021). It occurs when straining
deformation by mesoscale eddies, enhanced by submesoscale motions, drives the process to-
ward frontal collapse (Callies et al., 2016; Hoskins and Bretherton, 1972). Hoskins (1974)
points out that small-scale instabilities can develop when the Ertel potential vorticity( PV) 3
has an opposite sign to the planetary vorticity (fPV < 0). The instabilities that satisfy this
condition can be classified into (Thomas et al., 2013; Haine and Marshall, 1998):

o Gravitational instability due to the extraction of available potential energy by the buoy-
ancy flux.

e Symmetric instability due to the extraction of mean KE by vertical shear.

o Inertial (Centrifugal) instability due to the extraction of mean KE by horizontal shear.

In situ observations (Thomas et al., 2013; D’Asaro et al., 2011), numerical models (Klein
et al., 2008; Capet et al., 2008c; Schubert et al., 2020) show that these instabilities drive a
forward cascade to dissipation.

3Ertel potential vorticity is defined as (¢ + fk) - Vb, where C is the relative vorticity and b is the buoyancy
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2.4.3.4 Internal Gravity Waves (IGW)

Recent studies suggest that near-inertial internal gravity waves (IGWs) contribute to the
forward cascade through nonlinear interactions. IGWs can be produced by (i) tides (internal
tides) with diurnal and semidiurnal frequencies, (ii) winds (near-inertial waves, NIWs) with
frequencies close to f, and (iii) spontaneous emission by loss of balance, nonlinear wave-wave
interactions, or lee-wave formation by geostrophic flows on the seafloor (Alford et al., 2016).

IGW contribute to the forward cascade by extracting energy from balanced motions,
either from the mean flow or from mesoscale eddies and fronts (Barkan et al., 2015; Thomas,
2012; Shakespeare and Taylor, 2014; Biihler and McIntyre, 2005). Once IGWs are generated,
it is not clear how they affect the energy cascade, but Barkan et al. (2017) suggested two
mechanisms: wave turbulence (the direct energy cascade of internal waves; see Alford et al.
2016); and stimulated cascade (or imbalance), whereby internal waves trigger a transfer of
energy from the mesoscale to the submesoscale.

Additional studies have been carried for internal tides, specifically. The mechanisms are
similar to those of other internal waves: wave-wave interaction (MacKinnon and Winters,
2005); reflection, refraction, and scattering by interaction with the mean flow (Duda et al.,
2018; Kelly et al., 2016) or with mesoscale eddies (Rainville and Pinkel, 2006).

2.5 Kinetic energy dissipation

In order to maintain the energy balance of the ocean, it is necessary to dissipate the energy
provided by atmospheric and tidal forces. For a long time, the community has wondered how
energy is dissipated in the ocean, considering that it tends to concentrate energy on a large
scale where viscosity is negligible.

Dissipation is understood as the rate of loss of turbulent KE to heat through eddy viscosity.
In large-scale geophysical flows, dissipation is provided by the frictional forces generated
by turbulent flows near boundaries. Due to the complexity of turbulence, the estimation
of frictional forces uses the eddy viscosity hypothesis proposed by Boussinesq, where the
turbulent stress is assumed to be proportional to the velocity gradient field (Kundu et al.,
2015). The idea of an interior route to dissipation through a forward cascade of energy starting
at submesoscale is recent and there is no attempt at quantifying this process compared with
boundary processes. This question is at the core of the present PhD thesis study.

The mechanisms at work in an ocean basin are briefly described below.
2.5.1 Boundary dissipation

In the ocean, frictional forces are usually neglected except for a thin boundary layer (O(10m)).
In the bottom boundary layer, the velocity slows from values typical of the interior to zero
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at a solid boundary. In contrast, at the surface, the velocity changes rapidly to catch up
with the wind speed on the other side of the boundary. The effect of friction therefore differs
between the bottom and surface layers, as explained below.

2.5.1.1 Bottom Drag

An important energy sink is given by the bottom drag exerted by the seafloor on bottom cur-
rents. On a rough topography, the mechanisms involved are: skin friction, i.e., the reduction
of flow to zero at an static boundary due to viscous forces; and form drag resulting pressure
differences on either side of roughness elements (Thorpe, 2005; Belcher and Wood, 1996).
Form drag is also associated with wave drag resulting from lee-wave breaking (Klymak, 2018;
Trossman et al., 2017).

Sen et al. (2008) found that the dissipation of geostrophy currents by a quadratic bottom
drag (increasing with squared bottom velocity) is about 0.2 - 0.8 TW, in agreement also with
Arbic et al. (2009). The dissipation rate due to bottom drag is large, especially in energetic
regions such as the GS (Sen et al., 2008), and can nearly balance the wind input (Weatherly,
1984). The absence of bottom friction in the models can have important consequences for
ocean dynamics, as barotropization is uncontrolled and intensifies the inverse energy cascade
(Trossman et al., 2017). Using a two-layer quasi-geostrophic turbulence model, Arbic and
Flier]l (2004) shows that a minimum of bottom friction is required to reproduce the observed
amplitudes, vertical structure and horizontal scales of mid-latitude eddies.

Bottom drag also provides dissipation for barotropic tides, corresponding to 70% of the
total tidal energy, especially in the coastal region where the currents are more intense (Egbert
and Ray, 2000).

Recently, more attention has been paid to wave drag. The generation of lee waves on
rough topography results in the direct conversion of energy from large-scale, geostrophically
balanced flows to unbalanced internal waves, which can subsequently transfer their energy to
small scales through wave turbulence and and breaking (Nikurashin et al., 2013). Nikurashin
and Ferrari (2010) found that globally 20% of the wind energy input (about 0.2 TW) is
converted into internal lee waves as geostrophic eddies flow over small-scale topography. Wave
drag can also have local effect on momentum and vorticity, as on the Charleston bump along
the GS path (de Marez et al., 2020).

2.5.1.2 Top Drag

Similar to bottom drag, frictional dissipation occurs near the surface ocean. As mentioned
in Chapter 1, the interaction between surface ocean currents and wind stress, i.e., current
feedback (CFB) or top drag, produces an energy dissipation that dampens (sub)mesoscale
activity by about 30% (Renault et al., 2016a, 2018). This eddy killing effect has been assessed
using coupled air-sea models (Renault et al., 2016a,b, 2023a) and satellite data (Renault
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et al., 2017; Rai et al., 2021), for the global ocean (Renault et al., 2017; Rai et al., 2021), and
for regional circulation systems such as the GS (Renault et al., 2016b), California Current
(Renault et al., 2016a), Agulhas Current (Renault et al., 2019b), Gulf of Mexico (Larranaga
et al., 2022) and western Mediterranean (Renault et al., 2021).

Using satellite altimetry and scatterometry, Rai et al. (2021) shows that eddy killing
removes KE at scales smaller than 260 km at an average rate of 50 GW over the global ocean.

To understand the eddy killing process, we can analyze, as in Renault et al. (2016b),
the ideal case of a southward uniform wind blowing over an anticyclonic eddy (Figure 2.9).
Without CFB (Figure 2.9a), the wind stress is defined as 7 = Cyp U2, where Cy is the drag
coefficient, p, the atmospheric density and U, the surface wind. We can estimate the wind
work, i.e., the energy transferred by surface winds to the mesoscale eddy, as F. K, = TU,,
where U, is the surface current. Since 7 is constant and U, changes sign on either side of the
eddy, the ocean gains energy from wind stress on one side and loses it on the other, but over
the entire surface of the eddy, the result is zero wind work: F. K, = 0.

For the case where CFB is included (Figure 2.9b), the wind stress is defined as 7 =
Cypa(Uy —U,)?. Assuming U, << U,, the sign of F. K, on either side of the eddy is the same
as in the case without CFB, but the amplitude is now greater on the east side than on the
west side, so that integration over the whole eddy area gives F. K. < 0, i.e., the oceanic eddy
is transferring energy to the atmosphere. A third case is where the CFB affects not only wind
stress, but also the wind itself (Figure 2.9¢). In this case, the wind reacts to variations in drag
7 and increases when drag is reduced by CFB (and vice versa). As a result, the difference in
wind work on either side of the eddy is less than in the previous case, but not so much as to
change the sign of the integral.

2.5.2 Interior Dissipation and vertical mixing

Energy dissipation in the interior of the ocean is possible through turbulent motions. These are
due to loss of hydrostatic and geostrophic or gradient wind momentum balance (Briiggemann
and Eden, 2015; Klein et al., 2008; Molemaker et al., 2010). Unbalanced motions enable a
forward cascade of energy to the smallest scales, down to isotropic microscale turbulence until
dissipated by molecular viscosity. The mechanisms leading to this possible interior route to
dissipation have been discussed in Section 2.4.3.

In addition, oceanic currents can loose energy through instabilities of their vertical shear,
a process that occurs mainly in the surface and bottom planetary boundary layers (PBLs)
of O(100m), and for a wide range of scales (Marchesiello et al., 2011), but also in the ocean
interior. Atmospheric forcing is a main source of vertical mixing in the oceanic surface
boundary layer due to wind-induced shear flow or convection due to heat and freshwater
fluxes (Large et al., 1994). A similar mixing process is attributed to the shear flow induced by
bottom stress (Wunsch and Ferrari, 2004). Surface shear flow and vertical mixing do not only
affect the large horizontal scales of ocean currents, but are in fact present at mesoscale and
submesoscale, where they constitute an important sink (Marchesiello et al., 2011; McWilliams,



46

Chapter 2. Kinetic energy pathway

FK.=t.U,=0

a) No Current Feedback

|

FK, =1.U,<0 l

l FK =t.U, <0 I

b) Current Feedback to the Surface Stress

+

- |l

Pl

c) Current Feedback to the Surface Stress and Wind

Figure 2.9: Schematic representation of the current feedback effects over an anticyclonic eddy,
considering a uniform southward wind. The arrows represent the wind (green), surface stress
(black), and surface current (blue). The red (blue) shade indicates a positive (negative) F K.
The black (green) +/- signs indicate the current-induced stress (wind) curl. Reprinted from

Renault et al. (2016b).



2.6. Final comments 47

2016). In addition, wave generation and subsequent breaking is recognized as an important
source of mixing and energy sink (Wunsch and Ferrari, 2004; Ferrari and Wunsch, 2009).

Vertical mixing is associated with downscale KE fluxes, but also with redistribution of
PE. It is a diabatic process that converts part of the available potential energy (APE)?* into
potential energy that is no longer available to generate motion (Winters et al., 1995).

2.6 Final comments

By way of summary, answering the questions presented at the beginning of the chapter, we
can conclude that:

1. The main external sources of KE are wind and tides, which provide energy at large
scale.

2. Mesoscale eddies generated by instability of the large-scale circulation concentrate much
of the energy input. These eddies interact with each other and transfer back their energy
to the large scale.

3. The direction of energy transfer can be reversed when unbalanced motions are at work.
The interaction of balanced and unbalanced motions can lead to a forward cascade of
energy, somewhere in the submesoscale range.

4. The PE of mesoscale eddies can be transferred to smaller scales through eddy stirring,
and converted by frontal processes to submesoscale KE.

5. Several ways of dissipating energy have been proposed. First, energy is dissipated at
the boundaries by bottom and top drag. Second, interior dissipation can result from
a forward cascade of energy — transferring energy to scales where molecular viscosity
is significant. Finally, shear-induced vertical mixing can be an important player in
planetary boundary layers, dissipating energy at all horizontal scales (with some degree
of nonlocality).

It should be noted that many studies of oceanic KE budget mentioned in this chapter are
based on idealized models, and not all processes have been confirmed or their contribution
quantified in realistic simulations. This is an objective of the present thesis, focusing on the
GS system. Also, if the KE budget is our main focus, close attention must be paid to the APE,
which is a source or sink of KE across the entire spectrum. Processes such as Ekman pumping
or barotropic tides are a source of APE. APE produced at large scale can be carried downscale,
especially through eddy stirring (Klein et al., 2019). Then, as mentioned above, processes
such as interior baroclinic instabilities, frontogenesis, submesoscale baroclinic instabilities are
all APE sinks. In addition, the APE reservoir can be modified by air-sea interactions (Ma

*In geophysical flows, only a small fraction of the PE is available for transfer to KE, the available potential
energy.
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et al., 2016; Bishop et al., 2020; Renault et al., 2023b). The influence of the APE budget on
the GS energy pathway will be examined in greater detail in Chapter 6.
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3.1 Numerical Models

In this study, we used the Coastal and Regional Ocean Community model (CROCO) (Shchep-
etkin and McWilliams, 2005; Debreu et al., 2012), and the Weather Research and Forecasting
(WRF) model (Skamarock et al., 2008) to simulate the Gulf Stream dynamics and the over-
lying atmosphere. Below is a brief description of these models.

3.1.1 CROCO

CROCO is a modeling platform for the regional and coastal ocean, addressing realistic or
idealized multiscale circulation problems. CROCO was born from different codes developed in
France (ROMS__ AGRIF, MARS3D, SNBQ), supported by a consortium between IRD, Inria,
Ifremer, CNRS and SHOM, and assembled through a GdR (Groupement de Recherche) since
2016. It is built around the kernel of ROMS (AGRIF version), supported for years by IRD
and Inria, with the new addition of a nonhydrostatic solver, and with coupling capabilities for
the atmosphere (WRF, MesoNH), surface waves (WKB, WW3), sediment dynamics (USGS,
MUSTANG), ocean biogeochemistry and ecosystems (PISCES, BioEBUS). Information on
the CROCO model can be found on https://www.croco-ocean.org/.

CROCO can be used either as a Boussinesq/hydrostatic (primitive equations) model, or
a non-hydrostatic/non-Boussinesq model. In the present study, the model solves the primi-
tive equations in an Earth-centered rotating environment, assuming free-surface, Boussinesq,
incompressibility and turbulent closure. The equations are discretized using high-order nu-
merical methods in terrain-following (generalized sigma) vertical coordinates, and horizontal
curvilinear coordinates on an Arakawa C grid. The model uses a split-explicit time-stepping
algorithm, 4.e. a short time step is used for surface elevation and barotropic momentum,
while a much larger time step is used for temperature, salinity, and baroclinic momentum
(Shchepetkin and McWilliams, 2005).

In our simulations, for momentum, we use a 5th-order upstream biased horizontal advec-
tion scheme (UP5) or in some sensitivity tests a 3rd-order scheme (UP3). For tracers, we
use a 3rd-order horizontal advection scheme with rotated diffusion along isopycnal surfaces
(RSUP3) to avoid spurious diapycnal mixing and loss of water mass properties (Marchesiello
et al., 2009; Lemarié et al., 2012). For open boundaries, we use an active-passive radiation
condition for tracers and baroclinic velocities, and flather conditions for barotropic velocities
(Marchesiello et al., 2001).

A large set of numerical schemes and parameterizations are available in CROCO and
described on the model’s website (https://croco-ocean.gitlabpages.inria.fr/croco_
doc/). In the following, we describe the parameterizations used in this thesis for bottom and
top drag. More details on the model configurations are also available in the published paper
presented in the fourth chapter.
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3.1.1.1 Current Feedback Parameterization

In the stand-alone oceanic simulations, the current feedback is parameterized using the stress-
correction approach described and tested in Renault et al. (2017) and Renault et al. (2020).
It allows mimicking the wind response to CFB for a realistic representation of momentum
exchange between the ocean and the atmosphere. The wind stress is defined as:

T = TNocFB + 5+ Uo, (3.1)

where 7 is the wind stress that includes the CFB effect, TnvocrB is the wind stress that does
not include the CFB effect, U, is the surface ocean current, and s, is a coupling coefficient
between surface current vorticity and wind stress curl defined in Renault et al. (2017),

. = @|U1oabs| + B, if [U10abs| = 3 m/s
—0.0007 N s/m®, otherwise.

where a = 2.9 x 1072 N s2 m~ and 8 = 0.008 N s m~3, |Uygaps| is the magnitude of
the absolute wind at 10 m. « and 8 were derived from the linear regression between |U1gaps|
and s;.

In the coupled simulation, CFB is accounted for in the atmospheric model by introducing
the surface current in both the tridiagonal matrix system solved in the vertical turbulent
diffusion scheme and in the surface layer scheme following Lemarié (2015) and Renault et al.
(2019a).

3.1.1.2 Bottom Drag Parameterization

Bottom drag is computed assuming that the flow in the bottom boundary layer has a classic
vertical logarithmic profile, defined by a friction velocity u, and a bottom roughness length
ZOb (m)

U 2p
lup| = \/u% + vg = ;logZ—Ob , (3.2)

where log is the natural logarithm, u; and v, are the oceanic near-bottom currents in the log
layer at a height z, above bed (here corresponding to the first vertical grid level); u, = /7
with 75, the bottom stress; xk = 0.41 the von Karman constant; Zy,, the bottom roughness
length, is given a default constant value of 1072. The zonal and meridional components of
bottom stress are then calculated as:

[Tows Toy) = Ca || [1p, vp) , (3.3)
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with the drag coefficient:

I{2

2 2z

Cyj= ——
log 7

(3.4)

3.1.1.3 Horizontal advection schemes and numerical dissipation

The spectral characteristics of numerical energy dissipation in ocean models has been pre-
sented in Marchesiello et al. (2011) and Soufflet et al. (2016). CROCO generally uses numeri-
cal methods with diffusion-dominated truncation error to optimally damp dispersion (phase)
errors (without the need for explicit dissipation). The magnitude and extent of dissipation
depend on the accuracy of the scheme, which is generally related to the order at which the
error decreases with mesh size. The advection terms in the primitive equations are particu-
larly important. CROCO proposes 3rd and 5th-order upstream-biased horizontal advection
schemes (UP3 and UP5, respectively). The horizontal advection calculated by UP3 and UP5
(denoted by Ayps and Apps) can be written as the sum of a purely advective term and a
purely diffusive term:

Aups = Acsa + Dups, (3.5)

Ayps = Ace + Dyps, (3.6)

where Ac4 and Agg represent horizontal advection calculated from non-diffusive centered 4th-
and 6th-order schemes, respectively, and Dyps and Dy ps are the hyperdiffusive terms with
velocity-dependent hyperviscosity. For more details, see Numeric Section in CROCO tutorial
(https://croco-ocean.gitlabpages.inria.fr/croco_doc/model/model.numerics.advec.
html)

Centered advection schemes are non-diffusive, but the dispersion of poorly resolved Fourier
components are allowed to propagate throughout the solution without amplitude loss (Durran,
2010), and with nonlinear growth that can be very detrimental to the solution. Upstream
advection schemes provide a more accurate solution overall, even though diffusion can be in
excess in a range of scales that defines the effective resolution of the model (Soufflet et al.,
2016). This range is controlled by the order of hyper-diffusion and hyperviscosity is given
by the truncation error derived from a Taylor expansion as a function of Az, the mesh size
(Durran, 2010; Soufflet et al., 2016). For the one-dimensional case in the x direction, the UP3
truncation error is :

lu| Ax3 0*u
12 92V (3.7)
and for UP5 /A 5 o6
u|Az® 0%u
60 926’ (38)

where the hyperdiffusion operators are of order 4 and 6 for UP3 and UP5, respectively, with
hyperviscosity |u|Az3/12 and |u|Az®/60. Equations 3.7 and 3.8 indicate that increasing the
order of the scheme results in a faster decrease in numerical diffusion with resolution. Higher-
order schemes entail higher computational costs, but a significant gain in terms of effective
resolution. For example, UP5 is 6% more expensive than UP3 in CROCO, but can double
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the effective resolution, as in the case presented by Menesguen et al. (2018).

Effective resolution can be defined by the highest wavenumber at which simulated waves
do not differ from an ideal solution (e.g., theoretical KE spectral slopes) or by the spectral
range of the main energy dissipation term (Marchesiello et al., 2011). It can also be deduced
from the theoretical amplitude error spectrum of an advection scheme (Soufflet et al., 2016).
The effective resolution in CROCO is approximately 106z when using UP3 (Soufflet et al.,
2016) and as low as 50x with UP5 (Menesguen et al., 2018). In this study, the simulations
analyzed in Chapters 4, 5, and 6 use UP5 as the default scheme.

3.1.2 WRF-ARW

WREF is a state-of-the-art atmospheric modeling system with application in a broad range
of scales ranging from tens of meters to thousands of kilometers. We used the Advanced
Research WRF (WRF-ARW) version, and more precisely the version 4.2.1 modified to be
coupled with CROCO (available at https://github.com/wrf-croco/WRF).

As described on the official WRF web site (https://www2.mmm.ucar.edu/wrf/users/),
the model resolves the fully compressible, eulerian and nonhydrostatic equations with a run-
time hydrostatic option. It is conservative for scalar variables. The model uses terrain-
following, hybrid sigma-pressure vertical coordinate, with the top of the model being a con-
stant pressure surface. The horizontal grid is the Arakawa-C grid. The time integration
scheme in the model uses the third-order Runge-Kutta scheme, and the spatial discretization
employs 5Sth-order upstream schemes (as CROCO). The model supports both idealized and
real-data applications with various lateral boundary condition options.

WRF-ARW integrates several physics schemes with different options. The physics schemes
interact during model simulations to emulate physical processes in the Earth’s atmosphere
(Figure 3.1).

As described on the official WRF website, the physics scheme included are:

1. Microphysics: resolve cloud and precipitation processes. Some schemes account for ice
and/or mixed-phases processes.

2. Cumulus and shallow convection: represent the subgrid-scale effects of convective and /or
shallow clouds. Implementation of this scheme is necessary for horizontal resolution
coarser than 10 km. For spatial resolutions finer than 3 km, it is not strictly nec-
essary. The spatial resolution between 3 km and 10 km are in a grey-zone, cumulus
parameterization may or may not be necessary.

3. Planetary boundary layer (PBL): distribute surface fluxes with boundary layer eddy
fluxes, and allow for PBL growth by entrainment. They are also responsible for any
vertical mixing above the boundary layer.


https://github.com/wrf-croco/WRF
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4. Surface Layer: determine surface layer diagnostics, which includes exchange and transfer
coefficients for heat and moisture to Land Surface. Also provide friction stress and
water-surface fluxes of heat and moisture to the PBL.

5. Land Surface: predict soil temperature and soil moisture in 3 or 4 layers, depending on
the scheme, as well as snow water equivalent on the ground.

6. Longwave radiation: estimate the longwave radiation emitted and absorbed by the
surface and clouds, and gases such as water vapor and CO2.

7. Shortwave radiation: estimated incoming solar fluxes that may be reflected by the
surface or clouds, or absorbed by gases, such as water vapor and ozone, and aerosols

— Cloud 5

Cumulus Detrainment

Microphysics

Cloud Effects

\

Convectlve Non-convective
Rain

ain e
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Surface Downward
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Surface Surface Surface
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Figure 3.1: Representation of the physics schemes included in WRF'. Reprinted from https:
//www2.mmm.ucar.edu/wrf/users/wrf_users_guide/build/html/physics.html.

3.1.3 Models Configuration

We performed three submesoscale permitting forced oceanic simulations (~ 2 km) with
CROCO over the GS region (Figure 3.2). These simulations have a similar configuration,
but differ in the following: (i) the first simulation (NTD-UP5) has no tides and the horizontal
momentum advection is fifth-order upstream (UP5); (ii) the second simulation (NTD-UP3)
is similar but with UP3 momentum advection; (iii) the third simulation is tidally forced and
uses the UP5 momentum advection scheme (TD-UP5). The first and second simulations are
analyzed in Chapter 4 and the third simulation is analyzed in Chapter 5.

We also implemented and ran a coupled ocean-atmosphere simulation that is used in
Chapter 6. The oceanic CROCO simulation is run with a horizontal resolution of 700 m.
The initial state and lateral boundary forcing are derived from the submesoscale-permitting
(2 km) TD-UP5 simulation (including tides). The atmospheric WRF simulation is run with
a horizontal resolution of 2 km. The initial state and lateral boundary forcing are derived
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Figure 3.2: (Top) Domain of the 6 km atmospheric simulation. The black line indicates the
area covered by the 2 km oceanic simulation. The purple lines indicate the domains of high-
resolution simulations for both the atmosphere (2 km) and the ocean (700 m). (Bottom) The
domain for the 2 km atmospheric simulation is depicted, with the purple line indicating the
domain for the 700 m oceanic simulation.
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from a coarser resolution (6.2 km) WRF simulation, which we previously ran. The models are
coupled through the OASIS3-MCTV3 coupler (Craig et al., 2017), which exchanges hourly-
averaged surface flux information between CROCO and WREF. A brief description of the
configuration of these simulations is given in Figure 3.3. The details of the configuration and
validations are described in each chapter where the simulation is analyzed.

3.2 Post-processing

3.2.1 Coarse-graining method

To understand the oceanic kinetic energy pathways between large-scale and small-scale flow,
spectral analysis has generally been used (e.g., Scott and Wang 2005; Capet et al. 2008d;
Marchesiello et al. 2011; Renault et al. 2019b) and confirmed the presence of direct or inverse
energy cascades. However, this approach assumes a statistically homogeneous field (Schubert
et al., 2020), and does not give access to the spatial distribution of cross-scale energy fluxes.

The coarse-graining method (Leonard, 1975; Germano, 1992) is an alternative to evalu-
ate cross-scale KE fluxes in the ocean. This method was introduced by Leonard (1975) in
the context of the study of turbulence using a large-eddy simulation (LES) model, and then
developed mathematically by Eyink (1995a,b, 2005). Applications in computational fluid
dynamics followed (e.g., Piomelli et al., 1991; Vreman et al., 1994; Aluie and Eyink, 2009;
Chen et al., 2006; Kelley and Ouellette, 2011) but its application to the ocean circulation is
relatively new. Aluie et al. (2018) is the first to apply coarse-graining to ocean dynamics,
followed by Schubert et al. (2020) and Srinivasan et al. (2019), to specifically address the
interior route to dissipation. The coarse-graining approach has several advantages over spec-
tral analysis, including relaxing the homogeneous and isotropic field assumption, avoiding
windowing procedures, and, most importantly, having access to spatial patterns of energy
fluxes.

3.2.1.1 Decomposition

The coarse-graining approach is based on a “filtering” framework, which separates the signal
into large and small scales around a given scale [. Following Aluie et al. (2018) and Schubert
et al. (2020), a low-pass spatial filter is defined using the convolution of a horizontal field
F(z,y) as F(z,y) = C % F(x,y) where C is a top-hat kernel defined as

o {1/A, if [r] < 1/2,

0, otherwise

where A = 7l% /4 is the circular normalization area of diameter [ and r is the radial vector.
Note that C is normalized so that [ d?rC(r) = 1. Other filters can be applied, but they must
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CROCO Data WRF Data

1. Topography:

SRTM15-plus. (Becker et al., 2009) 1. Initial and lateral forcing:

European Centre for Medium-Range
Weather Forecasts ERA5
(Hersbach et al., 2023)

2. Initial and lateral forcing:
Mercator Glorys12V1 product
(Lellouche et al. 2018)

3. Atmospheric forcing SST was provided by OSTIA.
Climate Forecast System Reanalysis (CFSR;
Saha et al. 2010),

CROCO Configuration | WRF Configuration |

1. January, 2005 - December, 2009 1. January,2005 - December, 2007

2. Horizontal resolution 2 km 2. Horizontal resolution 6.2 km

3. Vertical levels: 50 3. Vertical levels: 50

4. KPP scheme (Large et al. 1994) 4. Physics schemes

5. CFB parameterization defined. 4.1 WSM6 microphysics scheme + Droplets.
4.2 KIAPS SAS (KSAS) convective scheme.
4.3 RRT Model Longwave Radiation Scheme

/\ g 4.4 Dudhia shortwave radiation scheme
4.5 YSU Planetary Boundary Layer Scheme

4.6 Revised MM5 Surface Layer Sch
e ) ) 47 Noan Land Surfece Model
UPS + TIDES l

(Chapter 5) . WRF Configuration Il /s

1. April,2005 - April, 2006

" " 2. Horizontal resolution 2 km
CROCO Configuration Il 3. Vertical levels: 50

4. Physics schemes

1. January, 2005 - April, 2005 4.1 Tiedtke microphysics scheme + Droplets.
2. Horizontal resolution 700 m 4.2 KIAPS SAS (KSAS) convective scheme.
3. Vertical levels: 80 4.3 RRT Model Longwave Radiation Scheme
4. KPP scheme (Large et al. 1994) 4.4 Dudhia shortwave radiation scheme

4.5 YSU Planetary Boundary Layer Scheme
4.6 Revised MM5 Surface Layer Scheme
: g 4.7 Noah Land Surface Model

OASIS-MCT

(exchange data every
1 hour)

Coupled air-sea simulation
April, 2005 - April,2006
(Chapter 6)

Figure 3.3: Summary of the oceanic and atmospheric simulations used throughout the thesis.
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satisfy V-1 = V - u, to ensure that the filtered flow remains incompressible. It is crucial
for the decomposition to maintain the essential physical attributes of the flow, including its
incompressibility, geostrophic character, and vorticity at various scales.

3.2.1.2 Derivation

A momentum equation for scales large than [ is derived by applying the convolution to the
primitive equations:

a—u—l—ﬁ-Vﬁ:—iVT)—fxﬁ—V-ﬁ(u,u)+1/V2ﬁ+£g+F, (3.9)
ot Po Po
where u = (u, v, w) are the zonal, meridional, and vertical oceanic components of the surface
current, p the pressure, f the Coriolis frequency, v the viscosity, pg the reference density, and
F' the forcing. Note that Eq. 3.9 is similar to classical PE, but with the additional term
V - 7(u,u), where
j=TUu—1uu, (3.10)

is the subgrid-scale (SGS) stress tensor (as in LES literature) that represents the dynamical
coupling between large and small scales (around ).

From Eq. 3.9, we can derive the kinetic energy equation for motions larger than [:

S ot +V-J=-II-pv|Val”+pg-u+poF -1, (3.11)
where ol )
u u
J = po ’2’ u+pu— pouvu + poud - T(u, u), (3.12)

J represents the spatial transport of large-scale KE by the sum of advection (first term),
pressure work (second term), diffusion due to molecular viscosity (third term), and trans-
port by SGS stress (fourth term). The second term to the right hand side of Eq. 3.11 is
the dissipation of kinetic energy by molecular viscosity, the third term is the conversion of
gravitational potential into kinetic energy, the last is the contribution to kinetic energy by
forcing. The first term represents the cross-scale kinetic energy flux and is defined as follows

T = —po[(u2 — @), + (@0 — @ D) (Ty + Tz) + (V2 — T2)Ty), (3.13)

This term quantifies the energy transferred across scale [ to larger or smaller scales, due
to nonlinear interactions.
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3.2.1.3 Comparison with other methods

Aluie et al. (2018) compare the estimation of cross-scale KE flux with other methods that
assume homogeneous flows and are derivatives of the momentum equation, such as the method
proposed by Frisch (1995) or that used by Molemaker and McWilliams (2010). They find that
the latter methods give ambiguous results for inhomogeneous flows. Aluie et al. (2018) explain
that the difference in performance between the methods is due to the infinite number of ways
to rearrange the terms associated with V - J and II in the budget 3.11, and thus an infinite
number of possible definitions for the transfer of kinetic energy across scales. Furthermore,
the authors explain that the definition 3.13 is an appropriate measure of the cross-scale kinetic
energy flux, since it is Galilean invariant !, which is not true for the other methods. Eyink
and Aluie (2009) and Aluie and Eyink (2009) show that Galilean invariance is necessary for
the so-called scale locality of the cascade 2.

In addition to the mathematical aspects of the kinetic energy balance, we also note prob-
lems associated with the windowing procedure in the spectral method. Windowing can induce
an underestimation of cross-scale KE fluxes. In addition, Aluie et al. (2018) indicate that it
can introduce artificial gradients, length scales, spurious acceleration, and flow features not
present in the original data, although in some circumstances these effects may be negligible.
(Schubert et al., 2020) compared spectral and cross-graining methods to compute cross-scale
fluxes in the Agulhas current system and found consistency in the results.

One of the caveats of the coarse-graining method is the treatment of the coastline, where
the application of the filter can have an effect on boundary currents. Schubert et al. (2020)
and Aluie et al. (2018) recommend representing the land as zero flows.

Tt is the requirement that a determination of the amount of energy cascading at any given point = should
not depend on the velocity of the observer.
20nly modes near a given scale contribute to transfer across that scale (Eyink, 2005).
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4.1 Preamble

As mentioned in the introduction, there are still large gaps in our knowledge of ocean dynam-
ics. Despite being controlled by coastline curvature and topographic slope, the emblematic
features of the GS in ocean models are also tied to the resolution of mesoscale activity through
eddy-mean-flow interaction (McWilliams, 2008). A spatial resolution of 1/10° is suggested as
a minimum for the correct representation of GS separation (Bryan et al., 2007; Chassignet and
Marshall, 2008), although higher resolutions are generally required, depending on the type of
model (Chassignet and Xu, 2017; Uchida et al., 2022). Increasing the spatial resolution of the
models has greatly improved the representation of the GS, but the simulated eddy energy in
WBCs has become excessive. In particular, according to Ozgékmen and Chassignet (2002),
an excess of mesoscale activity at the separation point leads to unrealistic separation of the
western boundary currents from the coastline. Therefore, an energy sink is needed in high
resolution mesoscale resolving models. A direct energy transfer to dissipation is possible due
to the loss of balance at the submesoscale. Top and bottom boundary dissipation can also
provide an important energy sink. The goal of this chapter is therefore to understand the
main processes and mechanisms that drive the forward cascade of energy, aka, the interior
dissipation of energy, and to quantify it in comparison with other sinks of energy such as those
of bottom drag, top drag (due to current feedback to the atmospheric momentum forcing),
and numerical dissipation.

In this work, published in Journal of Physical Oceanography (Contreras et al. (2023b);
https://doi.org/10.1175/JP0-D-22-0146.1), we developed and ran a submesoscale forced
oceanic simulation for a period of 5 years. This simulation is then used to calculate the cross-
scale KE flux using the coarse-graining method (described in Chapter 3) that provides spatial
and temporal distributions. We also evaluate the mechanisms involved in the energy cascade.
For this purpose, we used a Helmholtz decomposition method to decompose the surface flows
into balanced (rotational) and unbalanced (divergent) flows, and calculated their cross-scale
KE flux. We also documented the seasonal changes of the energy cascade.

To determine the importance of the forward cascade in the energy budget of the GS (which
is never explicitly done in the literature), we compare the interior dissipation - the dissipation
generated by the forward cascade - by vertically integrating the cross-scale KE flux at the
scale where the forward cascade is dominant in the region (and at a wavelength close to
the effective resolution of the simulation). The interior dissipation is then compared with
both numerical and boundary dissipation processes (top drag and bottom drag). Finally, to
assess the sensitivity of numerical dissipation to the choice of horizontal momentum advection
schemes, we compared a set of two simulations that differ only in their advection scheme,
namely a 3rd- and 5Sth-order discretization.
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ABSTRACT: The Gulf Stream (GS) is one of the strongest ocean currents on the planet. Eddy-rich resolution models are
needed to properly represent the dynamics of the GS; however, kinetic energy (KE) can be in excess in these models if not
dissipated efficiently. The question of how and how much energy is dissipated and in particular how it flows through ocean
scales thus remains an important and largely unanswered question. Using a high-resolution (~2 km) ocean model [Coastal
and Regional Ocean Community (CROCO)], we characterize the spatial and temporal distribution of turbulent cascades
in the GS based on a coarse-grained method. We show that the balanced flow is associated with an inverse cascade while
the forward cascade is explained by ageostrophic advection associated with frontogenesis. Downscale fluxes are dominant
at scales smaller than about 20 km near the surface and most intense at the GS North Wall. There is also strong seasonal
variability in KE flux, with the forward cascade intensifying in winter and the inverse cascade later in spring. The forward
cascade, which represents an interior route to dissipation, is compared with both numerical and boundary dissipation pro-
cesses. The contribution of interior dissipation is an order of magnitude smaller than that of the other energy sinks. We
thus evaluate the sensitivity of horizontal momentum advection schemes on energy dissipation and show that the decrease
in numerical dissipation in a high-order scheme leads to an increase in dissipation at the boundaries, not in the downscale

flux.

KEYWORDS: Nonlinear dynamics; Small-scale processes; Ocean models

1. Introduction

The Gulf Stream is a strong, deep, and persistent western
boundary current. It is characterized by a separation near Cape
Hatteras and penetration into the North Atlantic basin, where it
acts as the main conduit for the upper branch of the meridional
overturning circulation. According to Sverdrup’s linear theory,
the volume transport of western boundary currents should vary
with the intensity of the basinwide wind curvature. However,
many observations and high-resolution simulations contradict
this simple picture, suggesting a more complex one with a large
influence of topography and eddies (Spall 1996; Chassignet and
Marshall 2008; Ozgokmen and Chassignet 2002; Bryan et al.
1995, 2007; Couvelard et al. 2008; Gula et al. 2015, 2016; Renault
et al. 2016b, 2019; Debreu et al. 2022). The limitations of low-
resolution (>100 km) ocean models in reproducing Gulf Stream
dynamics have been clearly demonstrated and significant biases
have been observed near the separation of the Gulf Stream as
well as in its northwestward penetration (Chassignet and Xu
2017; Bryan et al. 2007). On the other hand, if the refinement of
the computational grid to reach an eddy-rich resolution largely
improves the Gulf Stream representation and in particular its
separation, a truly realistic representation seems only possible
with adequate energy sinks.

At large scale, balanced motions dominate the ocean.
Mesoscale eddies, generated by baroclinic and barotropic in-
stabilities of the mean Gulf Stream (drawing energy from its
potential energy), are also dominated by geostrophic balance.
The quasigeostrophic theory then predicts that their kinetic

Corresponding author: Marcela Contreras, marcela.contreras@
legos.obs-mip.fr

DOI: 10.1175/JPO-D-22-0146.1

energy is essentially transferred to larger scales (i.e., an inverse
cascade; Charney 1971; Arbic et al. 2013; Renault et al. 2019). To
maintain the energy balance, the energy input in the Gulf Stream
system must be dissipated. Some of the energy is dissipated at
the surface (Renault et al. 2016b, 2019) and bottom boundaries
(top and bottom drag, respectively), but another, more uncer-
tain, portion may follow an interior route to dissipation when the
momentum balance is broken—i.e., a direct transfer to smaller
scales or forward cascade. For the models to produce a forward
cascade, quasi-geostrophy must be relaxed (Molemaker et al.
2010), which is most likely to occur in the detached Gulf Stream
jet (Jamet et al. 2021), allowing ageostrophic motions to reverse
the spectral energy fluxes (e.g., Briiggemann and Eden 2015;
Klein et al. 2008; Capet et al. 2008a; Molemaker et al. 2010).
However, the persistence (in space and time) and effectiveness
of this dissipation route is unclear.

Submesoscale oceanic fronts and eddies are mostly unbal-
anced motions and carry a substantial ageostrophic compo-
nent. They are a relatively recent discovery, and their interest
as a research topic has grown rapidly (McWilliams 2016).
They occur on an intermediate scale of the order of 0.1-10 km
horizontally, 10-100 m vertically, and from hours to days tem-
porally, that is, smaller and more rapidly evolving than the me-
soscale eddies and with vertical velocities that are one or two
orders of magnitude larger (Capet et al. 2008b; Su et al. 2020;
Siegelman 2020; McWilliams 2021). These can affect momen-
tum, buoyancy, nutrient transport and biogeochemistry (Lévy
et al. 2018; Uchida et al. 2019; Kessouri et al. 2020), and gas ex-
change between the ocean and atmosphere (Su et al. 2018).
Important here, they may also provide an oceanic interior en-
ergy route to dissipation (Gula et al. 2016; Schubert et al.
2020), which may partially justify the use of a high turbulent
viscosity to control Gulf Stream dynamics in eddy-rich models

© 2023 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
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(Chassignet et al. 2003; Chassignet and Marshall 2008; Chassignet
and Xu 2017; Schoonover et al. 2016). The principle invoked is
that, at submesoscales, the effect of rotation and stratification
being weaker, the geostrophic or gradient-wind balance is dis-
rupted, allowing the divergent flow component to transfer en-
ergy to smaller scales (Capet et al. 2008b; Klein et al. 2008).
The proposed ageostrophic mechanisms are inertia-gravity wave
emission by eddies (Barkan et al. 2015); frontogenesis (Capet
et al. 2008¢c); submesoscale quasigeostrophic instabilities at finite
Rossby number (Capet et al. 2016); and at even smaller scales,
ageostrophic instabilities such as centrifugal, symmetric, gravita-
tional, or Kelvin-Helmholtz instabilities (McWilliams 2016;
Thomas et al. 2013; Haine and Marshall 1998).

However, submesoscale processes can also reinforce meso-
scale eddies, extending the inverse kinetic energy (KE) cascade
to a scale of a few tens of kilometers (Klein et al. 2019). This ex-
tension is particularly evidenced for frontogenesis (Klein et al.
2019) and for submesoscale quasigeostrophic instabilities that
draw energy from the mesoscale potential energy at spatial
scales of O(10) km and time scales of O(1) day ", for example,
mixed layer instabilities (MLIs; Schubert et al. 2020; Boccaletti
et al. 2007) and Charney baroclinic instabilities (Capet et al.
2016). The broadening of the inverse cascade suggests that the
KE of the ocean is less controlled by viscosity than one might
think by considering only the effect of submesoscale processes
on the forward cascade. In any case, the overall effect of sub-
mesoscales on the oceanic turbulent cascade is complex and
may vary in space and time.

This study presents a submesoscale simulation at 2-km resolu-
tion, where strain-induced frontogenesis and mixed layer insta-
bilities are resolved, but ageostrophic instabilities and associated
secondary frontogenesis are not. The simulation is carried out
over the Gulf Stream for a period of 5 years with three objec-
tives. First, we assess the temporal and spatial distribution of
cross-scale KE fluxes in the Gulf Stream. The evaluation is en-
abled by the use of a coarse-grained approach (Aluie et al.
2018). Second, we explore the submesoscale mechanisms and
the contributions of rotational and divergent velocity compo-
nents (associated with the balanced and unbalanced motions, re-
spectively), in particular the extent to which they affect energy
fluxes over the Gulf Stream. Last, we quantitatively evaluate the
different energy dissipation processes. We compare the magni-
tude of the forward cascade with the dissipation by the top and
bottom drag and by numerical discretization effects. Next, we an-
alyze the sensitivity of horizontal momentum advection schemes
on energy dissipation. The paper is organized as follows: section 2
describes the model configuration and method. In section 3, the
spatial and season variability of cross-scale KE fluxes is assessed.
Section 4 examines the possible mechanisms involved in the en-
ergy transfer. The quantification of energy pathways is discussed
in section 5, followed by the conclusions.

2. Method

a. Model configuration

The oceanic simulation is performed with the Coastal and
Regional Ocean Community model (CROCO; Shchepetkin
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and McWilliams 2005; Debreu et al. 2012). CROCO is a free-
surface, terrain-following coordinate model with split-explicit
time stepping. In the present study, the version with Boussinesq
and hydrostatic approximations is used, and the equations are
discretized with high-order computational methods. A third-
order predictor—corrector time step algorithm, and fifth-order
upstream biased momentum advection (instead of the more
standard third-order scheme) allows reducing numerical dis-
persion and diffusion to achieve an effective resolution of
about 5 times the horizontal resolution (Soufflet et al. 2016;
Ménesguen et al. 2018). The advection of horizontal tracers is
discretized using the rotated split third-order upstream scheme
(Marchesiello et al. 2009; Lemarié et al. 2012). A nonlocal
planetary K-profile boundary layer (KPP) scheme (Large et al.
1994) parameterizes the vertical subgrid-scale eddy effects at
the surface, bottom, and interior of the ocean.

The simulation domain extends from 22.5° to 48.84°N and
from 36° to 82°W (Fig. 1) with a horizontal resolution of 1/42°
(~2.2 km). The topography is obtained from SRTM15-plus
(Shuttle Radar Topography Mission), which is a global bathy-
metric dataset with a nominal resolution of 15 arc s (~0.5 km)
(http://topex.ucsd.edw/WWW_html/srtm30_plus.html). To reduce
errors associated with the pressure gradient in a terrain-following
coordinate model—in addition to the high-order correction
scheme of Shchepetkin and McWilliams (2003)—the bottom
topography is interpolated onto the model grid and its slope
is selectively smoothed when the r-factor 6hi/h exceeds 0.2,
where 4 is the bottom depth and 64 is its horizontal varia-
tion between two grid points (Penven et al. 2005).

The simulation is performed over the period 2005-09 after
a 5-yr spinup. The initial field and lateral boundary forcing
are derived from the 1/12° daily mean Mercator Glorys12V1
product (Lellouche et al. 2018). The boundary forcing is in-
troduced through open boundary conditions that consist of
an active—passive 2D radiation scheme for the baroclinic mode
(including temperature 7 and salinity S) and a modified Flather-
type scheme for the barotropic mode (Marchesiello et al. 2001).
We use 50 o levels in the vertical direction (Shchepetkin and
McWilliams 2009), with stretching parameters Agi,e = 200 m,
0, =2,and 6, = 7.

Surface momentum, heat, and freshwater fluxes are esti-
mated using the COARE bulk formula (Fairall et al. 2003).
Surface atmospheric fields are derived from the hourly Cli-
mate Forecast System Reanalysis (CFSR; Saha et al. 2010),
which has a spatial resolution of ~35 km. The surface ocean
current feedback to the atmosphere (that controls the top
drag) (Renault et al. 2016b) is parameterized using the stress-
correction approach described in Renault et al. (2020), allow-
ing realistic representation of the (sub)mesoscale momentum
exchange between the ocean and the atmosphere. In our anal-
ysis, 3-h averaged output fields are used.

The simulation is generally in good agreement with the ob-
servations. As an example, Fig. 2 compares the simulated
mean and mesoscale circulations with those observed by the
AVISO product (Ducet et al. 2000) and drifters (Laurindo
et al. 2017). To ensure a fair model-data comparison when
comparing with AVISO, we first apply a 50-km Gaussian
spatial filter and a 7-day average on the simulated Absolute
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FIG. 1. Snapshots of (a) surface relative vorticity (normalized by f) and (b) sea surface temperature in March 2007 from CROCO.

Dynamic Topography (ADT; Arbic et al. 2013). Figures 2a
and 2b show the mean ADT as estimated from CROCO and
AVISO as well as the mean Gulf Stream path highlighted
using the contour of 0.5 m s~ ! of the mean geostrophic cur-
rents. The mean circulation is well reproduced by the model
and in particular the Gulf Stream path shows very good
agreement with the observations.

The surface geostrophic eddy kinetic energy [EKE(u,)] is
computed as a proxy of the mesoscale activity from daily
geostrophic surface current perturbations in CROCO and
AVISO (Figs. 2b,c). The perturbations are estimated as the
deviation of the 3-month average. The Gulf Stream path sta-
bility is associated with the EKE: the larger the EKE, the
more unstable the Gulf Stream trajectory. In agreement
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FIG. 2. (a),(b) Mean dynamic topography and (c),(d) EKE estimated using geostrophic currents from (top) CROCO and (bottom)
AVISO. The magenta and green contours represent the mean Gulf Stream path (0.5 m s~! contour of the mean geostrophic current)
from AVISO and CROCO, respectively. Also shown is the time average of EKE estimated using the surface total currents from
(e) CROCO and (f) drifter data. The magenta and green contours again represent the mean Gulf Stream path but from the mean total
currents (0.5 m s~ ! contour) from drifters and CROCO, respectively.
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with previous studies, CROCO and observations show a stable
trajectory separating straight from Cape Hatteras, with a larger
EKE magnitude over the Gulf Stream core after separation.
The simulated EKE(u,) shows very close spatial patterns and
amplitudes to those observed by AVISO (Figs. 2c,d). Similar
results are found when comparing the model EKE [EKE(u)]
estimated from the total surface currents with drifter observa-
tions from the Global Drifter Program (Laurindo et al. 2017)
(Figs. 2ef)—note that the drifters are also included in the
AVISO estimate of the mean dynamic topography.

b. Coarse-grained method

In the literature, the cross-scale KE flux in the ocean is gen-
erally evaluated using a spectral analysis (e.g., Scott and Wang
2005; Arbic et al. 2013; Marchesiello et al. 2011; Renault et al.
2019). Based on this approach, several studies demonstrate the
existence of direct or inverse energy cascades. However, it has
several drawbacks. First, it assumes a statistically homoge-
neous field and a value for the small-scale flux (Schubert et al.
2020). Second, the spectral approach underestimates the en-
ergy flux due to the windowing required, and the result is very
sensitive to the resolved scales of the model or altimeter data
and the filtering methods used on these data (Arbic et al.
2013).

The coarse-grained method (Leonard 1975; Germano 1992)
is an interesting alternative to assess the cross-scale KE fluxes
in the ocean. Aluie et al. (2018) are the first to apply this
method to ocean dynamics, followed by Schubert et al. (2020)
and Srinivasan et al. (2019) to specifically address the interior
route to dissipation. The coarse-grained approach has several
advantages over spectral analysis, including relaxing the homo-
geneous and isotropic field assumption, avoiding windowing
procedures, and, most importantly, having access to spatial
patterns of energy fluxes.

The coarse-grained approach is based on a “filtering” frame-
work, which separates the signal into large and small scales
around a given scale L. Following Aluie et al. (2018) and Schubert
et al. (2020), a low-pass spatial filter is defined using the convolu-
tion of a horizontal field F(x,y) as F(x,y) = C X F(x, y), where C
is a top-hat kernel defined as

) = {(1)”‘

if [r] < L/2
otherwise

)

A = wL*4 is the circular normalization area of diameter L,
and r is the radial vector.

By applying this convolution to the equation of motion,
we can estimate the term that represents the scale transfer
of kinetic energy:

T2 _ 2y — =N = 3 =2\
I = —py[(u u)a, + (v —1u v)(uy +v)+ (v v )vy],
(1)
where py is the reference density and u = (u, v, w) are the oce-
anic components of the surface current in the zonal, meridio-

nal, and vertical direction [see Aluie et al. (2018) for the full
derivation]. This term quantifies the energy transferred from
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the L scale to larger or smaller scales (i.e., a cross-scale flux at L),
due to nonlinear interactions.

In this study, the coarse-grained approach is applied to the
total surface current as well as its rotational (u,) and divergent
(u,) components using the Helmholtz decomposition. The lat-
ter consists of a separation of the total currents in terms of the
streamfunction s and potential velocity ¢:

u:ur-i-ud:tpy—&-qu and v=v +uy, = —Llfx-i-d)y.
We obtain u, by solving ¢ of a Poisson equation. We then es-
timate u, as the difference between u and u,;. Components u,
and uy, are associated with the balanced and unbalanced mo-
tions, which allows us to separate the contributions of these
components to the energy cascade.

3. Description of the turbulent cascade
a. Cross-scale KE fluxes

The kinetic energy flux II is estimated over the Gulf Stream
region using the coarse-grained approach at scales of 9, 22, 61,
and 105 km (Fig. 3). The 9-km scale is the closest wavelength
to the effective resolution of the simulation, 22 km corre-
sponds approximately to a transition scale between mesoscale
and submesoscale currents in this region, and 61 and 105 km
represent scales of high mesoscale activity. Positive (negative)
values indicate a forward (inverse) cascade, i.e., a transfer of
kinetic energy to smaller (larger) scales.

At the 9-km scale (Fig. 3a), II is mostly positive, revealing
the presence of a systematic forward cascade at this scale. In
contrast, at the 22-km scale, II is characterized by a dipole lo-
cated right on the Gulf Stream path (Fig. 3b), with a stronger
downscale flux on its northern edge and a weaker upscale flux
on its southern edge. At larger scales (61 and 105 km), the in-
verse cascade becomes dominant (Figs. 3c,d), which is consis-
tent with an intense mesoscale eddy—-mean flow interaction
(Arbic et al. 2013; Renault et al. 2019). However, at these
scales, an intense narrow band of positive values remains near
Cape Hatteras, where the Gulf Stream separates from the
coast.

On all scales analyzed, II is most intense over the Gulf
Stream and its surroundings, i.e., where the eddy activity is im-
portant (Fig. 1a). However, the various mechanisms that drive
the kinetic energy flux—barotropic and baroclinic instabilities,
filamentation and frontogenesis, mixed layer and ageostrophic
instabilities—may bring a spatial dependency. Of particular
importance is the Gulf Stream North Wall where significant
density and temperature gradients (Fig. 1b) would allow for
an intense frontogenesis activity (McWilliams et al. 2019). In
the South Atlantic Bight, the topography plays an additional
role, favoring barotropic destabilization of the flow (Gula et al.
2015) and there is a prominent topographic feature called the
Charleston Bump where mesoscale frontal eddies are gener-
ated (Olson et al. 1983; Gula et al. 2015). Over the Charleston
Bump, Fig. 3 reveals a large forward cascade, not only at small
scales (<22 km) but also at large scales (>61 km), even
though the inverse cascade intensifies in other regions. The
next section will focus on the different components of the

SABATIER | Unauthenticated | Downloaded 03/20/23 03:56 PM UTC



MARCH 2023

CONTRERAS ET AL.

723

H(ur) HCT=H-H(ur)-H{ud)

P -

£ ;
-
n
(=]
(]
Il
- |
(h) (n
72°wW 60°W 48°w 72°wW 60°W 48°w 72°wW 60°W 48°w
mW/m?km
] L 1 I ]
-50 -40 -30 -20 -10 0 10 20 30 40 50

FIG. 3. Time-averaged (2005-09) cross-scale surface kinetic energy flux estimated from (left) total currents (II), (center) rotational (bal-
anced) currents [II(u,)], and (right) the interaction of balanced and unbalanced flow [IIcr = IT — II(u,) — II(u,)]. The cross-scale fluxes

are estimated at 9, 22, 61, and 105 km.

flow, particularly the role of unbalanced motions in the down-
scale KE flux.

b. Rotational and divergent components

To understand the role of balanced and unbalanced mo-
tions in energy transfer at different scales, we decompose
the surface currents into rotational and divergent components
(i.e., Helmholtz decomposition, see section 2), where the rota-
tional (divergent) velocity component is associated with the
balanced (unbalanced) motion. Note that geostrophic currents
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are nondivergent and included in the rotational component.
Using these components, we estimated I1 from (1) using rota-
tional and divergent components.

Figures 3e-h depict the kinetic energy flux estimated using
the rotational velocity component [I1(u,)]. It reveals that, at
all scales (stronger with increasing scale) and almost every-
where, the balanced kinetic energy flux is dominated by up-
scale fluxes (Figs. 3e—h)—there are some exceptions where
I1(u,) is positive for a few very localized regions such as near
Cape Hatteras and over the Charleston Bump. These results
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confirm the important role of balanced motions in the in-
verse cascade of kinetic energy. It is known that when bal-
anced motions dominate, particularly the geostrophy that
prevails at scales larger than 10 km, the effect of rotation
and stratification is to inhibit vertical velocities and promote
quasi-two-dimensional turbulence. However, even at small
scales, the nondivergent part of the flow can hardly drive a
forward cascade.

The KE flux I1(u,) estimated using the divergent velocity
component alone (physically representing the advection
of unbalanced motion by itself) is an order of magnitude
smaller than both IT and Il(u,) (not shown). Therefore, the
total cross-scale KE flux is not explained by the simple addi-
tion of rotational Il(u,) and divergent II(u,;) components,
but by an additional cross term representing the interaction
of balanced and unbalanced motions. The cross-term contri-
bution to the kinetic energy flux of (1) is thus estimated as
ey = I — T(u,) — II(u,). In Figs. 3i-1, lcr is generally
positive at all scales and the most intense values are located
over the Gulf Stream. Note that patches of negative Ilct
are apparent, particularly along the southern edge of the
Gulf Stream at large scale (>61 km; Figs. 3k.1).

To further quantify the contribution of II(u,), II(u,), and
It to the total KE flux, we calculate the percent contribution
of each component as %Iy = |[x|/[[TI(u,)|+TI(uy)|+crl],
where Ily can be Il(u,), II(u,), and Ilcr. Averaging %Iy
over the entire domain shows that at scales greater than or
equal to 22 km II(u,) explains more than 50% of II and [t
explains about 39%. At 9 km, the contribution of Ilcr in-
creases to 68% and I1(u,) reduces to 26%. The contribution of
I1(u,) to the total cross-scale KE flux is never larger than 6%
at 9 km and falls below 4% at larger scales. Note that over
areas of strong eddy activity in the Gulf Stream, the contribu-
tion of II(u,) can be much higher than in the domain average
(close to 90% at 105-km scales), whereas Ilr has a stronger
contribution over regions of weak eddy activity.

Previous studies have examined the origin of the forward
cascade (Briiggemann and Eden 2015; Capet et al. 2008a;
Molemaker et al. 2010). In particular, Capet et al. (2008a)
note that in surface quasigeostrophic models that do not sup-
port momentum advection by ageostrophic currents, the for-
ward cascade is weaker than in primitive equation models.
They suggest that the forward cascade is associated with this
missing part of the advection. Here, to confirm this hypothesis
and extend it to balanced and unbalanced motions, Il is fur-
ther decomposed into the advection of rotational by divergent
currents (HCTd) and the advection of divergent by rotational

currents (I ), as follows:

HCT = X[(u,), (u,,u,)]- (rx,u ) and (2)

Ter, = Y1), (0,8)] - (0, 1), ®

where X and Y are nonlinear operators, functions of u, or u, and
their combinations. Note that Il can be defined explicitly as
Hep =Hep + ey or implicitly as [1cp = I1 — II(u,) + I(u,),
both yleldlng the same result. The decomposition is applied at
scales of 9, 22, and 61 km (Fig. 4; similar results are found at
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105 km). Figure 4 reveals that [1ct at 9,22, and 61 km is primar-
ily explained by 11 cr, (Figs. 4a—c), i.e., by the advection of
balanced momentum by unbalanced currents (unbalanced
advection). The HCT shows dominant downscale fluxes at
all scales, especially over the Gulf Stream North Wall, a re-
gion of strong density gradients. At large scale, upscale
fluxes appear on the southern edge, while weaker positive
and negative values are also present in Il (Figs. 4d-f).
Averaging over the entire region, I, explaihs a large ma-
jority of Ilcr at all scales. Similar results were found with
geostrophic and ageostrophic decompositions (not shown).
Note that the advection of unbalanced by balanced currents
may also play some role in specific regions such as the
Charleston Bump. In summary, unbalanced advection has
almost exclusive control over the forward cascade, while
balanced motion drives the inverse cascade.

c. Seasonal variability

A significant seasonal variability of the cross-scale KE flux
has been estimated, based on high-resolution simulations,
over the Agulhas Current (Schubert et al. 2020) and the sub-
tropical western North Pacific (Qiu et al. 2014). Here, we esti-
mate Il for the Gulf Stream system (Fig. 5) in winter
(January-March) and summer (July-September). The fluxes
are generally more intense in winter, and the patterns are sim-
ilar to the annual mean during this season. This is particularly
true at the 9- and 22-km scale (Figs. 5a—d), where the summer
fluxes are much reduced. At 61 and 105 km, in winter, the nar-
row band of downscale fluxes stretching from Cape Hatteras
is more evident than in the annual mean and actually disap-
pears in summer.

The inverse cascade given by II has a lesser seasonal cycle
than appears from II(u,) (Fig. 6). This difference is ex-
plained by a compensation between II(u,) and Ilct, which
are respectively responsible for upscale and downscale
fluxes. In winter, the inverse cascade driven by II(u,) is in-
tensified (Figs. 6a—d) but the forward cascade due to Ilcr is
also intensified (Figs. 6i-1), balancing part of the upscale
fluxes. The opposite is true in summer [weakening of both
IT(u,) in Figs. 6e-h and Ilct in Figs. 6m-p] with a similar
moderate effect on upscale fluxes.

Previous studies suggest that seasonal variability not only
alters the intensity of KE fluxes, but may also affect other in-
dicators of seasonality. For example, Schubert et al. (2020)
observe that the scale at which the peak upscale fluxes occur
varies with the season, as does the scale at which the change
of sign of the KE flux occurs (cross-over scale between down-
scale and upscale fluxes). To better analyze the temporal and
spatial variability of II, we focus on two regions, north and
south of the Gulf Stream (Fig. 7; the areas of integration are
drawn in Fig. 5). These two regions are representative of differ-
ences observed on the maps, focusing on them allows assessing
the evolution of IT as a function of wavelength (as in a wave-
length spectrum). Figure 7 reveals that II has lower values in
the southern region than in the northern region. In the
northern region, the cross-over scale is also higher than in
the southern region (~30-50 and ~10-30 km, respectively).
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FIG. 4. Time-averaged (2005-09) cross-term contribution to the cross-scale KE flux, decomposed into terms associated with the (a)—(c)

advection by unbalanced flow (HCT,) and (d)—(f) advection by balanced flow (Il ). The cross-scale flux is estimated at (top) 9, (middle)
22, and (bottom) 61 km. ‘ '

The cross-over scale shows seasonal variability: in the north- In both regions, the forward cascade peaks in winter, while
ern region, it is shorter in spring and longer in winter; in  the inverse cascade has its larger values in spring. However, in
contrast, in the southern region, it is shorter in fall-winter  the northern region, the inverse cascade is similar in winter,
and longer in summer. summer, and fall. In contrast, in the southern region, at scales
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larger than 62 km, the upscale flux is weaker in autumn, and
in summer it shows a more marked decrease toward smaller
scales. Interestingly, in the northern region, the inverse cas-
cade peaks at ~150 km and does not have significant seasonal
variation. In the southern region, the peak scale is larger in
summer (101-km scale) and smaller in winter and autumn
(62-km scale). These results suggest that the mechanisms in-
volved in the kinetic energy flux are different in the two re-
gions (this will be further discussed in section 4).

4. Mechanisms

The objective of this section is to evaluate the mechanisms
that determine the temporal and spatial variability of II, as a
measure of the KE cascade. We will be particularly interested
in the mechanisms of forward cascade.

a. Frontogenesis

As shown in section 3, the forward cascade is produced pri-
marily by the interaction between balanced and unbalanced
motions (Ilcr), and in particular by the advection of momen-
tum by unbalanced flows (HCTJ ).

Frontogenesis occurs in regions where there is a horizontal
buoyancy gradient in a background horizontal deformation
flow. The deformation intensifies the horizontal buoyancy
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gradient and disrupts the geostrophic balance along the front.
To restore balance, a secondary ageostrophic circulation ap-
pears, which acts by restratifying the subsurface. The second-
ary circulation mechanism involves the generation of cyclonic
vorticity and downwelling in the cold region and anticyclonic
vorticity and upwelling of weaker amplitude in the warm re-
gion (McWilliams 2016). Based on submesoscale permitting
simulations, Capet et al. (2008a,d); Klein et al. (2008) suggest
that the forward cascade is essentially associated with this
frontogenetic process.

The Gulf Stream presents favorable conditions for fronto-
genesis due to intense temperature gradients, especially at the
North Wall and strong deformation flow (McWilliams et al.
2019). Figures 8a—c represent the annual, winter, and summer
mean relative vorticity (i.e., normalized by the Coriolis pa-
rameter f). From the Charleston Bump to the Gulf Stream
postseparation, the vorticity is characterized by the presence
of a dipole. On the northern (southern) edge of the Gulf
Stream, the water masses are denser (lighter) and a cyclonic
(anticyclonic) band is present, which is consistent with the ob-
served frontal structure. Interestingly, the cyclonic side is spa-
tially collocated with the 60 mW m ™2 km ! contour of HCTd
at the 22-km scale (the contour shows the maximum values of
HCTd). Note that similar consistency is found using contours
of the same magnitude for HCTd at the scales of 9 and 61 km.
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FIG. 7. Spatially averaged surface kinetic energy fluxes in the
(a) northern and (b) southern regions, defined by the blue outlines
in Fig. 5.

Following Hoskins and Bretherton (1972), the frontogenesis
function is defined as Fy; = Q - V,p, where Q is the Q vector.
This function quantifies the rate of increase in the horizontal
buoyancy gradient at the surface. Positive values indicate the
development of frontogenesis and negative values indicate the
development of frontolysis, i.e., a decrease of the buoyancy
gradient. Figures 8d—f show that frontogenesis dominates in
the region, especially at the North Wall of the Gulf Stream. F;
also presents a strong spatial and temporal coherence with the
60 mW m 2 km ! contour of HCTd at the 22-km scale.

These results are in agreement with previous studies. In
particular, Capet et al. (2008a) associate the ageostrophic ad-
vection responsible for the forward cascade with the second-
ary circulation generated by frontogenesis. Here, we confirm
and extend their proposition to unbalanced (nondivergent)
rather than ageostrophic motions. Recently, Srinivasan et al.
(2022) use submesoscale-resolving simulations of a North
Atlantic region between Greenland and Iceland and com-
pute as we do the cross-scale energy flux using a Helmholtz
decomposition. They find similar results to ours and con-
clude, with the help of an asymptotic theory, that the pri-
mary mechanism for the forward energy flux at fronts is
frontogenesis.

While frontogenesis is an effective means of transferring en-
ergy to smaller scales, other processes can be considered, such
as ageostrophic frontal instabilities (Molemaker et al. 2010,
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Gula et al. 2016; Thomas et al. 2013). Frontal instabilities occur
when chaotic advection by mesoscale eddies, intensified by sub-
mesoscale strain (due, for example, to MLI), drives the process
to frontal collapse (Callies et al. 2016; Hoskins and Bretherton
1972). Because our simulations lack the spatial resolution to ad-
equately reproduce these instabilities, we cannot analyze their
role in the forward cascade. We expect their contribution to be
significant, but perhaps not by increasing the energy flux as
much as by taking over, at finer scales, the processes at work in
finite Rossby number quasigeostrophic dynamics (McWilliams
2016). This hypothesis is also suggested by Marchesiello et al.
(2011), whose model solutions from submesoscale-permitting
to submesoscale-resolving show a continuation of the forward
cascade but no increase in flux intensity.

North of the Gulf Stream, the relation between F; and
HCT(, appears to be lost: Fy has large values (especially in
summer; Fig. 8f) while HCTd is weak (Fig. 4b). One possible
explanation is that in this region, the mesoscale EKE is
weak relative to the Gulf Stream region and the frontogene-
sis function may reflect other processes than mesoscale con-
fluent flow deformation.

b. Ekman buoyancy flux

Downstream of the Charleston Bump along the Gulf
Stream, both the forward cascade (Il positive) and fronto-
genesis (F;) show strong seasonal variability. However, it is
unclear why frontogenesis intensifies so strongly in winter,
which raises the question: what processes explain the sea-
sonal variability of frontogenesis? Atmospheric forcing and,
in particular, wind may be good candidates to explain such a var-
iability. Thomas and Lee (2005) suggest that, depending on wind
direction, wind-driven Ekman currents can alter the ageostrophic
secondary circulation. In particular, when the winds blow in the
direction of the frontal jet (downfront winds), they can lead to
an intensification of the front. To assess this hypothesis, following
Thomas and Taylor (2010), the Ekman buoyancy flux (EBF) is
defined as EBF = M, - V;b,_o, where M, = 7 X z/(pof) is
the Ekman transport and 7 is the wind stress vector. A positive
EBF indicates an intensification of frontogenesis by Ekman
transport.

Figures 8g—i reveal the presence of a dipolar structure in
EBF downstream of the Charleston Bump, where positive and
negative values are observed on the northern and southern
edges, respectively, of the Gulf Stream. This structure corre-
lates well with that of HCTd and F;, not only in space but also
in time. In particular, EBF is positive over the Gulf Stream
North Wall in the area covered by the 60 mW m ™2 km ' con-
tour of HCTd at the 22-km scale (Fig. 8g). Therefore, wind-
driven mixing contributes here to the transfer of energy to
smaller scales. On the other hand, EBF is negative on the
southern edge of the Gulf Stream, where HCT” is small or even
weakly negative (Figs. 4a—c). These trends are stronger in win-
ter, when the wind and associated EBF are more intense than
in summer, when the dipole disappears (Figs. 8h—i).

The Ekman buoyancy flux may also have a role in driving
instabilities that promote or continue the forward cascade
initiated by frontogenesis. Thomas et al. (2013) show for the
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Gulf Stream that a cross-front advection by the Ekman flow
of negative potential vorticity favors the development of
symmetric instabilities that would drive energy farther to-
ward the dissipation scale. D’Asaro et al. (2011) had drawn
similar conclusions for the Kuroshio current. Again, due to
the resolution of our model, we cannot verify these results.

c¢. Upscaling effect of submesoscale eddies

In geostrophic turbulence theory, an inverse cascade is pro-
duced by the merging of mesoscale coherent eddies starting
from the scales of eddy sources (Vallis 2017). However, sub-
mesoscale-permitting models reveal that the inverse cascade
is intensified by submesoscale processes and extended to
scales down to tenths of a kilometer (Klein et al. 2019). MLIs
are a particularly effective example, and the intensification of
mixed layer eddies in winter due to mixed layer deepening
can be absorbed by mesoscale eddies, strengthening the latter
and producing larger upscale fluxes (Khatri et al. 2021; Qiu
et al. 2014; Schubert et al. 2020).

To investigate the submesoscale effect on the mesoscale ac-
tivity, we use the seasonal analyses presented in section 3c. In
the southern region, the seasonality of II in Fig. 7b suggests
two possible mechanisms related to MLIs and their role in the
inverse cascade. First, consistent with Schubert et al. (2020),
the maximum upscale flux occurs at smaller scales in winter as
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compared with summer (~50 vs ~100 km, respectively). Sec-
ond, the cross-over scale between downscale and upscale
fluxes is ~13 km, which is similar to the most unstable MLI
wavelength (15 km; Fox-Kemper et al. 2008). The cross-over
scale of KE fluxes increases in summer to about 30 km, a sea-
sonality perhaps weaker than reported by Schubert et al.
(2020) for the Agulhas system. In the northern region, the up-
scale flux is more intense and its seasonality shows a signifi-
cantly stronger flux in spring and cross-over scale varying
from about 30 km in spring-summer to about 50 km in fall-
winter.

These results agree with Schubert et al. (2020) and their in-
terpretation that submesoscale flows affect the mesoscale sea-
sonal cycle. The peak of MLI activity occurs in winter when
the mixed layer is deeper, but the effect on mesoscale eddies
(an absorption effect according to Schubert et al. 2020) devel-
ops during this season to peak in spring. We thus confirm for
the Gulf Stream a phase shift of a few months in the effect of
submesoscales on mesoscale activity.

5. Quantification of energy pathways

Mesoscale-resolving simulations were associated in the past
with excessive mesoscale activity, reflecting a missing energy
sink (e.g., Renault et al. 2019). Two mechanisms that may

| Downloaded 03/20/23 03:56 PM UTC



730

have been underestimated can explain this: (i) interior dissi-
pation driven by a forward energy cascade and (ii) boundary
layer dissipation produced by top and bottom drag. In addi-
tion to these mechanisms, numerical models impose another
energy sink, which is the dissipation required to dampen nu-
merical dispersion errors. Since no explicit momentum dis-
sipation operator is used in our simulation, numerical
dissipation is essentially handled by the diffusive part of an
upstream momentum advection scheme, whose viscosity
varies with velocity powers (Soufflet et al. 2016). In what
follows, the respective roles of interior, boundary, and nu-
merical dissipation are evaluated, followed by a sensitivity
analysis to advection schemes.

a. Interior, boundary, and numerical dissipation

Dissipation of mesoscale currents by top drag can be estimated
using the eddy geostrophic wind work F K, = (w7’) — HTzzm
where angle-bracket and prime operators indicate the aver-
age over 3 months and its fluctuation, respectively, and

p =T U, T is the coarse-grained wind work at
22-km scale. The F K, is calculated with geostrophic currents,
excluding the Ekman or any ageostrophic contribution. Sub-
tracting I,5x, from F,K, allows us to remove also the contri-
bution of submesoscale currents and thus to further isolate
the energy transfer from the mesoscale field to the atmo-
sphere. Note, however, that [Tk, is only about 10% of
F.K.. Dissipation by bottom drag is computed from the co-
variance of the bottom currents and bottom stress anoma-
lies F,K, = (u,7,). Last, the numerical dissipation is
HDiff = Jvottom
diffusion D is diagnosed as either Ayps — Acg, that is, the differ-
ence between the UPS advection term and an analogous advec-
tion term computed with a centered sixth-order nondissipative
scheme, or Ayps — Acy, that is, the difference between the UP3
advection term and an analogous advection term computed with
a centered fourth-order nondissipative scheme. Negative values
of F.K,., F,K;, and Hp;y indicate a dissipation of energy.
These terms are directly comparable to the downscale flux
at 9 km integrated between 100-m depth and the surface:

i .
U . D dz, where the horizontal momentum

surface

Inis = =) 100m IL;, , dz, that is, where the forward cascade

Diss
dominates. Note that /i is defined with a negative sign for
downscale fluxes to represent a dissipation of energy. We
consider 9 km to calculate the energy flux to better compare
it with the numerical dissipation, which occurs mostly below
this scale [the effective resolution of the model defined in
Soufflet et al. (2016)].

Figures 9a—d depict the four energy sinks described above.
The largest energy dissipation is from the top drag (negative
F.K,),i.e., the transfer from oceanic mesoscale currents to the
atmosphere, over the Gulf Stream (Fig. 9a), consistent with
Renault et al. (2016a). The positive values of F,K, over the
shelf areas represent the generation of wind-driven shallow
water currents (e.g., Renault et al. 2009). Not surprisingly,
F,K, is negative everywhere, with higher magnitudes in re-
gions where strong currents interact with the topography,
e.g., over the Charleston Bump and New England Seamounts

Brought to you by UNIVERSITE PAUL

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 53

(Fig. 9b). The numerical dissipation Hp;g is generally smaller
than F.K, and F,K, and, like F,K}, tends to be larger over the
rugged topography along the Gulf Stream path. Finally, the inte-
rior dissipation Ip;s is one order of magnitude smaller than the
other energy sinks (note the scale factor applied in Fig. 9d) and,
consistent with our previous results, has its largest values in the
Gulf Stream North Wall (see Fig. 3a).

For a more quantitative comparison, Fig. 10 presents the
spatial average of F.K,, F;,K},, Hpigr, and Ip;ss over the entire
domain, the Gulf Stream region after separation (black con-
tour in Fig. 9 using the 500 cm? s > EKE contour estimated
from AVISO) and the Gulf Stream before separation (yellow
contour in Fig. 9 delineating the area between isobaths 200
and 780 m and between 28.6° and 36.5°N). Averaging is per-
formed over regions deeper than 200 m (thick dark green line
in Fig. 9) to represent only mesoscale eddy dissipation. In the
full domain, F,K,, is the main dissipation process, while Hpj¢
and F K, represent 74% and 43% of F,K,, respectively, and
Ipiss is one order of magnitude smaller. On the Gulf Stream
after separation (where the largest energy sinks are located),
F.K, has a similar magnitude to F, K, due to strong mesoscale
activity at the surface, while Hpi is smaller with 53% of
F,K},. Again, the forward cascade is an order of magnitude
smaller than the other terms. West of Cape Hatteras, in the
region around the Charleston Bump, dissipation by bottom
drag is the main energy sink as expected. Hp;g is still high
with about 30% of F,K}, due to the presence of strong cur-
rents, but both F.K, and Ip;; are one order of magnitude
smaller than these two terms. The low values of F.K, can be
explained by a re-energization of the ocean by the wind over
the Charleston Bump (see Fig. 9).

b. Sensitivity to momentum advection schemes

In our simulation (as in Ménesguen et al. 2018), horizon-
tal momentum advection is discretized with a fifth-order
(UP5) rather than the more usual third-order (UP3) up-
stream-biased advection (Shchepetkin and McWilliams
1998). UP3 has the advantage of a lower computational cost
due to a decrease in the required computations and ex-
changes between parallel subdomains due to a relatively
compact stencil. However, this is achieved at the cost of a
higher truncation error, and thus higher numerical dissipa-
tion and lower effective resolution relative to UPS (Soufflet
et al. 2016; Ménesguen et al. 2018).

In a little more detail, the dominant truncation error term
of UP3 for a one-dimensional problem in the x direction is

|u|Ax® 9*u
12 ox*’

which appears as a hyperdiffusion operator of order 4 and
hyperviscosity |u|Ax*/12 (Ax is the mesh size). Soufflet et al.
(2016) demonstrate that this numerical diffusion has the
ability to precisely dampen the second-largest error term,
which is dispersive and would produce unwanted and poten-
tially explosive noise in the solution. The same qualities are
found for UP5, but in this case the dominant error is
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FIG. 9. Time-averaged (2005-09) kinetic energy dissipation: (top) F.K,, (top middle) F,K}, (bottom middle) Hpyg,
and (bottom) 10/p;ss, computed from simulations with (a)-(d) UP5 and (e)-(h) UP3 numerical advection schemes.
The eastern Gulf Stream region is bounded by the 500 cm? s~2 EKE contour from AVISO (black contour). The west-
ern region is the area between the 200- and 780-m isobaths and between 28.6° and 36.5°N (yellow contour). The green
contours indicate the 1000-, 3000-, and 200-m (thicker line) isobaths. Note that the energy dissipation color bar is

nonlinear.

|u|Ax 9%u
60 9x6’

that is, a hyperdiffusion of order 6 and hyperviscosity |u|Ax>/60.
In this case, numerical diffusion decreases faster with resolution
and concentrates at scales closer to the grid scale, that is, about
5Ax instead of 10Ax, according to the dispersion relation of
these schemes and the KE spectra performed with the idealized
simulations of Ménesguen et al. (2018).

In the following, to evaluate the impact of the momentum
horizontal advection schemes on the different energy sinks,
the very same simulation (initially with UPS5) is performed for
a period of 5 years but using UP3. F K., F,Kj, Hgitr, and Ipig
are then estimated from that simulation and compared with
the UPS simulation. Figures 9e—h show that the spatial pat-
terns of the different energy sinks are relatively similar in
UP5 and UP3 simulations. However, as expected, the average
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over the entire domain (excluding the shelf seas) indicates
that the numerical dissipation in the UP3 simulation increases
by 17.5% relative to UP5 (Fig. 10). The effect on the mean
EKE is milder, with only about 3% decrease (Figs. 10a,b).
The reason is that the numerical schemes also indirectly mod-
ify the other energy sinks, with compensation effects. Going
from UPS5 to UP3, the domain-average F,K, and F,K,, are re-
duced by about 5% and 3%, respectively (Fig. 10c). This de-
crease is related to the greater damping of the eddies, which
results in a lower loss by top drag and bottom drag. Similar re-
sults are found over the Gulf Stream boxes, with F.K, particu-
larly affected after GS separation.

Quite surprisingly, the dissipation associated with the for-
ward cascade (Ipiss) increases by 24% with the more diffusive
UP3 scheme. This is counterintuitive, as we would expect less
resolved energy to produce less energy flux. A possible expla-
nation is that the reduction of mean currents with UP3 (by
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FIG. 10. Time-averaged (2005-09) (left),(left center) EKE and (right center),(right) KE dissipation computed from simulations
with UP5 (blue bar) and UP3 (orange bar), and spatially averaged over (a)-(d) the entire domain, (e)—(h) the eastern GS region of
the Gulf Stream defined by the black outline in Fig. 9, and (i)—(1) the western GS region defined by the yellow outline in Fig. 9;
(b), (f), and (j) are zoomed-in panels of (a), (e), and (i) respectively, and (d), (h), and (1) are zoomed-in panels of I in (c), (g), and (k),
respectively. In each panel, the error bar shows the standard error estimated by the bootstrap method. Note that the y axis is different in

each region.

about 1.5%) also reduces the current feedback effect, resulting
in a stronger mean surface stress. As mentioned in section 4b,
a larger surface stress would favor frontogenesis, and thus en-
hance the forward cascade. EBF was estimated and found to
be 5% higher with UP3 than UPS5 over the entire domain and
more than 6% in the Gulf Stream region. However, other ex-
planations for a more intense downscale flux when numerical
dissipation is increased are possible. In Marchesiello et al.
(2011), for example, an increase of grid resolution extends the
spectrum range of forward cascade to smaller scales, but its in-
tensity tends to decrease slightly. In this case, there is no cur-
rent feedback to the atmosphere, and the system behaves as if
an extradissipation near the grid scale creates a vacuum for
cross-scale fluxes. We leave this question for further studies in
more idealized framework.

The general conclusion of this section is that numerical dissi-
pation, even at a relatively high order of discretization, is still
much larger than the resolved downscale flux. We would expect
them to be similar for numerical dissipation to act as turbulent
dissipation at the grid scale. Considering depths below 100 m,
where the kinetic energy more generally follows an inverse cas-
cade (e.g., Klein et al. 2008; Schubert et al. 2020), the problem
is even more challenging and would require not only further re-
duction of numerical errors in advection schemes, but also con-
sideration of subgrid-scale backscatter models to inject the
missing energy.
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6. Conclusions

In this study, we analyze the cross-scale kinetic energy flux
in the Gulf Stream, using a coarse-grained approach on a sub-
mesoscale permitting (2 km) ocean model. This method al-
lows us to describe the spatial and temporal variations of
energy fluxes. From our results, a forward cascade tends to
dominate everywhere near the surface at scales below 22 km,
while the inverse cascade, generally associated with geo-
strophic turbulence, extends down to scales of at least 30 km.
At larger scales, the inverse cascade dominates everywhere
except on a narrow band extending from the Charleston
Bump to the separation region along the Gulf Stream North
Wall. To better understand what drives the kinetic energy
flux, the total surface current was decomposed into its rota-
tional (balanced) and divergent (unbalanced) components us-
ing a Helmholtz decomposition. The results show that the
inverse and forward cascades are driven by the balanced and
unbalanced flow, respectively. The forward cascade is tempo-
rally and spatially consistent with strong frontogenesis on the
GS North Wall and associated ageostrophic secondary circula-
tion. Next, we show that the kinetic energy flux is marked by
seasonal variability. In winter, the forward cascade at 22 km is
intensified everywhere, possibly due to the development of
mixed layer instabilities, whereas the inverse cascade is inten-
sified later in spring as submesoscales reinforce the mesoscale
activity, consistent with previous studies.



MARCH 2023

Eddy-rich resolution models can exhibit excessive kinetic
energy if not dissipated efficiently. How much energy is dissi-
pated and how it flows through ocean scales is still an open
question. In this study, we compare various energy sinks asso-
ciated with boundary processes (top and bottom drag) and the
interior route with dissipation through a downscale flux of re-
solved energy (forward cascade). Another process, numerical
dissipation, is spurious in the sense that its role is to provide nu-
merical integrity to the model, possibly at the expense of physi-
cal accuracy, but we generally assume that it is not a dominant
process. It turns out that, in our model, the interior route to dis-
sipation is one order of magnitude smaller than the dissipation
produced by boundary processes and numerical discretization.
Two important conclusions for numerical modeling can be
drawn from these results. (i) The main energy dissipation pro-
cesses in the real ocean are at the boundaries, and both top and
bottom drags must be carefully accounted for in the models.
Neglecting, in particular, the top drag process leads to an excess
of eddy kinetic energy by ~30% and overestimation of the in-
verse cascade (Renault et al. 2019; Aluie et al. 2018). (ii) The
turbulent viscosity used in the explicit or implicit diffusion oper-
ators of current models largely overestimates the dissipation re-
quired by the physical mechanisms.

We tested the sensitivity of numerical momentum advection
schemes using fifth- and third-order upstream-biased schemes.
As expected, UP3 is more dissipative than UPS5, but the differ-
ence is somewhat compensated by a reduced dissipation in the
boundary layers. Weaker surface dissipation with UP3 can
even enforce the mean surface stress, increase frontogenesis
and the forward cascade. Therefore, efforts to reduce numeri-
cal dissipation to more physically meaningful values (with
higher-order schemes and higher resolution) may give more
weight to both the top drag and the bottom drag, perhaps si-
multaneously increasing the inverse cascade, but not necessar-
ily the forward cascade. However, another dissipation process
that UPS/UP3 may account for (besides eddy damping) is the
breaking of internal waves generated by storms or tides. This
process is not included in our estimate of downscale fluxes but
may be important, although it is also probably greatly overesti-
mated by current advection schemes (Jouanno et al. 2016).

Previous studies have estimated the rate of energy dissipa-
tion in symmetrically unstable fronts through observations.
Using wintertime surveys of the Gulf Stream, Thomas et al.
(2013) estimate that the dissipation associated with symmetric
instabilitiess—following larger-scale energy-draining processes—is
between O(1) and O(10) mW m ™2 depending on the intensity of
the front. In the Kuroshio region, D’Asaro et al. (2011) found
dissipation rates to be O(100) mW m™ 2 for a symmetrically un-
stable front, the high intensity explained by conditions favorable
to a large EBF. Using the winter snapshot of our simulation, we
observe that the downscale energy flux in the front, which would
be dissipated by symmetric instabilities if the resolution allowed,
is consistent with the magnitudes estimated by Thomas et al.
(2013) and can sometimes be as high as O(100) mW m™? (not
shown). These magnitudes are comparable to the dissipation pro-
duced by bottom and top drag and numerical dissipation, so the
interior dissipation may be locally substantial. However,
due to the large spatial and temporal variability of the
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fronts, the interior dissipation decreases significantly when esti-
mating its long-term average contribution (i.e., greater than one
month), making it significantly lower than other energy sinks.

Our study has several caveats. The spatial resolution of our
simulations is too coarse to allow for ageostrophic submeso-
scale instabilities. Previous studies have suggested that sym-
metric (Dong et al. 2021; Thomas et al. 2013) or centrifugal
(Gula et al. 2016) instabilities may contribute to the forward
cascade. However, this would occur below the 20-km scale that
appears to mark the beginning of a pseudodissipation range as-
sociated with frontogenesis. It is therefore unclear whether
frontal instabilities would simply take over the direct cascade
initiated by frontogenesis without much change in the dissipa-
tion rate, or whether they would restructure the turbulent for-
ward cascade and the associated dissipation rate. Second, we do
not explicitly consider the effects of air—sea interactions, but
rather rely for our simulation on a parameterization of the cur-
rent feedback. Considering that top and bottom drags are key
processes for mesoscale energy dissipation, a coupled model
could improve the representation of air-sea exchanges and
their effect on mesoscale and submesoscale activity. However,
our validation of mean and eddy flows against satellite and
drifter data seems already beyond the accuracy of these obser-
vations, and it is unclear how much improvement can be gained
or how to evaluate it with current observations.

Current satellite observations do not allow for an accurate
characterization of the turbulent cascade (Klein et al. 2019).
Satellite products such as AVISO are highly smoothed and
can only resolve eddies with a radius greater than about 40
km and a lifetime greater than one week (Chelton et al.
2011). Arbic et al. (2013) and Renault et al. (2019) show that
this limitation strongly affects the representation of the turbu-
lent cascade, with a large underestimation of the cross-scale
KE fluxes and a shift to lower wavenumbers of the forward
cascade. Progress should be made as mesoscale and submeso-
scale motions with scales down to 30 km should be observable
by the upcoming SWOT (Surface Water and Ocean Topogra-
phy) altimetry mission (Morrow et al. 2019). However, the
ageostrophic flow will be incompletely monitored and en-
tangled with internal gravity waves (Klein et al. 2019). Future
satellite missions—such as Odysea (Bourassa et al. 2016;
Rodriguez et al. 2018)—will aim to consistently measure total
surface currents (geostrophic and ageostrophic currents) and
surface stress. This may contribute to our understanding of
the energy pathways in the ocean.
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4.4 Conclusion

In this chapter, we have described the spatial and temporal variations of energy fluxes using a
submesoscale-permitting, forced oceanic simulation over the GS. The results are in agreement
with theoretical predictions. The forward cascade dominates at small scales (<22 km), while
the inverse cascade dominates at larger scales (>22 km). We showed that the balanced mo-
tions are responsible for the inverse cascade, while their interactions with unbalanced motions
(ageostrophic advection) drive the forward cascade. There is large spatial heterogeneity in
the GS, and the forward cascade is largely explained by ageostrophic advection associated
with frontogenesis on the North Wall. Ageostrophic advection has been studied previously
in idealized simulations (Capet et al., 2008a; Molemaker et al., 2010; Briiggemann and Eden,
2015; Srinivasan et al., 2022), but our study allows characterization and quantification under
realistic conditions. This has implications, for example, for satellite observation. In particu-
lar, SWOT data, which will provide high-resolution geostrophic currents, may be useful for
monitoring the inverse KE cascade, but for the forward cascade, an estimate of ageostrophic
motions will be required.

Consistent with the literature, we also demonstrate the presence of a strong seasonal
variability in the KE cascade, with the forward cascade intensifying in winter and the inverse
cascade intensifying later in spring, after a development phase in winter.

By comparing the different energy sinks in the GS an original part of our results are in the
quantification of the interior route to dissipation. The direct KE cascade at submesoscale is
an order of magnitude smaller than dissipation due to boundaries drags and to the numerical
advection scheme. These results indicate that the main energy dissipation processes are at
the boundaries, relying in both top and bottom drags. This calls into question the need
to resolve submesoscales in order to have a realistic representation of the energy budget of
the GS. However, there are clear advantages to increasing resolution. Omne is that a high
resolution of the order of 1 km enables the range of numerical dissipation to be reduced to
scales below the lower limit of the inverse cascade (around 10 km here), allowing full mesoscale
energization. Another advantage is to enable better resolution of topographic slopes (although
new improved topographic representations can operate at relatively coarse resolution; Debreu
et al. 2022). Finally, submesoscale resolution enables more realistic vertical buoyancy fluxes
to be obtained, contributing to the surface restratification induced by submesoscale processes.
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84 Chapter 5. Tidal modulation of energy dissipation routes in the Gulf Stream

5.1 Preamble

Ocean tides are mainly generated by the gravitational forces of the sun and moon, making
them an important source of energy for the world’s oceans (Munk and Wunsch, 1998). Tides
can have a considerable impact on ocean circulation by increasing dissipation and mixing,
making them an important subject of study in oceanography (Munk and Wunsch, 1998;
Wunsch and Ferrari, 2004). On a global scale, it is estimated that bottom drag dissipates
around 70% of the energy of barotropic tides, while the remaining 30% is transferred to
internal tides (Egbert and Ray, 2000). However, the effects of tides on the energy balance of
the GS is unknown.

In this chapter, the aim is to analyze the influence of tides on the energy budget of the wind
circulation of the GS system, with particular emphasis on the forward transfer of KE. The
configuration and methodology developed in the previous chapter were used as leverage for
this purpose. A couple of submesoscale-permitting simulations were therefore carried out, one
with tides (TD) and the other without tides (NTD, i.e., the same as in the preceding chapter).
The energy cascade is evaluated again using the coarse-graining method (outlined in Chapter
3) in both simulations, allowing to unravel the role of internal tides on the energy budget of
the GS. Following the previous chapter, the role of balanced and unbalanced motions and their
interactions with internal tides is analyzed with a Helmholtz decomposition. In addition, to
emphasize the contribution of internal tides to the KE cascade, the current is further divided
into low and high frequencies (with a frequency cut-off of one day).

Lastly, the effect of tides on GS KE dissipation is evaluated, including interior dissipation
(via the forward cascade), bottom drag, and numerical dissipation.

These findings are published in Geophysical Research Letters (Contreras et al. (2023a);
https://doi.org/10.1029/2023GL104946) and provided in the following.

5.2 Article
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Abstract The Gulf Stream (GS) is a powerful ocean current that is instrumental in regulating the global
climate. While a correct reproduction of GS dynamics is contingent on an appropriate representation of
energy dissipation, the specific role of tides in dissipation pathways of the wind-driven circulation is not well
understood. Here, we present evidence, using high-resolution ocean simulations (~2 km grid spacing), that
ocean tides, by generating internal gravity waves, increase the forward cascade of energy in the GS region.
This effect is greatest in summer, when the intensity of internal tides increases. However, the dissipation route
associated with the forward energy cascade remains an order of magnitude weaker than frictional dissipation
near the surface and bottom boundaries.

Plain Language Summary Understanding the dynamics of the Gulf Stream (GS) is essential
because of its influence on global climate and ocean circulation. Previous studies have shown that a realistic
representation of this region using oceanic models depends on a correct representation of the energy balance
and, in particular, how the system loses energy. Energy can be dissipated at the boundaries (bottom and surface
ocean) and in the interior, but how tides affect energy dissipation in the GS is unknown. In this study, we found
that the interior dissipation increases when tides are included, but this route remains small compared to the
energy dissipated at the boundaries.

1. Introduction

The Gulf Stream (GS) is a Western Boundary Current recognized as one of the most powerful oceanic currents. It
originates in the Gulf of Mexico and the Antilles Current and transports warm water toward the pole along the U.S.
East Coast from the Straits of Florida to Cape Hatteras. At Cape Hatteras, the current separates from the coast and
turns northeastward. The linear Sverdrup theory predicts that the GS volume transport varies with the intensity of
basin-scale wind stress curl. Numerous studies have analyzed the energy balance of this region, showing a more
complex dynamic where topography and eddies exert a strong influence over a wide range of temporal and spatial
scales (Chassignet & Marshall, 2008; Contreras et al., 2023b; Gula et al., 2015, 2016; Renault, Molemaker, Gula,
et al., 2016; Spall, 1996; Ozgékmen & Chassignet, 2002).

However, despite numerous international programs devoted to observation and modeling, our understanding of
GS dynamics still has significant gaps. The GS separation from the coast has long been understood as the result
of coastal curvature and the inertia required to overcome topographic steering (Debreu et al., 2022; Spall, 1996).
Modeling studies of the last two decades have linked emblematic features of the GS to the resolution of mesos-
cale activity through eddy-mean flow interaction (McWilliams, 2008), suggesting spatial resolution of 1/10° as
a minimum for accurately representing the GS separation (Bryan et al., 2007; Chassignet & Marshall, 2008).
Paradoxically, while the increase in grid resolution considerably improved the representation of the GS, the
simulated eddy energy has become excessive, leading to biases in the separation of the GS as well as in its pene-
tration of the North Atlantic basin (Chassignet & Xu, 2017; Chassignet et al., 2023; Renault, Molemaker, Gula,
et al., 2016). This points to the need for a correct representation of the various energy sinks. How the energy is
dissipated in the ocean has been one of the long unanswered questions. The recent literature shows that dissipa-
tion can be generated within turbulent boundary layers near the surface and bottom (Arbic et al., 2009; Ferrari &
Wunsch, 2009; Renault, Molemaker, McWilliams, et al., 2016) or in the interior of the ocean (Capet et al., 2008;
Contreras et al., 2023b; McWilliams, 2016; Molemaker et al., 2010).

Bottom drag represents the interaction between bottom currents and bathymetry. It is a major energy sink (Arbic
et al., 2007, 2009; Nikurashin & Ferrari, 2010; Renault et al., 2023; Sen et al., 2008), controlling ocean dynam-
ics, for example, the strength of barotropic flow and eddy-mean flow interaction (Renault et al., 2023; Trossman
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et al., 2017). This is particularly true in high-energy regions like the GS (Sen et al., 2008), where bottom drag
nearly balances the energy input from the wind (Weatherly, 1984). However, other dissipation processes are at
work and models that fail to represent them tend to show solutions that are overly sensitive to the bottom drag
parameterization (Renault et al., 2023).

Top drag is associated with frictional dissipation at the ocean surface. It actually represents the dissipation
caused by the interaction between surface currents and wind stress, known as current feedback (CFB) (Renault
et al., 2019; Renault, Molemaker, McWilliams, et al., 2016). CFB causes a large energy sink from (sub)mesos-
cale eddies to the atmosphere, damping (sub)mesoscale activity by about 30% (Renault et al., 2018; Renault,
Molemaker, Gula, et al., 2016). Over the GS, the reduction of mesoscale activity weakens the eddy-flow interac-
tion and stabilizes the mean flow, improving the representation of the GS dynamics (Renault et al., 2019).

Interior dissipation occurs with the loss of hydrostatic and geostrophic or gradient-wind momentum balances
(large-scale balanced dynamics), allowing energy to be transferred to small scales (forward cascade) through
to molecular dissipation (Briiggemann & Eden, 2015; Klein et al., 2008; Molemaker et al., 2010). The weak-
ening of geostrophic balance occurs at the submesoscale, which is characterized by motions of the order of
0.1-10 km horizontally, 10-100 m vertically, and hours to days temporally (McWilliams, 2016). The associated
mechanisms are: frontogenesis (Capet et al., 2008; Contreras et al., 2023b; Srinivasan et al., 2022); submesoscale
quasigeostrophic instabilities at finite Rossby numbers (Capet et al., 2016); ageostrophic instabilities such as
centrifugal, symmetric, gravitational, or Kelvin-Helmholtz instabilities (Contreras et al., 2019; Gula et al., 2016;
Haine & Marshall, 1998; McWilliams, 2016; Thomas, 2012); and internal waves (Barkan et al., 2015; Biihler &
MclIntyre, 2005; Thomas, 2012). Using a 2-km resolution simulation, Contreras et al. (2023b) show that the most
important energy sink for the GS is caused by top and bottom drags, and secondarily by the numerical dissipation
of the model. The interior dissipation was an order of magnitude smaller than the other sinks. However, in their
study, the potential effect of tides was neglected.

Internal waves can be forced by tides or winds (near-inertial waves, NIW), or generated by spontaneous emission
through loss of balance, nonlinear wave-wave interactions, and lee-wave formation by geostrophic flow over
sea-floor topography (Alford et al., 2016). Several studies have shown that internal waves extract energy from
balanced motions, either from the mean flow or from mesoscale eddies or fronts (Barkan et al., 2015; Biihler &
Mclntyre, 2005; Shakespeare & Taylor, 2014; Thomas, 2012). Direct extraction is followed by wave-wave inter-
action, reinforcing the forward cascade (Alford et al., 2016).

Tides, more specifically, are a major source of energy for the ocean. They are caused by the gravitational forces
exerted on the earth by the moon, and to a lesser extent, the sun (Stewart, 2008). The semi-diurnal M2 tide (period
of 12.42 hr) is the most energetic component, accounting for around 2/3 of the energy produced by all constit-
uents (Le Provost & Lyard, 1997; Munk & Wunsch, 1998). Tides generate strong barotropic currents, particu-
larly in coastal waters, where around 70% of the barotropic tidal energy is dissipated by bottom drag (Egbert &
Ray, 2000). The remaining 30% is transferred to internal tides in deep water over rough topography and under
stratified conditions. Internal tides dissipate their energy by breaking, sometimes after traveling long distances
(Garrett & Kunze, 2007). This is certainly true for semi-diurnal tides in the Atlantic, but diurnal tides are much
weaker there and, because they are subinertial poleward of 30°, internal diurnal tides play only a minor role in this
basin (Egbert & Ray, 2003). The transformation of internal tides during their propagation are similar to those of
other internal waves: wave-wave interaction (MacKinnon & Winters, 2005); reflection, refraction and scattering
by interaction with the mean flow (Duda et al., 2018; Kelly et al., 2016), or with mesoscale eddies (Rainville &
Pinkel, 2006). These mechanisms suggest that internal tides can interact with the eddying wind-driven circulation
and modify its energy budget, but a quantitative assessment for the entire GS system is not available. Barotropic
tides, if strong enough, can also have an effect through an increase in nonlinear bottom drag, affecting both tidal
and subtidal currents.

Recently, Barkan et al. (2021) has shown for a small area in the subpolar North Atlantic that internal tides tend
to weaken the inverse energy cascade and strengthen the forward cascade (interior dissipation), thus reducing
mesoscale kinetic energy (KE). They identify two main mechanisms: wave turbulence (the direct energy cascade
of internal waves) and stimulated cascade (or imbalance), whereby internal waves trigger a transfer of energy
from the mesoscale to the submesoscale. They also show that the tide-induced forward cascade is enhanced in
summer, which they associate with greater M2 internal tide energy caused by increased stratification (Rocha
et al., 2016). In winter, the forward cascade is stronger than in summer, but not because of internal tides, as
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stratification is weakened by mixing due to winter winds and heat loss from the ocean, but because of submesos-
cale processes such as mixed layer instabilities that are favored by mixed layer deepening (Callies et al., 2015;
Contreras et al., 2023b; Rocha et al., 2016; Schubert et al., 2020).

The main objective of this study is to analyze the effect of tides on the energy pathways of the wind-driven
circulation of the GS. Firstly, we will assess the effect of tides on cross-scale KE fluxes and energy dissipation.
Secondly, we will demonstrate the role of internal tides in modifying the forward cascade, but also that of surface
tides in modifying bottom dissipation. A set of submesoscale-permitting simulations with tides (TD) and without
tides (NTD) is analyzed for this purpose, and described in the next section.

2. Model Configuration

NTD and TD are performed with Coastal and Regional Ocean Community (CROCO; Debreu et al., 2012;
Shchepetkin & McWilliams, 2005) over the period 2005-2009. The simulations are carried out in the GS region
with a horizontal resolution of 1/42° (~2.2 km). The NTD configuration is described in Contreras et al. (2023b).
TD is similar but is additionally forced by barotropic tides (height and currents) from the global tidal model
TPXOv.7 (Egbert & Erofeeva, 2002), a global tidal model that best-fits the Laplace tidal equations and altim-
etry data. The 8 primary harmonic components of TPXO are prescribed at the open boundaries (Marchesiello
et al., 2001). In addition, the tidal potential and the self-attraction and loading—due to redistribution of water
masses over the solid earth (Hendershott, 1972)—are taken from GOT99.2b, which is a global ocean tide model
based on TOPEX/Poseidon altimetry (Ray, 1999), and entered as a body force throughout the CROCO domain.
For top drag, both TD and NTD simulations use a stress correction approach (Renault et al., 2020). Bottom drag
is quadratic and parameterized through a logarithmic law of the wall with a roughness length of Z,, = 102, In
our analysis, 3-hr averaged output fields are used. Both NTD and TD are in good agreement with observations.
This is shown for NTD in Contreras et al. (2023b) and for TD in Supporting Information S1 (SI), where we also
discuss the possible effects of spatial and temporal resolution in our analysis.

3. Cross-Scale Kinetic Energy Flux

The cross-scale KE flux (IT) indicates the direction and intensity of KE transfer at a given spatial scale: posi-
tive values represent a forward cascade of energy from larger to smaller scales, while negative values represent
an inverse cascade from smaller to larger scales (Aluie et al., 2018; Scott & Wang, 2005). IT is estimated here
from surface currents using the coarse-graining approach (Aluie et al., 2018). Unlike the spectral analysis, the
coarse-graining technique does not assume a homogeneous and isotropic field and avoids windowing procedures.
In addition, this approach allows us to describe the spatial patterns of cross-scale fluxes. We follow the method-
ology proposed in Aluie et al. (2018) (see also Contreras et al. (2023b)) and estimate the energy flux across the
spatial scales of 9, 22, and 61 km. The 9-km scale is near the effective resolution of the simulation—defined in
Soufflet et al. (2016) as the dissipation wavelength below which the model KE departs from the assumed regime;
22-km marks roughly the transition between mesoscale and submesoscale in this region; and 61-km represents a
peak in mesoscale activity.

Figures la—1c depicts the spatial average of II in the GS region over the whole period (a), winter (b), and
summer (c). The GS region is defined by the eddy kinetic energy (EKE) contour of 500 cm? s~2 estimated from
AVISO dataset (Archiving, Validation and Interpretation of Oceanographic Satellite data (Ducet et al., 2000);
area denoted by the black contour in Figure 2). TD, the model produces a systematic increase in the annual
forward cascade at the 9- and 22-km scales compared with NTD (by 32% and 171%, respectively) and a decrease
of the inverse cascade at 61 km by 42%, revealing that tides favor downscale energy transfer. Consistent with
Rocha et al. (2016) and Barkan et al. (2021), the largest differences occur in summer (July—September, JAS). In
summer, at 9 km, the forward cascade dominates in both simulations, but is more intense (by 148%) in TD than in
NTD (Figure 1c). At the 22-km scale, the forward cascade is present only in TD, but not in NTD (where a weak
inverse cascade is observed). At the 61-km scale, the inverse cascade dominates in both simulations, but is more
intense in NTD than in TD (reduction of 78%). In winter (January—March, JFM), the differences are smaller but
still present, reaching up to 15%, 44% and —26% at the 9, 22 and 61 km scales, respectively (Figure 1b).

In the following (and in subsequent analyses), the focus is on the summer period, that is, when the tidal influ-
ence is strongest. Similar results are obtained for the winter period or for the whole year. To better understand
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Figure 1. (a) Annual, (b) winter, and (c) summer mean cross-scale kinetic energy (KE) fluxes estimated from total surface
currents in NTD and TD simulations. (d) Summer mean KE fluxes estimated from rotational currents, (e) divergent currents,
and (f) the interaction of rotational and divergent currents (I1.;). Note that the y-axis in (e) differs from the other graphs.

In panels (a)—(f), results were spatially averaged over the Gulf Stream region defined by the black contour in Figure 2. The
cross-scale fluxes are estimated at 9, 22, and 61 km. The error-bar shows the standard error estimated by the bootstrap
method.

the influence of tides on the forward and inverse cascades, the surface currents are decomposed into a balanced
(rotational) component u, and an unbalanced (divergent) component u, (including waves), using the Helmholtz
decomposition. Contreras et al. (2023b) show that the inverse cascade is mostly explained by balanced dynamics
(TT(u,)), while the forward cascade results from unbalanced advection of balanced flow, computed as the cross-
term contribution I, = IT — I1(u,) — II(u,), where I1(u,) is the unbalanced advection of unbalanced flow. I1(u,)
also contributes to the forward cascade, but by an order of magnitude less.

The spatial average over the GS region of the cross-scale KE flux estimated from balanced dynamics (Il(u,))
shows only a weak tidal effect on the inverse cascade at all scales analyzed (compare TD with NTD). In contrast,
the two terms associated with the forward cascade, I1(u,) and II ., increase significantly from NTD to TD at all
scales analyzed (Figures le and 1f). However, as with NTD, the contribution of II(u,) remains well below that
of I1 ., (note that in Figure le, the y-axis is an order of magnitude smaller than in Figure 1f). The increase in I,
due to the tide is 91%, 189% and 270% at scales of 9, 22 and 61 km respectively. This means that the apparent
reduction in the inverse cascade at 61 km and the increase in the forward cascade at 9 and 22 km are due to ageo-
strophic advection.

Maps of mean summer IT values in NTD and TD simulations at 9, 22, and 61 km scales are shown in Figures 2a—2c
and 2d-2f, respectively. The intensification of the forward cascade in TD at all scales analyzed is produced at the
GS North Wall, but mainly in the area around 40°N and 60°W, and around the Gulf of Maine (GoM). South of
the GS, there is no significant change in cross-scale KE flux.

Although the GoM is not the focus here, it deserves attention because of its possible influence on the GS via tides.
This region is dominated by the semi-diurnal M2 tide, greatly amplified by its unique shape, achieving one of the
world's highest magnitudes. Energetic internal tides are generated by topographic interaction along the flanks of
Georges Bank and propagate both onshore and offshore (Chen et al., 2011; Kelly et al., 2016). They vary with
seasonal stratification changes and peak in summer, fueled by a robust pycnocline forming around 15 m deep due
to solar radiation (Brown, 2011; Katavouta et al., 2016; Loder & Greenberg, 1986). The internal tides radiating
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Figure 2. Maps of summer mean cross-scale kinetic energy (KE) fluxes estimated from total currents in NTD (a—c); in TD (d—f); low-frequency (>1 day) currents in
NTD (LF NTD) (gi); and in TD (LF TD) (j-1). The cross-scale fluxes are estimated at 9, 22, and 61 km. The black contour is the 500 cm? s~ AVISO EKE contour
and defines the Gulf Stream (GS) region. The green contour is the 200 m isobath. The purple dots indicate the geographic region of the Gulf of Maine, Scotian Shelf
(ScS) and Grand Banks (GB). (m) Summer mean cross-scale KE fluxes estimated from TOTAL NTD (blue), TOTAL TD (orange), LF NTD (green) and LF TD (red),
spatially averaged over the GS region. The error-bar in m shows the standard error estimated by the bootstrap method.
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offshore can experience strong reflection and refraction by the GS (Duda et al., 2018), and tidal scattering by
the mean flow that promotes energy conversion to higher modes (Dunphy & Lamb, 2014; Kelly et al., 2016).
Noteworthy, the region where the forward cascade is greatest in TD (around 40°N and 60°W), coincides with the
location of GS-altered non-coherent internal tides reported by Kelly et al. (2016) (see their Figure 12).

4. Role of Internal Tides

The increase of the forward KE cascade from NTD to TD simulations could be explained by the generation
of internal tides. To verify this hypothesis, we decomposed the TD surface currents into their high-frequency
and low-frequency components, assuming that high-frequency currents are associated with internal tides (off
the shelf). To obtain the low-frequency component (i1), we apply a temporal Butterworth low-pass filter with a
cutoff period of 1-day. The high-frequency component is defined as u” = u — @. Comparison of the spectra indi-
cates that the filter effectively eliminates the tidal signal (not shown). However, one of the main caveats of this
methodology is that it also suppresses waves generated by other mechanisms and probably some high-frequency
submesoscale currents.

As in the previous section, our analysis focuses on summer. Using @ from TD, we estimated the associated KE
flux (IT(#&)). I1(@) shows a weaker forward cascade than the total flux IT (Figures 2d-2f), especially over the
GoM and around 40°N and 60°W. Interestingly, the magnitude of II({1) in TD is comparable to IT in NTD at all
scales (Figures 2a—2c). This confirms that the internal tides are responsible for the intensification of the forward
cascade.

Comparison of filtered and unfiltered KE fluxes in TD shows that I1(&1) (Figure 2j) is reduced by 75% compared
to IT (Figure 2d) at the 9 km scale. At the 22-km scale, the reduction is 101% (Figures 2e and 2k). At this scale,
IT shows an intense forward cascade, which is higher than that at the 9 km scale, in stark contrast to I1(t) which
shows a weak inverse cascade.

Although the filtered KE flux in TD is similar to the total flux in NTD, as mentioned above, I1({1) in TD (Figure 2j)
is, however, 38% lower than IT in NTD at the 9 km scale (Figure 2a). At the 22 and 61 km scales, I1(@) in TD
also shows a reduction in the inverse cascade of 74% and 14% compared to NTD, respectively. This difference
is explained by the removal of internal waves generated by non-tidal mechanisms, which are present in both TD
and NTD. The contribution of non-tidal mechanisms can be revealed by calculating I1(i1) in NTD with the same
filters. In summer, in the GS region, the forward cascade at 9-km scale given by I1(i1) in NTD is reduced by 62%
compared to IT. At 22 and 61-km scales, the inverse cascade given by I1(i1) in NTD is increased by 299% and 20%,
respectively. These results suggest that non-tidal waves contribute significantly to the forward cascade. However,
note that some of the filtered high-frequency currents belong to submesoscale eddies rather than transient features
such as wind-generated NIWs.

In summary, high-frequency currents are relevant to explain the forward cascade induced by tides. It seems that
the intensification of the forward cascade around 40°N and 60°W results from the interaction between the inter-
nal tides generated in the GoM and the mean GS flow (see previous section). It should be noted that the forward
cascade is also intensified by high-frequency currents in areas close to the Scotian Shelf and Grand Banks (indi-
cated in Figures 2a—-2f). However, this enhancement is less significant than that observed around 40°N and 60°W,
possibly due to weaker tides and currents.

5. Energy Sink

Here, we evaluate the overall impact of tides on the energy sinks following the methodology proposed in Contreras
et al. (2023b):

e Dissipation of mesoscale currents by top drag can be estimated using the eddy geostrophic wind work
F.K. = (u,7') - I1,,,,,
tively, and I1.,,,, =7 - ug — 7T - Uy is the coarse-grained wind work at 22-km.

¢ Dissipation by bottom drag is computed from the covariance of the bottom currents and bottom stress anom-

where () and ' operators indicate the average over 3-month and its fluctuation, respec-

. _ ’
alies F, Ky = (uy 7y ).
sur face

* Interior dissipation is defined as Ipiss = — /|,

Hgk,,,dz.
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e We estimate numerical dissipation (from the fifth-order upstream scheme, UP5, used in the simulations)
sur face

Hpiryr = Jypuem W-Ddz, where D is the horizontal momentum diffusion diagnosed from the difference

between UPS and a non-dissipative sixth-order centered scheme (Contreras et al., 2023b).

Negative values of these diagnostics indicate a dissipation of energy. Again, the energy sink terms are estimated
for summer (similar results are found for the other seasons or the whole year).

The average over the GS region (and over the whole domain) reveals that the major contribution to energy dissi-
pation in TD and NTD is produced by top and bottom drag, followed by numerical dissipation (Figures 3a—3d).
Consistent with Contreras et al. (2023b), the contribution of the interior dissipation is an order of magni-
tude smaller than the other energy sinks. Over the GS region, F,K, is reduced by 11% between NTD and TD
(Figure 3a). A slight decrease of 6% in TD is also shown in both F,K, and H, i As expected from our previous
results, including the tides leads to an increase of I, by 240% (stronger forward cascade; Figures 3a and 3b).

ss
However, I, remains an order of magnitude smaller than the other sinks.

One possible reason for the decrease in energy dissipation over the GS region in TD is the decrease in eddy KE
(EKE; where perturbations are measured as deviations from the 3-month mean), in particular from Cape Hatteras
to 60°W (Figure 3g). Paradoxically, the reduction of EKE is caused by increased dissipation by barotropic tides
over the entire domain, which stabilizes the GS and thus reduces energy conversion to mesoscale eddies. We
noted a 2.35% reduction in EKE over the entire domain (and a 0.23% reduction over the GS). Although these
percentages seem small, a strong correspondence is found between the NTD-TD EKE difference (Figure 1g) and
the NTD-TD F,K, difference (not shown). A positive difference in EKE translates into a negative difference in
F,K,, with an estimated correlation coefficient of —0.6. Over the entire dcep ocean domain (i.e., the area deeper
and I, _increase by 11%, 15%,

than 200 m, corresponding to the thick dark green line in Figure 2), F, K Diss

and 182%, respectively, when tides are present (TD).

Hpyp

6. Discussion and Conclusion

In this study, we described the effects of tides on the KE pathway of the GS using two submesoscale permitting
(2 km) ocean models, TD and NTD. We analyzed the cross-scale KE flux using a coarse-graining approach.
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Although significant throughout the year, the impact of tides on energy transfer seems to be greatest in summer,
which is in line with Rocha et al. (2016), Barkan et al. (2021). In summer, over the GS region, the cross-scale KE
flux from the tidal simulation shows a decrease in the inverse cascade and an increase in the forward cascade,
which is explained by an increase in unbalanced (ageostrophic) advection.

A decomposition between high-frequency and low-frequency currents (>1 day) shows that the intensification
of the forward cascade in TD is mainly driven by internal tides. When the high-frequency currents are filtered
out, the cross-scale KE flux in TD is much closer to that estimated in NTD. The remaining difference can be
attributed to non-tidal features (NIW and high-frequency range of submesoscale eddies) and possibly, to a lesser
extent, to the residual tidal signals, imperfectly eliminated by the temporal filter.

Previous studies have suggested that wave-wave and wave-flow interactions can both produce a forward cascade
(Alford et al., 2016). If we associate Il (unbalanced advection of balanced flow) with wave-flow interaction
and IT(u,) (unbalanced advection of unbalanced flow) with wave-wave interaction, and since Il > TI(u,),
we confirm here that wave-flow interaction has the greatest contribution to the forward cascade. This is also
supported by the forward cascade intensification around 40°N and 60°W (Figure 2) where significant interaction
between internal tides and the GS has been suggested by Kelly et al. (2016). The specific mechanisms involved
in the wave-flow interaction are unclear, but IT.; is consistent with the stimulated imbalance process proposed
by Barkan et al. (2017), where externally forced internal waves stimulates a transfer of energy from mesoscale to
submesoscale eddies. Future work should attempt to clarify this point.

In winter, the impact of the tides is the same as in summer, but less intense, that is, the intensification (weaken-
ing) of the forward (inverse) cascade is lower. The forward cascade without the contribution of internal waves
(generated by both tides and winds) decreases by 47% and 26% at 9 and 22 km scales (where the forward cascade
dominates). These numbers are lower than in summer, but are significant.

Early tidal models were decoupled to the wind-driven ocean general circulation (Hendershott, 1972; Hibiya
et al., 2006; Simmons, 2008). It is now more common to use models that combine the two dynamics, such as
CROCO (Barkan et al., 2021; Delpech et al., 2023; Renault & Marchesiello, 2022), Massachusetts Institute
of Technology general circulation model (MITgcm; Rocha et al., 2016), and Hybrid Coordinate Ocean Model
(HYCOM; Arbic et al., 2010). The inclusion of tides improves the representation of low-frequency ocean dynam-
ics (Arbic et al., 2012; Chavanne et al., 2010; Padman et al., 2006; Park & Watts, 2006), but regional ocean
models often fail to accurately reproduce high-frequency observations (Kumar et al., 2019; Mazloff et al., 2020;
Nelson et al., 2020; Siyanbola et al., 2023). Here too, internal tides and their effects may be under-represented.
One possible improvement is to include the forcing of remotely generated internal tides in the open bound-
ary conditions (Nelson et al., 2020; Siyanbola et al., 2023). However, care must be taken when implementing
the boundary conditions to avoid excessive reflection of internal waves from the interior, which would falsely
increase the internal wave energy (Siyanbola et al., 2023).

Despite possible caveats in the methodology, the present results convincingly assess the role that tides would
play in the energy balance of the GS circulation. They demonstrate a large change in the turbulent cascade,
although the forward cascade as a dissipation pathway remains weaker than frictional dissipation near surface
and bottom boundaries. Besides, bottom dissipation of the subtidal circulation is also increased by barotropic
tides in the deep ocean, which may seem contradictory to the assumption that barotropic tides in the deep ocean
decay mainly by conversion to baroclinic tides (Egbert & Ray, 2003). Overall, our results seem to confirm
that the ocean's KE tends to dissipate mainly near its boundaries, and that ocean models should probably pay
more attention to the treatment of bottom topography and friction, air-sea coupling processes and numerical
dissipation.

Data Availability Statement

CROCO model is available at Auclair et al. (2022). The data to reproduce the figures are available at Contreras
et al. (2023a).
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Contents of this file
1. Text S1 to S2

2. Figures S1
Introduction

In this document we evaluate the reproduction of tidal simulations (TD) compared
to hydrographic and satellite data. In addition, we discussed the effects of spatial and
temporal resolution in our analysis.

Text S1.

Our results may be impacted by spatial and temporal resolution. A 3-hour averaged
output is the minimum frequency required to represent tidal dynamics. We expect that
a higher frequency of model output would reveal more energetic internal and barotropic
tides. As a result, the interaction between barotropic tides and bottom topography would

increase bottom drag, while the increased internal tides would facilitate the interaction
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with balanced motions, intensifying the forward cascade. Conversely, increasing spatial
resolution should energize submesoscale processes (see Introduction) and internal gravity
waves. This could also promote the interaction of internal tides with balanced motions and
associated forward cascade. In summary, an increase in spatial and temporal resolution
should amplify the magnitude of cross-scale kinetic energy fluxes and energy dissipation.
However, we do not anticipate any major quantitative changes that would affect our
interpretation of the mechanisms involved. We leave it to further studies to examine the
sensitivity of both spatial and temporal resolution.

Text S2.

To evaluate TD performance, we compared TD with AVISO altimetry data (Ducet et
al., 2000) and data from three coastal tide gauges provided by the University of Hawaii
Sea Level Center (Caldwell et al., 2015) (Tide gauges data are available at https://uhslc
.soest.hawaii.edu/data/. ) (Figure S1). The mean absolute dynamic topography and
mean GS path (highlighted by the 0.5 ms™! contour) from TD and AVISO indicate that
the model reproduces the mean circulation well (Figure Sla-b). We also analyzed the tidal
components for the period 2005-2009 using 3h-averaged of sea surface height (SSH) from
TD and the tide gauges (purple dots in Figure Sla-b). SSH from the tide gauges were
3h-averaged to be comparable to the TD output. The SSH spectra estimated from TD
and the tide gauges indicate that the main tidal components are well reproduced by the
model, showing that the most energetic tidal components are M2 (12.42 hours), K1 (23.93
hours), and O1 (25.81 hours) (Figure Slc-e). For quantitative error estimation, we also

performed harmonic analyses using the T_TIDES package (Pawlowicz et al., 2002), and
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estimated the difference between observed and modeled harmonic amplitudes. The M2
normalized root mean square error for all stations is about 20%. This error is acceptable

for our purpose, which is to assess the interplay between tides and wind-driven circulation.
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5.4 Conclusion

In this study, we used two submesoscale-permitting ocean model simulations (with tides (TD)
and without tides (NTD)) to investigate the effects of tides on the KE budget of the GS. Our
findings indicate that tides have an impact on cross-scale energy fluxes throughout the year,
with the largest effect during the summer months. These results are consistent with previous
research (Rocha et al., 2016; Barkan et al., 2021).

Compared to NTD, TD shows a decrease in the inverse cascade and an increase in the
forward cascade. Chapter 4 shows that balanced motions drive the inverse cascade, whereas
the forward cascade results from ageostrophic advection. The cross-scale KE flux using low-
frequency currents from TD is comparable to that of NTD. This indicates that internal tides
are responsible for intensifying the forward cascade.

Although the tidal increase in forward cascade is significant, it remains an order of mag-
nitude smaller as a dissipation process than bottom and top drag or numerical dissipation, as
shown in Chapter 4. Interestingly, TD shows a decrease in bottom drag across the GS. The
good correlation between the patterns of EKE and bottom drag suggests that the latter’s
decrease is due to an increase in GS bottom dissipation due to barotropic tides throughout
the domain, which stabilizes the current and reduces its energy conversion into mesoscale
eddies. However, this hypothesis needs to be further investigated in future research.
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6.1 Introduction

Understanding the GS’s energy cycle is essential to improve its representation in numerical
ocean models. However, the GS is a complex system in which multiple mechanisms such as
that of wind-driven circulation, topographic steering, mesoscale eddy-mean flow interaction
and air-sea coupling, have a significant impact on the system across different temporal and
spatial scales (Spall, 1996; Chassignet and Marshall, 2008; Ozgokmen and Chassignet, 2002;
Gula et al., 2015b, 2016; Renault et al., 2016a). These mechanisms can convert potential to
kinetic energy at injection scales, and transfer this energy either to smaller scales (forward
cascade) or to larger scales (inverse cascade).

Intense mesoscale eddy activity is observed along the GS flowing eastward past its sepa-
ration at Cape Hatteras. Mesoscale eddies are formed through baroclinic instabilities, which
convert potential energy (PE) to kinetic energy (KE), and barotropic instabilities that extract
kinetic energy from the mean flow (Kang and Curchitser, 2015). These vortices can interact
with each other, merge, and transfer KE on a large scale. Mesoscale eddy stirring also modi-
fies the surface density field and transfers PE to smaller scales via frontogenesis, which leads
to submesoscale instabilities. These mechanisms can transfer PE across the submesoscale
range and help its conversion to KE.

Recent studies have focused on submesoscale processes. At this scale, the effect of rotation
and stratification are weak. As a result, vertical velocities associated with ageostrophic (un-
balanced) motions become significant and affect the turbulent cascade. Unbalanced advection
enables a downscale KE flux (Capet et al., 2008a; Molemaker et al., 2010; Srinivasan et al.,
2022; Contreras et al., 2023b). The associated mechanisms are frontogenesis, mixed layer
instabilities (MLIs), Charney instabilities, and a family of ageostrophic instabilities (Capet
et al., 2008¢; Klein et al., 2008; McWilliams, 2016). On the other hand, submesoscale motions
may also contribute to mesoscale re-energization, e.g., through absorption of mixed layer ed-
dies (MLEs) (Qiu et al., 2014; Schubert et al., 2020). However, the overall importance of
submesoscale processes in the energy budget is not fully documented.

Air-sea interactions can also modify the energy budget through two mechanisms: current
feedback (CFB) and thermal feedback (TFB). CFB results from the interaction between
surface currents and wind stress (top drag). This interaction results in a reduction of the KE
by about 30% (Renault et al., 2016a, 2018), which affects the inverse cascade (Renault et al.,
2019b). TFB is essentially the atmospheric boundary layer response to SST gradients (Small
et al., 2008; Chelton et al., 2004; O’Neill et al., 2010; Seo et al., 2023). It has two main direct
effects. First, it can affect wind stress in regions with strong SST gradients, such as frontal
regions, as winds blowing over warm (cold) water are accelerated (decelerated). A linear
relationship between the crosswind (downwind) SST gradient and mesoscale wind stress curl
(divergence) is observed (Chelton et al., 2004; O’Neill et al., 2010). On the other hand, TFB
can modulate the turbulent surface heat flux, and thus the PE reservoir. According to Ma
et al. (2016), the interplay between SST and net heat flux over mesoscale eddies results in
a depletion of eddy available potential energy (EPFE), which translates into a reduction in
eddy kinetic energy (FKE). This depletion of EPFE was also noted by Bishop et al. (2020),
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who attributes a 0.1 TW global sink of EPFE to this mechanism. Recently, Renault et al.
(2023b) confirmed the mechanism and showed that the reduction of EK E is mainly situated
within the surface layer of the ocean and that a lack of TFB in models is partially offset by
more negative eddy wind work.

Lorenz (1955) proposed a diagram to represent the energy cycle that summarizes the con-
version, sink and source of KE and PE. The diagram was initially created for the atmospheric
energy cycle, but has since been employed in oceanic contexts. Von Storch et al. (2012)
estimate the terms of the Lorenz diagram using a global air-sea coupled simulation with a
horizontal resolution of 1/10°. Chen et al. (2014) proposed a modification of the diagram to
show the impact of non-local energy production on cross-scale energy transfer (more details
in Section 6.3.3). A Lorenz energy diagram was also estimated for the GS region by Kang and
Curchitser (2015) using a 7 km resolution forced ocean simulation. The results confirm the
essential contribution of barotropic and baroclinic instabilities to balanced dynamics. More
recently, Cao et al. (2021) described the submesoscale energy cycle over 2-week using a high-
resolution oceanic simulation (0.5 km) over the Kuroshio current. The authors found that
potential energy is a key source of submesoscale KE. However, to our knowledge, no study has
included air-sea interactions in a complete Lorentz diagram describing balanced (planetary
scale and mesoscale) and submesoscale energy cycles.

Our aim is to provide a comprehensive description of the submesoscale energy cycle under
realistic high-energy conditions in the GS, including air-sea interaction. We use a 700-m res-
olution, coupled air-sea simulation (WRF-CROCO), described in Section 2. Then, in Section
3, we derive the terms of the Lorenz diagrams from the energy budget equation. Application
to the GS is presented in Section 4. To analyze the dual role of submesoscale motions in
the direct and inverse energy cascades, we analyze two definitions of the submesoscale range
starting at 16 or 8 km (Section 5). In Section 6, we describe the seasonal variability of the
energy budget. Finally, Section 7 presents our conclusions and a discussion.

6.2 Models Configuration

A coupled ocean-atmosphere model is used to perform an energy budget analysis across
the GS. The Coastal and Regional Ocean Community (CROCO) model (Shchepetkin and
McWilliams, 2005; Debreu et al., 2012) is used for the oceanic simulation, and the Weather
Research and Forecasting (WRF) model (Skamarock et al., 2008) for the atmospheric sim-
ulation. The models are coupled through the OASIS3-MCTV3 coupler (Craig et al., 2017)
and exchange data every hour. CROCO sends hourly averaged SST and surface currents to
WRF, which sends in return freshwater, heat, and momentum fluxes to CROCO.

The CROCO domain extends from 34° to 42.9°N and from 78.6° to 55.2°W (Figure 3.2)
with a horizontal resolution of 1/126° (~ 700 m). The WRF domain is extended by 0.1°
around the CROCO domain to avoid coupling with the WRF sponge layer. The horizontal
resolution of WRF is 2 km.
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The simulation is conducted for the period between April 2005 and April 2006 with a
spin-up period in the first month. The analysis covers a full year, from May 2005 to April
2006, using 3-hour average output. The models and their setup are described below.

6.2.1 CROCO

CROCO is a free-surface, terrain-following coordinate model with split-explicit time stepping.
The Boussinesq and hydrostatic approximation version is used, and the equations are dis-
cretized using high-order numerical methods. A third-order predictor-corrector time stepping
algorithm and fifth-order upstream biased momentum advection allow reducing numerical
dispersion and diffusion to achieve an effective resolution of about 5 times the horizontal
resolution (Soufflet et al., 2016; Menesguen et al., 2018). The lateral advection of tracers
is discretized with the rotated split third-order upstream scheme (Marchesiello et al., 2009;
Lemarié et al., 2012). A nonlocal planetary K-profile boundary layer (KPP) scheme (Large
et al., 1994) parameterizes the vertical subgrid-scale eddy viscosity at the surface, bottom, and
interior of the ocean. The bottom drag is quadratic and parameterized through a logarithmic
law of the wall with a roughness length of Zp, = 5 - 1073.

The topography is obtained from Shuttle Radar Topography Mission (SRTM15-plus),
which is a global bathymetric dataset with a nominal resolution of 15 arc/s (0.5 km) (http:
//topex.ucsd.edu/WWW_html/srtm30_plus.html). To reduce errors associated with the
pressure gradient in a terrain-following coordinate model —in addition to the high-order
correction scheme of Shchepetkin and McWilliams (2003) — the bottom topography is in-
terpolated on the model grid and its slope is selectively smoothed when the r-factor dh/h
exceeds 0.2, where h is bottom depth and dh is its horizontal variation between two grid
points (Penven et al., 2005). We use 80 o-levels in the vertical direction, with stretching
parameters heine = 200m, 0; = 7 and 6, = 2 (Shchepetkin and McWilliams, 2009).

The initial and lateral boundary forcing for the simulation were obtained from a CROCO
simulation at a submesoscale-permitting resolution of 2 km, including tidal forcing. This
lower-resolution model domain is shown in Figure 3.2, and the configuration is described in
Chapter 5 of this thesis or in Contreras et al. (2023b). Boundary forcing is introduced by open
boundary conditions consisting of an active-passive 2D radiation scheme for the baroclinic
mode and tracers (temperature T and salinity S), and a modified Flather-type scheme for the
barotropic mode (Marchesiello et al., 2001). Surface momentum, heat, and freshwater fluxes
are received from WREF.

As the ocean model requires a longer spin-up than the atmospheric model, CROCO was
run alone three months before the coupled model (from January 2005 to March 2005). This
was done using surface atmospheric fields from the hourly ECMWF Reanalysis v5 (ERAD),
at approximately 25 km resolution; (Heiderich and Todd, 2020) to estimate surface momen-
tum, heat, and freshwater fluxes via the COARE bulk formula (Fairall et al., 2003) with a
parameterized top drag (Renault et al., 2020).

The oceanic simulation is compared with observations for validation (see Chapter 5 for the
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parent simulation at 2 km resolution). Figure 6.1 show the mean absolute dynamic topography
from CROCO (averaged between May, 2005 - April, 2006) and AVISO data (Arbic et al.,
2013). The model compares well with AVISO, but with greater spatial variability, probably
due to the use of a single simulation year. We also compare the mean SST and currents with
drifter data (Laurindo et al., 2017) (Figure 6.2). The mean GS path - highlighted by the

contour of 0.5 m s~1

- is well reproduced by the model, although with more intense eastward
penetration compared to the observations. In the deep water region, the model SST shows a
maximum difference with drifters of less than 2 °C. At the coast this difference increases to

about 3 °C, but this region is not the focus of our study.

6.2.2 WRF

The high-resolution atmospheric simulation (HR-W) of the coupled model (2 km) is a one-
way offline nesting of a lower resolution simulation (LR-W). LR-W encompasses the region
between 22° and 49.1°N, and 82.5° and 35.4°W (Figure 3.2) with a horizontal resolution of 6.2
km. In the vertical direction, 50 terrain-following model levels are considered with a model
top pressure at 1000 Pa. The simulation is run between January 2005 and December 2007
with lateral boundary forcing from the ERA5 dataset at 1-hour intervals. SST is provided by
the OSTIA satellite dataset (Donlon et al., 2012).

The physics schemes in this simulation are: WRF Single-moment 6-class (WSM6) micro-
physics scheme (Hong and Lim, 2006) with the inclusion of droplet concentration (Jousse et al.,
2016); KIAPS SAS (KSAS) convective scheme (Han and Pan, 2011; Kwon and Hong, 2017);
Rapid Radiative Transfer Model Longwave Radiation Scheme (Mlawer et al., 1997); Dudhia
shortwave radiation scheme (Dudhia, 1989); Yonsei University (YSU) Planetary Boundary
Layer Scheme (Hong et al., 2006); Revised MM5 Surface Layer Scheme (Fairall et al., 2003);
and Noah Land Surface Model (Mukul Tewari et al., 2004).

HR-W is forced with lateral conditions from LR-W 3-hourly averaged output. The HR-W
configuration is very similar to LR-W, except for the cumulus parameterization. Due to the
resolution of HR-W, which allows resolved mesoscale convection, we have utilized only the
Tiedtke scheme (Tiedtke, 1989; Zhang et al., 2011) to parameterize the shallow convection.

We assessed LR-W for the period 2005-2007 by comparing heat fluxes with the OAFLUX
dataset (Figure 6.3). Figure 6.3 shows that the heat fluxes are adequately reproduced by the
model. The latent heat flux presents the largest difference with OAFLUX, especially to the
south of the GS (Figures 6.3d-f). Differences in sensible heat flux (Figures 6.3a-c), shortwave
radiation (Figures 6.3g-i), and longwave radiation (Figures 6.3j-1) are within expectations.
The total heat flux shows a good match, with larger differences north of 35°N (Figures 6.3d-
f). As a result, air temperature at 2m (T2m) is generally correctly reproduced compared to
OAFLUX (Figure 6.4), with less than 2 °C difference, the maximum differences being over
the North American shelves, which are not a focus here.

As wind stress curl is important for GS dynamics, we also assess its reproduction in WRF
in comparison with Scatterometer Ocean Wind Climatology (SCOW) estimates (Risien and
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Chelton, 2008). In Figure 6.5), WRF and SCOW show similar patterns and magnitude of
mean wind stress curl.
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Figure 6.6: Annual-mean (May 2005-April 2006) heat fluxes (mW m~2) from: (left) high-
resolution atmospheric simulation (HR-W); (middle) OAFLUX; and (right) their difference.

We reproduced the same comparison with the HR-W. Figures 6.6, 6.7 and 6.8 show that
the nested simulation behaves rather similarly to the parent one. A notable exception is for
solar radiation, as HR-W is cloud-resolving. HR-W appears to correct the underestimation
of solar radiation in the low-resolution model (compare Figure 6.6i and 6.3i), with a slight
overestimation. It should be noted that the low resolution of the observation data may affect
the comparison, and small-scale differences should probably be ignored.

6.3 Energy budget equations

We follow previous studies that have evaluated the energy cycle through analysis of the KE
and PE budgets (Kang and Curchitser, 2015; Cao et al., 2021; Von Storch et al., 2012; Chen
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Figure 6.7: Annual-mean (May 2005-April 2006) air temperature at 2 m (°C) from: (a) high-
resolution atmospheric simulation (HR-W); (b) OAFLUX; and (c) their difference.
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et al., 2014), obtained from the hydrostatic Boussinesq (primitive) equations of motion:

ou 1 0p

ov 1 0p

- . = __ = D 2

6t+u Vv + fu p08y+fy+ s (6.2)
Jp
92 —Pg; (6.3)
V-u=0, (6.4)

dp

where u = (u,v,w) is the velocity vector, f is Coriolis frequency, p is the pressure, g is the
gravitational acceleration, py = 1025 kg m™3 is the constant reference density, and F and D
are forcing and dissipation terms, respectively. Eq. 6.5 is a combination of the equations for
temperature (7') and salinity (5) according to the equation of state p = p(T, S, z) defined by
T, S and depth (z). We can decompose p as follows:

p(x,y,z,t) :pT(Z)+pa($aya Zat)a (66)

where p, and p, are the reference and perturbation density, respectively. We define p, as the
density that remains constant at a specific depth and is determined by the area-mean and the
time-mean values from May 2005 to April 2006. p, is the residual between p and p,. From
Eq. 6.5, an equation for p, is:

) N2
o w Vo=t F,+D,, (6.7)
ot g
where N? = —£92x ig the buoyancy frequency.

po Oz

Following Cao et al. (2021), we obtain the equations for the submesoscale kinetic and
potential energy budgets by decomposing the motion between the background flow and its
submesoscale perturbations (with a scale separation that will be variable here):

u=u-+1u, (6.8)

where @ and u are the background and submesoscale component !, respectively. In the
following sections, we develop the kinetic and potential energy budgets.

'In this chapter, the terms - and ’ should not be confused with the definition of decomposition used in the
coarse-graining method
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6.3.1 Kinetic energy budget

The background kinetic energy (BK FE) and submesoscale kinetic energy (SKE) are defined
as: )
BKE = §p0(ﬂ2 +7%), (6.9)

1 -
SKE = i,c)g(u’2 +v'?). (6.10)

The BKE equation is derived by averaging the equations of motion for v and v (Eq. 6.1 and
6.2, respectively), then multiplying these results by their respective mean values (u and )
and finally, adding the two equations:

OBKE — 1 1
= po(=V -[uBKE)]——V - (U p) ——gpa W
o = PV MBEE)| ——-V - (Wp) —-gp; @
AKpg
Py PKp
+(u'u' - Vu +v'a’ - Vo) +BnK + DK + FKp). (6.11)
—BSK

The first and second terms on the right-hand side represent the transport of BKE due
to advection (AKp, including the horizontal and vertical terms) and pressure work (Pg),
respectively. Note that these terms can redistribute energy from one region to another, but
they cannot generate or dissipate energy (Kundu et al., 2015). The third term, PKpg, converts
energy from background available potential energy (BPE) to BKE through buoyancy pro-
duction. The fourth term, represented by BSK, indicates the cross-scale transfer of energy
between BK FE and SK FE resulting from Reynolds stress work, including vertical and horizon-
tal shear terms. DKp and F'Kp are the dissipation and forcing terms for BK E, respectively.
BnK can be interpreted as a nonlocal cross-scale flux term as proposed by Chen et al. (2014)
(more details below).

The SKFE equation is derived by subtracting the background KE Eq. 6.11 from the total
KE equation:

OSKE — 1 1
e po(=V - [uSKE] —p—V - (u'p’) —p—gpﬁlw’ —(u'u’ - Vu+ v - Vo) +DKg+FKg).
—_————
AKg . . BSK

Pg PKg
(6.12)

Similar to Eq. 6.11, the first two terms on the right-hand side denote the advection and pres-
sure work contribution to the transport of SKFE, represented by AKg and Pg, respectively.
The third term, PKg, represents the energy transfer from submesoscale available potential
energy (SPFE) to SKE through buoyancy production. The fourth term, BSK, is identical to
that in Eq. 6.11, but with an opposite sign. The dissipation and forcing terms of SKE are
represented by DKg and F' Kg, respectively.

Note that the sum of the terms Pp,g and PKp/g can be written as the product between
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the current and the horizontal pressure gradient (PGp/g):

PGgp =P+ PKp

and

PGg = Ps+ PKg

uy’ 1

RV ==V () — iw//)ﬁp

Po Po Po

where the sub-index h represents the horizontal terms. Due to the simplicity of estimating
PGp/g compared to Pp/g, the latter terms were calculated as the difference between PGp/g

and PKB/S'

6.3.2 Available Potential energy budget

In the ocean’s energy budget, only a small fraction of potential energy that can be converted
into kinetic energy is relevant. This fraction is referred to as the awailable potential energy
(APE). The definition of APE was proposed by Lorenz (1955) for the atmosphere, but there
is no exact definition for the ocean due to diapycnal mixing (Huang, 1999; Winters et al.,
1995), but several useful definitions are available (Molemaker and McWilliams, 2010; Roul-
let Guillaume, 2009; Huang, 1999; Gill, 1982). Here, we used the linear definition proposed
by Gill (1982) following others, e.g., Kang and Curchitser (2015) and Cao et al. (2021):

2.2

9 Pa
APE = : 6.13
2/)0N2 ( )

The background available potential energy (BPFE) and the submesoscale available potential
energy (SPE) are thus:

2—2
9" Pa
BPE = ——— 6.14
e (6.14)
and )
9 0
SPE = . 6.15

The BPE and SPE equations are derived by multiplying Eq. 6.7 by ¢%pa/poN? and
g%pl /poIN?, respectively:
- 1 g2
—V - |uBPE|+—gp, W
(UBPE] + 07 T
APp —PKp _BSP

OBPE
ot

(phu’ - Vpg)+BnP + DPp + FPg, (6.16)
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0SPE SR T [ S —
— _VU. ol / 34/ .
o =V [uSPE} +p09f’“’ PNE (i’ - Vpa) +DPs + FPg. (6.17)
APs —PKg BSP

The first term, APpg), represents the transport of BPE (SPFE) produced by advection.
BSP refers to the transfer of APE from background to submesoscale reservoirs, due to eddy
density fluxes. The terms PKp (PKg) denote the conversion between potential and kinetic
energy, already defined in equations 6.11 (6.12). Additionally, the terms DPp(s) and FPp(g)
refer to the dissipation and forcing of potential energy.

6.3.3 Nonlocal interactions

BnK and BnP represent energy released in one reservoir that is not locally used to sustain
the growth of energy in the other reservoir (Chen et al., 2014). This interpretation as nonlocal
cross-scale transfer terms is now generally adopted (Cao et al., 2021; Jamet et al., 2022; Kang
and Curchitser, 2015).

Following the derivation of Chen et al. (2014), Cao et al. (2021) defined the contribution
of non-local interactions as:

BnK = SBK + BSK, (6.18)

and
BnP = SBP + BSP, (6.19)

where SBK = —uV - (W'u/) +7V - (u/v') is the BKE change due to eddy momentum fluxes,
and SBP = —pgg—];pv -u'p/, is the BPE change due to eddy density fluxes. We could expect
SBK (SBP) and BSK (SBP) to be of equal magnitude but opposite sign, indicating local
interaction. However, their sum BnK (BnP) takes the form of a divergence that only cancels
by integration in a closed area, suggesting the possibility of a non-local contribution.

6.3.4 Forcing and dissipation terms

Because horizontal diffusion of momentum and tracers are implicit in CROCQO’s advection
schemes (Soufflet et al., 2016; Menesguen et al., 2018), they are not readily available, and we
choose to have them as the residual to the budget equations. Therefore, the total dissipation

terms are :
0 ou
DKgp=u-—(A,— idual 2
B=1- o < U@z) + residual, (6.20)
— 0 ou\’
DEg=w -2 (4,22 idual, 21
s=u'- o ( 8z) + residua (6.21)

DPg

S
= ;7]'3‘12 . 88z </€6%F;a> + residual, (6.22)
0
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where A, and k. are the vertical eddy viscosity and diffusivity coefficients, respectively.

/
) + residual, (6.23)

We will vertically integrate the energy budget equations from the surface to a depth of
150 meters. In this case, the forcing terms will lose a division by the top grid space:

FKp =T-Up, (6.24)
FKg=1"uy, (6.25)
1 — _
FPp=— (gaopa 7 — 9P G> , (6.26)
PO \ Mo o
1
PRy = (Lo 7 - Loy, (6.27)
Lo \ Mo o
where 7 is the wind stress, ag and 5y are values of expansion coefficients in the uppermost
model layer, n, = —22N? represents the vertical gradient of the time-mean and area-mean

local density. J = (1/poc)H and G = Sp(E — P) are the temperature and salinity flux at the
sea surface, where ¢ = 4000 J(kg K)~! is the specific heat of seawater, H the total heat flux
at the sea surface (positive values represent a flux into the ocean), Sy the surface salinity, and
FE and P are the evaporation rate and the precipitation rate at the sea surface, respectively.

Previous studies (e.g., Bishop et al. (2020)) suggest that freshwater flux has a smaller effect
on potential energy than heat flux. Our results indicate that the contribution of freshwater
flux to BPE is an order of magnitude smaller than that of heat flux (not shown). On the
other hand, freshwater and heat fluxes have similar contributions to SPE (not shown).

6.3.5 Scale selection in the decomposition

To analyze the dual role of the submesoscale on the energy cascade, we selected two cutoff
scales to define the perturbation: 8 and 16 km. The 8 km scale was chosen because it is where
the forward cascade is most intense. On the other hand, 16 km represents the scale where
the forward cascade starts declining. It also corresponds to the wavelength of MLI (Boc-
caletti et al., 2007; Fox-Kemper et al., 2008), which has been associated with submesoscale
energization of the inverse cascade.

To get the background field (), we apply a Gaussian filter. The window is defined as
(2-tr-o+1)x(2-tr-o+1), where o is the standard deviation and tr is the truncation. We
define tr = 4, and o = 5.625 for a filter cutoff of 16 km, and ¢ = 2.625 for 8 km. We will first
present our reference analysis with the 16 km cutoff filter. When presenting the 8 km cutoff
filter analysis, the terms will appear with an index (e.g., Xggm)-
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6.4 Submesoscale energy cycle

6.4.1 Energy reservoirs

We calculated the background energy budget, BKE and BPE, and the submesoscale energy
budget, SKFE and SPE, using the oceanic simulation from May 2005 to April 2006 (Figure
6.9). The energy reservoirs were integrated vertically from a depth of 1 m to 150 m (we
avoided the surface level to facilitate vertical derivation). The intensity of BKE and BPE
is greatest along the mean GS path (Figure 6.9a-b). Both terms are particularly strong from
Cape Hatteras to the New England seamount chain (NESC, ~ 65°W), at which point there
is significant decline. However, BK F increases again eastward of the NESC, as opposed to
BPE. The BKFE and BPE averages over the entire domain (excluding shallow shelf areas
below 150 m) are 23.03 and 29.2 kJm~?2 respectively.

In contrast, the magnitude of SKF is two orders smaller than that of BKFE, and the
magnitude of SPE is almost three orders smaller than that of BPE (Figure 6.9). The
averages of SKE and SPE over the entire domain are 181.54 and 49.26 Jm™2, respectively.
Figure 6.9¢-d show that SKE and SPFE present maxima on either sides of the mean GS path
and SKFE has generally larger values south of the mean GS path, where winter mixed layer
eddies are generated.

6.4.2 Lorenz Diagram

The result of the energy budget, using a 16 km cut-off filter, is represented by the Lorenz
diagram (Figure 6.10). The terms were integrated between 1 m and 150 m depth and averaged
over the entire domain, excluding the shelf area, for the period May 2005 to April 2006. The
energy fluxes for each reservoir are explained below.

6.4.2.1 Background kinetic energy (BKFE)

Figure 6.10 shows that the wind stress is the largest source of BKE (FKp = 22.50 mW
m~2), generated mainly through its interaction with the GS circulation (Figure 6.11b). FKp
includes top drag, particularly the mesoscale eddy killing effect, which reduces the wind work
(by about 30% according to Renault et al. 2016b).

The wind work is mostly balanced by dissipation DKp (-20.41 mW m~2), more pre-
cisely by vertical mixing in the surface boundary layer. Figure 6.11c confirms that DKpg
is widespread negative everywhere, representing energy loss. These results confirm previous
studies (Von Storch et al., 2012; Marchesiello et al., 2011; Chen et al., 2014). As proposed by
Marchesiello et al. (2011), vertical mixing is mainly a response to the increase vertical shear
generated by wind work. Other processes, such as instabilities, frontogenesis and breaking
waves would also trigger vertical mixing, some of it at smaller scale, which will be further
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Figure 6.10: Lorenz diagram showing sources and sinks of the background and submesoscale
potential and kinetic energy reservoirs. The terms are averaged for the period May 2005 to
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discussed in the following section.

PKp (3.40 mW m~2) is an order of magnitude smaller than FKpg, but larger than
FKp+DKp and thus constitutes a significant input to the background KE. Several mech-
anisms contribute to PKp, most importantly baroclinic instability that converts PE to KE
at mesoscale, but partly compensated by an opposite conversion at large scale due to Ekman
pumping (Wunsch and Ferrari, 2004). Ferrari and Wunsch (2009) suggest that baroclinic
instability can transfer at mesoscale 30% to 100% of the wind energy given to the large-scale
circulation. Here, the conversion of BPE to BKFE is positive and probably reflects that
baroclinic instability dominates baroclinic conversion of the background circulation. PKp is
almost consistently positive throughout the GS area (Figure 6.11a).

BKE increases due to energy transport by AKp at a rate of 2.20 mW m~2 (Figure 6.10).
The AKp contribution is of the same order of magnitude as PKp. The transport of BKE
due to pressure work, Pg (-7.81 mW m~?2), removes the remaining energy not dissipated by
DKpg by radiating it at depth and on either sides of the mean GS path.

SBK contributes minimally to BK E at only 0.12 mW m~? and is two orders of magnitude
smaller than wind work. It corresponds to an inverse cascade from SKFE to BK E, occurring
through the energization of mesoscale eddies by submesoscale fronts or absorption of mixed-
layer eddies (Klein et al., 2019; Schubert et al., 2020). Although BnK in the whole domain
(0.02 mW m~2) is an order of magnitude smaller than SBK and BSK, it is significant over the
GS (Figures 6.12a-c), indicating that nonlocal interactions play some role in the energization
of BKFE.

6.4.2.2 Submesoscale kinetic energy (SKE)

Buoyant production (PKg = 2.96 mW m~2) is the only source of energy for SKE (Figure
6.10 and 6.11d). Note that the contribution of baroclinic conversion PKg is comparable to
that of PKp, even though the background energy reservoir is greater than the submesoscale
energy reservoir. There is a compensation between the conversion PE/KE at planetary scale
and mesoscale processes, which does not occur at submesoscale.

Several submesoscale processes may be involved in the conversion of potential to kinetic
energy (SPFE to SKE), such as frontogenesis and surface-layer instability. Frontogenesis has
been recognized as an important process driving the forward cascade in the GS (Contreras
et al., 2023b). This process intensifies buoyancy gradients over a frontal region by mesoscale
straining, enhanced by ageostrophic secondary circulation (McWilliams et al., 2019). Frontal
intensification occurs also with downfront winds, via Ekman Buoyancy Flux (EBF’), a process
triggered by cross-front density advection by Ekman flow (Thomas and Lee, 2005; Contreras
et al., 2023b; D’Asaro et al., 2011). Nonlinear Ekman pumping, resulting from the cross-
front gradient of vertical vorticity, can drive additional frontogenetic ageostrophic secondary
circulations (Thomas and Lee, 2005).

Submesoscale baroclinic instabilities also contribute to PKg, e.g., mixed-layer instabilities
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(Boccaletti et al., 2007; Fox-Kemper et al., 2008) and Charney instabilities (Capet et al.,
2016). The former occur when the mixed layer is deep and weakly stratified and in the
presence of horizontal buoyancy gradients, while the latter develop with surface buoyancy
gradients and interior velocity shear (coupled surface/interior baroclinic instabilities) (Roullet
et al., 2012).

SKE provided by PKg is mostly dissipated by DKg (-2.27 mW m~2), at about 80%. The
spatial distribution of DKg and PKg are strongly correlated (Figure 6.11d and), showing
that these terms cancel each other locally (Marchesiello et al., 2011). The same observation
in the energy spectrum led Capet et al. (2008d) and Marchesiello et al. (2011) to refer to the
submesoscale range as a pseudo-inertial range.

Vertical mixing of horizontal submesoscales has drawn particular attention. The mecha-
nisms in the surface layer can be inferred by the turbulent thermal wind (TTW), a balance
between pressure gradient, Coriolis force and vertical mixing (Gula et al., 2014). TTW tends
to regulate ageostrophic secondary circulation across dense filaments and fronts, linking buoy-
ancy fluxes and vertical mixing (Gula et al., 2014; McWilliams, 2021). The generation and
breakdown of internal gravity waves is also considered a major mixing process (Garrett and
Kunze, 2007; Nikurashin et al., 2013; Ferrari and Wunsch, 2009; Wunsch and Ferrari, 2004).

Over the entire domain, SKFE decreases due to pressure work (Pg = —0.52 mW m™2),
possibly arising from downward radiation of internal waves. However, this term is considerably
smaller than both DKg and PKg. AKg (-0.02 mW m~2) also reduces SK E, but is an order
of magnitude smaller than Pg.

As previously stated, BSK transfers energy from the submesoscale to the background
kinetic energy (inverse cascade extended to the submesoscale range). However, this flux is an
order of magnitude smaller than DKg and PKg.

The SK FE budget indicates that the forcing term, F'Kg, acts as an energy sink caused by
submesoscale eddy killing through top drag (Renault et al., 2018), but its magnitude is two
orders of magnitude lower than that of DKg. This seems to contradict Renault et al. (2018),
which show for the US West coast large submesoscale eddy killing due to top drag, damping
SKE by 17%.

6.4.2.3 Submesoscale potential energy (SPE)

The main source of energy for SPE is BSP (2.01 mW m~2; Figure 6.10), which transfers en-
ergy from BPF through horizontal eddy density fluxes. This is a forward cascade of potential
energy created by horizontal mesoscale stirring near the surface that leads to frontogenesis
(Klein et al., 2019; Molemaker and McWilliams, 2010). The transfer of energy from BPFE
to SPFE is primarily a local conversion, as BnP is an order of magnitude smaller than BSP
and SBP. The two terms also have a similar spatial distribution with opposite signs (Figure
6.12d-f). Thus, energy injection by BSP is transmitted to PKg, which re-energizes SKE.
Note that the spatial distributions of BSP and PKg are comparable (see Figure 6.12d-e and
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6.11d).

DPs also contributes to SPE (possibly through vertical mixing), albeit with smaller
magnitudes compared to BSP (0.94 mWm~2). Throughout the entire domain, D Pg exhibits
a positive trend, except for the New England seamounts (Figure 6.13d). The forcing term,
FPs, contributes to a sink of SPE but only at a rate of 0.0l mWm~2 (Figure 6.13c). SPE
advection APg injects energy into the domain, but with similar small magnitude to F' Pg and
opposite sign.

6.4.2.4 Background potential energy (BPE)

Unlike other reservoirs, all terms in the BPE budget make a significant contribution (Figure
6.10). The main sources of BPE energy are atmospheric forcing (FPp = 4.60 mWm ~2)
and advection (APg = 4.32 mWm ~2). FPg increases BPE across the entire domain except
along the mean GS path (Figure 6.13a). The negative values are attributed to warm water
transport causing heat loss, which generates unstable stratification that decreases potential
energy.

BPE injection by FBp and APp is balanced by diffusion DPg and SBP, i.e., transfer
to submesoscale PE by eddy stirring. Note that D Pp is mostly negative over the domain,
except for the region near the GS separation.

6.5 Quasi-balanced and unbalanced submesoscale ranges

As previously stated, submesoscale motions can play two roles in the energy cascade. Subme-
soscale baroclinic instabilities and fronts can contribute to the inverse cascade (Klein et al.,
2008; Qiu et al., 2014; Schubert et al., 2020; Capet et al., 2016), while frontogenetic secondary
circulation, frontal instabilities, and IGW can drive a forward cascade (Capet et al., 2008a;
Molemaker et al., 2010; Srinivasan et al., 2022; Contreras et al., 2023b). The forward cascade
regime is only apparent at scales lower than about 10 km (at larger scale, the inverse cascade
dominates). We can thus define a submesoscale range, characterized by quasi-balanced mo-
tions (small divergence) and an inverse KE cascade, and another range at smaller scales with
unbalanced motions and a forward cascade of both KE and PE.

The Lorenz diagram presented above focuses on quasi-balanced submesoscales that ex-
tend the mesoscale inverse cascade, and here we present the same diagram for unbalanced
submesoscales. To this end, we recalculated the budgets of Egs. 6.11, 6.12, 6.16 and 6.17
using a cutoff filter of 8 km.

The bigger background energy reservoir has only slightly increased with the 8 km cutoff
filter (Figure 6.9e-h). BK Egy,, and BP Egy,, over the entire domain are 23.56 and 29.37 kJ
m~2, i.e., an increase of about 1% with respect to BKE and BPE (Figure 6.9e-f). A more
significant difference is observed in the smaller unbalanced submesoscale reservoir (Figure
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6.9g-h). SK Egj,, and SPEgy,, across the entire domain are 49.11 J m~2 and 10.71 J m~2,
i.e., a reduction of 73% and 78% for SKE and SPFE, respectively.

Figure 6.14 shows the Lorenz diagram estimated with the 8-km cutoff filter. A striking
difference between the two diagrams is the sign of KE transfer between background and sub-
mesoscales. It shows an inverse KE cascade from quasi-balanced submesoscales to larger scales
(BSK > 0/SBK < 0; Figure 6.14), but a forward cascade to the unbalanced submesoscale
(BSKgkm < 0/SBKgkm, > 0; Figure 6.14).

Previous studies suggest that the energization of scales larger than about 10 km is pro-
duced by the interaction of mesoscale eddies with submesoscale fronts (Klein et al., 2008;
Schubert et al., 2020; Qiu et al., 2014; Capet et al., 2016), or submesoscale baroclinic in-
stabilities (Schubert et al., 2020; Qiu et al., 2014). On the other hand, a forward cascade
is permitted when ageostrophic advection is strong enough (Capet et al., 2008a; Molemaker
et al., 2010; Srinivasan et al., 2022; Contreras et al., 2023b).

The Lorenz diagram for unbalanced submesoscales generally shows an increase in the
magnitude of background energy budget terms and a decrease for submesoscale energy budget
terms. There are exceptions, including F'Kg, AKp, F'Pg, and D Pg, but not significant.

6.6 Seasonal Variability

Previous studies show that submesoscale processes exhibit significant seasonal variability, with
submesoscale currents stronger in winter than in summer (Schubert et al., 2020; Qiu et al.,
2014; Callies et al., 2015; Torres et al., 2018; Rocha et al., 2016; Contreras et al., 2023b).
Our simulation concurs with these findings. Figure 6.15 illustrates a snapshot of the surface
relative vorticity for both seasons, indicating a higher level of submesoscale activity during
winter.

Interpretation of the annual mean terms in the Lorenz diagram can change due to the
seasonal variation in submesoscale activity. The section below presents a revision of the
Lorenz diagram for winter (January to March; Figure 6.16) and summer (July to September;
Figure 6.18).

6.6.1 Winter

At large scales, the injection of energy through atmospheric forcing shows a significant increase
during winter (Figure 6.16). F'Kp and F Pp both experience significant increase of 101% and
341%, respectively, compared with the annual mean. Due to the increase in external energy
flux, both background kinetic and potential energy dissipation (DKp and DPg) increase by
91% and 201%, respectively.

The buoyancy production is also intensified at both background scale and submesoscale,
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with an increase of 133% for PKg (68% for PKp) compared to the annual mean. The
intensification of processes such as frontogenesis and submesoscale instabilities can explain
this increase. Using in-situ observations, Callies et al. (2015) show winter intensification of
frontogenesis and MLI around the GS northern wall.

Following the increase in KE injection (SPE to SKFE), the dissipation of submesoscale
kinetic energy (DKg) intensifies also during winter (by 136%). D Ps increases by 159% while
the contribution of the submesoscale forcing term remains small.

The values of AKp, P, AKg, Pg, APg, and SBP/BSP (BnP) increase during win-
ter and have a similar impact on the energy budget as observed in the annual mean, while
APg remains constant. However, interestingly, the upscale KE flux BSK (SKE to BKE)
decreases by 30%. In line with Contreras et al. (2023b), this is the result of the strengthen-
ing of unbalanced motions, which increase the forward cascade and shift the crossover scale
between downscale and upscale fluxes to a larger scale. The upscale effect of the absorption
of mixed-layer eddies by mesoscale eddies develops during winter, but reaches its maximum
later in spring. (Contreras et al., 2023b; Schubert et al., 2020).

Figure 6.17a-d show the winter energy reservoirs. Compared to the annual mean (Figure
6.9), we notice an increase in BKE and SKFE by 6% and 66%, respectively, but a decrease
in BPE and SPE by 16% and 37%, respectively. The decrease in APE and increase in KE
can be explained by the intensification of processes favoring baroclinic conversion.

In summary, winter shows an increase in the magnitudes of the terms of the energy budget,
with only a slight weakening of the KE inverse cascade. Similar findings are obtained with
the 8-km cutoff filter, but in this case there is a slight increase of the KE forward cascade.

6.6.2 Summer

During summer, there is a general decrease in the magnitude of the energy budget terms
(Figure 6.18). FKp is 84% lower than the annual mean, causing DKpg to drop by 74%.
Unlike in winter or the annual mean, F' P acts as a sink of BPE in summer. However, DPp
increases by 87%.

In summer, the mechanisms that transform APE into KE are less effective, including
frontogenesis and baroclinic instability. Consequently, PKp and PKg decreased by 71% and
90%, respectively, in comparison to the annual mean.

There is also a significant reduction in energy transfer between BPFE and SPFE, with
nonlocal interactions becoming more relevant. In this case, the local transfer to BPE (SBP)
has opposite sign to that directed to SPE (—BSP), and the nonlocal transfer BnP is domi-
nant. In summer, KE follows an upscale flux from SKFE to BKFE as in the annual mean, but
BSK/SBK are reduced by 17%/30%.

AKpg, APg, and APg show an input of energy as in the annual mean. However, in
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Figure 6.16: Schematic of the energy cycle, for the background scale and submesoscale reser-
voirs using a 16 km cutoff for scale separation. The terms are averaged for January 2006 -
March 2006 and over the whole domain (excluding the shelf zone), and integrated between 1
and 150 m depth. The arrow indicates the direction of energy transfer. The unit is in mW
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summer, the first term decreases by 14%, the second increases by 92%, and the last remains
unchanged. In contrast to the annual mean, AKg is a source of SKF, but its contribution is
two orders of magnitude smaller than that of PKg. As in the annual mean, Pg and Pg are
energy sinks, but with magnitudes reduced by 84% and 96%, respectively.

Due to the decrease in submesoscale energy input, DKy is reduced by 90%, but DPg does
not change significantly. The submesoscale forcing terms are negligible for both PE and KE.

The energy reservoirs are also changed in summer compared with the annual mean. Con-
trarily to winter, BKFE and SKE decrease (by 4% and 57%), while BPE and SPFE increase
(by 53% and 29%; Figure 6.17e-h). Again, this can be explained by the weakening of processes
driving baroclinic conversion.

In summary, the main difference between the summer annual mean budget is a decrease
of transfer between the energy reservoirs. In addition, there is a substantial contribution of
nonlocal interaction to the transfer from BPE to SPE. Similar findings were found with the
8-km cutoff filter.
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Figure 6.18: Schematic of the energy cycle, for the background scale and submesoscale reser-
voirs using a 16 km cutoff for scale separation. The terms are averaged for July - September
2005 and over the whole domain (excluding the shelf zone), and integrated between 1 and
150 m depth. The arrow indicates the direction of energy transfer. The unit is in mW m~2.
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6.7 Conclusion and Discussion

In this study, we examined the submesoscale energy cycle in the GS. The analysis is based on a
1-year (May 2005 to April 2006) high-resolution, coupled air-sea simulation (CROCO-WRF).
The oceanic and atmospheric simulations have horizontal resolutions of 700 m and 2 km,
respectively. From the oceanic simulation, we derive a set of equations for the background
(planetary scale and mesoscale) and submesoscale energy budget defined by a cutoff scale of
16 km (reference) or 8 km.

The wind stress provides energy to background KE BKFE, while large-scale heat and
freshwater fluxes feed the background PE BPE. Submesoscale KE SKE gets energy by
baroclinic conversion from SPFE. BPFE supplies energy to SPFE through eddy stirring, in
a forward cascade of potential energy. Potential and kinetic energy have different paths
for energy loss. BKE and SKFE are depleted by their dissipation terms, including vertical
mixing. On the other hand, background and submesoscale potential energy (BPFE and SPFE)
lose energy by conversion to kinetic energy.

It is now understood that submesoscale motions play a dual role in the energy budget. On
one hand, unbalanced motions favor a forward cascade through the ageostrophic advection
(Capet et al., 2008a; Molemaker et al., 2010). On the other hand, submesoscale eddies
and fronts can energize the mesoscale by absorption (Klein et al., 2008; Qiu et al., 2014;
Schubert et al., 2020). Submesoscales can thus be split into quasi-balanced and unbalanced
dynamical regimes, where flow divergence in either regime determines the sign of cross-scale
fluxes. A Lorenz diagram using a filter cutoff of 8 km reveals the unbalanced submesoscale
energy budget (SKF). In this regime, shear production produces a downscale flux of KE, so
that both PE and KE follow a forward cascade. However, the cross-scale KE flux is small
compared with the main source and sink of submesoscales, i.e., baroclinic conversion and
vertical mixing. To be more specific, vertical mixing in our simulation dissipates about O(10)
mW m~2 of KE. This amount is comparable to the dissipation caused by boundary drag (top
and bottom), but much higher that the forward KE cascade, near 0.1 mW m~2 (Contreras
et al., 2023b). The importance of cross-scale KE fluxes on the overall submesoscale dynamics
thus appears very limited, while on the contrary, the important role of mesoscale straining
and frontogenesis is confirmed.

Our results show both similarities and contradictions with Cao et al. (2021). Using a high-
resolution forced oceanic simulation of the Kuroshio Current with 500-m grid resolution, they
find strong upscale flux of KE (SKE to BKFE), and downscale flux of PE (SPE and BPE).
Our results are only in agreement with the cascade of potential energy. Cao et al. (2021)
analyzed a short period of 2 weeks between April 28 and May 12. During spring, the process
of energization of mesoscale eddies by absorption of submesoscale eddies is particularly intense
(Contreras et al., 2023b; Schubert et al., 2020; Qiu et al., 2014), and can explain a stronger
KE inverse cascade than would appear in the annual mean. In addition, the inclusion in our
case of air-sea interaction may also explain some of the discrepancy. The top drag associated
with the current feedback effect reduces kinetic energy and thus weakens its cross-scale flux.
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Significant seasonal variability exists in the energy budget. Winter was found more en-
ergetic than summer. The energy input due to atmospheric forcing (wind stress, heat, and
freshwater fluxes) significantly increases in winter. Therefore, the larger energy reservoirs
enhance transfer and dissipation. In summer, the energy input is drastically reduced and
produce opposite effects.

Previous studies suggested that the intensification of submesoscale activity in winter is
caused by an increase of APFE due to wind-induced mixing and heat loss from the ocean
(Callies et al., 2015). However, in our simulation, APF is higher in summer than in winter.
This implies an additional pathway promoting mesoscale eddy stirring, frontogenesis and
baroclinic conversion (transfer from BPE to SPE then to SKE). It seems that wind stress
(FKp) rather than heat and freshwater fluxes (F'Ppg) play this role in our model, driving
large-scale and mesoscale activity.

The inclusion of tides and incoming internal waves in our simulation was accomplished
using boundary conditions from a lower resolution (2 km) simulation, as explained in Chapter
5. Due to the relatively low-frequency output of the parent simulation (once every three
hours), tides in the high-resolution simulation may be slightly underestimated, although we
are confident that the effect is very small based on sensitivity tests. Future studies should
improve the representation of tides by considering the methodology proposed in Chapter 5.

An important caveat of our study pertains to the definition of APE. Currently, there is
no consensus on the definition of APFE for the ocean (Huang, 1999) and various propositions
exist (Gill, 1982; Kang and Fringer, 2010; Molemaker et al., 2010; Saenz et al., 2015). The
most commonly used definition for APFE is the linear definition proposed by Gill (1982),
which is used also here because of its low computational cost and simplification of budget
equations. Nevertheless, when dealing with nonlinear stratification, this definition can lead
to known biases (Kang and Fringer, 2010). The baroclinic conversion terms PKp and PKg
are not affected by the APFE definition, but other terms of the potential energy budget may
be sensitive to the choice of definition. Future studies should test alternative definitions (e.g.,
Molemaker et al. 2010), to assess their impact on the energy budget. However, we expect
that our main conclusions will remain valid, at least qualitatively.

Although our simulation takes air-sea interactions into account, we have not assessed their
impact on the energy balance. Unlike a forced ocean simulation (not including current feed-
back to the wind stress), our ocean simulation should have reduced wind work (FKp and
FKg) and lower values of BKE and SKE (Renault et al., 2016a, 2018). In addition, the
inclusion of thermal feedback modifies heat fluxes (F'Ps and F'Pp), leading to a decrease in
APE, which could mitigate (sub)mesoscale eddy activity via baroclinic instability (PKg and
PKp) (Ma et al., 2016; Bishop et al., 2020; Renault et al., 2023b). The effect of these mech-
anisms at submesoscale remain incompletely understood, and future studies should examine
their role more closely.
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Conclusion

The Gulf Stream (GS) is a crucial component of the global climate and ocean circulation. It
is one of the most energetic ocean regions, with warm water transported poleward, leading to
an intense exchange of heat flux between the ocean and the atmosphere. Due to this process,
the GS aids in regulating the climate of the ocean and continents (Bryden et al., 2005).

The GS has been extensively studied and has shown complex dynamics influenced by
multiple mechanisms across varied temporal and spatial scales. At a larger scale, the North
Atlantic gyre circulation is determined by the Sverdrup balance between wind stress curl and
the differential rotation of the Earth (Sverdrup, 1947; Munk, 1950). However, the western
branch of the gyre (the GS) is strongly influenced by topography and the interaction between
eddies and mean flow (Kang and Curchitser, 2015; Schoonover et al., 2016; Ozgékmen and
Chassignet, 2002; Hughes and De Cuevas, 2001; Debreu et al., 2022; Renault et al., 2016a,
2023a).

Numerical ocean models have been a valuable tool for comprehending GS dynamics; how-
ever, they exhibit significant solution dispersion and biases when compared to in-situ and
satellite observations. Although a better resolution of mesoscale activity shows a significant
improvement, there is a point in the resolution refinement where the simulations tend to
produce an excess of kinetic energy. A realistic representation of kinetic energy sources and
sinks is therefore necessary to improve the representation of the GS kinetic energy balance.

Current theory on ocean energy balance is mainly derived from satellite and in-situ ob-
servations and numerical models, which describe scales ranging from mesoscale to large-scale
circulation (Ferrari and Wunsch, 2009; Wunsch and Ferrari, 2004; Scott and Wang, 2005).
However, recent studies have revealed the important role of submesoscale currents, although
a complete understanding of this phenomenon is still lacking (Klein et al., 2019). In this
study, we describe the pathway of kinetic energy in the GS and identify and quantify the
mechanisms that are involved in the dissipation of ocean circulation energy.

In Chapters 4 and 5, the energy cascade in the GS is described using a series of submesoscale-
permitting forced oceanic simulations with a grid space of 2 km. The simulations are con-
ducted both without tides (Chapters 4 and 5) and with tides (Chapter 5). The current
feedback effect to the wind stress (top drag) was included in both simulations using the stress
approach parameterization proposed by Renault et al. (2019a). We estimated the cross-
scale kinetic energy flux using the coarse-graining method (Aluie et al., 2018). This method
presents multiple advantages compared to spectral analysis. The coarse-graining method not
only allows for the description of spatial patterns of energy fluxes, but also avoids windowing
procedures while relaxing the assumptions of homogeneity and isotropy in the field. Our
results are consistent with the existing theory, indicating that there is a forward cascade at
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small scales and an inverse cascade at large scales. We confirm for the GS, through the use
of Helmholtz decomposition, that the inverse cascade is driven by balanced motion, while
unbalanced and balanced motions interact to produce the forward cascade. Specifically, the
forward cascade is driven by ageostrophic advection.

We provide further details on the processes at work in spatial and seasonal patterns. We
show that the spatial and temporal variations in the kinetic energy cascades depend on the
dominant energy transfer mechanisms. More specifically, Chapter 4 shows that variations in
the forward cascade follow those of a strong frontogenesis located on the North Wall of the
GS. Meanwhile, submesoscale eddies and fronts also have the potential to energize mesoscale
activity through absorption, a process that begins in winter and intensifies the inverse cas-
cade in spring. In Chapter 5, we show that tides affect cross-scale KE fluxes throughout the
year, with the greatest impact occurring during the summer months, intensifying the forward
cascade. Internal tides (most active in summer) appear to be the main driving force be-
hind this intensification. Our analysis shows that wave-flow interaction dominates wave-wave
interaction (wave turbulence). The specific mechanisms involved in wave-flow interaction
are unclear, but they seem consistent with the stimulated imbalance process proposed by
(Barkan et al., 2017), where externally forced internal waves stimulate a transfer of energy
from mesoscale to submesoscale eddies.

Chapters 4 and 5 present an original attempt to quantify and compare GS kinetic energy
sinks. In particular, interior dissipation, resulting from the forward cascade, is compared with
boundary and numerical dissipation processes. Our results suggest that interior dissipation
is about an order of magnitude smaller than top and bottom frictional dissipation. It is
therefore essential that models accurately represent dissipation at vertical boundaries.

In addition, numerical dissipation is larger than the flux of KE entrained at small scales
— assuming that this dissipation is meant to represent the continuation of a forward cascade
at sub-grid scales. As a consequence, it tends to strongly damp submesoscales in the model’s
dissipation range, i.e., the range defining the effective resolution of the model (5-10 dx here).
It seems therefore important to maintain that range below the zero crossing of energy flux
that separates inverse and forward cascade. It may be so at a model resolution of 2 km, when
using a fifth-order (UP5) momentum advection scheme, but not with third-order (UP3). In
the latter case, mesoscale energizing by submesoscales is compromised. Testing the model’s
sensitivity to UP5 and UP3 (Chapter 4), we find, as expected, that the higher-order scheme
is less dissipative and that its damping range appears within about 5 dx. Dissipation is
greater in UP3 and affects a wider spectrum (see examples of dissipation spectra in Soufflet
et al. 2016). However, this is not too detrimental to the model solution, given that the
energization process (upscale KE flux to the mesoscale) is relatively small compared with
mesoscale baroclinic conversion or boundary dissipation (see Chapter 6 and summary below).
Interestingly, when using UP5, the decrease in numerical dissipation is partially offset by an
increase in frictional dissipation at the vertical boundaries (less numerical dissipation leads
to more dissipation at the top and bottom). Consequently, part of mesoscale energization
is countered, if not by spurious numerical dissipation, then more realistically by boundary
processes (including boundary layer vertical mixing). In Chapter 5, our study reveals that



Conclusion and perspectives 139

tides also lead to an amplification of dissipation pathways, which is greater at the bottom.
Mesoscale activity in the GS is therefore reduced by the tides. Once again, modifying one
energy sink have an impact on the others, which do not necessarily operate in the same way.
This underlines the importance of an accurate representation of each sink to maintain an
energetically balanced system and realistic circulation.

To provide a comprehensive understanding of the GS energy pathway, Chapter 6 discusses
the submesoscale energy cycle with the Lorenz diagram (Lorenz, 1955). Our approach this
time involves a fully coupled air-sea model simulation that explicitly takes into account air-sea
interaction mechanisms, such as current feedback and thermal feedback that can impact both
the kinetic and potential energy reservoirs. The grid resolution of oceanic and atmospheric
simulations is 700 m and 2 km, respectively, with a computational domain centered around

the GS.

We analyze the budget of both kinetic and potential energy using Reynolds decompo-
sition to separate submesoscales from background scales (planetary and mesoscales) with a
cutoff at 16 km. The wind stress is the primary external source of kinetic energy, injecting
energy on a large scale. While the heat and freshwater fluxes also inject potential energy on
a large scale, their contribution is one order of magnitude smaller than the wind stress. The
background potential energy feeds the submesoscale potential energy via a forward potential
energy cascade driven by mesoscale stirring. Potential energy then feeds both the background
(mesoscale) and submesoscale kinetic energy reservoirs via vertical buoyancy fluxes — asso-
ciated with interior and surface baroclinic instability and strain-induced frontogenesis. This
result is important because it shows that the primary source of energy for submesoscale ki-
netic energy is provided by potential energy, rather than the transfer from mesoscale kinetic
energy through shear production.

With the 16 km cut-off scale, we find that shear production actually results in an upscale
transfer of kinetic energy from submesoscale to mesoscale. This study quantitatively confirms
that submesoscale processes contribute to energizing the larger scale, but that their contribu-
tion is minor compared, for example, to mesoscale baroclinic conversion. At submesoscales
below 10 km, the KE cascade changes sign as ageostrophic advection begins to play a more
important role (chapters 2 and 6). This is best illustrated by the use of an 8 km cut-off scale
to separate background and submesoscale reservoirs. This means that the mesoscale regime
can be separated into quasi-balanced and unbalanced dynamical regimes, where flux diver-
gence determines the direction of cross-scale fluxes. However, again, these fluxes, whatever
their direction, do not have a very significant impact on the energy budget, as they are minor
compared with baroclinic conversion or energy sinks. Consistently with Chapter 4, we also
find in Chapter 6 a significant seasonal variability in the energy balance, with winter being
the most energetic season.

In summary, the results of this thesis contribute to the knowledge of the energy cycle
in the ocean between mesoscale and submesoscale. More specifically, we have identified and
quantified the main sources and sinks of energy, as well as, described oceanic scale interaction
and the mechanism involved. These results allow us to improve the general outline of the
energy pathways of wind-driven circulation (Figure 6.19).
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Figure 6.19: Schematic view of the kinetic (KE) and potential (PE) energy cycles of the wind-
driven ocean circulation. The motions are decomposed into planetary scale (PS), mesoscale
(MS), balanced submesoscale (BSM), and unbalanced submesoscale (USM). Dark and light
green arrows represent, respectively, the cross-scale transfer of PE and KE through shear
production. The length of the arrows indicates the relative magnitudes of energy exchange.
The orange arrows represent the transfer between PE and KE through buoyancy production
(baroclinic conversion). The dominant mechanisms involved in energy fluxes are indicated
in corresponding colors. The arrows outside the gray area show the contribution of external
sources and sinks. Note that the main input of energy is provided by wind work at large scale
(at all scales below, wind work is a sink of energy). The scale at which the forward cascade is
observed marks the transition to from quasi-balanced to unbalanced submesoscale motions.
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Perspectives

Disentangle CFB and TFB contributions to submesoscale kinetic and po-
tential energy budgets

Recent studies indicate that the submesoscale is relevant to air-sea interaction (Strobach
et al., 2022; Chen et al., 2022; Bai et al., 2023; Su et al., 2018; Renault et al., 2018). For
example, submesoscale dynamics develop intense vertical heat transport that can modify heat
exchange between the ocean and the atmosphere (Su et al., 2018). Using a high-resolution (2
km) global ocean model, Su et al. (2018) found submesoscale upward heat transport five times
greater than that produced by mesoscales. Submesoscales may therefore significantly impact
TFB, potentially altering both potential and kinetic energy reservoirs. Previous studies have
also shown an increase in CFB at submesoscale (Renault et al., 2018; Chen et al., 2022).
Renault et al. (2018) find that CFB dampens submesoscale flows by 17%. They also note an
increase in baroclinic energy injection due to the generation of Ekman pumping.

In Chapter 6, we included air-sea interaction in our submesoscale-resolving simulation, but
did not specifically investigate the role of TFB or CFB in the submesoscale energy balance.
Assessing their contribution would require further coupled air-sea simulations, e.g., removing
submesoscale CFB in one simulation and submesoscale TFB in another — this can be done
by filtering out the currents or SST fields transferred to the atmospheric model as done by
Renault et al. (2019¢) for the mesoscale.

Further analysis would be needed to assess how submesoscale ocean dynamics influence
the energy balance of the atmosphere on the basis of a Lorenz diagram. This approach would
provide valuable information along the lines of that presented by Von Storch et al. (2012).

Submesoscale influence on inverse energy cascade

At present, there is converging evidence confirming the role of the submesoscale current in
energizing the large scale (Qiu et al., 2014; Schubert et al., 2020; Capet et al., 2016; Klein et al.,
2008; Contreras et al., 2023b; Balwada et al., 2022; Zhang et al., 2023). It would be interesting
to further analyze the relation between this energization and the GS energy sinks. Renault
et al. (2019b); Arbic et al. (2013) and Renault et al. (2023a) has shown that an increase
in top drag leads to a weaker inverse cascade, i.e. a weaker mean and eddy flow, which in
turn reduces the initial increase in energy sink (lower top and bottom frictional dissipation).
However, these studies did not resolve submesoscale motions. Based on our results, we expect
the energizing effect of submesoscales to be partially counterbalanced by an increase in energy
sinks, compared to a case with no submesoscales. To test this hypothesis, we could compare
two simulations, one with mesoscale resolution and the other with submesoscale resolution.
Both simulations should have the same configuration, including the representation of bottom
topography.
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Understanding the potential energy pathway

Our results show that potential energy (PE) is a key component of the energy cycle. PE
transfers energy to submesoscale and mesoscale KE via baroclinic instability. This transfer
from PE is the primary source of submesoscale KE. Yet little attention has been paid to the
PE pathway compared to the KE pathway.

A problem faced in the analysis of PE is the definition of APE, since there is no con-
sensus on the definition of APE for the ocean (Huang, 1999). A first step further will be
the exploration of alternative definitions (e.g., Molemaker and McWilliams 2010) to assess
the PE budget’s sensitivity to the choice of APE definition. In addition, future work should
explain the energy cascade of potential energy in more detail. This implies the description of
the spatial and temporal variability of PE cascade, as well as the mechanisms involved. Fur-
thermore, a more detailed description of the PE sources and sinks should be done, including
the analysis of numerical dissipation, possibly by remaining spurious diapycnal mixing in the
model (Marchesiello et al., 2009).

The Energy Cycle in Eastern Boundaries

The aim of this thesis is to understand the path of kinetic energy in the GS, in the hope of
contributing to a better prediction of circulation in this region. Nevertheless, some of the
results of this study may prove useful in understanding the dynamics of other regions.

A comparable energy pathway can be anticipated in other western boundary currents, es-
pecially in the Kuroshio Current, which exhibits dynamics similar to that of the GS. However,
our results may not be entirely valid in regions such as eastern boundary currents (EBCs).
The dynamics of these regions are different, as they are low-energy, their kinetic energy being
almost two orders of magnitude lower than that of the WBCs (the mean current is slow,
transporting cool upwelled water to the equator). It is not clear that the EBC energy cycle is
driven by the same dominant mechanisms as in WBCs, and that similar, but weaker, energy
fluxes and sinks would drive their energy pathway.

The mechanism developed in EBCs may differ from that of WBCs in several ways.
Mesoscale eddies are generated throughout the global ocean, but the westward propagation
of Rossby waves makes EBC systems more open to the export of eddies (Marchesiello et al.,
2003) and therefore different from WBC systems in terms of eddy-mean flow interaction. Al-
though Capet et al. (2008d) showed a forward cascade for the California current system (using
spectral analysis), we expect it to be weaker than in the GS with its strong eddy activity.
On the other hand, intense upwelling develops seasonally along eastern borders, which favors
the development of frontogenesis and frontal instabilities. Top drag is of lesser magnitude in
EBCs, as is mesoscale EKE, but not in terms of relative importance (Renault et al., 2016a).
In fact, the strongly baroclinic nature of currents in these systems necessarily reduces their
interaction with the bottom, which should be compensated for by top drag, as recently shown
by Renault et al. (2023a). Another point of difference is that the heat flux in EBCs is reversed
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compared to WBCs, meaning that heat is transferred from the atmosphere to the ocean. This
can have an impact on the PE budget, although, as observed in Chapter 6, surface buoyancy
flux has a minor contribution to the energy budget.

Future studies should analyze and quantify the energy cycle of EBCs in a way comparable
to our GS budget, to broaden our understanding of gyre dynamics. It could also be extended
to other regions of the world ocean, in particular the Southern Ocean, which is rich in eddy
activity.

Expected benefits from the new generation of satellites

Our analysis requires comparison with observational data, which can be achieved using fu-
ture generations of satellite altimetry data. The recently launched SWOT (Surface Water
and Ocean Topography) altimetry mission is one such source. Data obtained from SWOT al-
timetry will facilitate the description of motions at scales below 30 km, helping to understand
submesoscale effects on ocean dynamics. However, the data can only represent the geostrophic
currents, making it impossible to describe the forward cascade of KE. A potential alternative
is the Odysea satellite mission (Bourassa et al., 2016; Rodriguez et al., 2018), which aims to
consistently measure total surface currents, including geostrophic and ageostrophic compo-
nents, as well as surface stress. This would make it possible not only to describe the forward
cascade, but also to estimate wind work.
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Conclusion

Le Gulf Stream (GS) est un élément crucial du climat mondial et de la circulation océanique.
Il s’agit de I'une des régions océaniques les plus énergiques et qui est caractérisée par d’intenses
échanges de chaleur, moment et gaz entre I'océan et ’atmosphere. Le GS contribue ainsi a
réguler le climat de la Terre.

Le GS a fait ’objet d’études approfondies et a montré une dynamique complexe influencée
par de multiples mécanismes & différentes échelles temporelles et spatiales. A grande échelle,
la circulation du gyre de I’Atlantique Nord est déterminée par ’équilibre de Sverdrup entre
le rotationnel de la tension de vent et la rotation de la Terre (Sverdrup, 1947; Munk, 1950).
Cependant, la branche occidentale du gyre (c’est-a-dire le GS) est fortement influencée par la
topographie et l'interaction entre les tourbillons et le courant moyen (Kang and Curchitser,
2015; Schoonover et al., 2016; Ozgokmen and Chassignet, 2002; Hughes and De Cuevas, 2001;
Debreu et al., 2022; Renault et al., 2016a, 2023a).

Les modeles numériques océaniques ont été un outil essentiel pour comprendre la dy-
namique du GS ; cependant, ils présentent une large dispersion de solutions ainsi que des biais
significatifs lorsqu’ils sont comparés aux observations in situ et satellite. Ces dernieres années,
le rafinement de la résolution spatiale dans les modeles numériques a permis une meilleure
représentation de 'activité de mésoéchelle et ainsi une nette amélioration de la représenta-
tion du GS. Cependant, des biais persistent dans ces simulations, comme par exemple un
exces d’énergie cinétique avec comme conséquence un GS trop méandreux et instable. Une
compréhension et une représentation réaliste des sources et des puits d’énergie cinétique et
potentielle est donc nécessaire pour améliorer les simulations du GS.

La théorie actuelle sur le cycle énergétique des océans est principalement dérivée des
observations satellitaires et in situ et des modéles numériques, qui ont pu permettre de décrire
les échelles spatiales allant de 1’échelle planétaire a la mésoéchelle (Ferrari and Wunsch, 2009;
Wunsch and Ferrari, 2004; Scott and Wang, 2005). Cependant, des études récentes ont révélé
le role important des courants a sous-mésoéchelle, bien qu’'une compréhension compléte de
ce phénomene fasse encore défaut (Klein et al., 2019). Le but de cette these était ainsi de
décrire les routes d’énergie dans le GS ainsi qu’identifier et quantifier les mécanismes qui sont
impliqués dans la dissipation de I’énergie de la circulation océanique.

Dans les Chapitres 4 et 5, la cascade d’énergie au niveau du GS est décrite a I’aide d’une
série de simulations océaniques forcées a sous-mésoéchelle avec un résolution spatiale de 2
km. Les simulations sont effectuées sans marées (Chapitres 4 et 5) et avec marées (Chapitre
5). L’effet du "Current Feedback", c’est & dire de la rétroaction des courants océaniques
sur 'atmospheére (trainée de surface) a été inclu dans les deux simulations en utilisant une
paramétrisation proposéee par Renault et al. (2019a). Nous avons estimé les flux d’énergie
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cinétique entre les échelles spatiales en utilisant la méthode du coarse-graining (Aluie et al.,
2018). Cette méthode présente de multiples avantages par rapport a l’analyse spectrale. Elle
permet non seulement de décrire la variabilité spatiale des flux d’énergie, mais aussi d’éviter
les procédures de fenétrage tout en relachant les hypotheses d’homogénéité et d’isotropie
dans le signal. Nos résultats sont cohérents avec la théorie existante, indiquant qu’il existe
une cascade directe aux petites échelles et une cascade inverse aux grandes échelles, mais en
apportant des précisions. Nous confirmons pour le GS, par l'utilisation de la décomposition
de Helmholtz, que la cascade inverse est induite par les courants géostrophiques ("balanced
currents'), tandis que les courants geostrophiques et agéostrohiques interagissent (advection
agéostrophique) pour produire une cascade directe vers les petites échelles.

Nous apportons des précisions sur les processus a 'oeuvre dans la variabilité spatiale et
saisonniere. Nous montrons que la variation spatiale et temporelle de la cascade d’énergie
cinétique dépend des mécanismes dominants des transferts d’énergie. Plus précisément, le
Chapitre 4 montre que les variations de la cascade directe suivent celles d’une forte fronto-
genese située au niveau de la facade Nord du GS. Par ailleurs, les tourbillons et les fronts
de sous-mésoéchelle ont également le potentiel de dynamiser ’activité de mésoéchelle par ab-
sorption, un processus qui commence en hiver et intensifie la cascade inverse au printemps.
Dans le Chapitre 5, nous montrons que les marées affectent la cascade d’énergie tout au long
de 'année, I'impact le plus important se produisant pendant les mois d’été avec une intensi-
fication de la cascade directe. Les marées internes (les plus actives en été) semblent étre le
principal responsable de cette intensification. Notre analyse montre que I'interaction ondes-
courant domine l'interaction onde-onde (turbulence des ondes). Les mécanismes spécifiques
impliqués dans l'interaction onde-courant ne sont pas clairs, mais ils semblent cohérents avec
le processus de déséquilibre stimulé proposé par (Barkan et al., 2017), via lequel les ondes in-
ternes stimulent un transfert d’énergie des tourbillons de la mésoéchelle a la sous-mésoéchelle.

Les Chapitres 4 et 5 présentent une approche originale visant & quantifier et & comparer
les puits d’énergie cinétique du GS. En particulier, la dissipation intérieure, qui résulte de
la cascade directe, est comparée aux processus de dissipation numérique et aux processus
de dissipation frictionel aux limites verticales. Nos résultats suggerent que la dissipation
intérieure est d’'un ordre de grandeur inférieur a la dissipation frictionelle en surface et au
fond. Il est donc essentiel que les modeles représentent cette derniere avec précision.

De plus, le flux de KE vers les petites échelles est beaucoup plus faible que la dissi-
pation numérique, généralement considérée comme une dissipation sous-maille de 1’énergie
transférée par la cascade. En conséquence, elle tend a amortir fortement la dynamique de
sous-mésoéchelle dans la plage de dissipation du modele, i.e, la plage définissant sa résolution
effective (5-10 dz ici). Il semble donc important de maintenir cette plage en dessous du point
zéro du flux d’énergie qui sépare la cascade inverse de la cascade directe. Cela peut étre le cas
lorsque, & une résolution de 2 km, nous utilisons un schéma d’advection de quantité de mou-
vement du cinquieme ordre (UP5), mais pas un schéma du troisiéme ordre (UP3). Dans ce
dernier cas, la dynamisation de la mésoéchelle par la sous-mésoéchelle est compromise. En tes-
tant la sensibilité du modele aux schémas UP5 et UP3 (Chapitre 4), nous constatons, comme
prévu, que le schéma d’ordre supérieur est moins dissipatif et que sa plage d’amortissement
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apparait dans un rayon d’environ 5 dz. La dissipation est plus importante dans UP3 et af-
fecte un spectre plus large (voir les exemples de spectres de dissipation dans Soufflet et al.
(2016)). Cependant, cela n’est pas trop préjudiciable a la solution du modele, étant donné
que le processus d’énergisation (flux de KE vers la mésoéchelle) est relativement faible par
rapport & la conversion barocline & mésoéchelle ou a la dissipation en surface et au fond (voir
le Chapitre 6 et le résumé ci-dessous). Il est intéressant de noter qu’en utilisant UP5, la
diminution de la dissipation numérique est partiellement compensée par une augmentation
de la dissipation frictionelle (moins de dissipation numérique conduit & plus de dissipation en
surface et au fond). Par conséquent, I’énergisation de la mésoéchelle est atténuée, si ce n’est
par une dissipation numérique artificielle, du moins de maniére plus réaliste par des processus
physiques (le mélange vertical dans la couche limite et les frictions de fond et de suface). Dans
le Chapitre 5, notre étude révele que les marées conduisent également & une amplification des
routes de dissipation, notamment plus importante au fond de ’océan, et une réduction de la
cascade inverse. L’activité de mésoéchelle dans le GS est donc réduite par les marées. Une
fois de plus, la modification d’un puits d’énergie a un impact sur les autres, qui ne sont pas
équivalents du point de vue de leur effet sur la dynamique. Ceci souligne 'importance d’une
représentation précise de chaque puits pour maintenir un systéme énergétiquement équilibré
et une circulation réaliste.

Afin d’apporter une compréhension compléte des routes d’énergie du GS, le Chapitre 6 ex-
amine le cycle énergétique a 1’aide d’un diagramme de Lorenz (Lorenz, 1955). Notre approche
implique cette fois une simulation couplée océan-atmosphere qui prend ainsi explicitement en
compte les mécanismes d’interaction océan-atmosphere, tels que les rétroactions thermique
(via la SST) et mécanique (via les courants). Ces derniéres peuvent avoir un impact a la fois
sur les réservoirs d’énergie cinétique et potentielle. La résolution spatiale de ces simulations
océanique et atmosphérique est de 700 m et 2 km, respectivement, avec un domaine de calcul
recentré autour du GS.

Nous analysons le budget de I’énergie cinétique et potentielle en utilisant une décom-
position de Reynolds pour séparer la sous-mésoéchelle des grandes échelles (planétaires et
mésoéchelles) avec une coupure & 16 km. La tension de vent est la principale source ex-
terne d’énergie cinétique, injectant de I’énergie a grande échelle. Les flux de chaleur et d’eau
douce injectent également de 1’énergie potentielle a grande échelle, mais leur contribution
est inférieure d’un ordre de grandeur a celle de la tension de vent. L’énergie potentielle a
grande échelle alimente I'énergie potentielle & plus fine échelle par une cascade d’énergie po-
tentielle directe entrainée par le brassage des tourbillons de mésoéchelle. L’énergie potentielle
alimente ensuite les réservoirs d’énergie cinétique de mésoéchelle et de sous-mésoéchelle par
I'intermédiaire de flux verticaux de flottabilité — associés a 'instabilité barocline intérieure
et de surface ainsi qu’a la frontogenese induite par les contraintes de déformation. Ce résul-
tat est important car il montre que la principale source d’énergie cinétique a mésoéchelle est
fournie par ’énergie potentielle, plutdét que par le transfert direct de I’énergie cinétique de
mésoéchelle (par production de cisaillement).

Avec ’échelle de coupure de 16 km, nous constatons que la production de cisaillement pro-
duit en fait un transfert d’énergie cinétique de la sous-mésoéchelle vers la mésoéchelle (cascade
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inverse). Cette étude confirme quantitativement que les processus a sous-mésoéchelle con-
tribuent a dynamiser 1’échelle supérieure, mais que leur contribution est mineure par rapport,
par exemple, a la conversion barocline a mésoéchelle. Ce n’est qu’aux échelles inférieures a 10
km que la cascade de KE change de signe, car 'advection agéostrophique commence a jouer
un role plus important (Chapitres 2 et 6). L’utilisation d’une échelle de coupure de 8 km pour
séparer les réservoirs de sous-mésoéchelle du reste en est la meilleure illustration. Cela signi-
fie que le régime de sous-mésoéchelle peut étre séparé en régimes dynamiques quasi-équilibré
et déséquilibré, ou la divergence des courants détermine la direction des flux inter-échelles.
Cependant, une fois encore, ces flux, quelle que soit leur direction, n’ont pas un impact tres
important sur le budget énergétique, car ils sont mineurs par rapport a la conversion baro-
cline ou aux puits d’énergie. En accord avec le Chapitre 4, nous trouvons également dans le
Chapitre 6 une variabilité saisonniere significative dans le budget énergétique, ’hiver étant la
saison la plus énergétique.

En résumé, les résultats de cette theése contribuent a une meilleur connaissance du cycle
de I’énergie dans I'océan. Plus spécifiquement, nous avons identifié et quantifié les princi-
pales sources et puits d’énergie, ainsi que décrit les interactions d’échelle dans 'océan et les
mécanismes impliqués. Ces résultats nous permettent d’améliorer le schéma général du cycle
d’énergie dans la circulation océanique (Figure 6.19).

Perspectives

Démeéler les contributions de CFB et TFB aux bilans d’énergie cinétique et
potentielle & sous-mésoéchelle.

Des études récentes indiquent que les interactions océan-atmosphere a sous-mésoéchelle au-
raient un effet significatif aussi bien pour 'océan que pour I'atmosphere (Strobach et al., 2022;
Chen et al., 2022; Bai et al., 2023; Su et al., 2018; Renault et al., 2018). Par exemple, la
dynamique de sous-mésoéchelle développe un intense transport vertical de chaleur qui peut
modifier les échanges thermiques entre 'océan et 'atmosphere (Su et al., 2018). En utilisant
un modele océanique global (mais forcé) a haute résolution (2 km), Su et al. (2018) a con-
staté que le transport de chaleur induit par la sous-mésoéchelle était cinq fois plus important
que celui produit par la mésoéchelle. Les courants de sous-mésoéchelle pourraient donc avoir
un impact significatif sur 'interaction thermique entre I'océan et ’atmosphere, en modifiant
les réservoirs d’énergie potentielle et cinétique. Des études antérieures suggerent également
un role important de l'interaction mécanique entre les courants et I’atmosphere sur la déter-
mination de lactivité de sous-mésoéchelle (Renault et al.; 2018). Renault et al. (2018) ont
constaté que cette interaction amortit I'activité de sous-mésoéchelle de 17%. Ils ont également
constaté une augmentation de l'injection d’énergie barocline dii au pompage d’Ekman associé
au couplage.

Dans le chapitre 6, nous avons développé une simulation couplée qui inclut donc les in-
teractions entre I’'océan et 'atmosphere. Cependant, nous n’avons pas étudié spécifiquement
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le role de ces interactions dans le bilan énergétique a sous-mésoéchelle. L’évaluation de leur
contribution nécessiterait d’autres simulations couplées air-mer, e.g., dans lesquelles on pour-
rait ignorer 'impact de I'interaction thermique ou mécanique en lissant les champs de SST ou
de courants de surface envoyés par 'océan a l’atmospheére comme cela a été fait par Renault
et al. (2019¢) pour la mésoéchelle.

Une analyse plus approfondie serait nécessaire pour évaluer comment la dynamique des
océans a sous-mésoéchelle influence le bilan énergétique de I’atmosphere sur la base d’un
diagramme de Lorenz. Cette approche fournirait des informations précieuses dans la lignée
de celles présentées par Von Storch et al. (2012).

Influence de la sous-mésoéchelle sur la cascade inverse d “énergie

Actuellement, des preuves convergentes confirment le role des courants de sous-mésoéchelle
dans 1’énergisation des échelles supérieures (Qiu et al., 2014; Schubert et al., 2020; Capet
et al., 2016; Klein et al., 2008; Contreras et al., 2023b; Balwada et al., 2022; Zhang et al.,
2023).

Il serait intéressant d’analyser plus en détail la relation entre cette énergisation et les
puits d’énergie du GS. Renault et al. (2019b); Arbic et al. (2013) et Renault et al. (2023a)
ont montré que la prise en compte de la trainée de surface (par l'interaction mécanique entre
l'océan et 'atmosphere), entraine une réduction de la cascade inverse d’énergie. Toutefois,
ces études ne prennent pas en compte les processus de sous-mésoéchelle. Sur la base de nos
résultats, nous nous attendons a ce que 'effet énergisant de la sous-mésoéchelle soit partielle-
ment contrebalancé par une augmentation des puits d’énergie, par rapport a un cas sans
sous-mésoéchelles. Pour tester cette hypotheése, nous pourrions comparer deux simulations,
I'une avec une résolution a méso-échelle et 'autre avec une résolution & sous-méso-échelle.
Les deux simulations devraient avoir la méme configuration, y compris pour la représentation
de la topographie.

Comprendre la voie de ’énergie potentielle

Nos résultats montrent que ’énergie potentielle est un élément clé du cycle énergétique a
mésoéchelle et a plus fine échelle. L’énergie potentielle est convertie via I'instabilité barocline,
constituant la principale source d’énergie cinétique a mésoéchelle. Cependant, jusqu’a présent,
une attention moindre a été accordée a sous-mésoéchelle au chemin d’énergie potentielle par
rapport & celui de ’énergie cinétique.

L’un des problemes rencontrés dans 'analyse de 1’énergie potentielle est la définition de
Iénergie potentielle disponible (APE), puisqu’il n’y a pas de consensus sur cette définition
pour l'océan (Huang, 1999). Une premiére étape consisterait a explorer d’autres définitions
(e.g., Molemaker and McWilliams 2010) afin d’évaluer la sensibilité du budget de I’énergie
potentielle au choix de la définition de ’APE. En outre, les travaux futurs devraient expliquer
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plus en détail la cascade énergétique de 1’énergie potentielle. Cela implique la description de
la variabilité spatiale et temporelle de cette cascade, ainsi que des mécanismes impliqués. En
outre, une description plus détaillée des sources et des puits d’énergie potentielle devrait étre
effectuée, y compris 'analyse de la dissipation numérique, en particulier celle du mélange
diapycnal artificielle qui subsiste probablement dans le modele (Marchesiello et al., 2009).

Le cycle de I’énergie sur les Bord-Est des bassins

L’objectif de cette thése est de comprendre la cycle de I’énergie cinétique dans le GS, dans
I’espoir de contribuer & une meilleure prédiction de la circulation dans cette région. Néan-
moins, certains des résultats de cette étude peuvent s’avérer utiles pour comprendre la dy-
namique d’autres régions.

Un cycle comparable peut étre anticipé pour les autres courants de Bord Ouest, en partic-
ulier le courant de Kuroshio, qui présente une dynamique similaire & celle du GS. Cependant,
nos résultats peuvent ne pas étre entierement valables dans des régions telles que celles des
courants de Bord Est (EBCs). La dynamique de ces régions est différente, car elles sont peu
énergétiques, leur énergie cinétique étant inférieure de preés de deux ordres de grandeur a
celle des WBCs (le courant moyen est lent, transportant de I’eau resurgente vers I’équateur).
Il n’est pas certain que le cycle énergétique des EBCs soit régi par les mémes mécanismes
dominants que ceux des WBCs, et que les flux et puits d’énergie (nécessairement plus faibles)
s’y expriment de maniere similaire.

Le mécanisme développé dans les EBCs peut différer de celui des WBCs de plusieurs
facons. Les tourbillons de mésoéchelle sont générés comme dans le reste de 1'océan, mais
la propagation vers 'ouest des ondes de Rossby rend les EBCs plus propices a ’export des
tourbillons (Marchesiello et al., 2003) et donc different des WBCs en termes d’interaction
entre tourbillon et courant moyen (avec une cascade inverse éventuellement réduite). Bien
que Capet et al. (2008d) ait montré une cascade directe pour le courant de Californie (en
utilisant une analyse spectrale), nous nous attendons a ce qu’elle soit plus faible que dans le
GS avec sa forte activité tourbillonnaire. Par contre, une intense résurgence d’eau se développe
de fagon saisonniere le long des Bord Est, ce qui favorise le développement de la frontogenese
et des instabilités frontales. Les puits d’énergie induits par l'interaction des courants avec
l’atmosphére sont moins intenses en valeur absolue dans les EBCs (car 'EKE de mésoéchelle
est moins forte), mais ce n’est pas le cas en termes relatifs (Renault et al., 2016b,a). Par
ailleurs, la nature fortement barocline des courants dans ces systémes réduit nécessairement
leur interaction avec le fond, qui devrait étre compensée par la trainée de surface induite par
I'interaction courant-vent, comme nous l’avons récemment montré Renault et al. (2023a). Un
autre point de différence est que le flux de chaleur dans les EBCs est inversé par rapport aux
WBC, ce qui signifie que la chaleur est transférée de ’atmosphére vers 'océan. Cela peut
avoir un impact sur le bilan énergétique, méme si, comme nous ’avons vu au Chapitre 6, le
flux de flottabilité de surface a une contribution mineure au bilan énergétique.

Les études futures devraient analyser et quantifier le cycle énergétique des EBC d’une
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maniere comparable a notre budget GS, afin d’élargir notre compréhension de la dynamique
des gyres. Elles pourraient également étre étendues a d’autres régions de I'océan mondial, en
particulier & 'océan Austral, qui est riche en activité tourbillonnaire avec un courant moyen
particulierement intense.

Bénéfices attendus de la nouvelle génération de satellites

Notre analyse nécessite une comparaison avec des données observées, ce qui peut étre réalisé en
utilisant les futures générations de données altimétriques satellitaires. La mission altimétrique
SWOT (Surface Water and Ocean Topography) récemment lancée devrait s’avérer utile dans
ce sens. Les données obtenues griace a l'altimétrie SWOT faciliteront la description des
mouvements a des échelles inférieures a 30 km, ce qui permettra de comprendre les effets a
sous-mésoéchelle sur la dynamique des océans. Cependant, les données ne peuvent représenter
que les courants géostrophiques, ce qui rend impossible la description de la cascade directe
d’énergie comme nous ’avons démontré dans cette these. Une mission complémentaire serait
la projet satellite Odysea (Bourassa et al., 2016; Rodriguez et al., 2018), qui vise a mesurer de
manieére cohérente les courants de surface totaux, y compris les composantes géostrophiques
et agéostrophiques, ainsi que la tension de vent. Cela permettrait non seulement de décrire
la cascade directe, mais aussi d’estimer les échanges d’énergie entre ’'océan et I’atmosphere.
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