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Introduction

Energy production and nuclear power

In 2019, the global energy consumption reached 116 000 terawatts hour (TWh) [1].

The global electricity consumption in 2019 reached 23 000 TWh, nearly 20% of the en-

ergy consumption [1].

The global electricity mix relies heavily on fossil fuels � 63% of the total in 2019

(Figure 1). Energy and heat production thus accounted for 30% of global greenhouse

gas emissions in 2019. In order to limit global warming, the use of fossil fuels must be

drastically reduced within the next years. This requires both an increased electricity

share in the global energy mix � through the electri�cation of transportation and

heating for exemple � and the decarbonisation of the global electricity mix.

Nuclear power is a controllable, low-carbon electricity source. It is thus one of

the main tools at our disposal to decarbonise electricity production. Nuclear power yet

su�ers from some problems that hinder its global development:

- The complexity of the technology, associated with the risk of nuclear proliferation,

hinders its implementation in developing countries.

- In developed countries, a signi�cant proportion of the public opinion is opposed

to nuclear power, mainly due to the risk of nuclear accidents and the di�culty to

manage nuclear wastes.

The Generation IV International Forum (GIF [2]) is an international organi-

sation that promotes the development of so-called fourth generation nuclear reactors.

Generation IV designs must be e�cient in fuel consumption and waste production,

meet strict safety and non-proliferation standards, while being economically competi-

tive. Six designs among around 120 have been selected by GIF, including the Molten

Salt Reactor (MSR).
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Figure 1: Global electricity mix in 2019 (data from IEA [1]).

Molten salt reactors from the past and present

In a circulating-fuel molten salt reactor, the nuclear fuel is liquid, in the form

of a high-temperature salt, which acts both as the fuel and the primary coolant. This

design has many advantages:

� The salt is at high temperature, which improves the thermodynamic e�ciency of

the reactor.

� The system operates at ambient pressure, which simpli�es the reactor vessel design

and reduces the risk of explosion.

� The system operates without water, sodium, or any �ammable substance.

� In case of a breach, the liquid fuel will naturally �ow into a collector beneath the

core. It will cool and solidify in this collector, trapping radioactive species.
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� The reactor has a strong negative temperature feedback coe�cient, thanks to the

fuel density feedback. This greatly improves the passive stability of the system,

as well as its load-following capability.

� The fuel composition can be adjusted during operation, by batch or continuously.

This limits the need for excess reactivity, and improves the reactor overall avail-

ability.

� The fuel being also the coolant, an MSR is a good fast-spectrum reactor candidate.

A fast reactor can be used as a breeder to consume fertile matter � natural or

depleted uranium, thorium � which would greatly increase the available fuel

inventory. A fast reactor can also be used as a burner to consume actinides,

which would reduce the nuclear �eet waste production.

The main drawback regarding the development of MSRs is their low Technology

Readiness Level (TRL): few reactors have been built in the world, and many questions

remain unanswered regarding the behaviour of such reactors, especially regarding the

complex chemistry of the fuel salt. Despite their low TRL, MSRs are actually quite an

"old" reactor concept.

The MSR concept was �rst studied in the 1950s at Oak Ridge National Labo-

ratory (ORNL) [3]. The U.S. army at the time wanted to create a nuclear-propelled

aircraft, and the compactness and load-following capability of an MSR made it a natu-

ral candidate. This Aircraft Nuclear Propulsion Project (ANP) led to the construction

of the �rst-ever MSR, the Aircraft Reactor Experiment (ARE), at ORNL [4]. The ARE

went critical in November 1954, and functioned for 221 hours before �nal shutdown.

Ten years later, ORNL started the construction of a bigger experiment, the

Molten Salt Reactor Experiment (MSRE [5]). The MSRE went critical in 1965, and

operated until 1969. The goal of the MSRE was to demonstrate the safety and reliability

of a molten salt power reactor. ORNL started to develop such a reactor, through the

Molten Salt Breeder Reactor Project (MSBR [6]). However, the funding for the project

stopped in 1976 and the MSBR was never built.

The research on MSRs nonetheless subsisted. In France, studies and evalua-

tions of the MSBR were performed by the Commissariat à l'Énergie Atomique (CEA)

and Électricité de France (EDF) [7]. The TASSE concept [8] in CEA, as well as the

AMSTER and REBUS concepts [9, 10] in EDF, were studied in the 1990s and 2000s.
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In 1998, the Centre National de la Recherche Scienti�que (CNRS) began working

on MSRs, and developed the Molten Salt Fast Reactor (MSFR) concept [11]. In 2001,

the GIF was created and selected the MSR as a fourth generation reactor [2].

Since the 2010s, many MSRs concepts are studied throughout national projects

�MSFR in Europe [12], MOSART in Russia [13], TMSR in China [14] � and numerous

startups [15�20].

The development of these di�erent designs is mostly based on numerical simu-

lations. These simulations in turn require the development of speci�c codes, adapted

to the particular physics of MSRs � the strong temperature feedbacks, the transport

of delayed neutron precursors with the �ow, and the turbulent �uctuations in the core.

Turbulence and �uctuations in MSRs

In the ARE and the MSRE, the fuel salt �owed in the core through a lattice of

pipes or channels surrounded by a moderator material � BeO or graphite. In more

recent, fast-spectrum designs, like in the MSFR, the fuel salt �ows freely through a

toroidal-shaped core cavity.

This �ow is usually highly turbulent. The velocity and temperature �elds in

the core thus �uctuate, which in turn causes the neutron �ux and the power density

distribution to �uctuate through the neutronic feedbacks. These turbulent �uctuations,

depending on their amplitudes and frequencies, could disturb the reactor control and

accelerate the ageing of the reactor vessel.

In order to model these �uctuations, simulations combining Computational Fluid

Dynamics (CFD) and neutronics are necessary to correctly model the velocity, tempera-

ture, neutron �ux and power density distributions. In CEA, a high-�delity multiphysics

calculation tool for MSRs analysis has been developed, which couples existing calcula-

tion codes: the deterministic neutron transport code APOLLO3® [21] � and notably its

SN -transport solver MINARET� and the CFD calculation platform TRUST/TrioCFD [22].

Objectives of this thesis

The goal of this PhD thesis is to model and analyse turbulent �uctuations in

MSR cores, using CEA's multiphysics tool.

In the �rst two chapters, we introduce the equations that describe the neutronic
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and thermal-hydraulic behaviour of a nuclear reactor, and how they are coupled in an

MSR. We then present how these equations can be discretised and numerically solved.

Finally, we present some multiphysics codes developed for MSR simulations, and more

speci�cally the CEA code APOLLO3® � TrioCFD.

The objective of the third chapter is to validate the APOLLO3® � TrioCFD code by

developing a numerical model of the historical Aircraft Reactor Experiment (ARE). To

achieve this, the �rst step is to create a thermal-hydraulic numerical model of the ARE

in TrioCFD, a neutronic numerical model of the ARE in APOLLO3®, and to couple both

models. The second step is to reproduce selected experiments performed on the ARE

using our numerical model, in order to validate the multiphysics code on experimental

data.

In the fourth chapter, the objective is to use the APOLLO3® � TrioCFD code

to model the turbulent �uctuations in the Molten Salt Fast Reactor (MSFR) design.

To achieve this, the �rst step is to create a thermal-hydraulic numerical model of the

MSFR in TrioCFD, and to perform CFD-only simulations of the core in order to assess

the sensitivity of our model to di�erent parameters, and compare our simulations with

other CFD codes. The second step is to create a neutronic numerical model of the

MSFR in APOLLO3®, and to couple it with our thermal-hydraulic model. The last step

is to couple both models and to perform steady-state and transient simulations.
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Chapter I

Reminders on nuclear reactor physics

The purpose of this chapter is to present elements of neutron-

ics (Section I.1) and thermal-hydraulics (Section I.2) that are

involved in nuclear reactor physics, as well as the equations gov-

erning both physics. We then show how these equations are modi-

�ed and coupled in the speci�c case of molten salt reactor physics

(Section I.3).

The material reported here is mostly taken from [23�25] for neu-

tronics, and [26�28] for thermal-hydraulics.

I.1 Neutronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

I.1.a The �ssion process and the chain reaction . . . . . . . . . . 23

I.1.b Cross sections and neutronic feedbacks . . . . . . . . . . . . 25

I.1.c Fast and thermal neutrons . . . . . . . . . . . . . . . . . . . 27

I.1.d Delayed neutrons and e�ective delayed neutron fraction . . . 28

I.1.e The Boltzmann equation . . . . . . . . . . . . . . . . . . . . 29

I.1.f The steady-state Boltzmann equation . . . . . . . . . . . . . 32

I.1.g The adjoint problem and adjoint �ux . . . . . . . . . . . . . 33

I.2 Thermal-hydraulics . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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I.2.a Eulerian speci�cation and Navier-Stokes equations . . . . . . 33

I.2.b The pressure equation . . . . . . . . . . . . . . . . . . . . . 34

I.2.c Turbulent �ows . . . . . . . . . . . . . . . . . . . . . . . . . 35

I.2.d Turbulent transport of energy and concentration . . . . . . . 37

I.2.e Buoyancy: the Boussinesq approximation . . . . . . . . . . . 38

I.2.f Wall �ows . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

I.3 Molten salt reactors physics . . . . . . . . . . . . . . . . . . . . . . . 41

I.3.a The coupled neutronic�thermal-hydraulic problem . . . . . . 41

I.3.b Transport of the delayed neutrons precursors . . . . . . . . . 42

I.3.c Wall laws for MSRs . . . . . . . . . . . . . . . . . . . . . . . 43

I.1 Neutronics

I.1.a The �ssion process and the chain reaction

In a nuclear reactor, the energy comes mainly from �ssion processes. Following

the discovery of the atomic nucleus by Rutherford in 1911 [29] and the discovery of the

neutron by Chadwick in 1932 [30], Hahn and Strassmann bombarded uranium nuclei

with neutrons in 1938 [31, 32] in order to obtain elements heavier than uranium, but

instead observed the formation of light elements � around half the atomic number of

uranium. Meitner and Frisch explained this phenomenon in February 1939 by theorizing

nuclear �ssion [33]. They also estimated the released energy of �ssion at about 200

mega-electronvolts (MeV). In March of the same year, Von Halban and al. discovered

that the �ssion reaction generated new neutrons [34], which led to the possibility of a

chain reaction [35].

In a neutron-induced �ssion, a target nucleus � for example 235U � absorbs

a neutron. The new nucleus is highly unstable and may emit neutrons and photons,

before breaking into two (or more) fragments, called the primary fragments. The time

between the neutron absorption and the scission is around 10−20 s. A schematic view

of the neutron-induced �ssion of 235U is presented in Figure I.1.
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The primary fragments very rapidly emit new neutrons, called prompt neutrons,

and become secondary fragments (around 10−16 s after neutron absorption); these sec-

ondary fragments can in turn β-decay into more stable nuclei � called the �ssion

products � releasing photons and neutrons through (β, n) reactions, called the delayed

neutrons, emitted between 10−3 and 10 s after �ssion.

The mass energy of the fragments is lower than the mass energy of the initial

nucleus, so the reaction is exothermal � about 200 MeV are released during the �ssion

of 235U. The released energy is spread between the kinetic energy of the �ssion products

(∼ 85%), the energy of prompt neutrons and photons (∼ 6%), the energy of β-decay

neutrons and photons (∼ 6%), and the energy of β-decay neutrinos (∼ 3%).

The average number of neutrons (prompt and delayed) emitted per �ssion, called

the neutron multiplicity and noted ν, is about 2.4 for 235U. These emitted neutrons can

in turn provoke new �ssions, causing a chain reaction. In a nuclear reactor, the chain

reaction must be controlled in order to ensure that one �ssion causes exactly one new

�ssion. We de�ne the e�ective neutron multiplication factor, noted keff , as the ratio of

neutrons in generation (n+1) to the number of neutrons in generation n; the reactivity

is in turn de�ned as ρ = (keff − 1)/keff . The chain reaction is exactly self-sustained

for keff = 1, or ρ = 0.

Figure I.1: Schematic view of the neutron-induced �ssion of 235U.
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I.1.b Cross sections and neutronic feedbacks

A neutron-nucleus interaction does not necessarily result in a �ssion. The neu-

tron can also be absorbed by the nucleus without causing a �ssion (this is called a

capture), or be scattered by the nucleus. The probabilities for these di�erent interac-

tions are linked to the microscopic cross sections for these interactions, noted σ, and

usually expressed in barns (1 b = 10−24 cm2). The microscopic cross sections are de-

termined both by measurements and quantum mechanics calculations. They depend

on the nucleus and the incident energy, and present many resonances (see Figure I.2).

Nuclei that present a higher �ssion cross section than their capture cross section are con-

sidered "�ssile", while the other nuclei are considered "non-�ssile" � such "non-�ssile"

nuclei can still undergo a �ssion, but it is less likely than for "�ssile" nuclei.

The microscopic cross section describes the interaction probability for one nu-

cleus. A more useful parameter for nuclear reactor physics is the macroscopic cross

section, which is the product of the microscopic cross section by the nuclei density in

matter:

Σ = σ N (I.1)

The macroscopic cross sections depend on the matter temperature through two

phenomena. The �rst, most intuitive one is the so-called density feedback: when the

matter heats up, its volume increases and its density decreases, which lowers the macro-

scopic cross sections.

The other major temperature feedback is known as the Doppler feedback: when

the matter heats up, the increased thermal motion of the nuclei in matter enables

more neutron energy values to cause an interaction. This causes the microscopic cross

sections resonances to widen, increasing the mean number of interactions. The Doppler

feedback is illustrated in Figure I.3.

For nuclear reactor applications, it is important to ensure that these tempera-

ture feedbacks are negative, i.e that a temperature increase of the reactor causes the

reactor reactivity to decrease � which will in turn lowers the generated power and the

temperature. For the density feedback, a temperature increase causes a decrease of

all neutron-matters interactions and more neutron leakage, which lowers the reactivity.

For the Doppler feedback however, a temperature increase causes an increase of all

interactions, including �ssions and captures; ensuring that the mean number of cap-

tures increases more than the mean number of �ssions will result in an overall negative
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Figure I.2: Microscopic cross sections of the neutron-induced �ssion (blue) and the
radiative capture (green) for a "�ssile" nucleus (235U, top), and a "non-�ssile" nucleus
(238U, bottom). Data from JEFF-3.3 [36], visualisation from IAEA Nuclear Data Ser-
vices [37].
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Figure I.3: Doppler broadening of the 238U neutron capture resonance at 6.67 eV [38].

Doppler feedback.

Both these temperature feedbacks are usually combined in a global reactor tem-

perature feedback, expressed as a reactivity variation (usually expressed in per cent

mille, 1 pcm = 10−5) per degree. In solid-fuel reactors, the Doppler feedback is usually

the predominant feedback. In MSRs however, because the fuel is liquid, the density

feedback is much larger than the Doppler feedback, and the global temperature feed-

back is quite larger than in solid-fuel reactors. The density feedback in MSRs is also

improved by the fact that �ssile matter can actually leave the critical region of the core

with a su�cient volume increase. This large temperature feedback coe�cient is the

main reason for the increased, passive stability of MSRs.

I.1.c Fast and thermal neutrons

The prompt neutrons emitted during the �ssion have a high kinetic energy (be-

tween 10−1 and 10 MeV with a mean value at 2 MeV), and are thus called fast neutrons.

For this energy range, the �ssion cross section is very low (see Figure I.2).

In most nuclear reactors, called thermal-spectrum reactors, the neutrons are

slowed through collisions in a moderator material, in order to reach the thermal energy
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range (between 10−8 and 10−7 MeV) where the cross sections are much higher. This

moderator is usually composed of light nuclei in order to maximize the energy transfer

through scattering. It must also have a low capture cross section. Typical moderators

include water, heavy water, graphite, and beryllium.

In some reactors, called fast-spectrum reactors, there is no moderator. These

reactors use a combination of a "�ssile" material and a "fertile" material (typically
233U / 232Th or 239Pu / 238U). The neutrons are not slowed down, which reduces

the �ssions in the �ssile material, but increases the absorptions in the fertile material,

which can transmute into the �ssile material. If the creation of �ssile material is higher

than its consumption (positive breeding ratio), the reactor is a breeder reactor, and can

operate with fertile materials only, which are much more abundant than �ssile materials

� �ssile material is still required for the breeder start-up.

I.1.d Delayed neutrons and e�ective delayed neutron fraction

Not all the neutrons in a reactor are prompt neutrons. Some secondary fragments

can undergo a β-decay and emit delayed neutrons through a (β, n) reaction. These

fragments are called delayed neutron precursors, and are usually regrouped in di�erent

families based on their mean decay time λ � typically between 4 and 8 precursors

groups.

The delayed neutrons are essential for reactor operation: their generation time

being more than a thousand times higher than the prompt neutron generation time,

we must ensure that the reactor is sub-critical with prompt neutrons only, and that

criticality comes from the delayed neutrons. We note β the delayed neutron fraction,

which is usually around several 100 pcm.

Delayed neutrons are emitted with a lower energy than prompt neutrons (around

ten times lower, see Figure I.4), which has an impact on the interaction cross sections.

The delayed neutron spatial distribution is also di�erent from the prompt neutron

distribution, especially in an MSR where the precursors are transported by the fuel.

This spatial distribution has an impact on the probability of interactions: depending

on where the neutron is emitted, its probability to react with matter or to escape the

core without interacting will vary.

These energetic and spatial discrepancies between the prompt and delayed neu-

trons must be taken into account when comparing the prompt and delayed neutron

fractions. This is why we de�ne an e�ective delayed neutron fraction βeff :
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Figure I.4: Typical delayed and prompt neutrons spectrum for 235U and 239Pu [39].

βeff = β I (I.2)

With I an importance factor (usually computed through the adjoint neutron

�ux calculation, see Section I.1.g). The condition for a critical, prompt sub-critical

reactor can thus be written as:{
keff = kp,eff + βeff keff = 1

kp,eff < 1
(I.3)

With kp,eff the prompt neutrons multiplication factor.

I.1.e The Boltzmann equation

Neutronics is the study of the neutron transport in a nuclear reactor. There are

two main ways to determine the evolution of the neutron population:

- To simulate a great number of neutrons in the reactor, and to reproduce their

interactions with matter by random draws. This is known as the Monte-Carlo

method, which is used in stochastic neutronic codes. This method was not used

in this thesis, therefore it will not be presented here.
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- To obtain a balance equation for the evolution of the neutron �ux, and to solve

it numerically. This method is used by deterministic neutronic codes � like

APOLLO3®, which was used in this thesis.

In order to obtain the neutron balance equation, hypotheses are made:

� We assume there are enough neutrons in the reactor to de�ne a neutron density

at any point in the phase space � this hypothesis is similar to the continuum

hypothesis in thermal-hydraulics. In a nuclear reactor, the neutron density is

about 108 cm−3, which justi�es this hypothesis.

� We assume that the neutrons only react via neutron-matter interactions, the

neutron-neutron interactions as well as the neutron decays are neglected. In a

nuclear reactor, the ratio of neutron density to matter density is about 10−15 and

the ratio of the mean neutron lifetime in a reactor to the mean neutron decay

time is about 10−7, which justi�es this hypothesis.

� We assume that the neutrons are non-relativistic particles. In a nuclear reactor,

the maximum kinetic neutron energy is about 15 MeV, which is about 1.5% of its

mass energy.

� We assume that the �ssion reactions are isotropic � so the �ssion cross section

does not depend on the angle of the incident neutron.

The balance equation for the neutron population with these hypotheses is called

the neutron transport equation, or Boltzmann equation. It is written as:

1

|v|
∂ ψ(t, r,ω, E)

∂t
= (−L+ S + F +D)ψ(t, r,ω, E) + S(t, r,ω, E) (I.4)

With ψ the neutron �ux, depending on time t, position r, direction or angle

ω and energy E; v the neutron velocity; S a source term; L,S,F ,D are the loss,

scattering, prompt �ssion and delayed �ssion operators, de�ned as follows:
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Lψ(t, r,ω, E) = (ω .∇+ Σt(t, r, E))ψ(t, r,ω, E)

S ψ(t, r,ω, E) =
∫ Emax

Emin

∫
S2
Σs(t, r,ω

′ → ω, E ′ → E)ψ(t, r,ω′, E ′) dE ′dω′

F ψ(t, r,ω, E) =
χp(E)

4π

∫ Emax

Emin

(1− β)ν(E ′)Σf (t, r, E
′)ϕ(t, r, E ′) dE ′

D ψ(t, r,ω, E) =
N∑
i=1

χd,i(E)

4π
λiCi(t, r)

(I.5)

With χp the prompt neutrons energy spectrum, β the delayed neutron fraction,

ν the total neutron multiplicity, ϕ the scalar neutron �ux, which is the neutron �ux

integrated over all angles; χd,i the delayed neutrons energy spectrum for the i-th pre-

cursor group, λi the decay constant for this group, and Ci the concentration of this

group. Σt, Σs and Σf are the total, scattering, and �ssion macroscopic cross sections.

It is important to note that these cross sections depend on the matter temperature

through both the Doppler e�ect and the matter density.

The precursor concentration equations for a solid-fuel reactor are as follows:

∂Ci(t, r)

∂t
= −λiCi(t, r) + SCi

(t, r)

SCi
(t, r) = βi

∫ Emax

Emin

ν(E ′) Σf (t, r, E
′)ϕ(t, r, E ′) dE ′

(I.6)

With SCi
the production of precursors through �ssion reactions, which depends

on βi the delayed neutron fraction of the i-th group. One precursor is assumed to create

exactly one delayed neutron.

A transport equation for the photons in the reactor should also be solved, as

photons contain a non-negligible fraction of the �ssion energy (between 3 and 4 %).

However, it is common not to model the photons in a reactor, and to "redirect" the

photons energy into the neutrons. Photons were not modelled in this thesis.
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Equations I.4 and I.6 do not take into account the evolution of the di�erent

materials in the reactor � fuel consumption, �ssion products creation, activation of

materials. The fuel composition evolution in a reactor is described by the Bateman

equations [40]. They will not be presented here, as they were not used in this thesis �

all the neutronic calculations were performed with �xed compositions.

I.1.f The steady-state Boltzmann equation

For a solid-fuel reactor, the steady-state precursor concentrations can be ex-

pressed as:

λiCi = βi

∫ Emax

Emin

νΣf ϕ dE
′ (I.7)

Equation I.7 can be used in the expression of the delayed �ssion operator D to

obtain the steady-state transport equation � we assume there is no source term:

(−L+ S + F∞)ψ = 0 (I.8)

With F∞ the steady-state �ssion operator combining the prompt and delayed

operators:

F∞ ψ =

(
χp

4π
(1− β) +

N∑
i=1

χd,i

4π
βi

)∫ Emax

Emin

νΣf ϕ dE
′ (I.9)

Unfortunately, for a real-life system, the steady-state Equation I.8 does not have

a non-trivial solution. This is because a real-life reactor is never perfectly critical, so

it is never at steady-state, but rather evolves slowly. In order to obtain a non-trivial

solution of the steady-state problem, we force the criticity of the system by introducing

a multiplication factor in the �ssion term:(
−L+ S +

1

keff
F∞

)
ψ = 0 (I.10)

Equation I.10 is an eigenvalue problem, with keff the highest eigenvalue of the

equation, and ψ its corresponding eigenvector. This eigenvalue corresponds to the

physical keff described above (Section I.1.a): dividing the �ssion operator by the keff
ensures that one �ssion causes exactly one �ssion, making the system critical.
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I.1.g The adjoint problem and adjoint �ux

A useful parameter for neutronics is the adjoint neutron �ux ψ∗, which is the

solution of the steady-state adjoint Boltzmann equation, which describes the reverse

path of the neutrons:

(F +D)ψ∗ = (−ω .∇+ Σt − S)ψ∗ (I.11)

The adjoint equation is similar to the direct equation, with the source and sink

terms inversed. The scalar adjoint neutron �ux ϕ∗ is usually used to compute the

e�ective delayed neutron fraction βeff [41]:

βeff =

∫
ϕ∗(r, E ′)χd(r, E

′)νd(r, E)Σf (r, E)ϕ(r, E)dEdE
′dr∫

ϕ∗(r, E ′)χ(r, E ′)ν((r, E)Σf (r, E)ϕ(r, E)dEdE ′dr
(I.12)

I.2 Thermal-hydraulics

I.2.a Eulerian speci�cation and Navier-Stokes equations

The usual way to model �uid dynamics is to consider not the liquid molecules

moving, but rather the �ow �elds � such as velocity and density � as continuous

functions of space and time. This is known as the Eulerian speci�cation of the �ow

�eld. It relies on the continuum hypothesis that assumes that the length and time

scales of the molecular motions are very small compared to the �ow length and time

scales. This hypothesis is veri�ed by computing the Knudsen number KN, de�ned as:

KN =
λ

L
(I.13)

With λ the mean free path of the particles considered, and L the typical length

of the domain considered. The continuum hypothesis holds for KN << 1, which is the

case for most thermal-hydraulic applications.

To describe a continuum �ow, we only need to obtain a balance equation for the

density and velocity �elds. The mass-conservation equation is written as:

∂ρ(r, t)

∂t
+∇ . (ρ(r, t)u) = 0 (I.14)
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With ρ the density �eld and u the velocity �eld � it is actually u(r, t), con-

densed into u for clarity. In the case of incompressible �uids, the density is assumed

constant: ρ(r, t) = ρ. The equation can thus be simpli�ed:

∇ .u = 0 (I.15)

The momentum equation is written as:

∂ u

∂t
+ u .∇u =

1

ρ
∇.σ + g (I.16)

With σ the Cauchy stress tensor, and g the body forces � typically gravity.

For constant-properties, Newtonian �uids, the stress tensor can be separated into a

symmetric tensor and a pressure term:

σi,j = −P δi,j + µ

(
∂ ui
∂xj

+
∂ uj
∂xi

)
(I.17)

With P the pressure and µ the assumed constant dynamic viscosity. By com-

bining Equations I.15, I.16 and I.17, we obtain the Navier-Stokes equations for an

incompressible, Newtonian, constant-properties �uid:

∂ u

∂t
+ u .∇u = −1

ρ
∇P + ν∇2u+ g (I.18)

With ν = µ/ρ the kinematic viscosity.

I.2.b The pressure equation

An equation for the pressure is required to solve the above Navier-Stokes equa-

tions. Firstly, if the body forces are conservative, they derive from a potential Ψ:

g = −∇Ψ (I.19)

These conservative body forces can thus be grouped with the pressure term into

a modi�ed pressure p. The Navier-Stokes equations are then written:

∂ u

∂t
+ u .∇u = −1

ρ
∇p+ ν∇2u+ Sm

p = P + ρΨ

(I.20)
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With Sm a source term that contains the non-conservative body forces. The

equation for the modi�ed pressure is obtained by taking the divergence of the Navier-

Stokes equations (I.20):

∇2p = −ρ∂ ui
∂xj

∂ uj
∂xi

(I.21)

The Einstein notation is used for simplicity. For an incompressible �uid, the

pressure �eld can thus be written as a function of the velocity �eld.

I.2.c Turbulent �ows

The Navier-Stokes equations are non-linear, and fall under the chaos theory. A

useful parameter to characterize �ows is the Reynolds number, de�ned as the ratio of

the inertial forces u .∇u to the viscous forces ν∇2u:

Re ∼ u .∇u

ν∇2u
∼ U ∗ U/D

νU/D2
∼ UD

ν
(I.22)

With U and D the typical velocity and width of the �ow. The Reynolds number

value is used to de�ne the type of �ow: laminar for low Re, turbulent for high Re,

transitional in-between. The threshold values depend on the geometry and type of �ow

considered; for a �ow in a smooth, circular pipe, the �ow is laminar for Re < 2300 and

turbulent for Re > 2900.

In laminar �ows, the �uid follows a smooth path. Turbulent �ows on the other

hand are characterised by the presence of eddies and a very high sensitivity to ini-

tial conditions that results in an apparent random behaviour. For turbulent �ows,

the Navier-Stokes equations must be solved numerically, using di�erent methods (see

Section II.2).

Fully developed turbulence nonetheless presents a structure that can be de-

scribed as an energy cascade [42]: large eddies are created, that break into smaller

eddies, that break into even smaller eddies, and so on until the smallest eddies dissi-

pate their energy through viscous dissipation (Figure I.5).

For locally homogeneous, isotropic turbulence, Kolmogorov studied the energy

cascade and obtained length, time and velocity scales for the dissipation range [43�45].

These microscales are de�ned as:
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Figure I.5: Schematic view of the turbulent energy cascade.

Kolmogorov length scale: η =

(
ν3

ϵ

)1/4

Kolmogorov time scale: τη =

√
ν

ϵ

Kolmogorov velocity scale: uη = (νϵ)1/4

(I.23)

With ν the kinematic viscosity and ϵ the average rate of dissipation of turbulent

kinetic energy per unit mass (see Section II.2.d). On the turbulent energy spectrum

� the plot of turbulent energy E over all the eddies wavenumbers κ � three ranges

can be de�ned: the energy-containing range for the large eddies, the inertial sub-range

for intermediate eddies, and the dissipation range for the small eddies (Figure I.6).

Kolmogorov predicted the shape of the turbulent energy spectrum in the inertial sub-

range, assumed to be �ow-independent:

E = C ϵ2/3 κ−5/3 (I.24)

With κ the wavenumber and C a constant, experimentally determined around

1.5. The total turbulent energy k and the dissipation rate ϵ can be computed from the

energy spectrum:
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k =

∫ ∞

0

E(κ)dκ

ϵ =

∫ ∞

0

2νκ2E(κ)dκ

(I.25)

Figure I.6: A typical turbulent energy spectrum.

The turbulent energy spectrum is an important concept for de�ning Direct Nu-

merical Simulations (DNS) and Large Eddy Simulations (LES) (see Section II.2).

I.2.d Turbulent transport of energy and concentration

In thermal-hydraulics, the velocity, density and pressure �elds are not the only

unknowns. We also need to determine the temperature �eld, which is given by the

energy balance equation for a constant-properties, incompressible �uid:

∂ T

∂t
+ u .∇T = α∇2T + Sth

α =
λ

ρcp

(I.26)

With α the thermal di�usivity, λ the thermal conductivity, cp the speci�c heat

capacity, and Sth a source term. Radiation is not modelled here. As the temperature
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�eld depends on the velocity through the advection term, in the case of a turbulent

�ow, the temperature �eld is also turbulent. Concentrations of chemical species � for

example the delayed neutron precursors in an MSR � follow a very similar transport

equation for a constant-properties, incompressible �uid:

∂ C

∂t
+ u .∇C = Dm∇2C + SC (I.27)

With Dm the mass di�usivity and SC a source term.

I.2.e Buoyancy: the Boussinesq approximation

For thermal-hydraulic studies with large temperature gradients, buoyancy ef-

fects � caused by the density variation with temperature � can be signi�cant. A

temperature-dependant density can be modelled as follows:

ρ = ρ0 + ρ0 βth(T − T0) (I.28)

With ρ0 the reference density, βth the thermal expansion coe�cient, and T0 a

reference temperature.

The problem with this modelling is that the �uid density is not constant any

more. Equation I.15 is no more valid, and the Navier-Stokes equations should be modi-

�ed as well. A convenient way to model buoyancy e�ects without changing the equations

is to use the Boussinesq approximation � not to be confused with the Boussinesq hy-

pothesis (see Section II.2.d). The approximation states that the density variation is

important only along the vertical axis, in the gravitation term. It simply adds a source

term to the incompressible Navier-Stokes equations:

∂ u

∂t
+ u .∇u = − 1

ρ0
∇p+ ν∇2u− gβth(T − T0) + Sm

p = P − ρ0 g.uz

(I.29)

With g the gravitation acceleration, and uz the unit vector for the vertical axis.

The Boussinesq approximation is valid only for small density variations (∆ρ << ρ0),

and is mostly useful for natural convection �ows. In this thesis, where convection was

always forced � either with a pump or a set inlet �ow rate � the approximation was

used nonetheless.
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I.2.f Wall �ows

For wall-bounded �ows, the velocity at the wall is usually assumed null (no-slip

condition). Therefore, the velocity �eld near the wall � a zone called the inner layer �

is small. When the �ow is parallel to the assumed smooth wall, universal near-wall laws

can be applied. At the wall, since the velocity is null, the shear stress can be written

as a pure viscous stress:

τw = ρν

(
∂ux
∂y

)
y=0

(I.30)

With ux the axial velocity, and y the distance perpendicular to the wall with its

origin at the wall.

Using this shear stress expression, we can de�ne a dimensionless velocity u+ and

a dimensionless distance to the wall y+:

y+ =
y

ν

√
τw
ρ

u+ = u

√
ρ

τw

(I.31)

Prandtl found that very near to the wall, in a region called the viscous sublayer

(y+ < 5), the velocity depended only on the viscous phenomena [46]; he thus de�ned

the law of the wall as:

u+ = y+ (I.32)

This law has been veri�ed both experimentally and through numerical simu-

lations (see Figure I.7). For larger y+ however, the law of the wall does not stand.

Von Karman, assuming that the viscosity was negligible at higher y+, derived another

law [47], called the logarithmic law of the wall (log law):

u+ =
1

κ∗
ln
(
y+
)
+B (I.33)

With κ∗ ≈ 0.41 the Von Karman constant, and B a constant experimentally

determined at 5.2. The log law has been veri�ed both experimentally and through

numerical simulations (see Figure I.8). It holds for 30 < y+ < 300. Between the two

di�erent regions, in the bu�er region (5 < y+ < 30), neither law applies, although
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di�erent smoothing models that can be applied in the whole inner layer exist � for

example Reichardt's law [48]:

u+ =
1

κ∗
ln
(
1 + κ∗y+

)
+ 7.8

(
1− e−y+/11 − y+

11
e−y+/3

)
(I.34)

Figure I.7: The wall law (straight, dot-dashed line) plotted against DNS data (curved
lines) at two di�erent Reynolds numbers, taken from Pope [26].

These wall laws can be used in numerical simulations in order to reduce the

computation time of the calculations (see Section II.2).

Similar laws can be derived for the energy equation in the case of non-adiabatic

walls. In the inner layer (y+ < 30), the wall laws is:

T+ = Pr y+

T+ =
cp
√
ρτw(Tw − T )

Qw

(I.35)

With T+ the dimensionless temperature, Tw the temperature of the wall, Qw

the heat transfer at the wall, and PR the Prandtl number, de�ned as PR = µcp/λ. For

the outer part of the inner layer (30 < y+ < 300), a log-law can be derived:

u+ =
1

κ∗th
ln
(
y+
)
+Bth (I.36)

40



REMINDERS ON NUCLEAR REACTOR PHYSICS

Figure I.8: The log law (line) plotted against di�erent developed turbulent channel �ow
measures, taken from Pope [26].

With κ∗th ≈ 0.38 the thermal Von Karman constant, and Bth an experimentally

determined constant. In this thesis, only adiabatic walls were considered.

I.3 Molten salt reactors physics

I.3.a The coupled neutronic�thermal-hydraulic problem

In the molten salt reactors considered in this thesis, the fuel salt is both the fuel

and the coolant, so we must solve the neutronic problem and the thermal-hydraulic

problem for the salt. The unknowns are the fuel velocity �eld u � the modi�ed

pressure is replaced by its expression in Equation I.21 � the fuel temperature �eld

T , the precursor concentration �elds Ci, and the neutron �ux ψ from which we derive

the thermal power density �eld Pth and the precursor source �elds SCi
. The coupled
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problem can then be expressed as:

1

|v|
∂ ψ

∂t
= (−L(T ) + S(T ) + F(T ) +D(T,Ci))ψ

∂ u

∂t
+ u .∇u = −1

ρ
∇p+ ν∇2u+ Sm

∂ T

∂t
+ u .∇T = α∇2T +

Pth(ψ)

ρcp

∂ Ci

∂t
+ u .∇Ci = Dm∇2Ci − λiCi + SCi

(ψ)

(I.37)

The neutron �ux depends on the temperature and concentration �elds, which

in turn depend on the neutron �ux. Furthermore, all the �elds depend on the velocity

�eld. In the case of a turbulent �ow, all the unknowns are therefore turbulent.

I.3.b Transport of the delayed neutrons precursors

Even for a constant temperature �eld � so the temperature feedbacks can be

neglected � the usual steady-state expression for the delayed �ssion operator (Equation

I.7) cannot be derived here, because of the transport of the precursors. The steady-

state Boltzmann equation is therefore di�erent for an MSR. The steady-state precursor

concentration equations are expressed as:

λiCi = Dm∇2Ci − u .∇Ci + βi

∫ Emax

Emin

νΣf ϕ dE
′ (I.38)

Because of the advection and di�usion terms, the delayed and prompt �ssion

operators cannot be combined into the F∞ operator. Delayed and prompt neutrons

must be distinguished in the steady-state Boltzmann equation for MSRs:(
−L+ S +

1

keff
F
)
ψ +

1

keff

∑
i

χd,i

4π
λiCi = 0 (I.39)
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I.3.c Wall laws for MSRs

For MSRs simulations with non-adiabatic walls, the thermal wall laws estab-

lished previously (Equations I.35 and I.36) must be modi�ed. The boundary layer in

an MSR presents large temperature gradients � due to the low thermal di�usivity �

and the boundary layer is internally heated by the �ssion reactions in the salt. New

thermal wall laws adapted to MSRs studies have been derived [49]. These new laws

were not used in this thesis however, because only adiabatic walls were considered.

In this chapter, we presented the main phenomena and equations

involved in nuclear reactor physics, both regarding neutronics and

thermal-hydraulics; we also showed how these equations are cou-

pled in the speci�c case of molten salt reactors. The objective of

the next chapter is to present ways to numerically solve the cou-

pled problem I.37.
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Chapter II

Numerical resolution of the coupled

problem

The purpose of this chapter is to present how to numerically

solve the neutronic problem (the Boltzmann equation, see Sec-

tion II.1) and the thermal-hydraulic problem (the Navier-Stokes

equations as well as the energy and concentration equations, see

Section II.2). Some multiphysics codes adapted for MSRs are

then presented (Section II.3), with a focus on the APOLLO3
® �

TrioCFD multiphysics code (Section II.4).

II.1 Numerical resolution of the Boltzmann equation . . . . . . . . . . . 45

II.1.a Discretisation of the steady-state Boltzmann equation . . . . 45
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II.1.e Critical calculation for transient simulations . . . . . . . . . 49

II.2 Numerical resolution of the Navier-Stokes equations . . . . . . . . . 50

II.2.a Time discretisation of the Navier-Stokes equations . . . . . . 50
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II.2.b Laminar �ows . . . . . . . . . . . . . . . . . . . . . . . . . . 51

II.2.c Direct Numerical Simulation (DNS) . . . . . . . . . . . . . . 51
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II.3 Multiphysics codes for MSRs simulations . . . . . . . . . . . . . . . 57
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II.3.b Existing multiphysics codes adapted for MSRs . . . . . . . . 58

II.4 The APOLLO3® � TrioCFD multiphysics code . . . . . . . . . . . . . 59

II.4.a Presentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

II.4.b Field exchanges . . . . . . . . . . . . . . . . . . . . . . . . . 61

II.4.c Steady-state calculation strategy . . . . . . . . . . . . . . . 61

II.4.d Transient calculation strategy . . . . . . . . . . . . . . . . . 61
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II.1 Numerical resolution of the Boltzmann equation

II.1.a Discretisation of the steady-state Boltzmann equation

The steady-state Boltzmann Equation (I.10) is a �rst order linear integro-di�erential

equation. In order to solve it numerically, we need to discretise the di�erent variables:

space, energy, and angle.

The space discretisation relies on a meshing of the physical domain, as well as

a �nite di�erence or �nite element method. The spatial resolution is given by the neu-

tron mean free path, which is the average distance a neutron travels before interacting

with matter (typically 1 cm for a thermal-spectrum reactor, 10 cm for a fast-spectrum

reactor).
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Di�erent methods exist for the angle discretisation: the main ones are the dif-

fusion approximation (no angle dependency), the discretisation on a number of solid

angles intervals (discrete ordinates method, also called SN method), or the discreti-

sation on a number of spherical harmonics (PN and SPN methods). While the SPN

method is an approximation, both the SN and the PN methods converge towards the

analytical solution for N large enough [50]. For nuclear reactors simulations, the SN

method is usually preferred because it is easily parallelizable [50].

The energy discretisation is more complex. Because the cross sections for heavy

nuclei present many resonances (see Figure I.2), a very �ne energy mesh would be

required to solve the transport equation. Such a �ne mesh would be prohibitive for

calculations on a whole nuclear reactor core � because of the inelastic scattering term in

the Boltzmann equation, the di�erent energy groups are not independent and therefore

not easily parallelizable. For this reason, many deterministic neutronics codes, such

as APOLLO3®, use a two-steps numerical scheme with two di�erent calculations: the

lattice calculation and the core calculation.

II.1.b Lattice calculation and self-shielding

The core calculation on the whole reactor core uses a rather coarse energy dis-

cretisation � in this thesis, from 6 to 33 energy intervals, called energy groups. This

number of groups is not enough to represent the many resonances of heavy nuclei. A

preliminary step is therefore needed to compute the averaged cross sections on each

energy group, called the multigroup cross sections.

The goal of the so-called lattice calculation is to obtain the multigroup cross

sections for the di�erent materials composing the core. A very �ne energy mesh is used

(typically between 104 and 105 groups) on a small domain (typically one sector of the

reactor, with symmetry boundary conditions). The steady-state Boltzmann equation is

solved for this domain, which gives the neutron �ux and the di�erent reaction rates (the

product of the di�erent cross sections by the scalar neutron �ux) in the di�erent core

materials. The multigroup cross sections are then determined so that the multigroup

reaction rates are equal to the calculated reaction rates :

σq,g ϕg =

∫
g

σq(E)ϕ(E) dE (II.1)

With σq,g the multigroup cross section for the reaction q and the energy group
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g, ϕg the multigroup scalar �ux for the group g, and σq and ϕ the continuous cross

section and �ux � during the lattice calculation, these are not continuous but �nely

discretised.

In addition to reducing the number of energy groups for the core calculation,

the lattice calculation is usually also used to perform a homogenisation: the many

di�erent isotopes and elements composing a material like the fuel or the re�ector, each

having their own cross sections, are regrouped in one material with one set of cross

sections. The homogenisation greatly reduces the size of the cross sections library to

use in the core calculation: instead of dozens of di�erent isotopes, only a handful of

di�erent materials are used to construct the core. Depending on the reactor studied, the

homogenisation can vary: for a Pressurised Water Reactor for example, it is not unusual

to homogenise together all the materials along the vertical axis into macro-materials

called assemblies, so the whole core can be modelled as a 2D geometry of assemblies

extruded along the vertical axis. In this thesis, such an axial homogenisation was tested

on the Aircraft Reactor Experiment (see Section III.3).

The multigroup cross sections depend on the neutron �ux and therefore on the

whole core geometry and composition. For example, if we consider two di�erent fuel

assemblies, one near a control rod (a neutron absorbent), and another one further

away, both assemblies will have di�erent �ssion rates because the neutron �ux in both

assemblies is di�erent � there will be fewer �ssions in the assembly closer to the rod,

because there will be fewer neutrons. Therefore, the multigroup cross sections for both

assemblies will be di�erent. This phenomenon is known as spatial self-shielding.

The same reasoning applies even for one element: a high cross section, typically

at a resonance, will result in a lower neutron �ux at this resonance, so the reaction

rate spectrum (which is the product of the cross section by the �ux) will be �atter

than the cross section spectrum (Figure II.1). This phenomenon is known as energy

self-shielding.

Self-shielding is the reason why multigroup cross sections cannot be computed

"once and for all" for every nucleus: they vary with every core geometry and composi-

tion. During the lattice calculation, choices must be made regarding the �nal number

of energy groups (the number of groups used in the core calculation), and the number

of assemblies considered (should the fuel assembly near the rod and the one further

from it be di�erentiated?).

Usually, the temperature dependency of the cross sections � through both the

Doppler e�ect and the density variation of the material � is also computed during
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Figure II.1: Absorption cross section and neutron spectrum at the 6.67eV resonance of
235U.

this step, so that the output of the lattice calculation is a library of self-shielded,

multigroup, temperature-parametrized macroscopic cross sections for every reaction and

every assembly/material composing the core. It is important to note that these sections

depend not only on their own assembly temperature, but every assembly temperatures,

because of the spatial self-shielding.

II.1.c Core calculation

During the core calculation, the whole reactor core geometry is numerically

constructed, using the di�erent materials or assemblies from the lattice calculation

as the elementary bricks of this construction. The steady-state Boltzmann equation

(Equation I.10) can then be solved. An iterative numerical scheme is used: starting

with a uniform neutron �ux, Equation I.10 is solved, the new neutron �ux stored

and the eigenvalue keff taken as the ratio of the new �ux amplitude to the previous

�ux amplitude. The process is repeated until convergence of both the �ux and the

eigenvalue. At the end of each step, the neutron �ux amplitude is also normalised by

the imposed total power.

48



NUMERICAL RESOLUTION OF THE COUPLED PROBLEM

II.1.d Discretisation of the time-dependant Boltzmann equa-

tion

For transient calculations, we must solve the time-dependent Boltzmann equa-

tion (Equation I.4) and the precursor concentration evolution equations (Equation I.6).

The space, angle and energy discretisations are the same as for the steady-state case.

For a solid-fuel reactor, the precursor equations can be integrated and injected in the

transport equation:

Ci(t, r) = e−λi(t−t0)C0,i(t, r) + βi

∫ t

t0

e−λi(t−t′)

∫ Emax

Emin

ν Σf ϕ dE
′dt′ (II.2)

For the time discretisation, in this thesis, a �nite di�erence method with an

implicit �rst-order scheme was used (Euler backward scheme). The use of an implicit

scheme allows for a rather coarse temporal resolution (around 10−2 s) instead of the

typical lifetime of a prompt neutron (10−6 s). The quasi-static approach, where the

distribution of the neutron �ux is assumed constant and only its total amplitude varies,

cannot be used in this thesis because we want to represent the neutron �ux distribution

distortions linked to turbulence.

II.1.e Critical calculation for transient simulations

Usually, a steady-state simulation is performed before a transient simulation, in

order to determine the initial state of the transient. However, the keff value obtained

during a steady-state calculation will never be exactly 1. If we start a transient cal-

culation with a keff value di�erent from 1, even with no perturbation from the initial

state, the unknowns will evolve.

In order to ensure that the initial state is a steady state, a critical calculation

needs to be performed �rst. It is simply a succession of steady-state calculations,

but between each step, the total neutron multiplicity ν is divided by keff , e�ectively

adjusting the computed neutron �ux towards a perfectly steady �ux. The iterations

are stopped when 1 − keff falls below an imposed threshold � typically 10−6. While

this operation makes no physical sense � the neutron multiplicity is not an adjustable

parameter in a nuclear reactor � it is a convenient mathematical operation necessary

to initiate transient calculations "properly".
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II.2 Numerical resolution of the Navier-Stokes equa-

tions

The numerical resolution of the Navier-Stokes equations is the purpose of Com-

putational Fluid Dynamics (CFD). Compared to the discretisation of the Boltzmann

equation, the discretisation of the Navier-Stokes equations is more straightforward: the

space discretisation relies on a meshing of the physical domain, as well as a �nite dif-

ference or �nite element method. The time discretisation relies on a �nite di�erence

method, with either implicit or explicit schemes.

II.2.a Time discretisation of the Navier-Stokes equations

When using a �rst-order explicit time scheme to solve the Navier-Stokes equa-

tions, the highest stable timestep must be determined. This timestep is not the same

for the convection part of the Navier-Stokes equations (the u .∇u term) and the di�u-

sion part (the ν∇2u term). The convective stable timestep on one cell is given by the

Courant-Friedrichs-Lewy (CFL) condition:

∆tmax,conv = min

(
di
ui

)
(II.3)

With di and ui the length of a cell and the �uid velocity in the i-th direction.

This condition must be veri�ed for all cells of the mesh, so the actual convective stable

timestep is the lowest among all cells.

The di�usive stable timestep however, follows a second-order law:

∆tNS
max,diff =

min(di)2

2ν
(II.4)

It should also be noted that for the temperature and concentration equations,

while the convective timestep remains the same, the di�usive timestep does not:

∆tthmax,diff =
min(di)2

2α
= PR∆tNS

max,diff

∆tconcmax,diff =
min(di)2

2Dm

= SC∆tNS
max,diff

(II.5)

With PR = ν/α the Prandtl number, and SC = ν/Dm the Schmidt number.
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Depending on which equations are solved in the problem, the stable di�usive timestep

is the minimum of the di�erent di�usive timesteps.

In this thesis, the same timestep was used for both the convection and the

di�usion term, so the highest stable timestep is the minimum on every cells of the two

timesteps:

∆tmax = min(∆tmax,diff ,∆tmax,conv) (II.6)

When using an N-order explicit time scheme, the stable timestep is N times as

high as the �rst-order stable timestep. However, higher order time schemes require

more memory, as more unknowns need to be kept between two timesteps. The use of

an implicit time scheme also enables dynamic, higher timesteps to be used, once again

at the cost of memory use.

II.2.b Laminar �ows

For a laminar �ow, the Navier-Stokes equations can simply be discretised and

solved without extra steps. The spatial resolution is obtained through a mesh conver-

gence study: gradually �ner meshes are used, until the simulation results do not vary

between two meshes. The temporal resolution depends on the type and order of the

time scheme used, as described above.

II.2.c Direct Numerical Simulation (DNS)

For a turbulent �ow, the most intuitive resolution is the same as for a laminar

�ow. In the case of a turbulent �ow however, the spatial resolution is known: all eddies

lengthscales must be solved until the dissipation range, so the mesh size is given by

the Kolmogorov lengthscale η (see Section I.2.c). The temporal resolution is given by

Equation II.6 for an explicit scheme, which imposes a very small timestep because the

mesh size is very small. We can see that the computation time of such a method, known

as Direct Numerical Simulation (DNS), grows very rapidly with the Reynolds number:

Computation Time ∝ (∆t)−1Ncells

∝ η−1 η−3

∝ Re3/4 Re9/4

∝ Re3

(II.7)
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With Ncells the total number of cells, inversely proportional to the volume of a

cell, and ∆t the timestep, proportional to the minimum length of a cell � we consider

only the convective timestep, the di�usion can be solved with an implicit scheme.

A more rigorous demonstration of the computation time for DNS can be found in

Pope [26].

DNS is the most precise simulation method � the Navier-Stokes equations are

solved without approximations � but its high computation time requires either a large

amount of computational resources, or to restrict its use to small domains and low

Reynolds numbers. For other cases, approximations of the Navier-Stokes equations

must be made.

II.2.d Reynolds-Averaged Navier-Stokes (RANS) approach

A common method for turbulent �ow simulations is to decompose the velocity

�eld into a mean value and a random value:

u = u+ u∗ (II.8)

Only the mean velocity �eld u is solved, and not the random component u∗.

This method, known as Reynolds-Averaged Navier-Stokes (RANS), does not represent

the eddies in a turbulent �ow. The RANS equations are the Navier-Stokes equations

for the mean �eld:

∇ .u = 0

∂ u

∂t
+ u .∇u = −1

ρ
∇p+ ν∇2 u−∇τ + Sm

(II.9)

We can see that Equation II.9 is very similar to Equation I.20. The di�culty

comes from the Reynolds stress tensor τ which contains the unknown random velocity:

τij = u∗iu
∗
j (II.10)

The Reynolds stress tensor also intervenes in the modi�ed pressure equation:

∇2p = −ρ
(
∇2 u+∇τ

)
(II.11)

We need an equation for this tensor in order to close the problem. One of the

52



NUMERICAL RESOLUTION OF THE COUPLED PROBLEM

most common hypotheses is the Boussinesq hypothesis, which links the stress tensor to

the mean velocity gradient:

τij = u∗iu
∗
j =

2

3
kδij − νt

(
∂ ui
∂xj

+
∂ uj
∂xi

)
(II.12)

With k the turbulent kinetic energy and νt the turbulent viscosity, to be de-

termined. We see that the Boussinesq hypothesis is similar to the Newtonian �uid

hypothesis (Equation I.17). There are other expressions for the Reynolds stress tensor,

used in Reynolds stress methods, which will not be presented here.

With the Boussinesq hypothesis, the RANS momentum equation can be ex-

pressed as:

∂ u

∂t
+ u .∇u = −1

ρ
∇
(
p+

2

3
ρk

)
+∇.[(ν + νt)∇u] + Sm (II.13)

We still need an equation for the turbulent kinetic energy k and the turbulent

viscosity νt. Many methods exist, we present here the classical k − ϵ method [51]

(the main method used in this thesis), which considers a third unknown, the turbulent

dissipation rate ϵ, and links the three unknowns to the velocity through the following

equations:



∂ k

∂t
+ u .∇k = ∇.

[(
ν +

νt
σk

)
∇k
]
− ϵ+ Pk + Pb

∂ ϵ

∂t
+ u .∇ϵ = ∇.

[(
ν +

νt
σϵ

)
∇ϵ
]
+ Cϵ1Pk

ϵ

k
− Cϵ2

ϵ2

k
+ Cϵ3Cϵ1Pb

ϵ

k

νt = Cµ
k2

ϵ

Pk = −τij
∂ ui
∂xj

Pb =
νt
PRt

βth g∇T

(II.14)

Einstein notation is used for clarity. Pk is calculated using Equation II.12. Pb is
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the source of turbulent kinetic energy from buoyancy, with g the gravity acceleration,

βth the thermal expansion coe�cient, and PRt the turbulent Prandtl number. The

other free parameters Cµ = 0.09, Cϵ1 = 1.44, Cϵ2 = 1.92, σk = 1 and σϵ = 1.3 are

experimentally determined constants. For the energy and concentration equations, the

turbulence is modelled by introducing an eddy di�usion coe�cient � the eddies in the

�ow act as a "turbulent di�usion":

∂ T

∂t
+ u .∇T = ∇.

[(
α +

νt
PRt

)
∇T
]
+ Sth

∂ C

∂t
+ u .∇C = ∇.

[(
Dm +

νt
SCt

)
∇C

]
+ SC

(II.15)

With PRt the turbulent Prandtl number, varying between 0.7 and 0.9, depending

on the �uid; SCt the turbulent Schmidt number, varying between 0.2 and 6.

The spatial resolution for RANS studies is obtained through mesh convergence

studies. The temporal resolution is given by Equation II.6 for an explicit scheme.

II.2.e Large Eddy Simulation (LES) approach

If we need to directly represent the eddies in the �ow, a RANS approach is not

possible. For large domains or large Reynolds numbers, where DNS is prohibitive, the

most common approach is the Large Eddy Simulation (LES). The velocity �eld is once

again decomposed into two parts, but this time into a �ltered component and a residual

one:

u = ũ+ u′ (II.16)

Only the �ltered velocity �eld ũ is solved, and not the residual component u′.

The idea behind the LES approach is to explicitly compute the large-scale eddies in

the energy-containing and transitional ranges, and to model the smaller eddies in the

dissipation range, which are assumed to be �ow-independent. The LES equations are

the Navier-Stokes equations for the �ltered �eld:
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∇ . ũ = 0

∂ ũ

∂t
+ ũ .∇ ũ = −1

ρ
∇p+ ν∇2 ũ−∇τ̃ + Sm

(II.17)

Which are similar to the RANS equations II.9.

The stress tensor, called the sub-grid-scale stress tensor, is de�ned as:

τ̃ij = ũiuj − ũi ũj (II.18)

Which is rewritten with the Boussinesq hypothesis as:

τ̃ij =
1

3
τ̃kkδij − νSGS

(
∂ ũi
∂xj

+
∂ ũj
∂xi

)
(II.19)

With νSGS the sub-grid-scale viscosity, to be determined. The trace of the tensor

is included in the modi�ed pressure term. With the Boussinesq hypothesis, the LES

momentum equation can be expressed as:

∂ ũ

∂t
+ ũ .∇ ũ = −1

ρ
∇p̃+∇.[(ν + νSGS)∇ ũ] + Sm

p̃ = p+
1

3
ρ
∑
k

τ̃kk

(II.20)

Which is once again similar to the RANS momentum equation II.13. The mod-

i�ed pressure p̃ is solved as usual, by taking the divergence of the momentum equation

(see Section I.2.b). We still need an equation for the sub-grid-scale viscosity νSGS. The

historical model by Smagorinsky [52] is not presented here, but rather the more recent

Wall Adaptive Local Eddy-viscosity (WALE) model [53], which was used in this thesis:
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νSGS = (Cw∆)2
(
sdijs

d
ij

)3/2
(SijSij)

5/2 +
(
sdijs

d
ij

)5/4
Sij =

1

2

(
∂ ũi
∂xj

+
∂ ũj
∂xi

)

sdij =
1

2

[(
∂ ũi
∂xj

)2

+

(
∂ ũj
∂xi

)2
]
− 1

3

(
∂ ũk
∂xk

)2

δij

(II.21)

With ∆ the sub-grid-scale typical lengthscale, and Cw a constant experimentally

determined at 0.5. Einstein notation is used for clarity.

For the energy and concentration equations, they are the same as in the RANS

approach (Equation II.15), but with the sub-grid-scale viscosity rather than the turbu-

lent viscosity.

We can observe that the �ltering operation applied on the velocity �eld does

not appear in the LES equation nor in the sub-grid-scale equations. It is because the

�ltering is implicit: choosing a mesh resolution and solving the LES equation and the

sub-grid-scale equations on this mesh is equivalent to applying a low-pass �lter on the

exact velocity �eld � given by a DNS simulation for example.

The mesh size is inversely proportional to the implicit �lter width. Mesh conver-

gence studies are therefore not possible for LES simulations: re�ning the mesh leads to

more resolved wavelengths, until all the eddies wavelengths are simulated and the mesh

size is the Kolmogorov lengthscale, which means we are performing a DNS simulation.

The criterion for the spatial convergence is rather based on the turbulent energy

spectrum: the large and intermediate eddies must be resolved in LES, which corresponds

to approximately 80% of the total turbulent energy. We thus de�ne the Large Eddy

Simulation Index of Quality (LES_IQ) [54] as the ratio of the resolved turbulent kinetic

energy to the total turbulent kinetic energy, which must be over 0.8 in every cell:

LES_IQ =
kres

kres + kSGS

> 0.8 (II.22)

However, the LES_IQ can only be computed after the calculation, as a validation

criterion. Di�erent indicators exist to estimate the meshing spatial resolution before the

calculation. One of them is the transverse Taylor microscale, which can be computed
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during a RANS calculation with the following approximation:

λT ≈
√

10ν
k

ϵ
(II.23)

The temporal resolution for LES is given by Equation II.6 for an explicit scheme.

II.2.f Flow near the wall

If we want to explicitly compute the �ow near the wall, a very �ne mesh is

required in the inner layer, as the velocity varies very rapidly near the wall. We typically

want to have y+ ∼ 1 in the �rst cell, and to gradually increase the cell size in the

inner layer, which can be impactful on the total number of cells and on the simulation

timestep.

Another possibility is to use wall laws (section I.2.f). For example, we can ensure

that 30 < y+ < 300 in the �rst cell, and apply the log law. This allows the use of non-

re�ned meshes, but it introduces an approximation in the model, as these laws have

been determined for channel �ows with a �ow parallel to the wall, and not any �ow.

For Large Eddy Simulations, we usually di�erentiate wall-resolved LES and LES

with near-wall modelling (LES-NWM). In this thesis, the Reichardt law (Equation I.34)

was used for both RANS and LES calculations, which is valid for y+ < 300.

II.3 Multiphysics codes for MSRs simulations

II.3.a The need for speci�c codes

Molten salt reactor studies require the development of speci�c codes. If the

strong coupling between neutronics and thermal-hydraulics requires to couple a neu-

tronic code with a thermal-hydraulic code, developments are also needed to model the

precursor transport with the �ow, and to adapt the steady-state Boltzmann equation

(see Equation I.39).

Another reason for the development of new numerical tools is the geometry

of recent MSRs designs, where a free, �ow-optimised volume replaces the square or

hexagonal lattice of assemblies composing most of current reactors. These new, non-

extruded geometries often require the use of unstructured meshes, which are not always

supported by existing codes.

57



NUMERICAL RESOLUTION OF THE COUPLED PROBLEM

Di�erent codes have thus been developed for MSRs studies. We present some of

them that use CFD for the thermal-hydraulic model.

II.3.b Existing multiphysics codes adapted for MSRs

The �rst multiphysics code using CFD to be developed for MSRs studies was the

TFM-OpenFOAM code, developed within CNRS in 2015 [55]. The open-source CFD code

OpenFOAM [56] is used to compute the velocity, temperature, and precursor concentration

�elds; the Monte-Carlo neutronic code MCNP [57] is then used to solve the neutron

�ux and power distribution; external iterations are performed until all the unknowns

converge.

Because Monte-Carlo calculations have an important computation time, another

approach has been developed for transient simulations and reduced computation time

using transient �ssion matrices (TFM) [55, 58]. Deterministic methods, with di�usion

and SPN angular discretisations, have also been developed in OpenFOAM [59].

The CNRS code has been used for steady-state and transient simulations on the

Molten Salt Fast Reactor (MSFR) design [55, 60] � as well as steady-state simulations

on Pressurized Water Reactors [55]. A numerical benchmark for MSRs codes has also

been created, in order to compare di�erent multiphysics codes on a two-dimensional fuel

salt square [55, 61]. The TFM-OpenFOAM code has also been used on fast sodium reactors

and compared with deterministic neutronic codes [62]. More recently, this code has also

been used on the MSFR with a Detached Eddy Simulation (DES, mixing LES where the

mesh is �ne enough and RANS elsewhere [63]) approach for design optimization [64].

A multiphysics code called GeN-Foam and based on OpenFOAM has been devel-

oped at Paul Scherrer Institute in 2015 [65]. The code combines the CFD libraries of

OpenFOAM and a deterministic di�usion neutronic solver. It has been veri�ed on the

numerical benchmark [59].

A two-phases solver using OpenFOAM for thermal-hydraulics and neutronics (dif-

fusion and SPN angular discretisations) has been developed at Politecnico di Milano

in 2017 [66]. It has been veri�ed on the numerical benchmark [59], and compressible

steady-state simulations on the MSFR have been performed [67]. The two-phases solver

also enabled the modelling of a bubbling system in the MSFR to remove gaseous �ssion

products, and the study of its impact on the density feedback [68].

A multiphysics code combining the CFD solver DGFlows and the deterministic

neutronic code PHANTOM-SN has been developed at Delft University of Technology in
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2019 [69, 70]. It has been veri�ed on the numerical benchmark [59], and was the �rst to

use an SN angular discretisation. Steady-state and transient simulations on the MSFR

have been realised [69].

Recently, a coupling between the Monte Carlo transport code OpenMC and the

CFD code NekRS through the MOOSE coupling application has been designed in Argonne

National Laboratory [71]. This multiphysics tool has been used to perform coupled

simulations on the MSFR with a spectral LES approach [71, 72].

The previously mentioned studies � except the most recent works [64, 71] �

used a RANS approach for the thermal-hydraulic model. RANS simulations require a

coarser mesh and a larger timestep than LES. Furthermore, for a symmetric domain,

since the mean �elds are also symmetric, only a fraction of the whole core can be mod-

elled, with symmetric or periodic boundary conditions. RANS simulations are therefore

much more "economical" than LES calculations. Unfortunately, RANS calculations do

not show the eddies in the core, so the analysis of turbulent �uctuations of the power

distribution, neutron �ux, and temperature �eld is not possible with RANS simulations.

In CEA, since 2018, di�erent multiphysics codes are developed for MSRs sim-

ulations: for core simulations, two system codes for transient analysis, called MOSAICS

and COCCINELLE, were developed in collaboration with CNRS from 2019 to 2022 [73].

Recently, a di�usion neutronic solver called TRUST-NK was added to the CFD platform

TRUST/TrioCFD, and should be used to perform simulations on MSRs � it is currently

under development. The CEA reference code, which is used for detailed simulations of

MSRs cores, is the APOLLO3® � TrioCFD multiphysics code � used in this thesis.

II.4 The APOLLO3
® � TrioCFD multiphysics code

II.4.a Presentation

The high-�delity multiphysics code for MSRs studies in CEA is based on two

existing codes, developed within CEA: the deterministic neutronic code APOLLO3® [21],

and the CFD platform TRUST/TrioCFD [22]. This code must be able to perform refer-

ence calculations for MSRs cores, using the most precise numerical methods available.

TRUST/TrioCFD performs turbulent simulations with either RANS, LES, or DNS ap-

proaches. APOLLO3® possesses di�erent solvers for di�erent angular discretisations,

notably MINARET for SN discretisation.
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The coupling strategy of the APOLLO3® � TrioCFD code is presented in Fig-

ure II.2: preliminary steps include the creation of a geometry and a mesh for the neu-

tronic problem and the thermal-hydraulic problem, and a lattice calculation to compute

the self-shielded, temperature-parametrised, macroscopic cross sections for the di�erent

materials composing the core. APOLLO3® is usually the �rst code to run in a coupled

simulation; it computes the neutron �ux, the power density �eld and the precursor

source �elds for an initial homogeneous temperature and null precursor concentrations.

The power density �eld and the precursor source �elds are sent to TrioCFD, which com-

putes the velocity and pressure �elds, the temperature �eld and the precursor concen-

tration �elds. The temperatures are then sent to APOLLO3® to update the macroscopic

cross sections, and the precursor concentration �elds are used as a source term for the

Boltzmann equation.

In APOLLO3® � TrioCFD, the precursor concentration equations are solved by

the thermal-hydraulic solver, contrary to most other coupled codes where the velocity

�eld is sent to the neutronic code in order to solve the concentration equation. This is

because the concentration equation is already available and parallelizable in TrioCFD,

so no further development is required.

Figure II.2: The APOLLO3® � TrioCFD coupling strategy.
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II.4.b Field exchanges

The meshes for each code are usually di�erent, so the �eld exchanges and remap-

pings are handled by a python library called C3PO [74], developed within CEA, which

uses the MEDCoupling library [75]. Projections methods from MEDCoupling are used

to exchange the di�erent P0 (unknowns at the center of the cell), intensive �elds between

the two non-overlapping meshes. The maximum principle is favored over conservativity

for the temperature �elds, while the conservativity is favored for the power density,

precursor concentration and precursor source �elds.

II.4.c Steady-state calculation strategy

For steady-state calculations, APOLLO3® solves the steady-state Boltzmann equa-

tion for MSRs (Equation I.39) with �xed, arbitrary temperature and precursor concen-

tration �elds. Once the neutronic unknowns (neutron �ux, keff , power distribution and

precursor source �elds) have converged, power and precursor source �elds are sent to

TrioCFD. Depending on the turbulence modelling, TrioCFD solves the time-dependant

velocity, pressure, temperature and concentration equations in either the RANS or LES

formalism. For RANS calculations, �elds convergence can be achieved, and for LES the

convergence is assessed on the mean �elds � since the instantaneous �elds �uctuate.

The temperature and precursor concentration �elds are then sent to APOLLO3®. This

loop is repeated until the exchanged �elds relative di�erence between two iterations fall

below a threshold value. This method is known as the Gauss-Seidel method, and can

be resumed by the following equation:
ψN+1, kN+1

eff , P
N+1
th , SN+1

Ci
= N

(
TN , CN

i

)
uN+1, pN+1, TN+1, CN+1

i = T H
(
PN+1
th , SN+1

Ci

) (II.24)

With N the neutronic operator, that regroups all the di�erent neutronic equa-

tions, and T H the thermal-hydraulic operator.

II.4.d Transient calculation strategy

For transient calculations, an explicit scheme is used. The thermal-hydraulic

scheme is the same, because the steady-state calculation is already time-dependent.

Instead of a convergence assessment however, a total duration before exchange of the
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�elds between both codes ∆texch is imposed (typically 10−2 s). This duration is usu-

ally larger than the stable thermal-hydraulic timestep ∆tTH , so several timesteps are

actually performed before the exchange. The thermal-hydraulic �elds are then sent to

APOLLO3®, which solves the time-dependent transport equation (Equation I.4) for the

same duration ∆texch, but using the "future" thermal-hydraulic �elds. Just like for

the thermal-hydraulic calculation, if the duration before exchange is longer than the

neutronic timestep ∆tN , several timesteps are performed before exchange. The neu-

tronic �elds are then sent to TrioCFD, which resumes its calculation with the updated

neutronic �elds. This loop is performed until both codes reach the total transient

simulation Ttransient. A diagram of the transient scheme can be seen in Figure II.3.

An explicit scheme is stable and accurate, provided that the ∆texch duration is small

enough [76].

Figure II.3: Transient calculation numerical scheme.

II.4.e V&V roadmap of the APOLLO3
® � TrioCFD code

The APOLLO3® � TrioCFD code is a new, still in development, tool. A Veri�cation

and Validation (V&V) roadmap for the code has thus been elaborated as follows:

� A veri�cation step, where the APOLLO3® � TrioCFD code is used on the CNRS

numerical benchmark for MSRs codes. This step has been passed, details can be

found in Greiner and al. [77].

� A validation step, where the APOLLO3® � TrioCFD code is used to reproduce

experimental data obtained on the historical Aircraft Reactor Experiment, the

�rst-ever MSR (see Chapter III).
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After these two steps, the APOLLO3® � TrioCFD code is �nally used to model

the Molten Salt Fast Reactor (MSFR), in order to study the turbulent �uctuations in

the core (see Chapter IV).

In this chapter, we presented the methods used to numerically

solve the neutronic and thermal-hydraulic equations; we also showed

how these methods are modi�ed for MSRs simulations. Some ex-

isting multiphysics codes have been presented, with a focus on

the APOLLO3
® � TrioCFD code used in this thesis. The objec-

tive of the next chapter is to present the validation step of the

APOLLO3
® � TrioCFD code on the Aircraft Reactor Experiment.
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Chapter III

Validation of the

APOLLO3
® � TrioCFD code on a

historical MSR: the Aircraft Reactor

Experiment

The purpose of this chapter is the validation of the APOLLO3
® �

TrioCFD code on the Aircraft Reactor Experiment (ARE), pre-

sented in SectionIII.1. A thermal-hydaulics model of the ARE

was created in TrioCFD (Section III.2), as well as a neutronic

model in APOLLO3
® (Section III.3). A steady-state simulation

was performed in order to reproduce the ARE nominal state (Sec-

tion III.4). Experiments realised on the ARE were then selected

and reproduced on the numerical model: the variation of βeff with

the fuel �ow (Section III.5), the insertion of a dollar of reactivity

(Section III.6), and the variation of the extracted power (Section

III.7).

Some early results on the ARE modelling led to a conference pa-

per [78], and a journal paper (soon-to-be-published) [79].

III.1 The Aircraft Reactor Experiment . . . . . . . . . . . . . . . . . . . 65

III.2 Thermal-hydraulic model of the ARE . . . . . . . . . . . . . . . . . 68
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III.2.a Geometries and meshing . . . . . . . . . . . . . . . . . . . . 68

III.2.b Resolved equations . . . . . . . . . . . . . . . . . . . . . . . 69

III.2.c Physical properties . . . . . . . . . . . . . . . . . . . . . . . 70

III.2.d Boundary conditions . . . . . . . . . . . . . . . . . . . . . . 72

III.2.e Source terms . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

III.3 Neutronic model of the ARE . . . . . . . . . . . . . . . . . . . . . . 72

III.3.a Lattice calculation . . . . . . . . . . . . . . . . . . . . . . . 72

III.3.b Determining the materials' compositions . . . . . . . . . . . 74

III.3.c Core calculation . . . . . . . . . . . . . . . . . . . . . . . . . 75

III.4 Steady-state simulation: the ARE nominal state . . . . . . . . . . . 77

III.5 Variation of βeff with the fuel �ow rate . . . . . . . . . . . . . . . 79

III.6 Transient simulation: insertion of a dollar of reactivity . . . . . . . . 81

III.6.a The actual experiment . . . . . . . . . . . . . . . . . . . . . 81

III.6.b First test run: instantaneous reactivity insertion . . . . . . . 81

III.6.c Progressive reactivity insertion by diluting the rod . . . . . 83

III.6.d Progressive reactivity insertion with a varying inlet temper-

ature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

III.7 Transient simulation: variation of extracted power . . . . . . . . . . 87

III.7.a The actual experiment . . . . . . . . . . . . . . . . . . . . . 87

III.7.b The simulated experiment . . . . . . . . . . . . . . . . . . . 89

III.1 The Aircraft Reactor Experiment

In order to validate the APOLLO3® � TrioCFD code on an existing reactor, two

choices are available: the Aircraft Reactor Experiment (ARE) or the Molten Salt Reac-
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tor Experiment (MSRE). The ARE was chosen for its smaller size � which will speed

up the calculations � and the many experiments realized on it and documented in

detailed operation reports [4, 80, 81].

The ARE was built at Oak Ridge National Laboratory in 1954. The initial goal

of the project, the Aircraft Nuclear Propulsion project, was to build a nuclear-propelled

aircraft, so the compactness and excellent load-following capability of a molten salt

reactor made it a natural candidate. The ARE went critical in November 1954, and

functioned for 221 hours before �nal shutdown. Its purpose was to demonstrate the

feasibility of such a reactor, as well as to measure the feedback coe�cients and the

load-following capability of an MSR.

The ARE core is contained in a metallic cylinder (120 cm in diameter and

height). This cylinder is �lled with hexagonal prisms made of beryllium oxide (Fig-

ure III.2). These BeO blocks act as the neutron moderator. The blocks in the center of

the core have a 3.175 cm diameter circular hole in their center, and inconel tubes are

inserted in these holes. The fuel salt �ows from the top to the bottom of the core within

the inconel tubes. The salt �ow is divided into six parallel circuits, each of which passes

11 times through the core in a serpentine pattern, for a total of 66 fuel assemblies in

parallel (Figure III.3). The six circuits then merge in the bottom salt collector, and

the salt is cooled via two fuel-to-helium heat exchangers before returning to the core

(Figure III.1).

Figure III.1: Schematic diagram of the ARE [4].

The BeO blocks on the outer rings of the core have a 1.27 cm diameter circular

hole, through which liquid sodium �ows. The sodium acts as the moderator coolant.

It �ows from the bottom to the top of the core through the outer holes and the BeO
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porosities, and is then cooled via two sodium-to-helium heat exchangers (Figure III.1).

The fuel salt is a NaF − ZrF4 − UF4 mixture (53% � 41% � 6% mol). The

uranium is 93.4% enriched in 235U.

Four rods are present, one regulating rod (stainless steel) and three shim rods

(B4C) that o�set the initial reactivity excess and allow for an emergency shutdown

(Figure III.1). Two instrumentation assemblies are also present near the outer edge of

the core.

Figure III.2: Elevation section of the ARE core [4].
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Figure III.3: Plan section of the ARE core [4].

III.2 Thermal-hydraulic model of the ARE

III.2.a Geometries and meshing

Three di�erent domains are used in the ARE thermal-hydraulic model: the fuel

salt, the sodium, and the solid domain. The meshes for the three domains can be seen

in Figure III.4. The exterior BeO blocks are not cut to �t a cylinder. Instead, some

blocks are removed entirely from the model. The rods and instrumentation assemblies

are also removed entirely.

The salt �ow in the inconel pipes is treated as one-dimensional. The salt mesh

is composed of hexagonal prisms with the same section as the cylindrical pipes of the

actual reactor.

In the actual ARE, the sodium �ows through both the outer holes and the BeO
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Figure III.4: Elevation section and top view of the ARE meshing in TrioCFD.

porosities. In the thermal-hydraulic model, the BeO is not treated as a porous medium.

There are instead small gaps (2 mm in width) between the BeO blocks through which

the sodium �ows. The BeO block section in the thermal-hydraulic model is smaller

than in the actual reactor, so that the section of a block and the sodium gap in our

model equals the section of a block in the ARE. The sodium �ow through both the

holes and the gaps is treated as one-dimensional.

In the actual reactor, the bends on top and on the bottom of the reactor are

immersed in liquid sodium. These two sodium layers are not modelled, because it would

require to mesh a rather large, three-dimensional zone of free �ow, which would greatly

increase the computation time for the sodium �ow.

III.2.b Resolved equations

Since the fuel salt �ow is treated as one-dimensional along a coordinate x, the

following equations are solved for the salt domain:
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(III.1)

Which results very simply for the velocity in u(x, t) = uinlet, the imposed

velocity at the inlet. The pressure gradient due to friction along the pipes is modelled

by the empirical Darcy-Weisbach equation:

∆P

L
= Λρ

u2

2D
(III.2)

With ∆P the total pressure variation over the pipe length L, D the hydraulic

diameter of the pipe, and Λ the Darcy friction factor, which is computed using the

Blasius correlation:

Λ = 0.316Re−0.25 (III.3)

For the sodium domain, similar equations are solved for the velocity and the

temperature �elds � there is no concentration equation � with di�erent properties and

source terms. The pressure gradient is also modelled by a Darcy-Weisbach equation.

For the solid domain, only a temperature equation is solved, in three dimensions

(Equation I.26).

III.2.c Physical properties

The three di�erent domains possess di�erent physical properties. The solid

domain is divided into two di�erent zones corresponding to the BeO blocks and the

inconel tubes, with di�erent physical properties. The properties of the di�erent domains
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were taken from the ARE operation report [4], and are summarised in Table III.1. All

the properties were treated as constant in TrioCFD, at the reference temperature of

1100 K for the salt, and 950 K for the sodium and the solid. For the mass di�usivity,

an arbitrary value was taken (at the order of magnitude for liquids).

Table III.1: Properties of the di�erent materials in the ARE thermal-hydraulic model,
at the reference temperature of 1100 K for the salt, and 950 K for the sodium and the
solid.

Property Unit Material Value
ρ kg.m−3 salt 3345

sodium 738
BeO 2400

inconel 8510
cp J.K−1.kg−1 salt 1089

sodium 875
BeO 2010

inconel 456
λ W.K−1 salt 2.6

sodium 26.62
BeO 1.3

inconel 21.6
α m2.s−1 salt 7.13 10−7

sodium 4.1 10−5

BeO 2.3 10−7

inconel 5.6 10−6

µ Pa.s salt 1.25 10−2

sodium 1.46 10−4

ν m2.s−1 salt 3.7 10−6

sodium 1.98 10−7

βth _ salt 3.01 10−4

sodium 2.60 10−4

PR _ salt 5.19
sodium 4.8 10−3

Dm m2.s−1 salt 10−9

SC _ salt 3700
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III.2.d Boundary conditions

The heat exchangers, pumps and secondary circuits are not modelled. Instead,

the salt and sodium velocities and temperatures are imposed at the inlets. Considering

the long time the fuel salt spends out of the core (47 s) we assume a null precursor

concentration at the fuel inlet. Zero gradients boundary conditions are applied at the

salt and sodium outlets for every unknown. Since the sodium layers covering the bends

are not modelled, the bends are treated as adiabatic walls. For the solid domain, For

the solid domain, the heat transfer between the solid and the salt or the sodium is

computed through a Newton's law where the two domains are in contact; adiabatic

boundary conditions are applied elsewhere.

III.2.e Source terms

A Boussinesq source term (see Section I.2.e) is applied to the salt and the sodium

velocity equations. The power source �eld � computed by the neutronic code � is

a source term in the temperature equation for the fuel salt. Similarly, the precursor

source �elds are source terms in the concentration equations.

III.3 Neutronic model of the ARE

III.3.a Lattice calculation

In the lattice calculation step, a two-dimensional, detailed geometry of a third of

the ARE core is used in order to compute the macroscopic, self-shielded, temperature-

parametrised cross sections for the di�erent materials composing the core (Figure III.5).

These cross sections are stored in a �le called a Multi-Parameter Output (MPO). Only

a third of the core is used because the ARE presents a rotational symmetry by thirds

� excluding the instrumentation assemblies. The boundary conditions are rotational

symmetry conditions where appropriate, and vacuum conditions (no incoming �ux) on

the outer boundary of the reactor third. The regulating rod assembly at the center is

included, but the concentrations in this assembly are divided by three, in order to o�set

the symmetry boundary conditions applied to it.

Three di�erent energy meshes were tested: a very �ne mesh of 33 energy groups,

a �ne mesh of 20 energy groups, and a coarse one of 6 groups. There was a 100 pcm
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Figure III.5: Geometry used for the lattice calculation.

reactivity di�erence between the 6 group and the 20 group meshes on a core steady-

state calculation, and no meaningful di�erence � less than 10 pcm � between the 20

group and the 33 group meshes. The 20 group mesh was thus used for the steady-state

simulations, and the 6 group mesh was used for the transient simulations in order to

speed up the calculations.

The number of precursor groups was set to 8 � since the library used for the

microscopic cross sections is JEFF-3.3 [36], which considers 8 groups of precursors.

Regarding the fuel temperature parameter, 6 di�erent points were computed

during the lattice calculation, from 673 K to 1273 K; only three points were considered,

at 673, 1273, and at 953 K which is the mean solid temperature of the ARE in its

nominal state. Only two points were computed for the sodium (673 and 1273 K),

sensitivity studies having shown that the impact of the sodium temperature on the

core neutronics is negligible. Only two points were used for the rod concentration

parameters as well (0 and 1). This results in 144 di�erent states to compute during the

lattice calculation.
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III.3.b Determining the materials' compositions

The exact composition of the di�erent materials in the ARE is not precisely

known. In particular, the exact density of the beryllium oxide in the core is not known

(it varies from 2270 to 2830 kg.m−3 between samples), as well as the exact concentra-

tion of di�erent impurities in the inconel and the beryllium oxide (see Figure III.6).

Sensitivity studies showed that both had a great impact on the core reactivity: a 10 %

variation in BeO density caused a 6 % variation in reactivity, and there was a 2 %

reactivity di�erence between the high and low estimations for impurities.

Figure III.6: Estimated concentrations for di�erent impurities in the inconel and BeO
[4].

The critical mass for the ARE is known, however. Two MPOs were then created,

that both gave keff = 1 with the critical fuel mass: one with a low BeO density and

low impurities concentrations, and another with the high estimations for BeO density

and impurities concentrations (see Table III.2).

The next step in the composition validation was to weight the control rods. The

value of the regulating rod was measured at 400 pcm in the actual ARE, and each shim

rod at 5800 pcm. For the low density, low impurities MPO, the values obtained for the

rods coincided. For the high density, high impurities MPO however, the values of the
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rods were too low (see Table III.2). This MPO was subsequently discarded, and the

low density, low impurities MPO was used for the simulations.

Table III.2: BeO density, impurities concentrations, and rods values in the ARE and
two di�erent MPOs.

Property Experimental
data

High density, high
impurities MPO

Low density, low
impurities MPO

BeO density
(kg.m−3)

between 2270
and 2830

2700 2400

Impurities
concentrations

see Figure III.6 highest estimations
and 10 ppm for

"Traces"

"Traces" and
values under

30 ppm neglected
Regulating rod
value (pcm)

400 299
(25 % di�erence)

398
(0.5 % di�erence)

Shim rod value
(pcm)

5800 5107
(12 % di�erence)

5680
(2 % di�erence)

III.3.c Core calculation

Two di�erent neutronic models of the ARE core were created. In the �rst one,

the materials composing the core were homogenised into assemblies during the lattice

step, and a core was created using four di�erent homogenised assemblies: fuel assemblies

(containing the fuel salt, the inconel piping, and the BeO block), re�ector assemblies

(containing the liquid sodium and the BeO block), the regulating rod assembly and the

shim rods assemblies. In addition to these four assemblies, a homogenised paste was

used to model the bends and the top and bottom sodium layers, containing a mix of

fuel salt and liquid sodium. The geometry can be seen in Figure III.7.

A second, non homogenised model was created, which is presented in Figure III.8.

One homogenised material was still used for the re�ector in the fuel salt assemblies,

which is a mix of the inconel piping and the BeO block. The inconel bottom sheet, as

well as the sodium layers, are represented. The bends are straightened, but the total

bend length is maintained. The instrumentation assemblies are also present � �lled

with inconel.

Like in the thermal-hydraulic model, the outer blocks are not cut to �t a cylin-

der, but some assemblies are completely �lled with void � actually oxygen with a

concentration of 10−16 cm−3.
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Figure III.7: Equatorial section of the homogenised geometry used for core calculations.

Figure III.8: Elevation and equatorial sections of the non-homogenised geometry used
for core calculations.

A steady-state neutronic calculation was performed on both models, and a

200 pcm discrepancy was observed between the two models. Moreover, because of

the dilution of the fuel in the paste material, the power density in the bends in the

homogenised model was very low compared to the other one � between �ve and ten
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times lower. The homogenised model was therefore discarded, and the non-homogenised

model was used for the coupled calculations.

However, the use of a non-homogenised geometry required a development in

the coupling scheme: the self-shielded cross sections for the salt depends on the three

temperatures, and not just the salt temperature, but TrioCFD sends a null moderator

temperature for the salt domain to APOLLO3® � because there is no moderator in the

salt domain. Therefore, an interpolation is performed where the moderator temperature

in a salt cell (in the APOLLO3® geometry) is equal to the mean of the surrounding

moderator cells. The sodium temperature in a salt cell stays null, because the impact

of the sodium temperature on the self-shielded salt cross sections is negligible. This

interpolation was not performed on the other materials, because its impact was also

negligible.

On a steady-state coupled calculation, the di�erence between performing or not

this interpolation on the total reactivity was found to be about 10 pcm. Since the

computational time of this interpolation is low � it is proportional to the quantity of

fuel cells in the APOLLO3® geometry � it was performed nonetheless.

III.4 Steady-state simulation: the ARE nominal state

The �rst steady-state, coupled calculation performed was the ARE nominal

state. It is de�ned in the operation report [4] as:

� Total power: 2.1 MW.

� Fuel �ow rate: 3.10−3m3.s−1.

� Sodium �ow rate: 10−2m3.s−1.

In our numerical model, since the heat exchangers are not modelled, the fuel

and sodium temperatures at the inlets were also set to their nominal value:

� Fuel inlet temperature: 928 K.

� Sodium inlet temperature: 937 K.

The coupling strategy is as de�ned in Section II.4.c:
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� A steady-state APOLLO3® calculation is performed � for the �rst one, tempera-

tures are uniform and the precursor concentrations are null.

� The power �eld and the precursor source �elds are sent to TrioCFD.

� A steady-state TrioCFD calculation is performed.

� The precursor concentration �elds and the temperature �elds are sent to APOLLO3®.

The moderator temperature in the fuel cells is interpolated from neighbouring

moderator cells.

This sequence loops until the convergence of the exchanged �elds. The fuel and

sodium outlet temperature were then measured and compared with the experimental

values. Results are presented in Table III.3.

Table III.3: Compared values for nominal operating conditions.

Measure Experimental Value Simulation Value
T out
fuel (K) 1102 1105

T out
fuel − T in

fuel (K) 174 177
T out
sodium (K) 998 950

T out
sodium − T in

sodium (K) 61 13

The simulated fuel appears to be a little too warm, while the simulated sodium

appears to be substantially too cold. These discrepancies can most probably be ex-

plained by the simpli�ed sodium �ow modelling:

� In the numerical model, the liquid sodium �ows only through the re�ector holes

and between the BeO blocks, while in the actual experiment it also �ows through

the BeO porosities, resulting in a higher outlet temperature.

� In the numerical model, the top and bottom sodium layers are not modelled, so

the sodium enters and exits the core rapidly. In the actual experiment, these

layers would act as bu�ers, giving time for the sodium to heat up. The fuel salt

in the bends also cools in these layers in the experiment, while this salt-sodium

transfer is not reproduced in our model.

� Since the modelled sodium does not extract enough heat, the excessive heat is

instead partly extracted by the fuel, which results in a slightly hotter fuel salt in

the numerical model.
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The nominal moderator temperature was not measured on the ARE, so it is not

possible to know if the modelled moderator temperature coincides with the experimental

value.

In order to reduce the discrepancies, the sodium �ow rate was reduced in the

numerical model. The results were not satisfying: even when dividing the sodium

inlet �ow rate by ten, the outlet temperature was only slightly hotter (+10 K). Since

the sodium �ow rate was modi�ed in some experiments, the nominal �ow rate was

eventually kept in the numerical model. The main cause for the sodium temperature

discrepancies would then be the absence of the top and bottom layers, but modelling

them would greatly complexify the thermal-hydraulic model.

The low sodium temperature was eventually kept as is. Sensitivity studies were

performed, and showed that the sodium density and temperature variations had a

negligible impact on the neutronic calculation. The impact of the sodium modelling

on the calculations is indirect, by modifying the temperatures of the fuel salt and the

moderator.

III.5 Variation of βeff with the fuel �ow rate

The �rst actual experiment reproduced on the numerical model is the variation

of βeff with the fuel �ow rate (experiment L-7 [4]). In the actual experiment, the ARE

was set to a low-power (1 W) steady state, at nominal fuel �ow rate, with all materials

at 984 K. The fuel �ow rate was then lowered, and the regulating rod adjusted to keep

the reactor critical. The rod displacement was measured � which was translated into a

reactivity variation � and the �ow rate lowered further, until zero �ow rate. Since the

temperatures are kept constant, the reactivity variation with the fuel �ow rate is solely

caused by the precursor transport variation, so the reactivity variation is actually a βeff
variation. While βeff at nominal �ow is measured at 400 pcm, it goes up to 798 pcm

for an immobile salt.

The experiment L-7 was easy to reproduce on the numerical model. All tem-

peratures were set to 984 K in the neutronic model. Only the salt domain was used

in the thermal-hydraulic model, and the energy equation was not solved � only the

salt velocity and the precursor concentrations were computed. Di�erent steady-state,

coupled simulations were then performed � with the same coupling strategy as for the

nominal state � with di�erent imposed fuel �ow rates. The �nal keff value for each
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simulation was noted, and the variation of the keff compared to the keff at nominal

�ow rate was compared with the experimental data. Results are shown in Figure III.9.

Figure III.9: Variations of reactivity with fuel �ow rate: experimental values (blue
circles) and simulated values(yellow triangles).

For small variations of the �ow rate, the results are in good agreement with

the experimental values. The higher simulated values on the intermediary points (at

1.14 10−3 and 0.8 10−3 m3.s−1) could be explained by the simpli�ed one-dimensional

�ow, which would �ush out more precursors than a more realistic velocity pro�le with

a viscous sublayer. It is also possible that the imposed null precursor concentration

at the inlet is causing this over-variation in the simulation. However, at null �ow

rate � so with immobile precursors � the simulated data present a 7 % lower value

than the experiment, which cannot be explained by the simpli�ed one-dimensional �ow

nor the inlet boundary condition. Since the �ow rate is null, the keff value given by

APOLLO3® was compared to a Monte-Carlo calculation, using TRIPOLI-4® [82]. The

value given for the keff by TRIPOLI-4® was 1.0380±10 pcm, which corresponds to the
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value of 1.0370 computed by APOLLO3®.

III.6 Transient simulation: insertion of a dollar of re-

activity

III.6.a The actual experiment

Two transient experiments were selected to be reproduced. The �rst one (ex-

periment H-8) is a reactivity insertion. Starting at nominal state (power at 2.1 MW)

with the regulating rod fully inserted, the rod is withdrawn at maximum speed: this

corresponds to a +400 pcm reactivity insertion (one βeff , or one dollar) in 37.5 seconds.

The power thus increases � it doubles and reaches 3.9 MW in 37.5 s � which

causes the fuel temperature to rise. The temperature feedback in turn lowers the

reactivity and the power, and the reactor reaches a new steady state at 2.9 MW in

three minutes. The experimental data are presented in Figure III.10.

We can see in Figure III.10 that the power starts to increase as soon as the rod

is moving. The outlet temperature is also immediately impacted, because the fuel salt

is heated by a higher power before exiting the core. A time delay of about 47 s between

the outlet and inlet temperature variation can be noted, which corresponds to the fuel

transit time. Because of this transit time, the time for the mean fuel temperature to

reach equilibrium is quite long.

The new equilibrium power (2.9 MW) is slightly higher than the initial power

(2.1 MW) because the mean fuel temperature is higher, which results in more heat

extraction in the heat exchangers � the helium �ow rate in the heat exchanger is

constant throughout the experiment. The extracted power being higher, the neutronic

power adapts to it.

III.6.b First test run: instantaneous reactivity insertion

The modelling of the experiment H-8 on the numerical model rose several prob-

lems, in particular regarding the rod movement. While it is easy to set a ramp in

TrioCFD for a transient simulation � like an inlet temperature ramp � it is not pos-

sible to set an MPO parameter ramp in APOLLO3®. A �rst test run was thus modelled

in an extremely simpli�ed way:
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Figure III.10: Experiment H-8, reactivity insertion: time is read from right to left
(in minutes). The �rst half of the experiment (in the red square) is described and
reproduced.
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� The initial state is the nominal state with the regulating rod fully inserted (rod

parameter at 1). A critical simulation has been performed, so the reactor is

perfectly critical (see Section II.1.e).

� The regulating rod parameter is set to 0. This corresponds to an instantaneous

reactivity insertion of +400 pcm.

� A transient coupled simulation is performed � as de�ned in Section II.4.d. The

timestep before exchange between both codes is 10−2 s.

This �rst test run resulted in a higher power increase on a much shorter time.

Results are presented in Figure III.11. The neutronic power triples and reaches 6.7 MW

in 0.3 s, before decreasing due to the temperature feedback. A new equilibrium is

reached in about 15 s at 3.3 MW. Once again, the new power at equilibrium is higher

than initially, because the virtual extracted power has increased � the outlet fuel

temperature has increased, and the inlet fuel temperature has been kept constant.

The higher maximum power on the simulation has two likely causes: the instan-

taneous reactivity variation, and the constant inlet fuel temperature � it increases by

30 K in the actual experiment � which inhibits a part of the temperature feedback.

The �nal simulated power is 3.3 MW, which is 14 % higher than the experimental data

� the virtual extracted power should be higher than in the experiment because the

inlet temperature is lower.

When looking at the outlet fuel temperature evolution, it reaches a maximum of

1163 K at 5.6 s before going down and reaching a �nal value of 1145 K � although the

transient has not quite converged. The �nal value is within 10 K of the experimental

data � the �nal experimental outlet temperature is 1155 K.

III.6.c Progressive reactivity insertion by diluting the rod

The results of the previous simulation were promising, especially the �nal state,

but the instantaneous reactivity variation was too far from the actual experiment pro-

tocol and resulted in a much shorter transient. To solve this problem, a progressive

reactivity insertion simulation was designed:

� The initial state is the nominal state with the regulating rod fully inserted. A

critical simulation has been performed, so the reactor is perfectly critical (see

Section II.1.e).
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Figure III.11: Transient simulation H8: instantaneous reactivity insertion of +400 pcm.

� A transient coupled simulation is performed (with a timestep before exchange of

10−2 s); for the �rst 37.5 s of the simulation, at every exchange, the value of the

regulating rod parameter is decreased linearly, such that the parameter is null at

37.5 s.

� The transient then continues normally until convergence of the �elds.

This method e�ectively dilutes progressively the entire regulating rod on 37.5 s,

which is slightly di�erent than withdrawing it. The results are presented in Fig-

ure III.12.

The neutronic power increases steadily and reaches a maximum of 3.8 MW at

36.5 s (instead of 3.9 MW at 37.5 s in the actual experiment, a 2.5 % di�erence). The

temperature feedback then causes the power to decrease, and to reach a �nal value of

3.3 MW, like for the previous simulation. Some oscillations of the neutronic power are

observed after 40 s, which do not appear in the experimental data.

84



VALIDATION OF THE APOLLO3® � TrioCFD CODE ON THE ARE

Figure III.12: Transient simulation H8: progressive dilution of the regulating rod. The
experimental data were digitalized using WebPlotDigitizer [83].

When looking at the outlet temperature evolution, it reaches a maximum of

1174 K at 39 s (instead of 1172 K at 55 s) before going down to 1164 K, although the

transient is not quite converged.

Diluting the rod over 37.5 s greatly improved the power evolution � the max-

imum value is 2.5 % lower than the experimental value � as well as the temperature

evolution � the maximum value is 2 K higher than the experimental value. Yet the

�nal values (the �nal power is still 14 % too high) are still not quite in agreement with

the experiment. The �nal values discrepancies are most likely due to the fact that the

inlet temperature is �xed in the simulation.
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III.6.d Progressive reactivity insertion with a varying inlet tem-

perature

A �nal simulation was performed, with a progressive dilution of the regulat-

ing rod, and where the inlet temperature increased linearly to better reproduce the

experimental data.

� The initial state is the nominal state with the regulating rod fully inserted. A

critical simulation has been performed, so the reactor is perfectly critical (see

Section II.1.e).

� A transient coupled simulation is performed (with a timestep before exchange of

10−2 s); for the �rst 37.5 s of the simulation, at every exchange, the value of the

regulating rod parameter is decreased linearly, such that the parameter is null at

37.5 s.

� The inlet fuel temperature is set to 928 K until 47 s, where it increases linearly

over a minute to 950 K.

� The transient continues until convergence of the �elds.

The results are presented in Figure III.13.

Before 47 s, the results are identical to the previous simulation, the transient

being the same. Unfortunately, the calculation stopped at 63 s, for unknown reasons

(it seems linked to memory use). However, even with a low increase of the inlet fuel

temperature, we can observe a decrease of the neutronic power after 50 s compared to

the previous simulation.

A longer simulation should be performed in order to assess the temperature and

power �nal values. Still, the results currently available show a good agreement between

our numerical model and the experimental data, which contributes to the validation of

our model and the APOLLO3® � TrioCFD code.

It should also be noted that while the mean fuel temperature evolution was

recorded during the simulations, it is not presented in the �gures above, due to great

discrepancies with the experimental data. The most plausible explanation for these

discrepancies is that the experimental mean fuel temperature is not simply the mean

fuel temperature in the core, but in the whole fuel loop, or at least in the core and

the top and bottom salt collectors � it is unfortunately not precisely de�ned in the
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Figure III.13: Transient simulation H8: progressive dilution of the regulating rod with
a varying inlet temperature. The experimental data were digitalized using WebPlot-
Digitizer [83].

operation report [4]. It seems di�cult to explain the very di�erent evolutions of the

experimental mean and outlet fuel temperatures otherwise.

III.7 Transient simulation: variation of extracted power

III.7.a The actual experiment

The second transient experiment selected (experiment H-14) is a load-following

transient: starting at a low-power state (5.66 10−2 MW), the helium �ow rate in the

fuel-to-helium heat exchangers is increased over a minute, which results in a lower

inlet fuel temperature in the core (it decreases from 997 to 953 K over a minute)

and a slightly lower mean fuel temperature (it decreases from 1016 to 1013 K). The
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temperature feedback causes the reactivity and the power to increase, until the reactor

reaches a new steady state at 1.05 MW. When the power increases, it causes the mean

and outlet fuel temperature to increase (the outlet fuel temperature increases from

1036 K to 1080 K while the mean fuel temperature increases slowly to 1020 K). The

experimental data are presented in Figure III.14.

Figure III.14: Experiment H-14, extracted power increase: time is read from right to
left (in minutes). The �rst part of the experiment (in the red square) is described and
reproduced.

Important time lags can be observed in Figure III.14. The fuel inlet temperature

should be modi�ed as soon as the extracted power increases, but instead a 1 min time

lag is observed. The time lag does not appear on the neutronic power reading, so it

would seem like the power increases without any temperature variation � which is

not possible. The time lags for the mean and outlet fuel temperatures are larger yet,

estimated at respectively 1.5 and 2 min.

There is no de�nitive explanation for such time lags (see [4], p91): the most

plausible one is that, while the power detectors were placed inside the core and registered

88



VALIDATION OF THE APOLLO3® � TrioCFD CODE ON THE ARE

power variations very quickly, the thermocouples were placed at the exterior of the core,

so their readings were in�uenced not only by the quick fuel temperature variations, but

also by the much slower temperature variations of the moderator.

By starting the inlet fuel temperature variation at the same time as the power

variation, and adding the time required to pass through the core for the outlet temper-

ature reading (about 8 s), the temperature readings can be adjusted.

III.7.b The simulated experiment

Since the heat exchangers are not present in our ARE numerical model, the inlet

fuel temperature is instead directly modi�ed in TrioCFD:

� The initial state is a low-power steady state (power at 5.66 10−2 MW, inlet fuel

temperature at 997 K, outlet fuel temperature at 1035 K). A critical simulation

has been performed, so the reactor is perfectly critical (see Section II.1.e).

� A transient coupled simulation is performed (with a timestep before exchange of

10−2 s); for the �rst 58 s of the simulation, the inlet fuel temperature decreases

linearly from 997 to 953 K.

The power and outlet fuel temperature are then measured and compared with

the experimental data. Results are presented in Figure III.15.

Unfortunately, the calculation stopped at 50 s, for the same unexplained reason

than in the previous simulation. The power evolution seems promising however: it

reaches 0.88 MW at 50 s, and is still increasing.The outlet fuel temperature evolution

seems also in quite good agreement with the experimental data, except for a slight

decrease of the simulated temperature between 15 and 30 s which is not observed in

the experiment.

The error causing the transient simulations to stop should be solved before per-

forming other long transients. It is di�cult to conclude on the H-14 experiment with

the results currently available, although they look promising.

While some troubleshooting must be done before concluding on the accuracy of

our numerical model of the ARE, the global behaviour of the APOLLO3® � TrioCFD was

extensively tested during this validation step, and the results were satisfactory. The

code should be able to solve more complex MSR models, assuming no long transients

are computed.
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Figure III.15: Simulated experiment H-14: inlet fuel temperature ramp. The exper-
imental data were digitalized using WebPlotDigitizer [83] and corrected for the time
lags.

In this chapter, we created a numerical model of the Aircraft Re-

actor Experiment (ARE). Using the APOLLO3
® � TrioCFD code,

steady-state and transient simulations were performed on the nu-

merical model and compared with the experimental date. The re-

sults contributed to the validation of the multiphysics code. The

next step, presented in the next chapter, is to use the APOLLO3® �

TrioCFD code to model turbulent �ows in MSRs.
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Chapter IV

Modelling of turbulent �uctuations in

the Molten Salt Fast Reactor

The purpose of this chapter is to use the APOLLO3® � TrioCFD code

to model the turbulent �uctuations in the core of the Molten Salt

Fast Reactor, presented in Section IV.1. A thermal-hydraulic

model of the MSFR was created in TrioCFD (Section IV.2). Many

sensitivity studies were performed on the thermal-hydraulic model

of the MSFR, using a RANS turbulence model, in order to op-

timise the model (Section IV.3). A numerical benchmark using

RANS modelling was developed in collaboration with other part-

ners, in order to compare the results given by di�erent CFD codes

(Section IV.4). The thermal-hydraulic model was then used to

perform LES simulations, in order to estimate the temperature

turbulent �uctuations without neutronic feedbacks (Section IV.5).

A neutronic model of the MSFR was developed in APOLLO3
® (Sec-

tion IV.6). Both models were coupled in order to compute the

coupled nominal state of the MSFR (Section IV.7).

Some early results on the MSFR thermal-hydraulic modelling led

to a conference paper [84].

IV.1 The Molten Salt Fast Reactor . . . . . . . . . . . . . . . . . . . . . 93

IV.1.a Fuel cycle and salt composition . . . . . . . . . . . . . . . . 94
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IV.6.a Lattice calculation . . . . . . . . . . . . . . . . . . . . . . . 120

IV.6.b Core calculation . . . . . . . . . . . . . . . . . . . . . . . . . 121

IV.6.c Neutronic simulation: power distribution . . . . . . . . . . . 121
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IV.1 The Molten Salt Fast Reactor

The Molten Salt Fast Reactor (MSFR) is a fast-spectrum breeder molten salt

reactor concept, developed initially by CNRS in France [85], then through European

projects [12]. The MSFR system is composed of a core (in green in Figure IV.1)

connected to 16 sectors, each containing a pump and a heat exchanger. Di�erent

variations on the MSFR design exist [86], we present here the characteristics of the

reference MSFR.

Figure IV.1: Schematic layout of the MSFR.
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IV.1.a Fuel cycle and salt composition

The MSFR is a breeder reactor, that operates with a 232Th/233U cycle and a LiF�

ThF4�UF3 �uoride salt (77.5 − 22.5 − 2.5 mol% at start-up). The lithium is heavily

enriched in 7Li to limit the tritium generation � the lithium is composed of 99.999

mol% of 7Li and 0.001 mol% of 6Li.

A radial fertile blanket (in red in Figure IV.1) is also present to improve the

breeding ratio. It has the same composition as the fuel salt, but loaded only with 232Th

as heavy nuclei.

IV.1.b Core geometry and materials

As shown in Figure IV.1, the core geometry is a toroid � approximately 2 m in

height and diameter. The fuel salt �ows through the critical region where it heats up

and rises to the sixteen "legs" connecting the core to the heat exchangers, then goes

down the heat exchangers and back to the critical region. The fuel completes the loop

in about 4 seconds. The �ow in the core is highly turbulent (Re ≈ 5.105). The toroidal

geometry results from a preliminary optimization study using RANS simulations [87].

The total fuel salt volume is 18 m3: half in the critical region and half outside.

The total volume results from a trade-o� between the temperature feedbacks on the

one hand, and the breeding ratio and the vessel irradiation on the other � a smaller

volume boosts the density feedback as more �ssile matter will escape the critical region

quicker, but also implies more neutron leakage, which will lower the breeding ratio and

cause more vessel irradiation [85]. The fuel volume outside of the critical zone also

results from a trade-o� between the extracted heat � more extracted heat with more

fuel outside of the critical zone � and the βeff � which is lower with more fuel outside

of the critical zone.

The total power is 3 GWth, the mean temperature is about 700°C � the inlet

core temperature is at about 650°C, the outlet core temperature at about 750°C.

The structural materials of the reactor are composed of Hastelloy-N � a nickel-

based alloy, similarly to what was used in the MSRE [88].

IV.1.c Bubble injection

In previous MSFR designs, a bubbling system was present to help removing the

gaseous �ssion products. Helium was injected in the core, and the gas was extracted
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before the fuel would reach the pump. The presence of helium bubbles in the core

however, had an impact on the core neutronics and the fuel compressibility, which

delayed the temperature feedbacks during transients [67].

In the current MSFR design, there is no bubble injection. The gaseous �ssion

products could form some bubbles in the core, before being extracted at the pumps.

No bubbles were considered in this study.

IV.1.d Pumps and heat exchangers

The pumps are located above the heat exchangers, where the fuel is the hottest.

This is to limit the cavitation in the pump: the solubility in the salt increases with the

temperature, so there are fewer bubbles when it is hot.

The exact composition and con�guration of the heat exchangers is not known

yet. The heat exchangers are usually considered to be plate exchangers made of a

nickel-based alloy [89].

IV.1.e Free volume and draining tanks

An expansion vessel, enabling the fuel salt expansion when it heats up, is neces-

sary. While not precisely de�ned, it is usually modelled just above the critical zone [73].

No expansion vessel was modelled in this study.

Below the core, there is an emergency draining tank: in case of a breach, the

fuel salt would �ow down into this tank, which must have a sub-critical geometry when

full while allowing for the decay heat passive removal through natural convection [73].

This emergency draining system was not modelled in this study.

IV.2 Thermal-hydraulic model of the MSFR

IV.2.a Resolved equations

Only the fuel salt is considered in the thermal-hydraulic model. The velocity and

pressure �elds for the fuel are obtained by computing the Navier-Stokes and pressure

equations (Equations I.29 and I.21). The temperature �eld is obtained through the

energy equation (Equation I.26).
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For the model to be complete, the precursor concentrations should also be com-

puted (through Equation I.27) and be exchanged with APOLLO3®. They were not com-

puted in this study however, in order to speed up both the thermal-hydraulic calculation

� by not solving the concentration equation � but mostly the neutronic calculation

(see Section IV.7).

IV.2.b Physical properties

We consider the salt composition de�ned above (Section IV.1.a), used for the

start-up of the MSFR with a thorium cycle [88]. In the absence of precise measures

of this speci�c salt's properties, the modelled salt properties are taken constant, from

a 7LiF�ThF4 salt at the reference temperature of 700 °C [55].These properties are

described in Table IV.1.

Table IV.1: Properties of the MSFR salt used in the simulations.

Property Unit Value at 700 °C Variation from 600 °C to 750 °C

ρ kg.m−3 4125 4214 � 4081

cp J.K−1.kg−1 1594 1316 � 1733

λ W.K−1 1.01 1.001 � 1.014

α m2.s−1 1.5 10−7 1.81 10−7 � 1.42 10−7

µ Pa.s 1.015 10−2 1.5 10−2 � 8.43 10−3

ν m2.s−1 2.46 10−6 3.56 10−6 � 2.07 10−6

βth _ 2.14 10−4 _

PR _ 16 19.67 � 14.57

IV.2.c Geometries and meshing

A CAD model and di�erent meshes were created for the MSFR, using the SA-

LOME software [75]. The CAD model is presented in Figure IV.2. Two di�erent

geometries were considered: only one sector � one 16th � of the core, and the full

core. TrioCFD currently only handles tetrahedral meshes for turbulent simulations.

The RANS simulations were performed on a coarse mesh � 7 millions tetrahedra for

the full core � determined through a mesh convergence study (see Section IV.3.c); the

RANS mesh can be seen in Figure IV.3.
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Figure IV.2: CAD of the MSFR for the thermalhydraulics modelling.

Figure IV.3: Meshes used for the RANS (left) and the LES (right) simulations.

A RANS calculation was performed in order to compute the transverse Taylor

microscale λT of the �ow. λT was about 5 mm in the critical region, and about 2.5 mm

near the legs connecting to the heat exchangers. The LES mesh was thus built with

a reference edge size of 1 cm � as the unknowns are discretized in the centre of the

tetrahedra's faces in TrioCFD, the distance between two calculation points is about

three times smaller than the reference edge size. the LES mesh is composed of 120

millions tetrahedra for the full core, and can be seen in Figure IV.3.

The good resolution of the LES mesh was veri�ed by computing the Index of

Resolution Quality (LES_IQ, see Equation II.22). The LES_IQ of the full-core sim-

ulation is presented in Figure IV.4(a). In the critical region, it is over 0.8 in every

cell. The mesh is under-re�ned in the heat exchangers, but a detailed prediction of the

velocity is not necessary in these regions � since the heat exchangers are not precisely

97



MODELLING OF THE MSFR

modelled.

Since the Reichardt law of the wall (Equation I.34) was used in both RANS and

LES calculations, the good resolution of the surface mesh was veri�ed by computing

the dimensionless wall distance (y+). The y+ for the LES simulation is presented in

Figure IV.4(b). With this surface mesh size, some of the upper region cells have a y+

value a little over 400, which is satisfactory.

(a) LES_IQ for the LES simulation (max scale �xed at 0.8).

(b) y+ for the LES simulation (max scale �xed at 400.

Figure IV.4: Parameters for the �ne mesh quality assessment.

The RANS mesh was decomposed into 350 zones of approximately 20 000 cells,

so the RANS simulations were performed on a cluster using 350 threads. The LES

mesh required more computational resources: it was decomposed into 2 000 zones of
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approximately 60 000 cells, so the simulations ran on 2 000 threads.

IV.2.d Turbulence models

Both RANS and LES simulations were performed. The numerical schemes used

in both cases are summarised in Table IV.2 and Table IV.3.

Table IV.2: RANS numerical scheme.

Mesh Tetrahedral mesh 7 millions tetrahedra

Time scheme Euler backwards 1st order implicit

Spatial discretisation Convection 2nd order centered

Di�usion 2nd order centered

Pressure Solver Conjugated gradient

with SSOR preconditioning

Turbulence model RANS classical k − ϵ

Wall law Reichardt law

Table IV.3: LES numerical scheme.

Mesh Tetrahedral mesh 120 millions tetrahedra

Time scheme Adams-Bashforth 2nd order explicit

Spatial discretisation Convection 2nd order centered

Di�usion 2nd order centered

Pressure Solver Conjugated gradient

with SSOR preconditioning

Turbulence model LES WALE

Wall law Reichardt law

IV.2.e Boundary conditions

The boundaries are non-slip, adiabatic walls. The initial velocity is null, the

�ow is established in approximately two seconds. The initial temperature is 700°C on
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the whole domain. For the sector mesh, symmetry boundary conditions are imposed

on each side of the sector.

IV.2.f Source terms

The pump is modelled by a momentum source Sm above the heat exchanger,

tuned to give a steady-state mass �ow rate of 1170.46 kg.s−1 in each heat exchanger.

The heat exchanger is not explicitly modelled in the CAD model. Instead,

the linear pressure loss in the heat exchanger zone is modelled by the Darcy-Weisbach

equation (Equation III.2), with D a hydraulic diameter arbitrarily set to 8 mm, and Λ a

Reynolds-number-dependent coe�cient, equal to 0.316Re−0.25 (Blasius correlation [90]).

Since the �nal design for the intermediate heat exchanger in the MSFR is not known

yet, this very simple model is arbitrary and can be modi�ed.

Thermal-hydraulic simulations of the MSFR were performed �rst, without neu-

tronics. A power distribution was thus needed. It was modelled as a constant function

with a spatial distribution taken from the PhD thesis of A. Laureau [55]. The total

power was 3 GW, with the following distribution:

Sth =
∣∣∣ 9.5× 108 · cos

(π
2
· z

H∗

)
· cos

(π
2
· r

R∗

) ∣∣∣ (IV.1)

With H∗ = 2.2m and R∗ = 1.4m, and for r < 1.2m.

The power �eld corresponding to this distribution can be seen in Figure IV.5.

Figure IV.5: Power �eld used for pure thermal-hydraulic calculations.
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The heat removal in the heat exchanger zone is modelled by a convective heat

transfer function:

Sexch = h (Tsalt − Text) (IV.2)

With Text varying between the bottom and top of the heat exchanger from 600°C

to 750°C, and h taken arbitrarily very high (107 W.m−2.K−1) to ensure that the salt

temperature reaches 600°C at the end of the heat exchanger.

IV.3 RANS simulations on the MSFR

In order to test the thermal-hydraulic model and obtain useful parameters for

the LES mesh (y+ and λT ), pure thermal-hydraulic RANS simulations were performed.

The velocity and temperature �elds for the RANS model described above are presented

in Figure IV.6. Many di�erent RANS studies were then performed, in order to eval-

uate the impact of di�erent parameters on the results: namely the geometry used for

the calculation, the heat exchanger modelling, the spatial scheme and the turbulent

viscosity model.

IV.3.a Impact of the geometry

First of all, the impact of the geometry considered was studied. The RANS

simulations on the full core was compared to the same simulation, but performed on only

a sector of the core with symmetry boundary conditions. The velocity and temperature

�elds for the sector are presented in Figure IV.7. The velocity and temperature �elds

at the equator were then plotted and compared for the two geometries. Results are

presented in Figure IV.8.

The geometry considered has almost no impact for RANS simulations (the max-

imum di�erence is 4°C or 0.6 % between both temperatures at the center of the core).

Since the RANS equations only model the mean �elds, and the mean �elds are expected

to be the same for each sector, the boundary conditions applied do not disturb the �ow.

Symmetry boundary conditions are probably not ideal, periodic boundary conditions

could potentially improve the results further by better representing the transverse �ow

between the sectors.
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(a) Velocity �eld of the MSFR with RANS modelling.

(b) Temperature �eld of the MSFR with RANS modelling.

Figure IV.6: RANS steady-state �elds of the MSFR (full core).

Subsequent RANS studies were performed on a single sector of the MSFR, in

order to speed up the calculations.
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(a) Velocity �eld.

(b) Temperature �eld.

Figure IV.7: RANS steady-state �elds of the MSFR (one sector). The equatorial line
used for plots is shown in red.
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(a) Velocity equatorial plots.

(b) Temperature equatorial plots.

Figure IV.8: Compared equatorial plots of the full core (solid green line) against one
sector (dashed blue line) for the RANS model.
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IV.3.b Impact of the heat exchanger modelling

Since the exact design of the heat exchangers of the MSFR is not yet known, the

impact of the model used for the heat exchanger on the velocity �eld was studied next.

The sector simulation presented above � with a pressure drop in the heat exchanger

described in Section IV.2.f � was compared to a simulation on an "open" sector: the

pump and heat exchanger block was completely removed and replaced by a set �ow

rate at the inlet of the critical zone � so the mass �ow rate in both cases is the same.

In order to prevent the thermal discrepancies, the energy equation was not solved for

this simulation, only the momentum equations were computed. The velocity �eld for

the open sector geometry is presented in Figure IV.9. The compared equatorial velocity

plots are presented in Figure IV.10.

Figure IV.9: Velocity �eld for the "open" sector geometry.

The modelling of the heat exchanger has a signi�cant impact on the velocity

�eld (a di�erence of 17 % can be measured between both velocities at the center of

the core). For this reason, in order to limit the potential variations due to the heat

exchanger model � and to reduce the computation time � the subsequent RANS

studies were performed on the "open" sector geometry.
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Figure IV.10: Velocity equatorial plots for the "standard" sector geometry (dashed blue
line) and the "open" sector geometry (solid red line) with a coarse 25 mm mesh.

IV.3.c Mesh convergence on the open sector geometry

With RANS modelling, a mesh convergence study is necessary to determine the

su�cient spatial resolution. Three di�erent meshes were created with di�erent edge

sizes for the volume cells � the size of the cells on the surface mesh is set by the y+

value and does not vary. Results are presented in Figure IV.11.

While the 25 mm mesh appears to be too coarse, no real discrepancy appears

between the 10 mm and the 7 mm mesh. Therefore the 10 mm mesh was used for the

subsequent studies.

IV.3.d Impact of the spatial scheme

Di�erent orders were tested for the spatial numerical schemes. More speci�cally,

a �rst-order scheme for the convection operator was compared to the second-order

scheme used in the studies above. Results are presented in Figure IV.12.

A di�erence of 8 % can be measured between both velocities at the center of the

core. A �rst-order scheme would probably converge towards the second-order solution
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Figure IV.11: Mesh convergence study for the open sector geometry: 25 mm mesh
(dotted red line), 10 mm mesh (dashed black line), and 7 mm mesh (solid orange line).

with a �ner mesh. The second-order scheme � for which the mesh is �ne enough, as

shown in Figure IV.11 � was kept for the following studies.

IV.3.e Impact of the RANS model

The impact of the turbulent viscosity model used was then studied. The classical

k − ϵ model (as described in Equation II.14) used above was compared to the more

recent, realisable k − ϵ model [91]. The comparison between both models is presented

in Figure IV.13.

Signi�cant discrepancies are observed between both models (a di�erence of 15 %

can be measured between both velocities at the center of the core). For this type of

�ow, the realisable model should give better results [91].

The best parameters for RANS simulations on the MSFR � with no heat ex-

changer � with TrioCFD are summed up:

� Geometry considered: Only one sector for faster calculations.

� Size of the surface mesh cells (set by the y+ value): 25 mm.
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Figure IV.12: Velocity equatorial plots for a second-order scheme for the convection
operator (solid black line) and a �rst-order one (dashed purple line).

� Size of the volume mesh cells (mesh convergence study): 10 mm.

� Order of the spatial scheme: second-order.

� turbulent viscosity model: realisable k − ϵ model.

IV.4 Numerical benchmark on the open sector

In order to compare the results given by TrioCFD with other CFD codes, the

open sector geometry described above was used as a numerical benchmark. This bench-

mark was developed in collaboration with CNRS, Framatome, and Orano, and is the

object of a soon-to-be-published article [92]. The set parameters of the benchmark are

the following:

� The geometry used is the "open sector" geometry, with no pump nor heat ex-

changer.

� The fuel salt properties are the ones described in Table IV.1.
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Figure IV.13: Velocity equatorial plots for the standard k − ϵ model (solid black line)
and the realisable k − ϵ model (dashed brown line).

� Only the velocity and pressure equations are solved, there is no thermal nor

concentration equations.

� The inlet velocity is imposed in order to have a mass �ow rate of 1170.46 kg.s−1.

� The boundary conditions are symmetric on both "sides" of the sector, and no-slip

walls elsewhere.

� The logarithmic law of the wall is used at every no-slip wall.

� The turbulence model is a RANS model: either the classical or the realisable k−ϵ
models described above.

� The spatial discretisation can use a �rst or second order scheme.

Three other CFD codes were used on this benchmark and compared with TrioCFD:

OpenFOAM, ANSYS Fluent, and STAR-CCM+®. A rigorous comparison between these

codes would require to use the same mesh for every code. Unfortunately, this raises

two problems:
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- TrioCFD currently only handles tetrahedral meshes for RANS simulations with a

k− ϵ model. The other codes can use more optimised meshes, combining di�erent

types of cells.

- Even if every code used the same tetrahedral mesh, the results would di�er due

to di�erent spatial discretisations. TrioCFD places the unknowns in the center

of the faces of a cell, instead of the center of the cell like the other codes. This

allows TrioCFD simulations to converge on coarser meshes than other codes, but

complicates the comparison between codes.

For these reasons, every code used its own optimised mesh, and results were

compared using di�erent meshes.

Figure IV.14: Velocity equatorial plots for the di�erent codes (each using its own mesh)
on the MSFR benchmark, for a classical k − ϵ model.

For a classical k−ϵ model, the di�erent codes are in good agreement in the outer

part of the core (radius between 0.5 and 1.), although the results are more dispersed in

the central part of the core (radius between 0. and 0.5): the results from TrioCFD es-

pecially present a higher velocity than the other codes, as well as a less pronounced

velocity gradient between 0. and 0.2 m. (Figure IV.14).
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Figure IV.15: Velocity equatorial plots for the di�erent codes (each using its own mesh)
on the MSFR benchmark, for a realisable k − ϵ model.

For a realisable k − ϵ model, while the di�erent codes are once again in good

agreement in the outer part of the core (radius between 0.5 and 1.), the results are more

dispersed in the central part of the core (radius between 0. and 0.5): a pronounced

velocity gradient between 0. and 0.3 m appears on the OpenFOAM results; the gradient

is a bit lower on the Star-CCM+® and Fluent plots, and the velocity pro�le in this

region is almost �at on the TrioCFD plot. (Figure IV.15).

Being limited to tetrahedral-only meshes is currently the biggest constraint re-

garding mesh optimisation � especially regarding the surface mesh � but the fast

development of the PolyMAC discretisation in TrioCFD, that could handle all types of

meshes, could soon eliminate this di�culty [93].

IV.5 LES simulations on the MSFR

In order to study the turbulent �uctuations in the MSFR, LES calculations are

necessary. Using the parameters described above (see Section IV.2), an LES calculation

was performed on the whole core of the MSFR. Instantaneous and mean �elds are
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presented in Figure IV.16.

(a) Mean and instantaneous velocity �elds.

(b) Mean and instantaneous temperature �elds.

Figure IV.16: LES mean and instantaneous �elds of the MSFR (full core).

If the mean �elds are somewhat similar to the RANS �elds, the instantaneous

�elds reveal many eddies in the whole critical region.

IV.5.a Impact of the geometry

Like for the RANS simulations, the impact of the geometry was tested. The

full core simulation presented above was compared with a simulation performed on one

sector of the core, using symmetry boundary conditions. The velocity and temperature

�elds for the sector geometry are presented in Figure IV.17. Equatorial plots of the

mean �elds for both cases are compared in Figure IV.18.

Important discrepancies between both cases are observed: a di�erence of 5 %

can be measured between both velocities at the center of the core, that goes up to

an 8 % di�erence when comparing the temperatures in the center of the core. Since

the instantaneous �elds in LES are not symmetric for a symmetric geometry (see Fig-

ure IV.16), the symmetric boundary conditions heavily disturb the �ow and the eddies

formation near the boundary conditions. These disturbances on the instantaneous �elds
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(a) Mean and instantaneous velocity �elds.

(b) Mean and instantaneous temperature �elds.

Figure IV.17: LES mean and instantaneous �elds of the MSFR (one sector).

impact the mean �elds as well. LES simulations with symmetric or periodic boundary

conditions are therefore not recommended, the whole core should be used.

It should also be noted that the simulations are not completely converged: the

mean �elds for the whole core case should be "more" symmetric � assuming the mesh

is symmetric, which is not the case, the mean �elds for a symmetric problem should

converge towards a symmetric solution � which is not quite the case in Figure IV.18.

With a longer simulation, the mean �elds should become more symmetric and the

discrepancies between both geometries could be lower � especially regarding the tem-

perature �elds, which are longer to converge. The simulations performed in this study

were stopped after 15 s of computed time, which corresponded to the available cluster

time for this study (1.5 mega CPU-hours, or MCPUh).
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(a) Mean velocity plots.

(b) Mean temperature plots.

Figure IV.18: Compared equatorial plots between the full core geometry (dashed blue
line) and the sector geometry (solid green line).
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IV.5.b Comparison with RANS simulations

The mean �elds for the LES simulations were then compared with the RANS

�elds, in order to measure how much of an approximation is the RANS modelling on

this case. The compared equatorial plots are presented in Figure IV.19.

The mean �elds in LES are "�atter" than in RANS: this is probably caused by

the increased turbulence, which mixes more the �ow in the critical region. However,

if we look at the instantaneous �elds instead of the mean �elds, turbulent �uctuations

cause important local temperature gradients.

IV.5.c Turbulent �uctuations in the MSFR core

Figure IV.20 shows equatorial plots of the instantaneous �elds for the LES sim-

ulation on the full MSFR core. It reveals strong local temperature gradients: up to

20 °C per 10 cm in the center of the critical region, and around 10°C per 10 cm closer

to the walls � 10 cm is the reference length for neutronics, as it is the fast neutron

mean free path.

In order to observe time �uctuations caused by turbulence, probes were set in

di�erent places of the core, and the instantaneous temperature �eld was recorded at

these locations. Figure IV.21 shows the evolution of the temperature in the center of

the core. The �ow takes two seconds to develop, so the times before 2s were removed

from the plot. Temperature �uctuations of about ∓ 20°C, or ∓ 3%, can be measured,

but the signals are hard to study as they are.

Using the Fourier transformation [94] on the probes signals, a spectrum can be

computed. The time spectrum of the temperature probe is shown in Figure IV.22.

Speci�c modes do not emerge clearly: a great variety of modes up to 5 Hz can be seen.

Yet this spectrum can be used to �lter the probes readings.

By cutting the frequencies above 5 Hz and applying an inverse Fourier transfor-

mation, the probes readings are a bit easier to analyse (see Figure IV.23): temperature

time �uctuations can be estimated at about ∓ 20°C with a speed of 100 ◦C.s−1 in the

center of the critical region.

Such spatial and time �uctuations of the temperature �eld should have a massive

impact on the neutronic behaviour of the core, and thus the power distribution. The

question that remains is then, will the power �uctuations dampen the temperature

�uctuations, or will some resonances could appear which would increase further these

�uctuations? To answer this question, a neutronic model of the MSFR is needed �rst.
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(a) Mean velocity plots.

(b) Mean temperature plots.

Figure IV.19: Compared equatorial plots between the LES calculation (dashed blue
line) and the RANS calculation (solid green line).
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(a) Instantaneous velocity plot.

(b) Instantaneous temperature plot.

Figure IV.20: Spatial �uctuations in the MSFR: equatorial plots of the LES instanta-
neous �elds (full core simulation).
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Figure IV.21: Time �uctuations in the MSFR: temperature evolution in the center of
the core; times before 2 s are removed because the �ow is not developed.

Figure IV.22: Temperature spectrum in the center of the core of the MSFR.
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Figure IV.23: Time �uctuations in the MSFR: temperature evolution in the center of
the core (high frequencies �ltered out).
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IV.6 Neutronic model of the MSFR

IV.6.a Lattice calculation

The model used for the lattice calculation is rather coarse. Compared to the

ARE, where the comparison with experimental data required a �ne model, for the

study of power �uctuations a more simpli�ed model can be used. The mesh used for

the lattice calculation is presented in Figure IV.24. It is a two-dimensional, 3 m side

square with vacuum boundary conditions, composed of three materials:

� The fuel salt, composed of 232Th,233U, 7Li and F as described in Section IV.1.a.

� The fertile blanket, with the same composition as for the fuel salt, except that all

the 233U is replaced by 232Th.

� The re�ector, composed of a nickel-based alloy without impurities (Ni�Cr�W).

Figure IV.24: Mesh used for the MSFR lattice calculation.

A 6 energy groups mesh was used. The only temperature parameter is the salt

temperature, so the computed cross sections do not depend on the blanket and re�ector

temperatures.
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IV.6.b Core calculation

The neutronic core model of the MSFR is necessarily di�erent from the thermal-

hydraulic one: the re�ectors and the fertile blanket must be represented, but the heat

exchangers can be removed � their �nal design is not yet known, but almost no �ssion

will occur in them. The mesh used (composed of 500 000 tetrahedras) is presented in

Figure IV.25. The mesh size is set to 10 cm in the fuel salt, which is the typical mean

free path for fast neutrons. A coarser mesh size (50 cm) is used for the re�ectors and

the fertile blanket. Vacuum boundary conditions are applied outside of the domain.

The S6 angular discretisation is used (48 di�erent directions).

Figure IV.25: Mesh used for the MSFR core calculation (500 000 tetrahedras).

IV.6.c Neutronic simulation: power distribution

A pure neutronic calculation was performed with a uniform temperature (700 ◦C)

and immobile precursors in order to compute the power distribution. The power density

�elds obtained is shown in Figure IV.26. The total power is set to 3GW.

The computed power distribution appears more centered than the correlation

used in the thermal-hydralics calculations (Figure IV.5). Compared equatorial and
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Figure IV.26: Power density �eld for a uniform 700 ◦C temperature.

vertical plots of both power distributions reveal di�erences up to 20% in the center of

the core (see Figure IV.27).

The next step is to couple both models and to run a coupled steady-state cal-

culation, starting with the �elds from the pre-calculations.

IV.7 Coupled simulations on the MSFR

IV.7.a Delayed neutrons precursors modelling

For the coupled calculations, the precursor source �elds should be computed by

APOLLO3® and sent to TrioCFD, which would compute and send back the precursor

concentration �elds � just like in the ARE case. For the MSFR case however, which

has a much higher computation time than the ARE, this is not currently feasible. This

is because the steady-state Boltzmann equation for MSRs (Equation I.39) has been im-

plemented recently in APOLLO3®, and is not yet optimised. Solving the equation for the

MSFR, starting from a uniform neutron �ux and temperature �eld and null precursor

concentration �elds, takes about 10 days (with a parallelisation on the directions, so

using 48 threads).

If the precursor transport is neglected, the standard steady-state Boltzmann

equation (Equation I.10) can be computed instead, through optimised methods. For
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(a) Equatorial power plots.

(b) Vertical power plots.

Figure IV.27: Compared equatorial (top) and vertical (bottom) plots of the power
density between the neutronic pre-calculation and the correlation used for thermal-
hydraulic calculation.

the MSFR, starting from the same initial state, the computation takes a few minutes

on 48 threads, which represents a speedup of several thousands. For this reason, the
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precursors were not modelled in our thermal-hydraulic model of the MSFR, and were

assumed immobile in the neutronic calculation.

IV.7.b Coupled steady-state of the MSFR

A coupled steady-state simulation was performed on the full core geometry. In

order to reduce the computation time of the thermal-hydraulic simulation, the thermal-

hydraulic mesh was degraded � the reference size was set to 2.5 cm, like for the RANS

mesh � and the heat exchangers simpli�ed to canals with no enlargements, which

reduced the number of cells by a factor 20. The initial thermal-hydraulic �elds are

the previously computed LES �elds (see Section IV.5), projected on this degraded

mesh. We are thus performing an under-resolved LES (also called Very Large Eddy

Simulation, or VLES). Because of this degrading of the mesh, we cannot compare the

thermal-hydraulic �elds between the steady-state coupled calculation and the LES pre-

calculation.

It should also be noted that since we are solving the steady-state Boltzmann

equation in the neutronic calculation, the total power is set and cannot vary. Only

variations of the power distribution can be observed. For these reasons, the results of

the coupled steady-state simulation were very close to the independent neutronic pre-

calculation. Compared equatorial and vertical plots of the power distribution between

the coupled calculation and the neutronic pre-calculation are shown in Figure IV.28.

We can see there is almost no di�erence between the radial distributions. How-

ever, the vertical distribution of the coupled calculation is slightly o�set: this is because

compared to a uniform temperature �eld, the steady-state temperature �eld is hotter

near the top of the core and cooler towards the bottom, which causes the power distri-

bution to shift towards the bottom of the core through the temperature feedbacks.

Another interesting plot is the compared temperature �elds between the thermal-

hydraulic and the neutronic mesh (Figure IV.29): as the temperature �eld computed

on the thermal-hydraulic mesh is projected on the coarser neutronic mesh, the smaller

modes "disappear". Still, important local temperature gradients remain on the neu-

tronic mesh, which will impact the transient behaviour of the neutron �ux.

In order to observe the power turbulent �uctuations and their impact on the

temperature �eld, a coupled transient calculation would be necessary.
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Figure IV.28: Compared equatorial (top) and vertical (bottom) plots of the power
distribution between the neutronic pre-calculation (dotted blue line) and the coupled
calculation (solid green line).

IV.7.c Coupled transient simulations on the MSFR

Starting from the coupled steady-state �elds, and after having performed a crit-

ical calculation on the neutronic model to adjust the keff value (see Section II.1.e), a
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Figure IV.29: Compared equatorial plots of the temperature �eld, on the thermal-
hydraulic mesh (dotted blue line) and the neutronic mesh (solid green mesh).

transient coupled calculation was performed with a timestep before exchange of 10−3 s

� assuming immobile precursors. No perturbation was applied, the turbulent �uctua-

tions of the temperature �eld would be su�cient to generate power �uctuations.

Unfortunately, even on a degraded thermal-hydraulic mesh, the computation

takes too long to obtain meaningful results. Only 10−2 s of transient were computed

within two days of computation.

Massive gains could be achieved by better parallelizing the problem however:

currently, while the APOLLO3® computation uses 48 threads (one for every direction of

the S6 angular discretisation) on the same core, TrioCFD also uses only one core with

no domain decomposition to facilitate �elds exchanges between both codes. This drasti-

cally slows down the thermal-hydraulic calculation: while one timestep in APOLLO3® takes

about 700 s to compute (on 48 threads), the same timestep in TrioCFD takes about

22 000 s on the degraded mesh. Using the domain decomposition in TrioCFD is thus

necessary for transient simulations, but requires the development of a tool that handles

exchanges between decomposed TrioCFD �elds and non-decomposed APOLLO3® �elds.

Such a tool � called a Data Exchange Channel, or DEC � has recently been developed

in the C3PO coupling library, and should be implemented and tested on the MSFR case.
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Once the problem is properly parallellized, if we want to use the non-degraded

TrioCFD mesh for a well-resolved LES, a supercomputer should be used � the LES

steady-state presented in Section IV.5 required about 1.5 MCPUh on 2000 threads.

This would require some development, in order to install the di�erent codes required

for the simulation on the supercomputer, and probably a few MCPUh to compute a

few seconds of coupled transient.

In order to compute coupled transient simulations for turbulent �uctuations

assessment on a "smaller" environment than a supercomputer, we designed a simpler,

faster-to-compute toy model that would partly reproduce the MSFR behaviour, with

a non-degraded thermal-hydraulic model. Computations are still ongoing on this toy

model, which is presented in Annex B.

In this chapter, we created a numerical model of the Molten Salt

Fast Reactor (MSFR). Using TrioCFD, RANS simulations were

performed in order to study the sensitivity of the model to di�er-

ent parameters, and to compare the TrioCFD results with other

CFD codes. LES simulations were performed in order to assess

the amplitude of the spatial and time �uctuations of the tempera-

ture �eld without any neutronic feedback. A neutronic simulation

was performed in order to obtain the power distribution in the

MSFR for a uniform temperature �eld. A coupled steady-state

calculation on a degraded thermal-hydraulic mesh was performed,

in order to prepare transient computations. These transient sim-

ulations were too computationally expensive to run on a su�cient

duration. With some developments and the use of a supercom-

puter, coupled transient simulations on the MSFR should be per-

formed shortly.
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Conclusion and perspectives

Molten salt reactor projects are quickly developing, and the demand for nu-

merical studies on MSRs concepts is growing. Speci�c tools are being developed to

model and reproduce the particular behaviour of MSR cores. In CEA, the APOLLO3® �

TrioCFD coupling has been adapted for precise simulations of MSRs cores. This multi-

physics code could model the coupled turbulent �uctuations of the power and temper-

ature �elds in an MSR core, a topic that has not been studied much yet � although

it is the object of recent work [64, 71]. The objective of this thesis was to model the

turbulent �uctuations in a reference MSR concept, the Molten Salt Fast Reactor, using

the APOLLO3® � TrioCFD code.

The �rst part of this work was to validate the APOLLO3® � TrioCFD coupling

on an experimental case. A numerical model of the Aircraft Reactor Experiment was

thus developed. Despite the uncertainties regarding the exact materials' compositions

and the simpli�cations made on our numerical model (the �ows were treated as one-

dimensional in open loops) the modelled ARE nominal state was very close to the actual

ARE � the biggest di�erence being a 5 % di�erence for the liquid sodium temperature.

Measures of βeff and its variation with the fuel �ow rate also showed good

agreement between the simulated and experimental data � the 7 % di�erence at null

�ow rate remains yet to be explained.

Two transient experiments were also reproduced (experiments H-8 and H-14),

and once again the simulated results were close to the experimental ones. The main

problem regarding the transient simulations was that all the simulations stopped be-

tween 50 and 60 s of simulated time, for reasons that remain to be explained and

solved.

Solving this issue and performing longer transient simulations � as well as

improving the modelled sodium �ow � should improve even further our results. Still,

the results obtained at this stage were satisfactory and contributed to the validation of
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the APOLLO3® � TrioCFD code.

The second and main part of this thesis was to model the MSFR. Many simula-

tions were performed on the thermal-hydraulic model of the MSFR � as the turbulent

�uctuations result from the turbulent velocity �eld in the core, which has to be precisely

computed.

Di�erent sensitivity studies were �rst performed, using a RANS approach to

turbulence modelling. These sensitivity studies helped assessing the best parameters

to use for RANS and LES simulations on the MSFR, and should also help making

modelling choices for future MSRs studies. The results of these RANS simulations

are also being compared with other CFD codes through a numerical benchmark, in

collaboration with other partners [92].

LES simulations were then performed, with no neutronic coupling. Time and

space �uctuations of the temperature �eld, caused by turbulence, were measured. Time

�uctuations of the temperature in the center of the core was estimated at ∓ 3%, with

no coupling.

A neutronic model of the MSFR was then realised, in order to compute the

power distribution and to prepare the coupling. The precursor transport was neglected

in this model, because the calculation with no precursor transport was several thousand

times faster to converge than the full calculation.

Both models were then coupled for steady-state calculations. Computation time

was a big issue for the coupled simulations, especially because the coupled calculation

could not be as well parallelized as the pre-calculations. The thermal-hydraulic mesh

was degraded, which prevented the comparison of the thermal-hydraulic �elds between

the coupled steady-state simulation and the LES pre-calculation. The neutronic �elds

however were compared, which revealed a slight shift of the power distribution towards

the lower part of the core, where the temperature is cooler.

A coupled transient simulation (with no perturbations) was performed, but the

very high computation time (about 2500 CPUh for 10−2 s of simulated time) prevented

us from obtaining meaningful results.

Reducing the computation time of this calculation should be our priority for

future studies. The �rst step would be to better parallelise our problem. A Data

Exchange Channel (DEC) protocol has been recently implemented in C3PO, that would

enable decomposed �elds in TrioCFD to be exchanged with non-decomposed �elds in

APOLLO3®. This protocol should be implemented and tested on the MSFR case, as
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using domain decomposition in TrioCFD will greatly reduce the computation time of

thermal-hydraulic timesteps, and thus of the whole calculation.

Currently, the neutronic timesteps are quite fast to compute, because the pre-

cursor transport is neglected. In order to perform coupled simulations with precursor

transport, the neutronic calculation needs to be optimised. Such a large computation

time di�erence between both calculations (with and without precursor transport) most

likely result from optimisation issues with the recently-developed numerical methods

for calculations with precursor transport. However, even after optimisation, the calcu-

lation with precursor transport should take a longer time than without, because there

are more equations to solve. One way to further speed up the neutronic calculation,

especially for big domains like the MSFR, would be to use domain decomposition in

APOLLO3®. While it is complicated with SN angular discretisations, it is easier with

PN methods. In particular, the NYMO solver in APOLLO3® uses a PN angular discretisa-

tion and supports domain decomposition. Promising results with strong speedups were

obtained for parallelized lattice calculations, but the solver still has to be implemented

for core calculations [95].

In order to assess the thermal stress and neutron �uence exercised on the vessel,

the turbulent �uctuations near the wall would need to be precisely modelled. This

would require to perform LES simulations with no wall laws and very small cells near

the wall. The biggest issue with small cells near the wall is the impact it has on the

stable timestep for an explicit time scheme. Using an implicit scheme would solve this

issue, but cause other likely issues of memory use for a domain as big as the MSFR

core. A solution would then be to use an hybrid Implicit-Explicit (IMEX) time scheme,

where an implicit time scheme would be used on the small cells near the walls in order

to keep a large enough timestep, and an explicit time scheme on the larger cells in the

volume, in order to limit the memory use [96]. However, such hybrid schemes are not

currently available in TrioCFD, so some developments would be needed �rst.

In order to model turbulent �uctuations without using as many computational

resources, we also developed a simple toy model of a periodic jet �ow in a cylinder.

Pre-calculations were performed on this toy model, and revealed turbulent �uctuation

amplitudes (before coupling) in the same range as in the MSFR � both �ows are

nonetheless quite di�erent. A steady-state coupled calculation was also performed, and

transient coupled calculations on this toy model are currently being performed.
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A Nomenclature

We list here the notations used. We chose to keep as much as possible the

usual notations, which means that some letters or symbols have two di�erent meanings,

because they have a di�erent use in neutronics and thermal-hydraulics. For this reason

we divide here the notations used between neutronics and thermal-hydraulics.

Table A.1: Neutronics nomenclature.

Symbol De�nition Unit

Latin letters

Ci precursors concentration (group i) m−3

D delayed �ssions operator m−1

F prompt �ssions operator m−1

F∞ steady-state �ssion operator m−1

keff e�ective neutron multiplication factor �

kp,eff e�ective prompt neutron multiplication factor �

L losses operator m−1

N nuclei density m−3

pcm per cent mille �

S scattering operator m−1

SCi
source of precursor (group i) m−3.s−1

v neutron velocity m.s−1
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Greek letters

β total delayed neutron fraction �

βi partial delayed neutron fraction (group i) �

βeff total e�ective delayed neutron fraction �

λi decay constant (group i) s−1

ν total neutron multiplicity �

S scattering operator m−1

σ microscopic cross section m2

σg multigroup cross section m2

Σ macroscopic cross section m−1

Σf macroscopic �ssion cross section m−1

Σs macroscopic scattering cross section m−1

Σt macroscopic total cross section m−1

ρ reactivity �

ϕ scalar neutron �ux m−2.s−1

χ total neutron spectrum �

χp prompt neutron spectrum �

χd,i delayed neutron spectrum (group i) �

ψ angular neutron �ux m−2.s−1

ψ∗ adjoint angular neutron �ux �
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Table A.2: Thermal-hydraulics nomenclature.

Symbol De�nition Unit

Latin letters

C concentration mol.m−3

cp heat capacity J.K−1.kg

d length of a cell m

D hydraulic diameter m

Dm mass di�usivity m2.s−1

E partial turbulent energy J

g body forces vector m.s−2

h heat transfer coe�cient W.m−2.K−1

k total turbulent energy J

KN Knudsen number �

L typical �ow length m

p modi�ed pressure Pa

P pressure Pa

PR Prandtl number �

PRt turbulent Prandtl number �

SCt turbulent Schmidt number �

Re Reynolds number �
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SC source of concentration mol.s−1

Sm source of momentum m.s−2

Sth thermal source K.s−1

T+ dimensionless temperature �

u velocity �eld m.s−1

u mean velocity �eld m.s−1

u∗ random velocity �eld m.s−1

ũ �ltered velocity �eld m.s−1

u′ residual velocity �eld m.s−1

U typical �ow velocity m.s−1

u+ dimensionless velocity �

uη Kolmogorov velocity scale m.s−1

y+ dimensionless distance to the wall �

Greek letters

α thermal di�usivity m2.s−1

βth thermal expansion coe�cient �

ϵ turbulent energy dissipation rate J.kg−1.s−1

η Kolmogorov length scale m

κ wavenumber m−1

κ∗ Von Karman constant �

κ∗th thermal Von Karman constant �

λ thermal conductivity W.m−1.K−1

Λ Darcy friction factor �
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µ dynamic viscosity Pa.s

ν kinematic viscosity m2.s−1

νSGS sub-grid-scale viscosity m2.s−1

νt turbulent viscosity m2.s−1

ρ density kg.m−3

σ stress tensor Pa

τ Reynolds stress tensor Pa

τ̃ sub-gid-scale tensor Pa

τη Kolmogorov time scale s

τw shear stress at the wall Pa

Ψ conservative forces potential J
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Table A.3: Abbreviations used.

AMSTER Actinides Molten Salt Transmuter

ANP Aircraft Nuclear Propulsion project

ARE Aircraft Nuclear Experiment

C3PO Collaborative Code Coupling Platform

CAD Computer-aided Design

CFD Computational Fluid Dynamics

CFL Courant-Friedrichs-Lewy condition

DNS Direct Numerical Simulation

LES Large Eddy Simulation

LES_IQ Large Eddy Simulation Index Of Quality

LES-NWM Large Eddy Simulation with Near-Wall Modelling

MCNP Monte Carlo N-Particle transport code

MOSART Molten Salt Actinide Recycler and Transmuter

MPO Multi-Parameter Output

MSBR Molten Salt Breeder Reactor

MSFR Molten Salt Fast Reactor

MSR Molten Salt Reactor

MSRE Molten Salt Reactor Experiment

PN Spherical Harmonics angular discretisation
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RANS Reynolds-Averaged Navier-Stokes

SN Discrete Ordinates angular discretisation

SGS Sub-Grid-Scale

SPN Simpli�ed Spherical Harmonics angular discretisation

TASSE Thorium Based Accelerator Driven System with Simpli�ed Fuel Cycle

TFM Transient Fission Matrices

TMSR Thorium Molten Salt Reactor

V&V Veri�cation and Validation

VLES Very Large Eddy Simulation

WALE Wall-Adapting Local Eddy-Viscosity model
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B Development of a toy model for turbulent �uctua-

tions analysis

In order to model turbulent �uctuations without requiring large computational

resources, we developed a simple toy model of a periodic turbulent jet �ow in a cylinder.

B.1 Thermal-hydraulic model

B.1.a Resolved equations

Only the fuel salt is considered in the thermal-hydraulic model. The velocity

�eld for the fuel is obtained by computing the Navier-Stokes equations (Equations I.29).

The temperature �eld is obtained through the energy equation (Equation I.26). The

precursor concentrations are not computed in this model.

B.1.a Physical properties

The fuel salt used in the toy model is the same as for the MSFR (see Sec-

tion IV.2). Its properties are thus described in Table IV.1.

B.1.a Geometry and meshing

The geometry considered is a cylinder of 2 m in diameter by 2 m in height �

approximately the size of the MSFR core. The mesh size is determined by the y+ value

for the surface mesh (it is below 300 everywhere), and the LES_IQ for the core mesh

� the goal here is not to have a perfectly resolved LES, so the LES_IQ is a bit under

0.8 in some small regions of the core. The mesh and the assessment parameters are

presented in Figures B.1 and B.2. The mesh is composed of 3 millions tetrahedra, 40

times fewer than for the MSFR.

B.1.a Boundary and initial conditions

The toy model consists of a periodic jet in a cylinder, surrounded by non-slip,

adiabatic walls.The boundary conditions are presented in Figure B.3. The initial ve-

locity is set to 2 m.s−1, in order to have a Reynolds number similar to the MSFR case.

The initial temperature is set to 700 ◦C. It should be noted that for such a cylinder
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Figure B.1: Elevation section of the thermal-hydraulic mesh used for the toy model (3
millions tetrahedra).

height, the periodic boundary conditions will disturb the turbulent �ow, like it did for

the MSFR sector with symetry boundary conditions � as the vortices near the outlet

and inlet cannot develop without being disturbed by the boundary conditions imposed.

For studying a periodic jet �ow, extra length should be added at the inlet and the

outlet [97]. Here however, the goal is not to have a well-resolved LES but to have a

short computation time, so no extra height is added.

B.1.a Turbulence model

The same LES model as for the MSFR is used. The numerical scheme used is

the one summarised in Table IV.3.

B.1.a Source terms

The cylinder being vertical, the gravity acceleration as well as the Boussinesq

approximation for buoyancy forces are taken into account. There is no pump, the

initial velocity conjugated with periodic boundary conditions ensure that the �ow keeps

�owing.

For the thermal-hydraulic pre-calculation, the same power distribution corre-

lation as for the MSFR is taken (see Section IV.2.f). There is no heat exchanger,

and with no heat removal and the periodic boundary conditions, the �ow would heat

up inde�nitely. A convective heat transfer function is thus added on the whole do-

main, with an exterior temperature set to 600 ◦C and a transfer coe�cient h set to
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(a) y+ value for the toy model.

(b) LES_IQ value for the toy model (max scale �xed at 0.8).

Figure B.2: Thermal-hydraulic mesh assessment parameters for the toy model.

106 W.m−2.K−1. It would be simpler to impose the temperature at the inlet of the

cylinder, but TrioCFD currently requires a periodic temperature boundary condition if

the velocity boundary condition is periodic.
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Figure B.3: Boundary conditions for the toy model.

B.1.a LES pre-calculation

A LES pre-calculation was performed, in order to start coupled calculations with

an established �ow. The temperature and velocity �elds are presented in Figure B.4.

While the velocity �eld spans about the same range as in the MSFR core, the

steady temperature �eld is about 100 °C higher than in the MSFR. This could probably

be adjusted by setting a colder exterior temperature in the power extraction term.

In order to assess the amplitude of the turbulent �uctuations before coupling

in the toy model, equatorial plots of the instantanous velocity and temperature are

presented in Figure B.5.

Local temperature gradients between 20 and 80°C per 10 cm can be seen in

the center of the geometry, which is up to 4 times higher than in the MSFR core

(Figure IV.20). However, the temperature near the wall seems very stable on a 20 cm

width, which was not the case in the MSFR core.

In order to observe time �uctuations, temperature probes were set in the center

of the geometry and near the wall. Results are presented in Figures B.6 and B.7. The

�ow takes about 10 s to develop, so times before 10 s are removed from the �gures.

In the center of the geometry, temperature �uctuations of about ∓ 25°C, or

∓ 3%, can be measured, which is the same amplitude as in the MSFR. Near the wall,

temperature �uctuations of about ∓ 15°C, or ∓ 2%, can be measured, with fewer high

frequencies than in the center. Such �uctuations of the temperature should cause power
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(a) Mean and instantaneous velocity �elds.

(b) Mean and instantaneous temperature �elds.

Figure B.4: LES pre-calculation of the toy model: elevation sections of the mean and
instantaneous �elds.

�uctuations.
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(a) Instantaneous velocity plot.

(b) Instantaneous temperature plot.

Figure B.5: Spatial �uctuations in the toy model: equatorial plots of the instantaneous
�elds.
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Figure B.6: Time �uctuations in the toy model: temperature evolution in the center of
the core.

Figure B.7: Time �uctuations in the toy model: temperature evolution near the wall.

145



APPENDIX B: DEVELOPMENT OF A TOY MODEL

B.2 Neutronic model

B.2.b Lattice calculation

The MPO used for the toy model is the MPO computed for the MSFR (see

Section IV.6.a). No additional lattice calculation was performed. The fertile blanket

material was not used for the toy model however, because there is none.

B.2.b Core calculation

In the neutronic model, a re�ector is added around the cylinder. The mesh size

is set to 10 cm in the core, which is the typical mean free path of the fast neutrons. The

mesh size for the re�ector is coarser (50 cm). Vacuum boundary conditions are applied

outside of the domain. The mesh is presented in Figure B.8. The mesh is composed

of 70 000 tetrahedra, so about 7 times fewer than for the MSFR. The S6 angular

discretisation is used (48 di�erent directions). The precursor transport is neglected, in

order to use the optimised APOLLO3® methods (see Section IV.7).

Figure B.8: Neutronic mesh used for the toy model.

B.2.b Neutronic pre-calculation

A neutronic pre-calculation was performed in order to compute the �ux and the

power distribution for a uniform 700 ◦C temperature. The power density �eld is shown
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in Figure B.9.

Figure B.9: Initial power density �eld of the toy model.

The next step is to couple both models and to run a coupled steady-state cal-

culation, starting with the �elds from the pre-calculations.

B.3 Coupled calculations

B.3.c Coupled steady-state calculation

A coupled steady-state simulation was performed. Like for the MSFR case,

since the precursor transport is not modelled and the total power is normalised during

the APOLLO3® steady-state calculation, the coupled �elds are very similar to the �elds

computed during the independent pre-calculations. The power distribution is slightly

modi�ed, as shown in Figure B.10.

The shift of the power distribution towards the bottom is less visible than in the

MSFR case, probably because of the large and hot recirculation zones around the jet

�ow that keeps hot the bottom of the geometry (see Figure B.4).

Power �uctuations could only be observed through transient calculations, which

are currently performed on the toy model.
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(a) Compared equatorial plots of the power distribution.

(b) Compared vertical plots of the power distribution.

Figure B.10: Compared equatorial (top) and vertical (bottom) plots of the power dis-
tribution between the neutronic pre-calculation (blues dashed lines) and the coupled
calculation (solid green lines).
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Summary - Résumé des travaux

Summary

Molten salt reactors (MSRs) are a type of 4th generation nuclear reactors. The

number of molten salt reactor projects multiplied in the world since the 2010s. These

reactors present some speci�cities: the delayed neutron precursors are transported by

the fuel salt �ow; the high density feedback coe�cient strongly couples the neutronic

and thermal-hydraulic equations; for certain designs, the fuel salt �ows through a large,

empty core cavity and is highly turbulent, causing large turbulent �uctuations of the

temperature and power distributions in the core. Various calculation codes and multi-

physics tools are being developed to model these reactors. In CEA, a reference code cou-

pling the deterministic neutronic code APOLLO3® and the CFD code TRUST/TrioCFD is

used to study MSRs. The objective of this thesis is to study the turbulent �uctuations

in an MSR core, using the APOLLO3® � TrioCFD coupling.

First of all, we present the fundamental equations governing the neutronics and

thermal-hydraulics of a nuclear reactor core: the Boltzmann equation for the evolution

of the neutron �ux, and the Navier-Stokes equations for the evolution of the velocity

�eld. We then show how these equations are modi�ed and coupled in the speci�c case

of an MSR: the precursor evolution equation has an advection term, which modi�es

the nature of the steady-state Boltzmann equation; the temperature and precursor

concentration �elds, for a turbulent �ow, present turbulent �uctuations which cause in

turn �uctuations of the power �eld through feedback mechanisms (density and Doppler).

The coupled neutronic�thermal-hydraulic problem is �nally presented.

We then show how to solve this coupled problem numerically. We �rst present

the classical methods for solving the (steady-state and time-dependent) Boltzmann

equation, as well as the Navier-Stokes for laminar and turbulent regimes, using RANS
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and LES approximations. We then present some multiphysics codes developed in

France, Europe and the United States for MSRs studies. Finally, we present the

APOLLO3® � TrioCFD code, used in this thesis, as well as the coupling schemes for

steady-state and transient simulations. The physics and modelling of MSRs having

been presented, simulations can then be performed.

A �rst step contributing to validate the recently developed APOLLO3® � TrioCFD cou-

pling, is to model the very �rst MSR, the Aircraft Reactor Experiment (ARE), in order

to compare simulations to experimental data. A numerical model of the ARE is built,

based on the information contained in several operation reports.

Regarding the thermal-hydraulic model, several simpli�cations are made: the

salt and liquid sodium �ows are modelled as one-dimensional and laminar; the sodium

layers above and below the core are not represented; the porosities in the beryllium

oxide moderator are not treated, but replaced by a gap between the BeO blocks; the

core is not cut to �t a cylinder, the hexagonal lattice is preserved and certain peripheral

assemblies are removed completely; the secondary circuit and heat exchangers are not

modelled, so boundary conditions for the velocity, temperature and concentration �elds

are imposed at the inlets instead; the outer edges of the moderator are treated as

adiabatic.

The neutronic model also contains approximations and assumptions: because of

the uncertainties regarding the moderator density and impurity concentrations in the

inconel pipes and in the moderator, two di�erent datasets giving the right critical fuel

mass are created and compared based on the control rods reactivity values. A dataset

with a low moderator density and low impurity concentrations is selected. The self-

shielded macroscopic sections are not homogenised � with the exception of the inconel

and beryllium oxide around the salt, which are treated as a single moderator material

� and discretised over 20 (for steady-state simulations) and 6 (for transients) energy

groups, as well as 3 temperature parameters and 2 rod concentration parameters. In

the core geometry for the neutronic calculation, the salt bends are straightened, and the

hexagonal lattice is kept (no cylindrical cut), with some peripheral assemblies removed

completely. 8 precursor groups are considered; the angular discretisation is made over

80 (for steady-state simulations) and 48 (for transients) directions.

A �rst steady-state coupled simulation is performed, in order to reproduce the

nominal state of the ARE. The total power, salt and sodium �ow rates, as well as the

inlet temperatures and concentrations are imposed. The average and outlet temper-
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atures of the salt and the sodium are measured and compared with the experimental

data. The simulated salt is slightly warmer (+0.3 %) and the sodium colder (-5 %),

which can be explained by the simpli�ed sodium modelling, which causes it to exit the

core too quickly.

A series of coupled steady-state simulations is then performed in order to mea-

sure the variation of βeff with the fuel salt �ow rate (experiment L-7). The tempera-

tures are �xed and the input salt �ow rate changed at each simulation. The reactivity

is then measured and compared with the experimental data. A slight over-reactivity

in the simulations for intermediate �ow rates can be explained by the one-dimensional

modelling of the salt �ow, which causes more precursors to be �ushed out of the core.

This does not explain the slight under-reactivity at zero �ow however.

Transient simulations are performed. The �rst (experiment H-8) consists of a

progressive reactivity insertion by withdrawing the regulating rod (+400 pcm in 37.5 s).

If an initial simpli�ed simulations(instantaneous insertion of +400 pcm of reactivity)

causes too intense and rapid a transient, a second model that progressively dilute the

rod provides more adequate results: the maximum simulated power is 2.5 % too low,

and the simulated �nal power is 14 % too high � the latter di�erence can be explained

by the inlet fuel salt temperature which is �xed in the simulation.

A second transient simulation is performed to reproduce a load-following ex-

periment(experiment H-14). The power extracted at the exchanger is increased, which

decreases the inlet salt temperature � the simulation directly imposes a decrease in the

inlet salt temperature (-44 K in 1 min). Through feedback mechanisms, the power and

outlet temperature increase before stabilising at the extracted power. The simulation

stopped before convergence, for reasons that remain to be understood.

The results of the simulations, which can be improved but are satisfactory, con-

tribute to the validation of the APOLLO3® � TrioCFD coupling.

The APOLLO3® � TrioCFD code is then used to model the Molten Salt Fast

Reactor (MSFR), in order to study the turbulent �uctuations in its core.

The thermal-hydraulic model of the MSFR core is particularly studied. Firstly,

RANS simulations are performed, without neutronic coupling � the power distribu-

tion in the core is �xed. Various sensitivity studies are performed: sensitivity to the

calculation geometry (full core or only a sector with symmetric boundary conditions);

sensitivity to the heat exchanger modelling; a mesh convergence study; impact of the

order of the spatial discretisation schemes; impact of the RANS model used (classical
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or realisable k − ϵ). These di�erent studies enable us to create a mesh adapted to

LES simulations, as well as to de�ne a numerical benchmark for comparing the results

provided by TrioCFD to other CFD codes, using a RANS model on an MSFR sector

(benchmark which is developed and carried out in collaboration with partners from

CNRS, Orano and Framatome).

LES simulations are then performed (without neutronic coupling). A comparison

between the results obtained on the full core and on a sector with symmetric boundary

conditions shows that the imposed symmetry heavily disturbs the formation of eddies

in the core and distorts the simulation results. The mean LES velocity and temperature

�elds are compared with the RANS �elds. Finally, the space and time �uctuations of

the temperature �eld are measured. Without coupling, the time �uctuations of the

temperature in the centre of the core are estimated at ∓ 3 %.

A neutronic model of the MSFR core is then developed. Three materials are con-

sidered: the fuel salt, the radial fertile blanket and the axial re�ectors; the self-shielded

macroscopic cross-sections are discretised over 6 energy groups and one temperature

parameter (fuel salt). The heat exchangers are not represented in the neutronic geome-

try; the angular discretisation is made over 48 directions; the precursors are considered

to be immobile, in order to greatly speed up the neutronic calculation time. An initial

steady-state calculation with uniform temperatures is performed, in order to obtain a

�rst neutron �ux and power distribution.

A steady-state coupled calculation is performed. The total power is �xed in

the neutronic calculation, only the power distribution can vary: a slight shift of the

power distribution towards the bottom of the core (where the temperature is cooler)

is observed. The thermal-hydraulic calculation runs on a degraded mesh to save com-

puting time, which prevents a comparison with the �elds obtained from the LES pre-

calculation. A coupled transient calculation is launched, but the very long computation

time prevent us from obtaining relevant results.

A better parallelization of the problem, as well as the use of HPC resources

should enable the computation of coupled transients on the MSFR core. In order to

facilitate the study of turbulent �uctuations on a smaller case, a toy model of a periodic

turbulent �ow in a cylinder is also being developed. Coupled simulations are currently

being performed on this model.
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Résumé des travaux

Les réacteurs à sels fondus (RSF) sont un type de réacteur nucléaire de 4ème

génération. Les projets de réacteurs à sels fondus se multiplient dans le monde depuis les

années 2010. Ces réacteurs possèdent une physique assez particulière : les précurseurs

de neutrons retardés sont transportés par l'écoulement de sel combustible ; le fort

coe�cient de contre-réaction par densité couple fortement les équations neutroniques

et thermohydrauliques ; pour certains designs, l'écoulement hautement turbulent du sel

dans un gros volume libre cause d'importantes �uctuations turbulentes de température

et de puissance. Di�érents codes de calcul et outils multiphysiques sont développés a�n

de modéliser cette physique particulière aux c÷urs des RSFs. Au CEA, un code de

référence couplant le code de neutronique déterministe APOLLO3® et le code de CFD

TRUST/TrioCFD est utilisé pour l'étude des RSFs. L'objectif de cette thèse est d'étudier

les �uctuations turbulentes dans un c÷ur de RSF, en utilisant le couplage APOLLO3® �

TrioCFD.

Tout d'abord, nous exposons les équations fondamentales régissant le comporte-

ment neutronique et thermohydraulique d'un c÷ur de réacteur nucléaire : l'équation

de Boltzmann pour l'évolution du �ux neutronique, et les équations de Navier-Stokes

pour l'évolution du champ de vitesse. Nous montrons ensuite comment sont modi�ées

et couplées ces équations dans le cas spéci�que d'un RSF : l'équation d'évolution des

précurseurs possède un terme d'advection, ce qui modi�e la nature de l'équation de

Boltzmann en régime stationnaire ; les champs de température et de concentration en

précurseurs du �uide, pour un écoulement turbulent, présentent des �uctuations tur-

bulentes, qui se répercutent sur le champ de puissance par les mécanismes de contre-

réaction (densité et Doppler). Le problème couplé neutronique�thermohydraulique est

�nalement exposé.

Nous montrons ensuite comment résoudre numériquement ce problème cou-

plé. Nous exposons tout d'abord les méthodes classiques de résolution numérique de

l'équation de Boltzmann (en régime stationnaire et transitoire), ainsi que des équations

de Navier-Stokes (en régime laminaire et turbulent, via les approximations RANS et

LES). Nous évoquons ensuite di�érents codes multiphysiques, développés en France,

en Europe et aux États-Unis pour l'étude des RSFs. Nous présentons �nalement le

couplage APOLLO3® � TrioCFD, utilisé dans cette thèse, ainsi que les schémas de cou-

plage pour des simulations en régime stationnaire et transitoire. La physique et la
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modélisation des RSFs ainsi exposées, des simulations peuvent ensuite être réalisées.

Une première étape, servant de validation du couplage APOLLO3® � TrioCFD,

outil récemment développé, consiste à modéliser le tout premier réacteur à sels fondus,

l'Aircraft Reactor Experiment (ARE), a�n de réaliser des comparaisons calculs-mesures.

Nous construisons un modèle numérique de l'ARE d'après les informations contenues

dans les di�érents rapports d'opération du réacteur.

Concernant le modèle thermohydraulique, plusieurs approximations sont faites

: les écoulements de sel et de sodium liquide sont modélisés comme unidimensionnels

et laminaires ; les couches de sodium au-dessus et en-dessous du c÷ur ne sont pas

représentées ; les porosités du modérateur en oxyde de béryllium ne sont pas traitées

mais remplacées par un jeu inter-assemblages ; le c÷ur n'est pas découpé par un cylin-

dre, le réseau hexagonal est conservé et certains assemblages en périphérie complète-

ment retirés ; le circuit secondaire et les échangeurs de chaleurs ne sont pas modélisés,

des conditions d'entrée pour les champs de vitesse, température et concentration sont

imposées ; les bords extérieurs du modérateur sont traités comme adiabatiques.

Le modèle neutronique également contient des approximations : devant les incer-

titudes concernant la densité du modérateur et les taux d'impuretés dans les tuyaux en

inconel ainsi que dans le modérateur, deux jeux de données respectant la bonne masse

critique de sel sont créés, et comparés sur la pesée des barres de commande. Un jeu de

données avec une faible densité de modérateur et un faible taux d'impuretés est ainsi

sélectionné. Les sections macroscopiques auto-protégées ne sont pas homogénéisées � à

l'exception de l'inconel et de l'oxyde de béryllium autour du sel qui sont traités comme

un seul matériau modérateur � et discrétisées sur 20 (simulations stationnaires) et 6

(transitoires) groupes, ainsi que 3 paramètres de température et 2 de concentration des

barres. Dans la géométrie du c÷ur pour le calcul neutronique, les coudes de sel sont

traités comme droits, et le réseau hexagonal est conservé (pas de coupe cylindrique), cer-

tains assemblages en périphérie étant traités comme du vide ; 8 groupes de précurseurs

sont considérés ; la discrétisation angulaire considère 80 (simulations stationnaires) et

48 (transitoires) directions.

Une première simulation couplée stationnaire est réalisée, a�n de reproduire

l'état nominal de l'ARE. La puissance totale, ainsi que les débits, températures et

concentrations en entrée sont imposés. Les températures moyennes et de sortie du sel

et du sodium sont mesurées et comparées aux données expérimentales. On relève un

sel simulé légèrement plus chaud (+0.3 %) et un sodium plus froid (-5 %), qui peuvent

162



SUMMARY - RÉSUMÉ

s'expliquer par la modélisation simpli�ée du sodium qui le fait sortir trop rapidement

du c÷ur.

Une série de simulations couplées stationnaire est ensuite e�ectuée, a�n de

mesurer la variation du βeff avec le débit de sel (expérience L-7). Les températures

des milieux sont �xes, mais le débit de sel en entrée est modi�é à chaque simula-

tion, et la réactivité mesurée et comparée aux données expérimentales. Une légère

sur-réactivité des simulations sur les débits intermédiaires peut s'expliquer par la mod-

élisation unidimensionnelle de l'écoulement de sel qui cause un mouvement plus intense

des précurseurs, mais cela n'explique pas la légère sous-réactivité simulée à débit nul.

Des expériences transitoires sont ensuite réalisées. La première (expérience H-8)

consiste en une insertion progressive de réactivité par retrait de la barre de régulation

(+400 pcm en 37.5 s). Si une première modélisation simpli�ée (insertion instantanée

de +400 pcm de réactivité) cause un transitoire beaucoup trop intense et rapide, une

deuxième modélisation par dilution progressive de la barre fournit des résultats plus

probants : la puissance maximale simulée est 2.5 % trop faible, et la puissance �nale

simulée 14 % trop forte � ce dernier écart pouvant s'expliquer par la température du

sel en entrée maintenue �xe dans la simulation.

Une deuxième expérience transitoire de suivi de charge est modélisée (expérience

H-14). La puissance extraite à l'échangeur est augmentée, ce qui diminue la température

de sel en entrée � la simulation impose directement une diminution de la température

du sel en entrée (-44 K en 1 min). Par les mécanismes de contre-réaction, la puissance

et la température en sortie du sel augmentent avant de se stabiliser à la puissance

extraite. La simulation s'est en revanche arrêtée avant convergence, pour des raisons

encore inexpliquées.

Les résultats, améliorables mais satisfaisants, de ces comparaisons calculs-mesures

sur l'ARE contribuent à la validation du couplage APOLLO3® � TrioCFD.

Le code APOLLO3® � TrioCFD est ensuite utilisé pour modéliser le Molten Salt

Fast Reactor (MSFR) en vue d'analyser les �uctuations turbulentes en son c÷ur.

La modélisation thermohydraulique du c÷ur du MSFR est particulièrement

étudiée. Tout d'abord, des simulations RANS sont e�ectuées, sans couplage neutronique

� la distribution de puissance dans le c÷ur est �xe. Di�érentes études de sensibilité

sont réalisées : sensibilité à la géométrie retenue (c÷ur complet ou un secteur avec

conditions de symétrie), à la modélisation de l'échangeur de chaleur, convergence en

maillage, impact de l'ordre des schémas de discrétisations spatiaux, et impact du mod-
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èle RANS utilisé (k − ϵ classique ou réalisable). Ces di�érentes études permettent de

créer un maillage �n adapté à des simulations LES, ainsi qu'à dé�nir un benchmark

numérique qui permet de comparer les résultats fournis par TrioCFD à d'autres codes

de CFD sur un modèle RANS d'un secteur du MSFR (benchmark développé et réalisé

en collaboration avec des partenaires du CNRS, d'Orano, et de Framatome).

Des simulations LES sont ensuite réalisées (sans couplage neutronique). La

comparaison entre les résultats obtenus sur le c÷ur complet et sur un secteur avec

conditions de symétrie montre que ces dernières perturbent fortement la formation des

tourbillons dans le c÷ur et faussent la simulation. Les champs moyens LES de vitesse

et de température sont comparés aux champs RANS. En�n, les �uctuations spatiales

et temporelles du champ de température sont mesurées. Sans couplage, les �uctuations

temporelles de la température au centre du c÷ur sont estimées à ∓ 3 %.

Un modèle neutronique du c÷ur du MSFR est ensuite réalisé : trois matériaux

sont considérés, le sel combustible, la couverture fertile radiale et les ré�ecteurs axiaux

; les sections macroscopiques auto-protégées sont discrétisées sur 6 groupes d'énergie, et

un paramètre de température (sel combustible). Les échangeurs ne sont pas représentés

dans la géométrie neutronique ; la discrétisation angulaire se fait sur 48 directions ; les

précurseurs sont considérés immobiles a�n d'accélérer grandement le temps de calcul

neutronique. Un premier calcul stationnaire à température uniforme est réalisé, a�n

d'obtenir un �ux et une distribution de puissance.

Un calcul couplé stationnaire est e�ectué. La puissance totale est �xée dans le

calcul neutronique, seule la distribution de puissance peut varier, un léger décalage de

la nappe vers le bas du c÷ur (où la température est plus froide) est observé. Le calcul

thermohydraulique tourne sur un maillage dégradé pour gagner en temps de calcul, ce

qui empêche une comparaison avec les champs issus du calcul LES. Un calcul transi-

toire couplé sans perturbation est lancé, mais les très longs temps de calcul empêchent

l'obtention de résultats utilisables.

Une meilleure parallélisation du problème ainsi que l'utilisation de ressources

HPC devraient permettre de calculer un transitoire couplé sur le c÷ur du MSFR. A�n

de faciliter l'étude des �uctuations turbulentes sur un cas plus rapidement calcula-

ble, un "toy model" d'écoulement turbulent périodique dans un cylindre est également

développé ; des simulations couplées sont en cours sur ce modèle.
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