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Résumé: On étudie des jeux à deux joueuses (A et B) sur des graphes. À partir d'un état du graphe, les joueuses interagissent pour aller d'un état à un autre. Ceci induit une suite infinie d'états à laquelle une fonction de gain mesurable associe une valeur dans $[0,1]$. La Joueuse A (resp. B) tente de maximiser (resp. minimiser) l'espérance de cette fonction de gain.

Les jeux à tours, i.e. les jeux tels qu'à chaque état une seule joueuse choisit (une loi de probabilités sur) l'état suivant, ont de nombreuses bonnes propriétés. Par exemple, dans tous les jeux à tours perd/gagne déterministes, une joueuse a une stratégie gagnante. De plus, dans les jeux de parité à tours finis, les deux joueuses ont des stratégies optimales positionnelles. A contrario, les jeux concurrents, i.e. les jeux tels qu'à chaque état les deux joueuses concourent au choix d'une loi de probabilité sur les états suivants, se comportent mal. Ainsi, il existe des jeux concurrents de parité déterministes tels que: aucune des joueuses n'a de stratégie gagnante ; aucune joueuse n'a de stratégie optimale, même stochastique. De plus, lorsque c'est possible, jouer de manière optimale peut nécessiter une mémoire infinie.

Le but de ce manuscrit est d'enrichir notre compréhension du comportement des jeux concurrents. Pour ce faire, on étudie la notion de forme de jeu. Les formes de jeu sont les objets mathématiques qui décrivent les interactions (locales) des joueuses à chaque état d'un jeu concurrent. Les formes de jeu sont définies par un ensemble de stratégies locales par joueuse, un ensemble d'issues et une fonction envoyant une paire d'une stratégie locale par joueuse sur une loi de probabilités sur les issues. Généralement, dans les articles sur les jeux concurrents, les interactions locales sont des formes de jeu standard (finies) : les ensembles de stratégies locales sont des lois de probabilités sur les ensembles (finis) d'actions sous-jacents. Ici, on définit des formes de jeu plus générales, que l'on appelle formes de jeu arbitraires. Certains des résultats
établis dans ce manuscrit supposent que les interactions locales sont standard, tandis que les autres ne font pas de telles hypothèses.

Premièrement, on prouve des résultats généraux sur les jeux concurrents, avec très peu d'hypothèses sur les fonctions de gain et les interactions locales. En particulier, on considère un résultat crucial sur les jeux concurrents: la détermination de Blackwell de Martin, qui peut être énoncé comme suit. Soit un jeu concurrent dont toutes les interactions locales sont standards finies. Depuis chaque état, il existe une valeur $u$ dans $[0,1]$ telle que les stratégies de la Joueuse A (resp. B) peuvent garantir que l'espérance de la fonction de gain est au moins (resp. au plus) égal à n'importe quel seuil endessous (resp. au-dessus) de $u$. On généralise ce résultat aux jeux dont les formes de jeu sont arbitraires et en déduisons d'autres résultats sur les jeux concurrents. On prouve également d'autres résultats sur les jeux concurrents, en particulier sur les stratégies optimales en sousjeu.

Deuxièmement, on étudie le comportement des jeux de parité concurrents finis en termes d'existence et de nature des stratégies (presque) optimales (en sous-jeu), avec très peu d'hypothèses sur les interactions locales.

Troisièmement, on définit des ensembles de jeux concurrents qui ont certaines des propriétés des jeux à tours tout en étant plus généraux que les jeux à tours. Ainsi, étant donnée une propriété souhaitable sur les jeux concurrents, on caractérise tout d'abord les formes de jeu qui garantissent que tous les jeux simples qui les utilisent comme interactions locales satisfont cette propriété. On caractérise ainsi les formes de jeu qui se comportent bien individuellement. On montre ensuite que tous les jeux concurrents qui utilisent ces formes de jeu comme interactions locales satisfont également cette propriété. Ces formes de jeux se comportent également bien collectivement.
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Abstract: We study games played by two players, Player A and Player B, on a graph. Starting from a state of the graph, the players interact to move from state to state. This induces an infinite sequence of states, which is mapped to a value in $[0,1]$ by a measurable payoff function. Player A (resp. B) tries to maximize (resp. minimize) the expected value of this payoff function.

Turn-based games, i.e. games where at each state only one player chooses a (probability distribution over) successor state, enjoy many nice properties. For instance, in all deterministic win/lose turn-based games, from each state, one of the players has a winning strategy. In addition, in finite turn-based parity games, both players have positional optimal strategies from each state. By contrast, concurrent games, i.e. games where at each state both players interact concurrently, i.e. simultaneously, to generate a probability distribution over successor states, behave much more poorly. Indeed, there are very simple deterministic concurrent parity games such that: neither player has a winning strategy; neither player has an optimal strategy, even a stochastic one. In addition, when optimal strategies do exist, they may require infinite memory.

The goal of this dissertation is to give significant insight on how concurrent games behave. To do so, we study the notion of game form. Game forms are the mathematical objects that describe the (local) interactions of the players at each state of a concurrent game. Game forms are defined by a set of local strategies per player, a set of outcomes and a function mapping a pair of one local strategy per player to a probability distribution over outcomes. Generally, in the literature on concurrent games, local interactions are standard (finite) game forms: the sets of local strategies are distributions over underlying (finite) sets of actions. In this dissertation, we define and study more general game forms, which we call arbitrary game forms. Some of the
results we prove hold even with arbitrary local interactions, the others use a standard assumption on the local interactions involved.

First, we prove general results on concurrent games, with very few assumptions on the payoff functions and local interactions involved. In particular, we consider a crucial result on concurrent games: Martin's result on Blackwell determinacy, which can be stated as follows. Consider a concurrent game where all local interactions are standard finite. From each state, there is a value $u$ in $[0,1]$ such that Player A's (resp. B's) strategies can guarantee that the expected value of the measurable payoff function is above (resp. below) any threshold below (resp. above) $u$. We generalize this result to games with arbitrary game forms. We deduce from this generalization other results on concurrent games, possibly using standard local interactions, which could not have been obtained directly from the original result by Martin. We also prove other results on concurrent games, in particular results related to subgame optimal strategies.

Second, we study how finite-state concurrent parity games behave in terms of existence and nature of (almost and/or subgame) optimal strategies, with very few assumptions on the local interactions involved.

Third, we define subsets of concurrent games that enjoy some of the nice properties of turnbased games while being more general than turn-based games. These subsets are constructed via local-global transfers, which is a novel approach. Specifically, given a desirable property on concurrent games, we first characterize the game forms that ensure that all simple games using them as local interactions satisfy this property. Thus, we characterize the game forms that behave well individually. We then show that all concurrent games that use these game forms as local interactions also satisfy this property. Thus, we show that these game forms also behave well collectively, hence globally.
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## Introduction

In this introduction, we give the general context motivating the framework used and the questions tackled in this dissertation.

After we discuss game theory, the path that we take to introduce model checking is inspired by what is done in [1, 2]. We then give the purpose of this dissertation and an outline of how this dissertation is structured. We conclude by several remarks regarding how to read this dissertation.

## Game Theory

Game theory is a very broad interdisciplinary field that studies interactions between multiple players in a competitive or cooperative setting. Each of these players tries to satisfy an individual or common objective. One of the founding results in game theory dates back to 1928 when von Neumann proved his minimax theorem [3]. It also appeared in [4] in, arguably, one of the seminal books on game theory. This result holds in one-shot two-player zero-sum games, also known as "matrix games". The study of non-antagonistic matrix games, where many players have individual objectives which are independent from one another, essentially started in the early 1950 s with Nash's articles [5, 6]. The notion of infinite-duration games, where the outcome is induced by the players' interaction lasting infinitely many rounds, emerged shortly after. For instance, in 1953, the existence of winning strategies in deterministic turn-based games with open or closed objectives was proved in [7]. The proof that this actually holds for all Borel objectives (i.e. Borel determinacy) came much later in [8] by Martin, in 1975. Stochastic games, in which stochastic transitions occur at each round of the game, appeared with Shapley [9] in 1953 and with Everett [10] in 1957. Then, the notion of imperfect information games (which are referred to as concurrent games in this dissertation) was introduced by Blackwell in 1969 in [11]. The determinacy of Blackwell games was established by Martin much later, in 1998 [12].

Game theory is applied in various domains from biology to economics or logic and, more importantly for this dissertation, computer science. The link between game theory and biology is quite old since evolutionary game theory essentially started in 1973 with [13], where the ways animal species behave are modeled in a game theoretic setting. The links between game theory and logic is even older as it dates back to the 1950s where game semantics started in different areas of logic. See for instance [14] for examples of Ehrenfeucht-Fraïssé games, which are games that are used to prove bisimulation.

The relationship between game theory and automata theory essentially
started with $[15,16,17]$ where decidability issues were tackled. A few years later, game theory was used at the intersection of automata theory and model checking [18] (and therefore computer science). In the remainder of this introduction, and in this dissertation as a whole, we will mostly comprehend game theory from a model checking perspective. This should not impede the use of the results established in this dissertation in other areas.

## Context

Nowadays, a very large variety of aspects of our daily lives are controlled by computer systems, which grow rapidly in number and complexity. Our dependence towards these systems often entails handling critical tasks, whether it is managing banking accounts, controlling power plants or coordinating railway systems. For such critical tasks, it is essential to be able to either guarantee the safety of already existing systems or build new ones that are safe by design, thus ensuring that no failure will occur. However, such tasks are inherently complex due to the multitude of possible scenarios in which these systems need to behave properly. In addition, establishing guarantees on computer systems is made all the more difficult by the fact that these systems are often reactive [19], in the sense that they interact with an external environment. This environment encompasses both interactions with human agents, and also unpredictable events. Therefore, it is crucial to be able to synthesize system controllers whose purpose is to keep reactive systems safe against all environments, even possibly hostile ones.

Formal method and model checking. Merely testing a reactive system against many possible environments is not enough to give strong guarantees on its behavior. Indeed, testing may only exhibit failures, it cannot prove their absence against possibly infinitely many environments. The purpose of formal methods is to give formal, mathematical guarantees on how a system behaves against all possible environments. The system is described by a simplified, abstract model. How the system should behave is encoded as a specification on the model. The most natural question we may be asking given a model and a specification is whether the model satisfies the specification. That is, whether the system behaves how it is supposed to. This corresponds to verification, and it is the historical focus of model checking [20, 21]. However, there are other, harder questions we may consider on models and specifications.

Rather than considering verification, one may be interested in controller synthesis. That is, in situations where a controller can impact the real reactive system, the model describing this system is left underspecified. Depending on the state of the system, several actions are available for the controller to choose; and to be complete, the model needs a controller's policy (or strategy), that is, a way to choose actions depending on the state of the system. Controller
synthesis then amounts to inquire if there is a controller's policy that makes the model satisfy the specification; and if so, synthesize such a policy.

Finally, one may want to perform model design, which is a (very) conjectural approach. It consists, from a specification describing in a simplified (abstract) way how a real system should behave, in designing a model, or a class of models, that satisfies the specification; or in which there exists a controller's policy that makes the model satisfy the specification. We can then build real systems corresponding to this abstract model, and possibly implement appropriate controller's policies. That way, the system that we obtain behaves as desired by design.

Game theory for model checking. As mentioned above, the use of game theory for model checking is not new, see for instance [22] in which synthesis is seen as a game. In this dissertation, we will be interested in two-player antagonistic games on graphs. In such a setting, one player represents the controller. She has at her disposal the actions available to her in the reactive system, depending on the state of the system. The other player represents the environment. Indeed, the possible ways that the environment can influence the system are known, but the environment is completely unpredictable. That is, the way it will impact the system cannot be described with a known probability distribution. Since the environment may potentially be influenced or controlled by a malevolent agent, the game is antagonistic, or zero-sum, in the sense that any outcome of the game is as positive for a player as it is negative for the other player. The graph on which the game is played then represents the different states in which the reactive system can be. How the controller and the environment impact the system differs depending on the current state of the system. In addition, going from states to states in the system may be described via stochastic transitions: though the process may be random, the underlying probability distributions according to which the system evolves is known a priori. To subsume both terminating and non-terminating behaviors of the system, the games we consider are infinite-duration, i.e. they last indefinitely, as long as no stopping state is reached, in which case the game stops immediately. Furthermore, the specification of the model, which describes how the system should behave, is encoded as the objective in the game; the controller player tries to ensure that the specification holds, while the environment player tries to ensure that is does not.

When no transition between states of the graph is stochastic, the game is said to be deterministic. In that case, the controller seeks a winning strategy, i.e. a way to choose actions (i.e. a strategy) ensuring that the objective holds in all cases, regardless of what the environment player does, and reciprocally for the environment player. However, there are not always winning strategies, for either of the player. In such cases, the controller player seeks an optimal strategy, i.e. a strategy that maximizes the probability that the objective holds,
against all environment player's strategies. This notion of optimal strategies is also made all the more relevant when we consider richer specifications that are not encoded by an objective but rather by a payoff function. In that case, the controller player tries to maximize its expected value, while the environment player tries to minimize it.

Finally, for synthesizing purposes, the simpler winning or optimal strategies are to describe, the better. Hence, when designing a model, a criterion that could be used to assess a model's worth could be the existence of simple-todescribe winning or optimal strategies.

## Game Formalism

Let us describe the games that we consider in this dissertation a little more formally. Before describing games, we describe arenas, that can be seen as games where the objective or the payoff function is not yet specified. In an arena, two players, that we will always call Player A and Player B, interact on a graph. This graph consists of sets of states and transitions between these states. Furthermore, it is equipped with an arbitrary set of colors. Each state of the graph is given a color and a set of local strategies ${ }^{1}$ available to the players at this state. Each time the play reaches this state, the players can choose among these available local strategies and, as a result of the players' choices, a probability distribution over successor states is induced. The process then proceeds (stochastically) to another state, and this is repeated indefinitely. This infinite repetition thus generates an infinite sequence of states, which naturally induces an infinite sequence of colors, which is called a trace. We can then obtain a game from this arena by defining a payoff function mapping every trace, i.e. every infinite sequence of colors, to a value in $[0,1]$. In the game that we obtain, Player A tries to maximize the expected value of this payoff function, whereas Player B tries to minimize it. The game is said to be win/lose if any trace is mapped by the payoff function to either 1 or 0 . In that case, any trace is either winning for Player A and losing for Player B (when it is mapped to 1 ) or the other way around (when it is mapped to 0 ).

Among the states of the graph, there may be some stopping states. When they are reached, they immediately stop the play and output a value. Similarly to the expected value of the payoff function, Player A tries to maximize this output value and Player B tries to minimize. For simplicity, in the remainder of this introduction, we assume that there is no stopping state.

Playing in graph arenas is done via graph strategies: they prescribe to the players what to do at each state, depending on the history of the game, i.e. on the finite sequence of states already visited. In other words, graph strategies

[^0]map finite sequences of states to local strategies. In the following, we will use the word "strategy" to refer to graph strategies. They are not to be confused with local strategies, which are the ones played at each state of the graph. In win/lose games, the players seek winning strategies. A strategy is winning for a player if all traces compatible with this strategy are winning for her. However, in the games that we will study in this dissertation, it will often be the case that neither player has a winning strategy. Furthermore, the notion of winning strategy is not applicable in games with richer payoff functions than win/lose. In such cases, as mentioned above, the players turn to optimal strategies, which are strategies maximizing, or minimizing depending on the player considered, the expected value of the payoff function.

As for the notion of simplicity of strategies hinted above (in page 14), the simplest kind of strategies are positional strategies. What positional strategies prescribe only depends on the current state of the game, not on the whole history of visited states. That is, they play only one local strategy per state of the game. They are therefore much easier to describe than arbitrary strategies. This is in sharp contrast with what we call infinite-choice strategies, which are strategies that may play infinitely many different local strategies at some states of the game. The latter are much harder to describe than positional strategies. In particular, all infinite-choice strategies are infinite-memory. The notion of infinite-choice strategies is novel, and will be formally defined in this dissertation.

Objectives studied. As mentioned above, when a payoff function maps all traces to either 0 or 1 , the game is win/lose. In such cases, the payoff function is entirely defined by the set of traces mapped to 1 . This constitutes the winning objective (for Player A). In this dissertation, we will often focus on win/lose games. We will mostly consider prefix-independent objectives, i.e. objectives disregarding all finite prefixes in infinite traces. Furthermore, among prefix-independent win/lose games, when considering an explicit objective, it will always be a parity objective, which is a special kind of prefix-independent objective. Let us describe the set of traces winning for Player A with a parity objective. In this case, the set of colors considered is a finite set of integers. Then, given a trace, which is an infinite sequence of colors (i.e. of integers), we consider the maximum of the colors seen infinitely often in that sequence. This maximum exists since there are only finitely many colors. The identity of the player for whom this trace is winning depends on the parity of this maximal color, hence the parity terminology. The set of traces winning for Player A are exactly the ones for which this maximum is even.

The benefit of parity objectives lies in the expressiveness of these objectives as well as their relative simplicity. Indeed, parity objectives are well-suited to express $\omega$-regular expressions sets [23]. These $\omega$-regular sets are very useful when defining specifications on (reactive) systems, see [24].


Figure 1: A turn-based game.


Figure 2: A concurrent game.

Concurrent Vs Turn-based games. Crucially, when describing how the players interact in the arenas, we have not detailed how the local strategies that the players use impact the induced probability distribution over successor states. On the one hand, if at each state of the arena, only one player is really playing while the other has no impact on the decision, the game is turnbased. On the other hand, if there are some states where both players may have an impact, then the game is truly concurrent, i.e. no longer turn-based. The difference is exemplified in the two arenas depicted in Figures 1 and 2. The arena depicted in Figure 1 is turn-based. At the state $q_{0}$, Player A plays alone and may choose to go to either $x$ or $y$. The fact that it is Player A that plays alone at $q_{0}$ can be spotted by the fact that the state $q_{0}$ is squaredshaped. In fact, she can also choose any probability distribution between the two transitions leading to $x$ or $y$. The arena depicted in Figure 2 is concurrent. Indeed, at state $q_{0}$, Player A and Player B interact. Player A chooses among the (probability distributions over the) rows of the bi-dimensional table, while Player B chooses among the (probability distributions over the) columns. As the result of their concurrent choices, a next state, either $x$ or $y$, is reached.

Let us make two additional remarks on the arenas depicted in Figures 1 and 2. First, the red numbers appearing near each state of the arenas correspond to their colors. Second, both of these arenas are deterministic because there is no stochastic transition between states unless the players decide to play stochastically. In general, we will assume that there are intrinsically stochastic transitions between the states.

Concurrent games subsume turn-based games as turn-based interactions can be seen as special cases of concurrent interactions. That is, concurrent games have more expressive power than their turn-based counterpart. However, turn-based games have been widely studied in the literature, especially compared to concurrent games. Take for instance the book [25] dating back to 2011 that gives an overview of game theory (on graphs). A large part of this book is dedicated to the study of turn-based games. This is also the case of the very recent book preprint [26], where most models are turn-based. The fact that turn-based games are much more studied than concurrent games can be
explained as follows: turn-based games have many nice properties that even simple concurrent games fail to have. We present two striking examples below.

First example: Borel determinacy [8] ensures that, in all deterministic win/lose turn-based games with Borel objectives, from any state, either of the players has a winning strategy, i.e. can ensure winning regardless of what the other player does. This does not hold in concurrent games in general. In fact, it does not even hold on a concurrent game obtained from the concurrent arena of Figure 2. Indeed, consider a win/lose game obtained from this arena such that Player A wins if and only if the color 1 is seen, i.e. the state $x$ is reached. Then, no player has a winning strategy. Indeed, regardless of what row Player A chooses, Player B may choose a column that leads to $y$. Symmetrically, regardless of what column Player B chooses, Player A may choose the row that leads to $x$.

Second example: the difference in behavior between turn-based and concurrent games is also abundantly clear when considering parity games and optimal strategies. Consider parity games with finitely many states and possibly stochastic transitions. In that case, whether the game is turn-based or not, the players do not a priori have a winning strategy. However, it does hold that if the game is turn-based, from every state, both players have an optimal strategy that is positional [27, 28]. This means that the players have strategies maximizing their probability to win. In concurrent games, however, optimal strategies may not exist even in very simple games, as will be shown in Figure 3.1. Furthermore, when optimal strategies do exist, they may require infinite choice, and therefore infinite memory. In other words, this means that the strategies considered need to play infinitely many different local strategies at some states of the game.

However, the inherent intricate behavior of concurrent games should not deter us from studying them. Indeed, real life systems, in which synchronicity is involved, are best described with the help of concurrency [29, 30]. Although turn-based games are more studied than concurrent games, that is not to say that concurrent games have not been studied. Along this dissertation, we will cite several papers dealing with concurrent games either to use a result as is, or to generalize it. Below for the record, we would like to cite additional papers for their algorithmic and/or complexity contributions related to concurrent games, which are issues we do not tackle at all in this dissertation. For instance, in [31], the authors provide algorithms to compute, in concurrent reachability games, the set of states from which Player A can win surely, almost-surely, and limit-surely in reachability games. In [32] it is shown that the values, i.e. the probability with which Player A's strategies can win, of concurrent parity games can be computed with quantitative $\mu$-calculus. In the same setting, the author of [33] show that the problem of computing the value is in TFNP[NP]. On a more practical note, see [34] for a (very recent) implementation of model

## $\left[\begin{array}{ll}x & y \\ y & x\end{array}\right]$

Figure 3: The local interaction at state $q_{0}$ of the concurrent arena of Figure 2.
checking algorithms on concurrent games.

## Purpose of this dissertation

In this dissertation, we study two-player antagonistic concurrent games and our goal is to provide insight on how these concurrent games behave. As mentioned above, concurrent games behave poorly, especially compared to their turn-based counterpart. What differentiates turn-based games from concurrent games is the type of local interactions of the players at each state of the games. Formally, a local interaction is a game form, that is a set of actions available to both players, a set of outcomes, and a function mapping each pair of one action per player to a probability distribution over the outcomes. The local strategies available to the players are then the probability distributions over their available actions. Game forms are usually represented by bi-dimensional tables where Player A chooses the rows, while Player B chooses the columns. For example, the game form in Figure 3 describes the interaction of the players at the state $q_{0}$ of the concurrent arena of Figure 2.

The notion of game form that we have informally defined above was first introduced in [35] in the context of social choice theory. However, the first result established on game forms was proved in [36].

This dissertation has three distinctive traits. However, note that they do not correspond to the three parts of this dissertation. The first distinctive trait of this dissertation is that we consider game forms, and by extension local interactions, as first-class citizens. This mathematical object will be studied in two different contexts. First, inside concurrent arenas and games where it appears at each state. Second, for itself outside of a concurrent game context. In this dissertation, the interaction of the players at each state of a concurrent arena will be described by game forms. That is, a concurrent arena is a graph where each state is endowed a game form describing the interaction of the players at that state. Then, the local interaction at any given state refers to the game form that this state is endowed with. This is to be compared with
what is usually done in the literature on concurrent games. Indeed, usually a concurrent arena is a graph where, at each state, both players have a set of available actions. There is in addition a function mapping each pair of actions for both players to a probability distribution over successors states. With such a definition, the notion of game form is only implicit, and is often not formally defined (since this notion is not useful to establish the results of these papers). In this dissertation, what we have called until now local strategies, which is what (graph) strategies prescribe at each state, are referred to as GF-strategies, where GF stands for game form.

The second distinctive trait of this dissertation is the game forms that we consider. Indeed, the game forms that we have described above correspond to what we call standard game forms in this dissertation. In fact, we consider arbitrary game forms, which subsume standard game forms. Indeed, an arbitrary game form can be defined as follows. It is a set of GF-strategies for both players, a set of outcomes and a function mapping each pair of one GF-strategy per player to a probability distribution over the outcomes. The crucial difference with standard game forms is that the set of GF-strategies need not be defined as the set of probability distributions over an underlying set of available actions. In particular, this set need not be convex. When all local interactions of a game are standard, the game itself is said to be standard, otherwise the game is said to be arbitrary. Standard games are the concurrent games studied in the literature.

We would like to mention a notable exception to this last statement. In his seminal paper on concurrent (reachability) games [10], Everett implicitly used non-standard game forms. The only assumption made in that paper is that the game forms he uses "possess a minimax-solution". These game forms that "possess a minimax-solution" correspond exactly to the valuable game forms defined in this dissertation. Note however that the notion of game form is not formally introduced in [10].

The purpose of this dissertation is to provide a way to design some wellbehaved concurrent arenas, i.e. concurrent arenas enjoying some of the nice properties that turn-based games enjoy, while being significantly more general than turn-based games. Along the way, we will prove several results of various kinds, including a generalization of Blackwell determinacy. This will be discussed in the next section.

Restricting the set of game forms used in concurrent games. Our idea to define such well-behaved concurrent arenas is roughly as follows. Consider a desirable property $\varphi$ that we want to hold on concurrent arenas. For instance, the property $\varphi$ could be:

- the existence of winning strategies in all obtained win/lose games (with Borel objectives);
- the existence of optimal (positional) strategies in obtained reachability games.

If $\varphi$ does not hold in turn-based arenas, there is no chance that it will hold on classes of concurrent arenas that include turn-based arenas. Hence, assume that $\varphi$ holds in turn-based arenas. This is the case of the two examples cited above. Then, as discussed earlier, without any assumption on the local interactions involved in the arena, this property $\varphi$ may not hold. However, if we assume that all local interactions are turn-based - and in that case, the arena, and the games obtained from it, are therefore turn-based - then this property $\varphi$ holds, by assumption. Therefore, we know that there exists a restriction on game forms that make the property $\varphi$ hold in all games whose local interactions all satisfy this restriction. One of the main goal of this dissertation, which is also the third distinctive trait of this dissertation, is to establish local-global transfers, i.e. to define restrictions on game forms ensuring that:

- they encompass more interactions than only turn-based ones;
- the property $\varphi$ holds in all arenas where all local interactions satisfy these restrictions.

Furthermore, the restrictions on local interactions that we define may depend on the property $\varphi$ at hand. The general method that we will use to define these restrictions proceeds in two steps:

- First, we define the game forms $\mathcal{F}$ that are individually well-behaved w.r.t. $\varphi$. Such game forms $\mathcal{F}$ are such that all simple arenas built on $\mathcal{F}$ satisfy the property $\varphi$. The notion of "simple arenas built on $\mathcal{F}$ " is formally defined in this dissertation. Informally, this corresponds to the arenas where the only source of concurrency comes from $\mathcal{F}$.
- Second, we check that the property $\varphi$ holds in all the arenas (possibly, only those with finitely many states) with all local interactions that are individually well-behaved w.r.t. the property $\varphi$. That is, we check that these individually well-behaved game forms also behave well collectively.

Assuming that we have achieved both of these steps, this provides a way to build arenas that are safe (w.r.t. the property $\varphi$ ) by design. In this dissertation, we will be particularly interested in properties $\varphi$ involving the existence of optimal positional strategies in parity games. We believe that this way of defining safe by design arenas constitutes the most important contribution of this dissertation.

## Outline

Let us give an outline of the kinds of results that we show in this dissertation. We highlight some of these results in this section - those we believe are the most important - but we do not provide an exhaustive overview of all our contributions. As mentioned in the next section, more details are given at the beginning of each part and chapter.

This dissertation contains three parts, preceded by Chapter 1 that presents the formalism used throughout this dissertation.

Then, in Part I, we establish results on concurrent games with almost no assumptions on the local interactions and payoff functions. This part contains two chapters: Chapters 2 and 3 . Chapter 2 is dedicated to the determinacy of Blackwell games [12]. This is a very important result on standard concurrent games. Indeed, concurrent games, contrary to turn-based games, do not enjoy Borel determinacy [8], i.e. the existence of winning strategies in win/lose games. However, informally, concurrent games ensure the following: the supremum of what Player A can guarantee is equal to the infimum of what Player B can guarantee. More specifically, from each state of the game, a Player-A strategy along with a Player-B strategy induce an expected value of the payoff function. Then, the value of a Player-A strategy is equal to the infimum of the expected value of the payoff function against all Player- $B$ strategies. The Player-A value of a state is then equal to the supremum of the values of Player-A strategies from this state. This is symmetrical for Player B. Then, the determinacy of Blackwell games ensures, with a quite mild assumption on the standard local interactions, that from each state, the values of the game for both players is equal. This is why we summarize this as follows: the supremum of what Player A can guarantee is equal to the infimum of what Player B can guarantee. In Chapter 2, we generalize this result, in particular, in arbitrary (i.e. not necessarily standard) concurrent games. This generalization is then used several times in this dissertation to establish results on concurrent games. These results could not have been deduced from the original statement of the determinacy of Blackwell games.

On the other hand, the other chapter of Part I, Chapter 3, deals with general properties on concurrent games related to subgame optimal strategies, a strengthening of optimal strategies. In particular, we would like to mention a result that we believe gives significant insight as to why concurrent games behave much more poorly than turn-based games. It is stated as Theorem 3.17. This theorem is stated in the context of games with finitely many states, with some assumptions made on the payoff function including prefix-independence. An informal takeaway from this theorem, from Player-A's perspective, is the following. There exists subgame optimal strategies if and only if there exists a strategy:

- whose value is positive from every state whose Player-A value is positive;
- that never makes a definitive mistake.

A strategy makes a definitive mistake if at some point, after some finite history, it plays a GF-strategy that is sub-optimal ${ }^{2}$. The notion of sub-optimality is defined formally in this dissertation. In other words, the reason why, there are not always (subgame) optimal strategies in concurrent games (even in very simple games) is that to approach the Player-A value of a state, Player-A strategies may need to make a definitive mistake. In fact, in this chapter we exhibit a concurrent game (depicted in Figure 3.2) where playing optimally requires making a definitive mistake after the opponent has made one. This phenomena cannot happen in turn-based games (recall that the games considered have finitely many states). That is, if one only uses strategies that do not make a definitive mistake, then the Player-A values of the states do not change, i.e. they do not drop. This chapter also introduces the notion of infinite-choice strategies, mentioned above. The results of Part I will then be used in the two other parts.

In Part II, containing two chapters, we study arbitrary, i.e. not-necessarily standard, concurrent parity games with finitely many states. As mentioned above, it is not always possible to play optimally in concurrent parity games, and when it is, it may require infinite-choice strategies. In fact, the situation is rather heterogeneous when considering various parity objectives (in terms of the number of colors involved) and flavors of optimality, such as almostoptimality or subgame optimality. We give an (almost) complete overview of the situation in terms of the simplest kind of strategies among which we can find a desirable effect of strategies. A summary is given in page 185. In particular, one can notice a positional/infinite choice dichotomy on the strategies necessary or sufficient to achieve any specific flavor of optimality. This observation is proved in Chapter 3 (in Part I) in standard games.

Finally, Part III is entirely dedicated to the study of game forms and contains four chapters. Three chapters focus on local-global transfers and use the two-step method described in the previous section to define individually well-behaved game forms and prove that the induced arenas also behave well. To achieve these two steps, we use results proved in Chapters 2 and 3, while also making use of some results proved in Part II. Among these three chapters, two of them, Chapter 7 and 8, are dedicated to parity objectives: with arbitrary game forms for Chapter 7, and standard game forms for Chapter 8 . A fourth chapter is dedicated to results about complexity/decidability and expressiveness of game forms. We believe that this part is the most important of this dissertation: it tackles the novel method described above to appropriately restrict the class of concurrent arenas.

[^1]On another note, four papers $[38,39,40,41]$ have been published in the scope of this PhD. Most of what is proved in these papers can be found in this dissertation. However, this dissertation contains several results that are not yet published (nor submitted). Note that there is no one-to-one correspondance between chapters and published articles. In addition, several results proved in these papers are generalized to a more general context in this dissertation. It has to be noted that Chapter 8 is entirely based on a single unpublished paper that will be resubmitted soon.

## How to read this dissertation

We would like to conclude this introduction by giving a few tips on how this dissertation is meant to be read.

Detailed outline. We have given in the previous section a rather brief outline of what is done in this dissertation. In the body of the dissertation we also provide more local overviews: First, the purpose of each part is explained at the beginning of each of these three parts, and we further explain how each part fits in the broader context of the dissertation. Second, at the beginning of each chapter, we provide a detailed overview of the chapter and of its main contributions.

Finally, the general conclusion recalls the main goals and contributions of the dissertation, and highlights a few research directions that seem promising.

Framed results. We make several contributions in this dissertations. The results that we believe are most important can be spotted by the frames around the corresponding environments. Some new results are not framed. Often, this is because they are stepping stones towards the proof of (what we believe are) more important results. At the end of this dissertation, on Page 376, one can find a list of the main new results proved in this dissertation.

Appendices. Due to the stochasticity of the games and strategies considered in this dissertation, the proof of several results are very technical. That is why we have included a section called "Appendix" at the end of all chapters but Chapter 5. These sections contain technical proofs of results stated in the core of these chapters. Nevertheless, we provide (very often) proof sketches of the results whose formal proofs are put in an "Appendix" section.

Chapters dependence. Chapter 1 gives definitions and notations that will be used throughout this dissertation. Chapter 3 is independent of Chapter 2 , except that the main result of Chapter 2 (i.e. Theorem 2.3) is used once in Chapter 3. These two chapters give general results used in subsequent chapters:

- Chapters 4 and 5 depend mostly on Chapters 3;
- Chapter 6 depends mostly on Chapter 2;
- Chapters 7 and 8 depend exclusively on Chapters 3;
- Chapter 9 depends on Chapters 6 and 8 (and a little bit on Chapter 2).

In addition, for the readers reading this dissertation on a PDF file, note that all numerical references (including page references) are clickable. Furthermore, from the numerical denomination of all definitions, theorems, remarks, etc., one can infer the chapters they come from. For instance, Theorem 2.3 comes from Chapter 2 and Definition 7.3 comes from Chapter 7.

Arbitrary Vs Standard terminology. Finally, in this dissertation, we will consider standard game forms which are a special kind of arbitrary game forms, and similarly for concurrent games. When the terminology "arbitrary" is used on game forms (and local interactions) or concurrent games (or arenas), it should actually be read as "not-necessarily standard".

## 1 - Concurrent games: the formalism

In this chapter, we give the definitions and notations we will use throughout this dissertation. Later, we will introduce additional definitions, however we will do so when we need them.

In Section 1.1, we introduce some notations. Most of them are very classical. In Section 1.2, we give relevant background on probability theory and stochastic trees (generalization of Markov chains). In Section 1.3, we recall the central notion of game forms. We state important properties satisfied by game forms. Finally, in Section 1.4, we present the formalism we use for concurrent games.

### 1.1 Notations

We denote by $\mathbb{N}, \mathbb{Z}, \mathbb{Q}$ and $\mathbb{R}$ the sets of all non-negative integers, integers, rationals and reals respectively. For two sets $E, E^{\prime}$ with $E \cap E^{\prime}=\emptyset$, we denote by $E \uplus E^{\prime}$ the disjoint union of $E$ and $E^{\prime}$. Furthermore, for all pairs of integers $(i, j) \in \mathbb{Z}^{2}$, we denote by $\llbracket i, j \rrbracket:=\{k \in \mathbb{Z} \mid i \leq k \leq j\}$ the set of integers between $i$ and $j$, non-strict. We say that a set is countable if it is either finite or in bijection with $\mathbb{N}$.

Set of sequences. Consider a non-empty set $Q$. The notations $Q^{*}$, $Q^{+}$, and $Q^{\omega}$ refer to the set of finite sequences, of non-empty finite sequences and of infinite sequences of elements of $Q$ respectively. Furthermore, $Q^{\uparrow}:=$ $Q^{*} \cup Q^{\omega}$ denotes the set of all finite or infinite sequences of elements of $Q$. The notation $\epsilon \in Q^{*}$ refers to the empty sequence (which is defined regardless of the underlying set $Q$ considered). For $\bullet \in\{+, \omega\}, A \subseteq Q^{\bullet}$ and $\pi \in Q^{+}$, the notation $\pi \cdot A \subseteq Q^{\bullet}$ refers to the set $\pi \cdot A:=\{\pi \cdot \rho \mid \rho \in A\}$.

For all $n \in \mathbb{N}$, the notation $Q^{n}$ (resp. $Q^{\leq n}$ ) refers to the set of all sequences of $n$ (resp. at most $n$ ) elements of $Q$. The length, denoted $|\pi|$, of a sequence $\pi=\pi_{0} \cdots \pi_{n-1} \in Q^{n}$, is equal to $|\pi|:=n$. Furthermore, if $\pi \in Q^{\omega},|\pi|:=\infty$. Given a sequence $\pi=\pi_{0} \cdots \in Q^{+} \cup Q^{\omega}$, for $i<|\pi|, \pi_{\leq i} \in Q^{*}$ refers to the finite sequence $\pi_{0} \ldots \pi_{i}$. If $i<0$, then $\pi_{\leq i}=\epsilon$. For a non-empty sequence $\pi=\pi_{0} \cdots \pi_{n} \in Q^{+}$, we denote by $\pi_{\mathrm{lt}}$ the last element of the sequence: $\pi_{\mathrm{lt}}=\pi_{n}$ and by $\operatorname{tl}(\pi)$ the path $\pi$ but its last element: $\mathrm{tl}(\pi)=\pi_{0} \cdots \pi_{n-1}$.

A finite sequence $\pi \in Q^{*}$ is a prefix (resp. strict prefix) of another finite sequence $\pi^{\prime} \in Q^{*}$, denoted $\pi \sqsubseteq \pi^{\prime}$ (resp. $\pi \sqsubset \pi^{\prime}$ ) if there is some $\rho \in Q^{*}$ (resp. $\rho \in Q^{+}$) such that $\pi^{\prime}=\pi \cdot \rho$. The sequence $\pi^{\prime}$ is called a suffix of $\pi$.

Furthermore, for all $\bullet \in\{*,+, \omega, \uparrow\}$ and arbitrary non-empty sets $E$, any function $f: E \rightarrow Q$ is extended into a function $f^{\bullet}: E^{\bullet} \rightarrow Q^{\bullet}$ such that for all $\pi=\pi_{0} \cdots \in E^{\bullet}$, we have $f^{\bullet}(\pi):=f\left(\pi_{0}\right) \cdots \in Q^{\bullet}$.

We also define the notion of residual functions. Consider some $\bullet \in\{*,+, \omega\}$.

Given two non-empty sets $E, F$, for all functions $f: E^{\bullet} \rightarrow F$ and finite paths $\pi \in E^{*}$, we denote by $f^{\pi}: E^{\bullet} \rightarrow F$ the residual function defined by, for all $\rho \in E^{\bullet}$, we have $f^{\pi}(\rho):=f(\pi \cdot \rho) \in F$.

Real functions and sequences. Consider two arbitrary non-empty sets $E$ and $F$ and a function $f: E \rightarrow F$. For all $F^{\prime} \subseteq F$, we let $f^{-1}\left[F^{\prime}\right]:=\{e \in$ $\left.E \mid f(e) \in F^{\prime}\right\}$ be the reverse image of $F^{\prime}$ by $f$. For $G$ an arbitrary non-empty set and $f: E \rightarrow F$ and $g: F \rightarrow G$, we denote by $g \circ f: E \rightarrow G$ the composite of the functions $f$ and $g$.

Assume now that $F \subseteq \mathbb{R}$. Consider two real functions $f, g: E \rightarrow F$. We write $f \leq g$ if, for all $x \in E$, we have $f(x) \leq g(x)$. Furthermore, we let $\|f\|_{\infty} \in \mathbb{R} \cup\{\infty\}$ be equal to $\|f\|_{\infty}:=\sup _{e \in E}|f(e)|$. In addition, if the support $\{x \in E \mid f(x) \neq 0\}$ of $f$ is countable, we also let $\|f\|_{1} \in \mathbb{R} \cup\{\infty\}$ be equal to $\|f\|_{1}:=\sum_{e \in E}|f(e)|$.

Consider an arbitrary infinite sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of real functions indexed by $\mathbb{N}$ with $f_{n}: E \rightarrow F$ and $F \subseteq \mathbb{R}^{1}$. A function $f: E \rightarrow F$ is a limit of $f_{n}$ w.r.t. $\|\cdot\|_{\infty}$ if:

$$
\forall \varepsilon>0, \exists n \in \mathbb{N}, \forall k \geq n,\left\|f-f_{k}\right\|_{\infty} \leq \varepsilon
$$

We can define similarly a limit w.r.t. $\|\cdot\|_{1}$ when $E$ is countable. A subsequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ is a sequence $\left(f_{\varphi(n)}\right)_{n \in \mathbb{N}}$ for an increasing function $\varphi: \mathbb{N} \rightarrow \mathbb{N}$. A subsequential limit of $\left(f_{n}\right)_{n \in \mathbb{N}}$ is the limit of some subsequence of $\left(f_{n}\right)_{n \in \mathbb{N}}$. Furthermore, note that if $E$ is finite and $F=[0,1]$ then Bolzano-Weierstrass' theorem ensures that such a subsequential limit exists, as stated below in Theorem 1.1.

Theorem 1.1. Let $E$ be a finite non-empty set and let $x=\left(f_{n}\right)_{n \in \mathbb{N}}$ be an infinite sequence of real functions with $f_{n}: E \rightarrow[0,1]$. Then, $x$ has a subsequential limit (w.r.t. $\|\cdot\|_{1}$ and $\|\cdot\|_{\infty}$ ).

### 1.2 Probability measures, distributions and stochastic trees

In this section, we fix a non-empty set $Q$.

### 1.2.1. Probability distribution

The support $\operatorname{Sp}(\mu)$ of a function $\mu$ into $[0,1]$ is the set of elements whose image by $\mu$ is nonzero: $\operatorname{Sp}(\mu)=\mu^{-1}[(0,1]]$. A discrete probability distribution (or simply distribution) over $Q$ is a function $\mu: Q \rightarrow[0,1]$ with countable support such that $\sum_{x \in Q} \mu(x)=1$. The set of all distributions over the set $Q$ is denoted $\mathcal{D}(Q)$. A distribution $\mu$ is deterministic if $|\operatorname{Sp}(\mu)|=1$. In addition, for all functions $f: Q \rightarrow[0,1]$, with an abuse of notations, the sum $\sum_{q \in Q} \mu(q) \cdot f(q)$ refers to the countable sum $\sum_{q \in \operatorname{Sp}(\mu)} \mu(q) \cdot f(q)$. In the following, an element

[^2]$q \in Q$ will be seen as the deterministic (Dirac) distribution $\mu: Q \rightarrow[0,1]$ such that $\mu(q)=1$ (and therefore $\mu\left(q^{\prime}\right)=0$ for all $q^{\prime} \neq q$ ).

Given any valuation over $Q, v: Q \rightarrow[0,1]$, and distribution $d \in \mathcal{D}(Q)$, we consider the expected value of $v$ w.r.t. $d: \mathbb{E}_{d}(v):=\sum_{q \in Q} d(q) \cdot v(q)$. We can also consider the expected value of distributions. Consider two sets $Q$ and $Q^{\prime}$ with $d \in \mathcal{D}(Q)$ and $d^{\prime}: Q \rightarrow \mathcal{D}\left(Q^{\prime}\right)$. The expected value of $d^{\prime}$ w.r.t. $d$, denoted $\mathbb{E}_{d}\left(d^{\prime}\right) \in \mathcal{D}\left(Q^{\prime}\right)$ is such that, for all $q^{\prime} \in Q^{\prime}$ :

$$
\mathbb{E}_{d}\left(d^{\prime}\right)\left(q^{\prime}\right):=\sum_{q \in Q} d(q) \cdot d^{\prime}(q)\left(q^{\prime}\right)
$$

### 1.2.2 . Topology on $Q^{\omega}$ and probability measure

A $\sigma$-algebra $\mathcal{Q}$ on a set $Q^{\omega}$ is such that $\mathcal{Q}$ is a set of subsets of $Q^{\omega}$ where $Q^{\omega} \in \mathcal{Q}$, and $\mathcal{Q}$ is closed under complementation and countable union. That is, for all $E \in \mathcal{Q}$ we have $Q^{\omega} \backslash E \in \mathcal{Q}$ and for all $\left(E_{n}\right)_{n \in \mathbb{N}} \in \mathcal{Q}^{\mathbb{N}}$, we have $\cup_{n \in \mathbb{N}} E_{n} \in \mathcal{Q}$. A probability measure on a $\sigma$-algebra $\mathcal{Q}$ is a function $\Upsilon: \mathcal{Q} \rightarrow$ $[0,1]$ such that $\Upsilon(\emptyset)=0, \Upsilon\left(Q^{\omega}\right)=1$, and $\Upsilon$ is $\sigma$-additive over $\mathcal{Q}$, that is for all $\left(E_{n}\right)_{n \in \mathbb{N}} \in \mathcal{Q}^{\mathbb{N}}$ pairwise disjoint, we have $\Upsilon\left(\uplus_{n \in \mathbb{N}} E_{n}\right)=\sum_{n \in \mathbb{N}} \Upsilon\left(E_{n}\right)$.

Let us now recall the definition of cylinder sets and consequently of Borel sets. For all finite sequences $\pi \in Q^{*}$, the cylinder set $\mathrm{Cyl}(\pi)$ generated by $\pi$ is the set $\operatorname{Cyl}(\pi)=\left\{\pi \cdot \rho \in Q^{\omega} \mid \rho \in Q^{\omega}\right\}$. We denote by Cyl $_{Q}$ the set of all cylinder sets on $Q^{\omega}$. The open sets of $Q^{\omega}$ are the sets equal to an arbitrary union of cylinder sets. The set of Borel sets on $Q^{\omega}$, denoted $\operatorname{Borel}(Q)$, is then equal to the smallest $\sigma$-algebra containing all open sets. By Carathéodory's theorem, a probability measure over $Q^{\omega}$ is entirely defined by the measure of all cylinder sets as stated in Theorem 1.2 below.

Theorem 1.2. Consider a function $v: \mathrm{Cyl}_{Q} \rightarrow[0,1]$ such that $v\left(Q^{\omega}\right)=1$ (note that $Q^{\omega}=\mathrm{Cyl}(\epsilon)$ ) and $v$ is $\sigma$-additive over $\mathrm{Cyl}_{Q}$. Then, there exists a unique probability measure $\Upsilon: \operatorname{Borel}(Q) \rightarrow[0,1]$ such that, for all $C \in \mathrm{Cyl}_{Q}$, we have $\Upsilon(C)=v(C)$,

We also mention the monotone continuity of the probability measure.
Proposition 1.3. Consider any probability measure $\Upsilon$ : $\operatorname{Borel}(Q) \rightarrow[0,1]$. For all $\left(A_{n}\right)_{n \in \mathbb{N}} \in(\operatorname{Borel}(Q))^{\mathbb{N}}$ such that, for all $n \in \mathbb{N}$, we have $A_{n} \subseteq$ $A_{n+1}$ (resp. $A_{n} \supseteq A_{n+1}$ ), then we have $\Upsilon\left(\cup_{n \in \mathbb{N}} A_{n}\right)=\lim _{n \rightarrow \infty} \Upsilon\left(A_{n}\right)$ (resp. $\left.\Upsilon\left(\cap_{n \in \mathbb{N}} A_{n}\right)=\lim _{n \rightarrow \infty} \Upsilon\left(A_{n}\right)\right)$.

Finally, in the following, any subset of finite sequences $E \subseteq Q^{*}$ may be seen, in $Q^{\omega}$, as the set $E \cdot Q^{\omega} \subseteq Q^{\omega}$, which is equal to the open set $\cup_{\pi \in E} \mathrm{Cyl}(\pi) \in$ $\operatorname{Borel}(Q)$.

### 1.2.3. Measurable functions and integrals

The definitions we present in this subsection are classical, but we specifically used the presentation given in [42] where the proofs we do not give here
can be found.
We define what the measurable functions from $Q^{\omega}$ to $[0,1]$ are (for the Borel topology we consider).

Definition 1.1 (Measurable function). A function $f: Q^{\omega} \rightarrow[0,1]$ is measurable if, for all $\alpha \in[0,1]$, we have $f^{-1}([0, \alpha]) \in \operatorname{Borel}(Q)$.

In fact, all residual functions obtained from a measurable function are also measurable.

Proposition 1.4 (Proof 1.5.1). Consider a non-empty set $Q$, a measurable function $f: Q^{\omega} \rightarrow[0,1]$ and finite path $\pi \in Q^{*}$. For all Borel sets $B \in$ $\operatorname{Borel}(Q)$, the sets $\pi \cdot B \in Q^{\omega}$ and $\pi^{-1} \cdot B:=\left\{\rho \in Q^{\omega} \mid \pi \cdot \rho \in B\right\}$ are also Borel. Consequently, the residual function $f^{\pi}: Q^{\omega} \rightarrow[0,1]$ is measurable.

Given a measure of the Borel sets of $Q^{\omega}$, we can define the integral (or equivalently, the expected value) of a measurable function from $Q^{\omega}$ to $[0,1]$. The integral of a function is first defined on the simple step functions defined below and then extended to arbitrary measurable functions.
Definition 1.2 (Step functions). A step function on $Q^{\omega}$ is a function $f$ : $Q^{\omega} \rightarrow[0,1]$ such that there exists a finite collection of pairwise disjoint Borel sets $\left(E_{i}\right)_{1 \leq i \leq n} \in(\operatorname{Borel}(Q))^{n}$ such that $\cup_{i=1}^{n} E_{i}=Q^{\omega}$ and $f=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{1}_{E_{i}}$ with $\alpha_{i} \in[0,1]$ for all $1 \leq i \leq n$. The notation $\mathbb{1}_{E_{i}}$ refers to the indicator of the set $E_{i}: \mathbb{1}_{E_{i}}\left[Q^{\omega}\right] \subseteq\{0,1\}$ and for all $\rho \in Q^{\omega}$, we have $\mathbb{1}_{E_{i}}(\rho)=1 \Leftrightarrow \rho \in E_{i}$.

Interestingly, we have the following proposition.
Proposition 1.5. Consider a probability measure $\mathbb{P}$ on $\operatorname{Borel}(Q)$, a step function $f: Q^{\omega} \rightarrow[0,1]$ and two finite collections $\left(E_{i}\right)_{1 \leq i \leq n} \in(\operatorname{Borel}(Q))^{n}$ and $\left(E_{j}^{\prime}\right)_{1 \leq j \leq n} \in(\operatorname{Borel}(Q))^{m}$ of pairwise disjoint sets such that $\cup_{i=1}^{n} E_{i}=Q^{\omega}=$ $\cup_{j=1}^{m} E_{i}^{\prime}$ and $f=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{1}_{E_{i}}=\sum_{j=1}^{m} \alpha_{j}^{\prime} \cdot \mathbb{1}_{E_{j}^{\prime}}$ with $\alpha_{i} \in[0,1]$ for all $1 \leq i \leq n$ and $\alpha_{j}^{\prime} \in[0,1]$ for all $1 \leq j \leq m$. Then, for all Borel sets $B \in \operatorname{Borel}(Q)$ :

$$
\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{P}\left[E_{i} \cap B\right]=\sum_{j=1}^{m} \alpha_{j}^{\prime} \cdot \mathbb{P}\left[E_{j}^{\prime} \cap B\right]
$$

This proposition above justifies the definition below of the integral of a step function w.r.t. to a probability measure.

Definition 1.3. Consider a probability measure $\mathbb{P}$ and a step function $f=$ $\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{1}_{E_{i}}$. Then, for all Borel sets $B \in \operatorname{Borel}(Q)$ :

$$
\int_{B} f d \mathbb{P}:=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{P}\left[E_{i} \cap B\right]
$$

Let us now define the integral of an arbitrary measurable function. To do so, we will approximate it with step functions. Specifically:

Definition 1.4 (Approximating a measurable function). Consider a measurable function $f: Q^{\omega} \rightarrow[0,1]$. A sequence of step functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ such that, for all $n \in \mathbb{N}$ : $f_{n}: Q^{\omega} \rightarrow[0,1]$ approximates the function $f$ if, for all $\rho \in Q^{\omega}$ :

- for all $n \in \mathbb{N}$, we have $f_{n}(\rho) \leq f_{n+1}(\rho)$;
- $\lim _{n \rightarrow \infty} f_{n}(\rho)=\sup _{n \in \mathbb{N}} f_{n}(\rho)=f(\rho)$.

Then, we have the very useful theorem below: the supremum of the integral of a sequence of step functions approximating a measurable function does not depend on the sequence of step functions considered (it only depends on the measurable function approximated).
Theorem 1.6. Consider a probability measure $\mathbb{P}$ and a measurable function $f: Q^{\omega} \rightarrow[0,1]$. Then:

- There exists a sequence of step functions approximating $f$;
- For all Borel sets $B \in \operatorname{Borel}(Q)$, there exists a value $v_{B} \in[0,1]$ such that, for all sequences of step functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ approximating $f$, we have $\lim _{n \rightarrow \infty} \int_{B} f_{n} d \mathbb{P}=v_{B}$.
We are now able to define the integral of any measurable function: it is defined as the limit of any sequence of step functions approximating it.

Definition 1.5 (Integral of a measurable function). Consider a non-empty set $Q$, a probability measure $\mathbb{P}$ and a measurable function $f: Q^{\omega} \rightarrow[0,1]$. Consider a sequence of step functions $\left(f_{n}\right)_{n \in \mathbb{N}}$ approximating $f$. Then, for all Borel sets $B \in \operatorname{Borel}(Q)$ :

$$
\int_{B} f d \mathbb{P}:=\lim _{n \rightarrow \infty} \int_{B} f_{n} d \mathbb{P}
$$

Note that in particular if $\mathbb{P}(B)=0$, then $\int_{B} f d \mathbb{P}=0$ (since this holds for step functions).

### 1.2.4 . Stochastic trees and Markov chains

Let us now define the crucial notion of stochastic tree and Markov chain. It will be extensively used in the remainder of this dissertation as stochastic trees is what is obtained from a concurrent arena when both players have fixed their strategies. In Definition 1.6 below, we define formally the notion of stochastic trees, and the special case of Markov chains.

Definition 1.6 (Stochastic Tree and Markov chain). A stochastic tree $\mathcal{T}$ is a pair $\langle Q, \mathbb{P}\rangle$ where $Q \neq \emptyset$ is a non-empty set of states and $\mathbb{P}: Q^{+} \rightarrow \mathcal{D}(Q)$ is a probability distribution function.

When the function $\mathbb{P}$ ensures that, for all $q \in Q$ and $\rho \in Q^{+}$, we have $\mathbb{P}(q)=\mathbb{P}(\rho \cdot q)$, then the tree $\mathcal{T}$ is actually a Markov chain $\mathcal{M}=\langle Q, \mathbb{P}\rangle$. In that case, the probability distribution function $\mathbb{P}$ can be seen as a function $\mathbb{P}: Q \rightarrow \mathcal{D}(Q)$.

Alternatively, Markov chains can be defined as sequences of random variables where the value of the next variable only depends on the value of the current variable, not all preceding ones. In this dissertation, we use the definition that we gave above of Markov chains as it is better-suited for the game formalism we will use in the following.

We now define, in stochastic trees, the probability of occurrence of any finite sequence, and consequently of any Borel set and deduce the expected value of any measurable function.

Definition 1.7 (Probability of Borel sets, Expected value in stochastic trees). Consider a stochastic trees $\mathcal{T}=\langle Q, \mathbb{P}\rangle$. Fix a finite sequence of states $\rho \in Q^{+}$. We define the function $\mathbb{P}_{\rho}: Q^{*} \rightarrow[0,1]$ which we then extend into a probability measure $\mathbb{P}_{\rho}: \operatorname{Borel}(Q) \rightarrow[0,1]$. First, the probability of occurrence of a finite path $\pi \in Q^{*}$ is equal to:

$$
\mathbb{P}_{\rho}(\pi):=\prod_{i=0}^{|\pi|-1} \mathbb{P}\left(\rho \cdot \pi_{\leq i-1}\right)\left(\pi_{i}\right)
$$

In particular, $\mathbb{P}_{\rho}(\epsilon)=1$. Then, for all finite paths $\pi \in Q^{*}$, the probability of a cylinder set $\mathrm{Cyl}(\pi)$ is:

$$
\mathbb{P}_{\rho}[\operatorname{Cyl}(\pi)]:=\mathbb{P}_{\rho}(\pi)
$$

This induces a probability measure over Borel sets, that we denote by $\mathbb{P}_{\rho}^{\mathcal{T}}$ : $\operatorname{Borel}(Q) \rightarrow[0,1]$, via Theorem 1.2.

For all measurable functions $f: Q^{\omega} \rightarrow[0,1]$, we denote by $\mathbb{E}_{\rho}^{\mathcal{T}}[f] \in[0,1]$ the expected value of the function $f$ w.r.t. the probability measure $\mathbb{P}_{\rho}: \mathbb{E}_{\rho}^{\mathcal{T}}[f]:=$ $\int_{Q^{\omega}} f^{\rho} d \mathbb{P}_{\rho}^{\mathcal{T}}$ (recall the notion of residual function Page 26).

In the following, we will sometimes need to relate two stochastic trees, whose behaviors are different but similar. More specifically, in the following we will need to add intermediate states in the games we will consider. This will be useful either to encode some additional information in the states or to be able to use results on what we will call turn-based games (or both). In that case, we would like to be able to show that a stochastic tree obtained from the original game behaves similarly to the one obtained from the modified game. To do so, we introduce the notion of stochastic tree alternating between two sets of states $Q$ and $Q^{\prime}$ : there is probability 0 to go from a state in $Q$ to another state in $Q$ and similarly for $Q^{\prime}$. We can then obtain a payoff function $f_{Q, Q^{\prime}}:\left(Q \cup Q^{\prime}\right)^{\omega} \rightarrow[0,1]$ from a payoff function $f: Q^{\omega} \rightarrow[0,1]$.
Definition 1.8 (Alternating stochastic trees, Projecting measurable function). Consider two disjoint sets of states $Q$ and $Q^{\prime}$. A stochastic tree $\mathcal{T}=\left\langle Q \uplus Q^{\prime}, \mathbb{P}\right\rangle$ is $\left(Q, Q^{\prime}\right)$-alternating if, for all $q \in Q$ and $\rho \notin Q^{\prime} \cdot\left(\left(Q \cdot Q^{\prime}\right)^{*} \cup\left(Q \cdot Q^{\prime}\right)^{*} \cdot Q\right)$, we have: $\mathbb{P}_{q}(\rho)=0$.

We denote by $\phi_{Q, Q^{\prime}}:\left(Q \cdot Q^{\prime}\right)^{\uparrow} \rightarrow Q^{\uparrow}$ the function that extracts the elements in $Q$ by considering every other element. Consider a function $f: Q^{\omega} \rightarrow[0,1]$.

We denote by $f_{Q, Q^{\prime}}:\left(Q \cup Q^{\prime}\right)^{\omega} \rightarrow[0,1]$ the function such that, for all $\rho \in$ $\left(Q \cup Q^{\prime}\right)^{\omega}$, we have:

$$
f_{Q, Q^{\prime}}(\rho):= \begin{cases}0 & \text { if } \rho \notin\left(Q \cdot Q^{\prime}\right)^{\omega} \\ f \circ \phi_{Q, Q^{\prime}}(\rho) & \text { otherwise }\end{cases}
$$

Note that we consider these definitions even if $Q$ and $Q^{\prime}$ are not disjoint.
We have the following lemma.
Lemma 1.7 (Proof 1.5.2). Consider two non-empty sets of states $Q$ and $Q^{\prime}$. For all measurable functions $f: Q^{\omega} \rightarrow[0,1]$, the function $f_{Q, Q^{\prime}}:\left(Q \cup Q^{\prime}\right)^{\omega} \rightarrow$ $[0,1]$ is also measurable. Consider now two stochastic trees $\mathcal{T}=\langle Q, \mathbb{P}\rangle$ and $\mathcal{T}^{\prime}=\left\langle Q \cup Q^{\prime}, \mathbb{P}^{\prime}\right\rangle$ and let $q \in Q$. For all $\pi \in Q^{*}$, we consider the set $\mathrm{T}(\pi):=$ $Q^{\prime} \cdot\left(\phi_{Q, Q^{\prime}}\right)^{-1}[\{\pi\}]$. Now, assume that $\mathcal{T}^{\prime}$ is $\left(Q, Q^{\prime}\right)$-alternating and that, for all $\pi \in Q^{*}$, we have:

$$
\mathbb{P}_{q}[\operatorname{Cyl}(\pi)]=\mathbb{P}_{q}^{\prime}\left[\cup_{\pi^{\prime} \in \mathbf{T}(\pi)} \operatorname{Cyl}\left(\pi^{\prime}\right)\right]
$$

Then, for all measurable functions $f: Q^{\omega} \rightarrow[0,1]$, we have:

$$
\mathbb{E}_{q}\left[f^{q}\right]=\mathbb{E}_{q}^{\prime}\left[\left(f_{Q, Q^{\prime}}\right)^{q}\right]
$$

This lemma will be used in the following in Chapters 2 and 3.
Finally, we define the notion of Bottom strongly connected component in a Markov chain which informally is a set of states that is strongly connected and that cannot be exited.

Definition 1.9 (Bottom strongly connected component). Consider a Markov chain $\mathcal{M}=\langle Q, \mathbb{P}\rangle$. A bottom strongly connected component (BSCC for short) of $\mathcal{M}$ is a subset of states $B \subseteq Q$ such that:

- $B$ is strongly connected, that is for all $\left(q, q^{\prime}\right) \in B^{2}$, there is a finite path $\pi \in B^{*}$ such that $\mathbb{P}_{q}\left(\pi \cdot q^{\prime}\right)>0$;
- $B$ cannot be exited, that is for all $q \in B$ and $q^{\prime} \in Q$, we have $\mathbb{P}_{q}\left(q^{\prime}\right)>0$ implies $q^{\prime} \in B$.

We denote by $\mathcal{B}_{\mathcal{M}}$ the set of all BSCCs in the Markov chain $\mathcal{M}$.
In fact, when the set of states $Q$ of a Markov chain is finite, the set of BSCCs is not empty and almost-surely, regardless of the starting state considered, the Markov chain eventually settles in a BSCC $B$. Furthermore, every state in $B$ is seen infinitely often. This is a well-known result, see for instance [43, Theorem 10.27], that we recall below in Theorem 1.8.

Theorem 1.8. Consider a Markov chain $\mathcal{M}=\langle Q, \mathbb{P}\rangle$ and assume that $Q$ is finite. Then, $\mathcal{B}_{\mathcal{M}} \neq \emptyset$ and, for all $q \in Q$ :

$$
\mathbb{P}_{q}\left[\bigcup_{B \in \mathcal{B}_{\mathcal{M}}}\left(\left(Q^{*} \cdot B^{\omega}\right) \cap\left(\bigcap_{q \in B}\left(Q^{*} \cdot\{q\}\right)^{\omega}\right)\right)\right]=1
$$

Disclaimer: game terminology for both players. In the remainder of this dissertation, we will consider games with two players we will call Player A and Player B. Often, definitions, lemmas and theorems can be applied to the two players, but sometimes with slight modifications. We will often state them only for one of the players (usually Player A). However, the case for the other player may be either similar, in which case (almost) no modification needs to be done to be applied to the other player, or symmetrical, in which case one has to reverse inequalities and supremum and infimum (when applicable) to obtain the appropriate definition for the other player.
Moreover, we will define properties w.r.t. one player. Unless otherwise stated, these can also be ensured w.r.t. the other player. Furthermore, when we say that such a property is ensured without mentioning any player, it means that this property holds for both players (see for instance Definition 1.15).

### 1.3 Game Forms

In this section, we define and discuss the crucial notion of game forms. A game form represents an interaction between two players - that we call Player A and Player B - with a set of strategies for Player A, a set of strategies for Player B, a set of outcomes and a function mapping from a pair of strategies (one per player) to a probability distribution over the set of outcomes. A special class of game forms - that we will call standard game forms - consists in interactions where the set of strategies of a player is equal to the set of distributions over an underlying set of actions. We call them standard game forms because they in fact correspond to the interactions that are almost always used in games. In particular, in all the articles published in the scope of this PhD [38, 39, 40, 41], we have used standard game forms. We define them formally below in Definition 1.10.

Definition 1.10 ((Standard) Game Form). Consider a non-empty set of outcomes O. A game form (GF for short) $\mathcal{F}$ on O is a tuple $\mathcal{F}=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$ where $\Sigma_{\mathrm{A}}\left(\right.$ resp. $\left.\Sigma_{\mathrm{B}}\right)$ is the non-empty set of strategies available to Player A (resp. B) and $\varrho: \Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}} \rightarrow \mathcal{D}(\mathrm{O})$ maps a pair of strategies to a probability distribution over outcomes. Recall that all probability distributions that we consider have a countable support. We denote by Form( O ) the set of game forms on the set of outcomes O .

A game form $\mathcal{F}$ on O is standard if $\Sigma_{\mathrm{A}}=\mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ and $\Sigma_{\mathrm{B}}=\mathcal{D}\left(\operatorname{Act}_{\mathrm{B}}\right)$ for some underlying non-empty sets of actions $\mathrm{Act}_{\mathrm{A}}$ (resp. $\mathrm{Act}_{\mathrm{B}}$ ) available to Player A (resp. B) and $\varrho: \operatorname{Act}_{\mathrm{A}} \times \operatorname{Act}_{\mathrm{B}} \rightarrow \mathcal{D}(\mathrm{O})$. Furthermore, the map $\mathbb{E}(\varrho): \mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right) \times \mathcal{D}\left(\mathrm{Act}_{\mathrm{B}}\right) \rightarrow \mathcal{D}(\mathrm{O})$ is such that, for all $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right)$ and
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Figure 1.1: Three standard finite game forms on the set of outcomes $\{x, y\}$.
$\sigma_{\mathrm{B}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{B}}\right)$, for all $o \in \mathrm{O}$, we have (recall the beginning of Section 1.2):

$$
\mathbb{E}(\varrho)\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o):=\mathbb{E}_{\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}}(\varrho)(o)=\sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \sum_{b \in \operatorname{Sp}\left(\sigma_{\mathrm{B}}\right)} \sigma_{\mathrm{A}}(a) \cdot \sigma_{\mathrm{B}}(b) \cdot \varrho(a, b)(o)
$$

Such a standard game form is described by the tuple $\mathcal{F}=\left\langle\operatorname{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle_{s}$, where s specifies that the game form is standard.

Below we illustrate the definition of standard game forms.
Example 1.1 (Standard game forms). Some standard game forms are represented in Figure 1.1. They are represented as bi-dimensional tables where Player A's actions are the rows, and Player B's are the columns. For instance, for the leftmost game form $\mathcal{F}$ in Figure 1.1, denoting $t, b$ the top and bottom rows respectively and $l, r$ the left and right columns, we have $\mathcal{F}:=$ $\langle\{t, b\},\{l, r\},\{x, y\}, \varrho\rangle_{s}$ with $\varrho(t, l):=\varrho(b, r)=x$ and $\varrho(b, l):=\varrho(t, r)=y$. The colors used for the outcomes $x$ and $y$ are only there to ease the readability of the game forms. For the remainder of this dissertation, we will omit, when drawing game forms, the A on the left and the B on the top of the game forms.

We would now like to discuss the benefit of considering non-standard game forms. Clearly, they are more general than standard game forms. Furthermore, this more general framework allows to define relevant situations. For instance, with non-standard game forms, one can express that, given a set of actions, the only possible strategies available to a player are exactly deterministic probability distributions, or are exactly probability distributions with a fixed precision. In addition, there are some players interactions that can be defined more concisely with non-standard game forms than with standard game forms, as discussed below.

Example 1.2 (Non-standard game form). Consider the standard game form $\mathcal{F}$ in the middle of Figure 1.1. Let us now consider the non-standard game form $\mathcal{F}^{\prime}$ from $\mathcal{F}$ by considering that the strategies available to Player A are all the distributions that do not play the bottom row with probability 1. To describe such an interaction with a standard game form, one needs infinitely many Player-A actions. For instance, a standard game form defined by $\mathcal{F}_{\mathbb{N}}:=\langle\mathbb{N},\{*\},\{x, y\}, \varrho\rangle_{s}$ where, for all $n \in \mathbb{N}$, we have $\varrho(n, *) \in \mathcal{D}(\{x, y\})$ such that $\varrho(n, *)(x):=\frac{1}{2^{n}}$ and $\varrho(n, *)(y):=1-\frac{1}{2^{n}}$. One can see that the strategies
available to Player A are the same in $\mathcal{F}^{\prime}$ and $\mathcal{F}_{\mathbb{N}}$, when considering the corresponding distribution over outcomes. However, this is only possible because there are infinitely many actions for Player A with an increasing probability to see $y$, without it being equal to 1 .

For the remainder of this dissertation and unless otherwise stated, when the set of outcomes O is clear from context, the notation $\mathcal{F}$ will always refer to the tuple $\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$ if we consider an arbitrary game form. If the game form is standard, it will also refer to the tuple $\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle_{s}$ with $\Sigma_{\mathrm{A}}=\mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ and $\Sigma_{B}=\mathcal{D}\left(\right.$ Act $\left._{B}\right)$. For the remainder of this section, we fix an arbitrary non-empty set of outcomes 0 .

We would like to mention several special classes of game forms. Firstly, trivial game forms, i.e. game forms such that there is only one possible distribution over outcomes, regardless of what the players do. Then, among standard game forms, there are finite game forms, i.e. game forms where the sets of actions of both players are finite. Turn-based game forms are such that the set of actions of either of the players is a singleton. Finally, deterministic game forms are such that each pair of actions is mapped to an outcome with probability 1 . This is defined formally below.

Definition 1.11 (Trivial, turn-based, standard finite, deterministic game forms). Consider an arbitrary game form $\mathcal{F}$. It is trivial if the function $\varrho: \Sigma_{A} \times \Sigma_{B} \rightarrow$ $\mathcal{D}(\mathrm{O})$ is constant. Assume now that the game form $\mathcal{F}$ is standard. We say that $\mathcal{F}$ is finite if both sets of actions $\mathrm{Act}_{\mathrm{A}}$ and $\mathrm{Act}_{\mathrm{B}}$ are finite.

We say that it is a Player- A game form if $\left|\mathrm{Act}_{\mathrm{B}}\right|=1$ (no assumption is made on $\mathrm{Act}_{\mathrm{A}}$ ). In a Player-A game form $\mathcal{F}$, the only Player- B action is denoted $*$, and analogously for a Player-B game form. When $\mathcal{F}$ is either a Player-A or a Player-B game form, it said to be a turn-based game form.

The game form $\mathcal{F}$ is deterministic if, for all $(a, b) \in \operatorname{Act}_{\mathrm{A}} \times \operatorname{Act}_{\mathrm{B}}$, we have $|\operatorname{Sp}(\varrho(a, b))|=1$. Furthermore, a Player-A strategy $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ is deterministic if $\left|\operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)\right|=1$. This is similar for Player B.

In Figure 1.1, all three standard game forms are finite and the two rightmost game forms are turn-based: the middle one is a Player-A game form and the rightmost one is a Player- $B$ game form.

When the set of outcomes is equal to $[0,1]$, we call the game form a game in normal form (this terminology comes from [44]). Note that we can obtain games in normal form from game forms with a map from the set of outcomes to $[0,1]$, as described in Definition 1.12 below.

Definition 1.12 (Game in normal form). A game form $\mathcal{F} \in \operatorname{Form}([0,1])$ is a game in normal form. Given a game form $\mathcal{F}=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$ and a valuation $v: \mathrm{O} \rightarrow[0,1]$, the notation $\langle\mathcal{F}, v\rangle$ refers to the game in normal form $\langle\mathcal{F}, v\rangle:=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}},[0,1], \mathbb{E}_{\varrho(\cdot, \cdot)}(v)\right\rangle$ with $\mathbb{E}_{\varrho(\cdot, \cdot)}(v): \Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}} \rightarrow[0,1]$ such that, for all $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}}$, we have $\mathbb{E}_{\varrho(\cdot,)}(v)\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\mathbb{E}_{\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}(v) \in[0,1]$.

Remark 1.1. In this dissertation, we only consider game in normal forms as defined above. In particular, the outcomes in games in normal forms are reals in $[0,1]$. However, we could consider instead any bounded set of reals with (almost) identical definitions. Subsequently, the valuations of outcomes we will consider will also take their values in $[0,1]$. However, we could also consider valuations of outcomes taking their values in an arbitrary bounded real set.

Consider such a game in normal form $\mathcal{F}$. Given a pair of strategies $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in$ $\Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}}$ - one per player - the corresponding distribution in $\mathcal{D}([0,1])$ is given by $\varrho$. The expected values of the outcomes defines the outcome of the game in normal form $\mathcal{F}$ under the pair of strategies $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$, as defined below in Definition 1.13.

Definition 1.13 (Outcome given two strategies). Consider a game in normal form $\mathcal{F}$ and a pair of strategies $\left(\sigma_{A}, \sigma_{B}\right) \in \Sigma_{A} \times \Sigma_{B}$. The outcome $\operatorname{out}[\mathcal{F}]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ of the game in normal form $\mathcal{F}$ under $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ is equal to (recalling the notation $\mathbb{E}$ from the beginning of Section 1.2):

$$
\operatorname{out}[\mathcal{F}]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right):=\mathbb{E}\left(\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)
$$

In games in normal form, Player A tries to maximize the outcome whereas Player B tries to minimize it. Then, what we call the value of a Player-A strategy $\sigma_{\mathrm{A}}$ in a game in normal form $\mathcal{F}$ is the best that this strategy can achieve against all Player B strategies. Hence, it is equal to the infimum, over all Player B strategies $\sigma_{\mathrm{B}}$, of the outcome of $\mathcal{F}$ under $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$. Following, the Player-A value of $\mathcal{F}$ is the supremum of the values of her strategies. This is defined formally below in Definition 1.14.

Definition 1.14 (Value in games in normal form). Consider a game in normal form $\mathcal{F}$ and a Player-A strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$. The value val $[\mathcal{F}]\left(\sigma_{\mathrm{A}}\right)$ of the strategy $\sigma_{\mathrm{A}}$ in the game in normal form $\mathcal{F}$ is equal to:

$$
\operatorname{val}[\mathcal{F}]\left(\sigma_{\mathrm{A}}\right):=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} \operatorname{out}[\mathcal{F}]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

Then, the Player-A value of the game in normal form $\mathcal{F}$ is equal to:

$$
\operatorname{val}[\mathcal{F}](\mathrm{A}):=\sup _{\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}} \operatorname{val}[\mathcal{F}]\left(\sigma_{\mathrm{A}}\right)
$$

For all $\varepsilon>0$, a Player-A strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$ ensuring $\operatorname{val}[\mathcal{F}]\left(\sigma_{\mathrm{A}}\right) \geq \operatorname{val}[\mathcal{F}](\mathrm{A})-\varepsilon$ is said to be $\varepsilon$-optimal in $\mathcal{F}$. When $\varepsilon=0$, the strategy $\sigma_{\mathrm{A}}$ is simply said to be optimal. We denote by $\operatorname{Opt}_{\mathrm{A}}(\mathcal{F}) \subseteq \Sigma_{\mathrm{A}}$ the set of Player-A strategies optimal in $\mathcal{F}$. The definitions and notations are symmetrical for Player B. Then, when the values of the game in normal form $\mathcal{F}$ for both players are equal, i.e. $\operatorname{val}[\mathcal{F}](A)=\operatorname{val}[\mathcal{F}](B)$, this defines the value of the game in normal form $\mathcal{F}$ : $\operatorname{val}[\mathcal{F}]:=\operatorname{val}[\mathcal{F}](\mathrm{A})=\operatorname{val}[\mathcal{F}](\mathrm{B})$.

Although the values of a game in normal form is not necessarily the same for both players, it always holds that the value for Player $A$ is at most the value for Player B, as stated in Lemma 1.9 below.

Lemma 1.9 (Proof Subsection 1.5.3). Consider a game in normal form $\mathcal{F}$. We have $\operatorname{val}[\mathcal{F}](\mathrm{A}) \leq \operatorname{val}[\mathcal{F}](\mathrm{B})$.

Since the outcome of a game in normal form is an expected value, it is in fact linear in the valuation of the outcomes. Inequality between valuations of outcomes also propagates to value of games in normal form.
Lemma 1.10 (Proof Subsection 1.5.4). Consider a game form $\mathcal{F}$ and a strategy per player $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}}$. Consider also $\left(v_{n}\right)_{n \in \mathbb{N}} \in\left([0,1]^{\mathrm{O}}\right)^{\mathbb{N}}$, $\left(\lambda_{n}\right) \in([0,1])^{\mathbb{N}}$ such that $\sum_{n \in \mathbb{N}} \lambda_{n} \cdot v_{n}: \mathrm{O} \rightarrow[0,1]$. Then:

$$
\sum_{n \in \mathbb{N}} \lambda_{n} \cdot \operatorname{out}\left[\left\langle\mathcal{F}, v_{n}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{out}\left[\left\langle\mathcal{F}, \sum_{n \in \mathbb{N}} \lambda_{n} \cdot v_{n}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

Consider any two valuations $v, v^{\prime}: \mathrm{O} \rightarrow[0,1], \lambda>0$ and $x \in \mathbb{R}$ such that $\lambda \cdot v+x \leq v^{\prime}$. We have:

$$
\lambda \cdot \operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+x \leq \operatorname{out}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

and, for all $s \in\left\{\mathrm{~A}, \mathrm{~B}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right\}$ :

$$
\lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle](s)+x \leq \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](s)
$$

If in addition we have $\lambda \cdot v+x: \mathrm{O} \rightarrow[0,1]$, then:

$$
\lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle](s)+x=\operatorname{val}[\langle\mathcal{F}, \lambda \cdot v+x\rangle](s)
$$

In the following, we will be especially interested in the game forms such that all games in normal forms that can be induced from them have a value. Such game forms are called valuable, this is defined below in Definition 1.15.
Definition 1.15 (Valuable game form). Consider a game form $\mathcal{F}$. It is valuable if for all valuations of the outcomes $v: \mathrm{O} \rightarrow[0,1]$, the game in normal form $\langle\mathcal{F}, v\rangle$ has a value.

Furthermore, for a player $C \in\{A, B\}$ and a subset of Player- $C$ strategies $\mathrm{S}_{\mathrm{C}} \subseteq \Sigma_{\mathrm{C}}(\mathcal{F})$, the game form $\mathcal{F}$ is supremized (resp. maximized) by $\mathrm{S}_{\mathrm{C}}$ w.r.t. Player C if for all valuations of the outcomes $v: \mathrm{O} \rightarrow[0,1]$, for all $\varepsilon>0$, there is a Player-C strategy $\sigma_{\mathrm{C}} \in \mathrm{S}_{\mathrm{C}}$ that is $\varepsilon$-optimal (resp. optimal) in the game in normal form $\langle\mathcal{F}, v\rangle$. A game form is maximizable w.r.t. Player C if it maximized by a set of strategies w.r.t. Player C.

The above-defined notion of valuable game form is crucial. It will in particular appear in Chapter 2 in the statement of (the new version of) Blackwell determinacy.

In other words, the fact that a set of strategies $\mathrm{S}_{\mathrm{C}}$ supremizes a game form $\mathcal{F}$ w.r.t. Player C means that the values of the games in normal form that can be induced from $\mathcal{F}$ are identical if Player C restrict herself only to strategies in $\mathrm{S}_{\mathrm{C}}$. In particular, any valuable game form $\mathcal{F}$ is supremized by $\Sigma_{\mathrm{C}}(\mathcal{F})$ w.r.t. to Player $C$. We make a straightforward observation below: in any game form $\mathcal{F}$, a finite set of strategies supremizes $\mathcal{F}$ if and only if it maximizes $\mathcal{F}$.
Observation 1.1 (Proof Subsection 1.5.5). Consider a game form $\mathcal{F}$, a player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$ and a finite set of Player-C strategies $\mathrm{S}_{\mathrm{C}} \subseteq \Sigma_{\mathrm{C}}(\mathcal{F})$. The set $\mathrm{S}_{\mathrm{C}}$ supremizes $\mathcal{F}$ w.r.t. Player C if and only if it maximizes $\mathcal{F}$ w.r.t. Player C.

Let us now focus on standard game forms. It is a well-known result that all standard deterministic finite game forms (recall, game form with finitely many actions for both players) are valuable and maximizable. This comes from Von Neuman's minimax theorem [44] and it is stated below.
Theorem 1.11. All standard deterministic finite game forms are valuable and maximizable.

Below in Proposition 1.12, we establish that this holds even if the set of actions available to one of the players is not finite (it can be arbitrary, even uncountable). However, note that the strategies we consider still have a countable support. It was already proved in an unpublished work [45], see also Sion's minimax theorem [46].
Proposition 1.12 (Proof Subsection 1.5.6). Consider a standard deterministic game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on a set of outcomes O . If $\mathrm{Act}_{\mathrm{A}}$ or $\mathrm{Act}_{\mathrm{B}}$ is finite then $\mathcal{F}$ is valuable and for any player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$ with Actc finite, the game form $\mathcal{F}$ is maximizable w.r.t. Player C.

Let us now give a proof sketch below of Proposition 1.12, the full proof (that is quite lengthy due to technical details) can be found in Appendix 1.5.6.

Proof sketch. If both $\mathrm{Act}_{\mathrm{A}}$ and $\mathrm{Act}_{\mathrm{B}}$ are finite, we are in the scope of Theorem 1.11. Assume now that only $\mathrm{Act}_{\mathrm{A}}$ is finite while $\mathrm{Act}_{\mathrm{B}}$ is not, the other case being analogous. The proof is in two steps.

First, we show that for any valuation of the outcomes $v: \mathrm{O} \rightarrow[0,1]$ taking finitely many values (i.e. such that $v[\mathrm{O}]$ is finite), the game in normal form $\langle\mathcal{F}, v\rangle$ has a value and Player A has an optimal strategy. This comes from the fact that since Player A has finitely many actions and the outcomes, valued by $v$, can take only finitely many values then there are in fact finitely many different actions for Player B. (Two Player-B actions being different if there is a Player-A action for which the corresponding outcomes, valued by $v$, are different. This is defined formally with an equivalence relation.) Hence, the game in normal form obtained can be seen as finite.

Second, given an arbitrary valuation of the outcomes $v: O \rightarrow[0,1]$, we approximate what happens in the game in normal $\langle\mathcal{F}, v\rangle$ with what happens
$\left[\begin{array}{ccccc}x & x & x & x & \ldots \\ y & x & x & x & \ldots \\ y & y & x & x & \ldots \\ y & y & y & x & \ldots \\ \cdots & \ldots & \ldots & \ldots & \ldots\end{array}\right]\left[\begin{array}{ccccc}x & y & y & y & \ldots \\ y & x & y & y & \ldots \\ y & y & x & y & \ldots \\ y & y & y & x & \ldots \\ \cdots & \ldots & \ldots & \ldots & \ldots\end{array}\right]$

Figure 1.2: A game form that is not valuable with the set of actions for both players being countable.

Figure 1.3: A game form that is valuable but not maximizable w.r.t. any player.
in games in normal form $\left\langle\mathcal{F}, v_{n}\right\rangle$ where $v_{n}: \mathrm{O} \rightarrow[0,1]$ takes finitely many values and is closer and closer to $v$ as $n \rightarrow \infty$. Specifically, by using the inequalities from Lemma 1.19, we can show that the limit of the values of the games $\left\langle\mathcal{F}, v_{n}\right\rangle$ is in fact equal to the value of the game $\langle\mathcal{F}, v\rangle$. Furthermore, we exhibit a Player-A optimal strategy in $\langle\mathcal{F}, v\rangle$ by considering the limit of PlayerA strategies $\sigma_{n}$ optimal in $\left\langle\mathcal{F}, v_{n}\right\rangle$. The existence of this limit is ensured by Theorem 1.1 (page 26), since $\mathrm{Act}_{\mathrm{A}}$ is finite.

Remark 1.2. Proposition 1.12 is already known in the case where the nonfinite set of actions is countable (for instance, this is indirectly mentioned in [12]). In that case, the result can be obtained by successively approximating what happens in the whole game in normal form by considering more and more Player-B actions, but always finitely many. However, this cannot be extended to the case of uncountably many Player-B actions.

In some way, Proposition 1.12 is tight in the sense that, in standard game forms, as soon as one allows both players' actions set to be infinite, then it is possible to exhibit a game form that is not valuable. This can be witnessed with a game form with countably many actions for both players. Furthermore, there are also game forms that are valuable but that are not maximizable w.r.t. any player. Again, this can be witnessed with a game form with countably many actions for both players. In both cases, only two different outcomes are sufficient. We give such examples below in the next example.

Example 1.3 (Non valuable or maximizable game forms among standard game forms). The game form $\mathcal{F}_{1}$ represented in Figure 1.2 is equal to $\mathcal{F}_{1}:=$ $\left\langle\mathbb{N}, \mathbb{N},\{x, y\}, \varrho_{1}\right\rangle$ where, for all $(i, j) \in \mathbb{N}^{2}$, we have $\varrho_{1}(i, j):=x$ if and only if $i \leq j$, otherwise $\varrho_{1}(i, j):=y$. Let us show that it is not valuable. Consider the valuation of the outcomes $v:\{x, y\} \rightarrow[0,1]$ with $v(x):=0$ and $v(y):=1$ and the induced game in normal form $\mathcal{F}_{1}^{\prime}:=\left\langle\mathcal{F}_{1}, v\right\rangle$. This game in normal form does not have a value, as we have val $\left[\mathcal{F}_{1}^{\prime}\right](\mathrm{A})=0$ and val $\left[\mathcal{F}_{1}^{\prime}\right](\mathrm{B})=1$. Indeed,
consider any Player-A strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}\left(\mathcal{F}_{1}\right)$. For all $j \in \mathbb{N}$, we have:

$$
\operatorname{out}\left[\mathcal{F}_{1}^{\prime}\right]\left(\sigma_{\mathrm{A}}, j\right)=\sum_{i>j} \sigma_{\mathrm{A}}(i)
$$

Since $\sum_{i \in \mathbb{N}} \sigma_{\mathrm{A}}(i)=1$, it follows that out $\left[\mathcal{F}_{1}^{\prime}\right]\left(\sigma_{\mathrm{A}}, j\right) \rightarrow_{j \rightarrow \infty} 0$. Hence, $\operatorname{val}\left[\mathcal{F}_{1}^{\prime}\right]\left(\sigma_{\mathrm{A}}\right) \leq$ $\inf _{j \in \mathbb{N}}$ out $\left[\mathcal{F}_{1}^{\prime}\right]\left(\sigma_{\mathrm{A}}, j\right)=0$. As this holds for all Player-A strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}\left(\mathcal{F}_{1}\right)$, we have $\operatorname{val}\left[\mathcal{F}_{1}^{\prime}\right](\mathrm{A})=\sup _{\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}\left(\mathcal{F}_{1}\right)} \operatorname{val}\left[\mathcal{F}_{1}^{\prime}\right]\left(\sigma_{\mathrm{A}}\right)=0$. The arguments are similar to show that $\operatorname{val}\left[\mathcal{F}_{1}^{\prime}\right](\mathrm{B})=1$. Note that this example of game form that is not valuable is a folk result.

Consider now the game form $\mathcal{F}_{2}$ from Figure 1.3. It is equal to $\mathcal{F}_{2}:=$ $\left\langle\mathbb{N}, \mathbb{N},\{x, y\}, \varrho_{2}\right\rangle$ where, for all $(i, j) \in \mathbb{N}^{2}$, we have $\varrho_{2}(i, j):=x$ if and only if $i=j$, otherwise $\varrho_{2}(i, j):=y$. Let us show that this game form is valuable but not maximizable w.r.t. any player. Consider a valuation $v:\{x, y\} \rightarrow[0,1]$. Let $\mathcal{F}_{2}^{\prime}:=\left\langle\mathcal{F}_{2}, v\right\rangle$. If $v(x)=v(y)$, straightforwardly $\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{A})=\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{B})=$ $v(x)=v(y)$. Assume now that $v(x) \neq v(y)$. In that case, we claim that $\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{A})=\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{B})=v(y)$. Indeed, for all $n \in \mathbb{N}$, consider a Player- A strategy $\sigma_{\mathrm{A}}^{n}$ playing uniformly over the $(n+1)$-first integers such that for all $i \in \llbracket 0, n \rrbracket$ we have $\sigma_{\mathrm{A}}^{n}(i):=\frac{1}{n+1}$. In fact, for all Player-B strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})$, we have:

$$
\left|\operatorname{out}\left[\mathcal{F}_{2}^{\prime}\right]\left(\sigma_{\mathrm{A}}^{n}, \sigma_{\mathrm{B}}\right)-v(y)\right| \leq \frac{|v(x)-v(y)|}{n+1}
$$

Hence, $\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{A}) \geq v(y)$. By symmetry of the game in normal form $\mathcal{F}_{2}^{\prime}$, it follows that we also have val $\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{B}) \leq v(y)$. Since, in any case, by Lemma 1.9, $\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{A}) \leq \operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{B})$, it follows that $v(y) \leq \operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{A}) \leq \operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{B}) \leq v(y)$. Hence, $\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{A})=\operatorname{val}\left[\mathcal{F}_{2}^{\prime}\right](\mathrm{B})=v(y)$. However, if $v(y)>v(x)$, Player A does not have any optimal strategy in $\mathcal{F}_{2}^{\prime}$ since she cannot avoid a positive probability of $x$. The same issue arises for Player B when $v(y)<v(x)$.

Note that it is simpler to come up with not valuable game forms or not maximizable game forms with non-standard game forms, we give examples below.

Example 1.4 (Non valuable or maximizable game forms among non-standard game forms). Consider the standard game form on the left of Figure 1.1. If we consider the non-standard game forms where both players can only play deterministic probability distributions, then this game form is not valuable. Indeed, consider the valuation $v:\{x, y\} \rightarrow[0,1]$ such that $v(x):=1$ and $v(y):=0$. Then, any Player-A strategy has value 0 since Player B can choose to see $y$ with probability 1 and symmetrically, any Player-B strategy has value 1 since Player A can choose to see $x$ with probability 1. Furthermore, the game form we have described in Example 1.2 is not maximizable w.r.t. Player A. This is witnessed by any valuation mapping $y$ to a greater value that $x$.

Finally, we transfer results on a specific game form $\mathcal{F}$ to any game form that can be obtained from $\mathcal{F}$ by mapping every outcome to a distribution
over another set of outcomes. We define this change formally and state the corresponding lemma below.

Definition 1.16 (Map from outcome to distribution over outcomes). Consider a non-empty set of outcomes O and a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. Consider a non-empty set of outcomes $\mathrm{O}^{\prime}$ and a map $d: \mathrm{O} \rightarrow \mathcal{D}\left(\mathrm{O}^{\prime}\right)$. We denote by $\mathcal{F}^{d} \in \operatorname{Form}\left(\mathrm{O}^{\prime}\right)$ the game form $\mathcal{F}^{d}:=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \mathrm{O}^{\prime}, \mathbb{E}_{\varrho(\cdot,)}(d)\right\rangle$.
Lemma 1.13 (Proof 1.5.7). Consider a non-empty sets of outcomes O and a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. Assume that $\mathcal{F}$ is valuable (resp. maximizable w.r.t. to Player $C \in\{A, B\}$ ). Then, for all non-empty sets of outcomes $\mathrm{O}^{\prime}$ and map $d: \mathrm{O} \rightarrow \mathcal{D}\left(\mathrm{O}^{\prime}\right)$, so is the game form $\mathcal{F}^{d}$.

As a corollary of Proposition 1.12 and Lemma 1.13 , we obtain a statement very close to Proposition 1.12 except that we dropped the deterministic assumption:

Corollary 1.14 (Proof 1.5.8). Consider a standard game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on a set of outcomes O . If $\mathrm{Act}_{\mathrm{A}}$ or $\mathrm{Act}_{\mathrm{B}}$ is finite then $\mathcal{F}$ is valuable and for any player $C \in\{A, B\}$ with $A_{c t}$ finite, the game form $\mathcal{F}$ is maximizable w.r.t. Player C.

For the remainder of this dissertation, strategies in game forms will be called GF-strategies in order not to confuse them with strategies in concurrent games on graphs. Furthermore, they will usually be denoted by the letter $\sigma$, typically $\sigma_{\mathrm{A}}\left(\right.$ resp. $\left.\sigma_{\mathrm{B}}\right)$ for a Player-A (resp. Player-B) strategy. (As opposed to strategies in concurrent games, that we will usually denoted by s.)

### 1.4 Concurrent arenas and games

Before defining concurrent games, we need to define the notion of concurrent arenas. To gain intuition on what these are, take a look at the (standard) arena depicted in Figure 1.4. Consider for instance the leftmost state $q_{0}$. From there, two players - that we still call Player A and Player B - are going to interact. The result of their interaction will be a (distribution over) successor states. Interacting at state $\mathrm{q}_{0}$ in fact means playing in the game form depicted in that state, where the outcomes are states of the arena. In the arena we have depicted, all game forms are standard. Hence, this means that Player A chooses a distribution over the rows and concurrently, Player B chooses a distribution over the columns. A new state is then reached with some probability, in that case either $\mathrm{q}_{1}$ or $\mathrm{q}_{2}$, and then the process repeats itself indefinitely thus creating an infinite path (i.e. an infinite sequence of states). Finally, in addition, we consider colors (i.e. labels) over the states which will be used to define the payoff function or the winning condition. Note that they do not relate at all with the colors appearing in the game forms in Figure 1.4.


Figure 1.4: A standard deterministic concurrent arena. The colors are there only to facilitate the readability of the arena.

Definition 1.17 (Concurrent arena). A concurrent arena $\mathcal{C}$ is a tuple $\mathcal{C}=$ $\langle Q, \mathrm{~F}, \mathrm{~K}$, col $\rangle$ where $Q$ is a non-empty countable set of states, $\mathrm{F}: Q \rightarrow \operatorname{Form}(Q)$ maps each state to its induced game form, which describes the interaction of the players at that state, K is a non-empty set of colors and col : $Q \rightarrow \mathrm{~K}$ is the coloring function that maps each state to a color. For all $q \in Q$, the game form $\mathrm{F}(q)$ is called the local interaction at state $q$.

In the following, when the set of states considered is clear from context, sequences of states will be called paths.

In the following, we will consider a slightly more general formalism by considering stopping states with output value, i.e. states that, when visited, immediately stop the game and induce a specific value in $[0,1]$. This is formally defined below in Definition 1.18.

Definition 1.18 (Stopping states). Consider a concurrent arena $\mathcal{C}$. $A$ stopping state $q \in Q$ is a state such that, when reached, the game stops and outputs a value $\operatorname{val}(q) \in[0,1]$. This will be formalized in Definition 1.30 below. The local interactions at stopping states are trivial and they are self-looping. The coloring function col need not be defined on stopping states.

We denote by $Q_{\mathrm{s}} \subseteq Q$ the set of stopping states and by $Q_{\mathrm{ns}}:=Q \backslash Q_{\mathrm{s}}$ the set of states that are non-stopping.

For the remainder of this dissertation, the notation $\mathcal{C}$ will refer to the arena $\langle Q, \mathrm{~F}, \mathrm{~K}, \mathrm{col}\rangle$, unless otherwise stated. Furthermore, in such an arena, for all $q \in Q$, the set of Player-A GF-strategies available at state $q$ will be referred to as $\Sigma_{\mathrm{A}}^{q}$ and similarly for Player B. In addition, if the arena $\mathcal{C}$ is standard, the
set of Player-A actions available at state $q$ will be denoted $\operatorname{Act}_{\mathrm{A}}^{q}$ and similarly for Player B.

We would like to mention several relevant special cases of concurrent arenas: standard arenas, in which all local interactions are standard. Arbitrary arenas will refer to non-necessarily standard arenas. Furthermore, we consider deterministic arenas - such as the one depicted in Figure 1.4 - turn-based arenas, i.e. arenas where each game form is turn-based (such as the game form at state $\mathrm{q}_{3}$ in the arena of Figure 1.4). We will also consider finite-state arenas, i.e. with finitely many states. Finally, we will consider standard finite arenas, that is finite-state arenas with standard finite local interactions. This is defined formally below in Definition 1.19.
Definition 1.19. Consider a concurrent arena $\mathcal{C}$. It is:

- standard: if every local interaction is standard;
- arbitrary: it stands for non-necessarily standard;
- deterministic: if it is standard and all of its local interactions are deterministic;
- turn-based: for all $q \in Q$, the game form $\mathrm{F}(q)$ is turn-based (in particular, all local interactions are standard);
- finite-state: if there are finitely many states;
- finite: if it is finite-state and, if the game is standard, we additionally require that all standard local interactions are finite (i.e. both players have finitely many actions).

Remark 1.3. One can see that turn-based arenas are defined only with standard game forms (since turn-based game forms are by definition standard, recall Definition 1.11). We choose to do this instead of defining turn-based games with non-standard game forms because turn-based games are widely studied and usually standard in the literature. In the following, we will transfer already existing and prove new results on them. Hence, we do not want any confusion as to the object we consider.

Below, we consider the notion of valuable (resp. maximizable) arena, that is an arena where all local interactions are valuable (resp. maximizable).
Definition 1.20 (Local interactions and valuable arena). Consider a concurrent arena $\mathcal{C}$. If, for all $q \in Q$, the game form $\mathrm{F}(q)$ is valuable, then the arena $\mathcal{C}$ is said to be valuable.

On the other hand, if for all $q \in Q$, the game form $\mathrm{F}(q)$ is supremized w.r.t. Player A by a set $S_{\mathrm{A}}^{q} \subseteq \Sigma_{\mathrm{A}}^{q}$ of GF-strategies, the arena $\mathcal{C}$ is said to be supremized by the collection $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$. This is similar for Player B. In addition,
if for all $q \in Q$, the game form $\mathbf{F}(q)$ is maximizable w.r.t. to any player, then the arena $\mathcal{C}$ is said to be maximizable w.r.t. that same player. If this holds for both players, we will simply say that it is maximizable.

Note that, in this dissertation, all the properties we have defined on concurrent arenas will be used to refer to concurrent games whose underlying arenas satisfy these properties.

Finally, we define the notion of concurrent arenas built from a set of game forms, that is such that all local interactions in that games are obtained from a game form in that set. We first define below the notion of game forms obtained from another game form.

Definition 1.21 (Game forms obtained from another game form). Consider a set of outcomes O and a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. We say that a game form $\mathcal{F}^{\prime} \in \operatorname{Form}\left(\mathrm{O}^{\prime}\right)$ on another set of outcomes $\mathrm{O}^{\prime}$ is obtained from $\mathcal{F}$ if there is some map $m: \mathrm{O} \rightarrow \mathrm{O}^{\prime}$ such that $\mathcal{F}^{\prime}=\mathcal{F}^{m}:=\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}^{\prime}, \mathbb{E}_{m}(\varrho)\right\rangle$.

We can now define the notion of concurrent arena built from a set of game forms.

Definition 1.22 (Arena built from a set of Game Forms). Consider a set of game form $E$. We say that an arena $\mathcal{C}$ is built from $E$ if all local interactions in $\mathcal{C}$ are obtained from a game form in $E$.

This notion will be particularly useful in Part III since, informally, the goal of this part is to define subsets of game forms such that all the games built from them behave well.

### 1.4.1 . Drawing concurrent arenas

Below, we make a remark about how Definition 1.17 of concurrent arenas above - which makes use of the notion of game form to describe the interactions of the players at each state - may affect how we draw concurrent arenas as opposed to how they have been drawn in the literature so far.

Remark 1.4. In other papers studying concurrent arenas (for instance, [47, 48, 34, 31, 32, 49, 50]), the formalism used to describe them is different. Especially, since the notion of game form is not apparent, not defined, the interaction of the players at each state is not described with a game form. Instead, both players have a set of available actions and there is a transition function mapping each state and pair of actions at that state to a (distribution over) successors states. One can realize that this exactly corresponds to our formalism with standard game forms, only without having introduced the notion of game form. However, this way of defining concurrent arenas probably has an impact on how these arenas are drawn. Indeed, since the notion of game form is not used, the interactions of the players are not drawn with bi-dimensional tables - as is done in Figure 1.4. This leads to a representation of concurrent arenas where the interaction of the players is described by the pairs of actions
leading to the different states of the arena (see for instance [47, Figure 3]) labeling the edges of the arena. We believe - but that is obviously debatable that drawing concurrent arenas with game forms represented as bi-dimensional tables increases the readability of these arenas. This allows to consider local interactions as first-class citizens in concurrent games. Note that not all of our results explicitly use the notion of game forms, but many do and in any case game forms are always an underlying object useful to have at hand.

### 1.4.2 . Concurrent games

A concurrent game is obtained from a concurrent arena by specifying what Player A and Player B want to achieve in these arenas. This is done by adding a payoff function mapping each infinite sequence of colors to a value in $[0,1]$. In this dissertation, we will mostly focus on the special case of win/lose objectives, that is to payoff functions taking their values in $\{0,1\}$. This is defined below.

Definition 1.23 (Concurrent game). A concurrent game is a pair $\mathcal{G}=\langle\mathcal{C}, f\rangle$ where $\mathcal{C}$ is a concurrent arena and $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ is a measurable payoff function.

When $f\left[\mathrm{~K}^{\omega}\right] \subseteq\{0,1\}$ the game $\mathcal{G}$ is called win/lose. Win/lose games are defined by $\mathcal{G}=\langle\mathcal{C}, W\rangle$ where the measurable set $W:=f^{-1}[\{1\}] \subseteq \mathrm{K}^{\omega}$ is called the objective for Player A. Indeed, an infinite sequence of colors $\rho \in W$ is winning for Player A (and losing for Player B) whereas an infinite path $\rho \in \mathrm{K}^{\omega} \backslash W$ is winning for Player B (and losing for Player A), hence the win/lose terminology. We denote by $W^{Q} \subseteq Q^{\omega}$ the measurable set $W^{Q}:=\left(\mathrm{col}^{\omega}\right)^{-1}[W]$.

For the remainder of this dissertation, the notation $\mathcal{G}$ will refer to the game $\langle\mathcal{C}, f\rangle$, unless otherwise stated. Furthermore, all the payoff functions we consider are measurable and into $[0,1]$.

We define in Definition 1.24 a special kind of payoff function that will be of particular interest for us in Chapter 3: prefix-independent payoff functions. Informally, these are payoff functions whose values do not depend on any finite prefix. This is defined formally below in Definition 1.24.

Definition 1.24 (Prefix-independent games). Consider a set of colors K and a payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$. It is prefix-independent (PI for short) if, for all $\rho \in \mathrm{K}^{\omega}$ and $\pi \in \mathrm{K}^{*}$, we have $f(\rho)=f(\pi \cdot \rho)$. An objective $W \subseteq \mathrm{~K}^{\omega}$ is prefix-independent if the corresponding payoff function is. That is, for all $\rho \in \mathrm{K}^{\omega}$ and $\pi \in \mathrm{K}^{*}$, we have $\rho \in W \Leftrightarrow \pi \cdot \rho \in W$.

We say that a concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ is prefix-independent if its payoff function is.

Below in Definition 1.25, we define several kinds of win/lose objective of interest for us, namely parity objectives. They are presented from Player A's point of view, the objective for Player $B$ would be the complement (for instance, when Player A has a Büchi objective, Player B has a co-Büchi objective).

Definition 1.25 (Parity objectives).

- With a parity objective the colors are non-negative integers, the goal of Player A is to ensure that the maximum of the colors seen infinitely often is even. To ensure that a maximum always exists, we consider a finite subset of non-negative integers: $\mathrm{K}:=\llbracket m, n \rrbracket \subseteq \mathbb{N}$ for some $m \leq n \in \mathbb{N}$. For all $\rho \in \mathbb{K}^{\omega}$, we let $\operatorname{lnfOft}(\rho):=\{k \in \mathrm{~K} \mid \forall i \in$ $\left.\mathbb{N}, \exists j \geq i, \rho_{j}=k\right\} \subseteq \mathrm{K}$ be the set of colors seen infinitely often in $\rho$. Then, the parity objective with colors Parity ${ }_{\mathrm{K}} \subseteq \mathrm{K}^{\omega}$ is equal to Parity $_{\mathrm{K}}:=\left\{\rho \in \mathrm{K}^{\omega} \mid \max \operatorname{lnfOft}(\rho)\right.$ is even $\}$.
- With a Büchi objective, the goal of Player A is that a given set of states $S \subseteq Q$ is seen infinitely often. There are two distinct colors, say $\mathrm{K}:=$ $\{1,2\}$, and the Büchi objective is equal to Buchi $:=\left\{\rho \in \mathrm{K}^{\omega} \mid \forall i \in\right.$ $\left.\mathbb{N}, \exists j \geq i, \rho_{j}=2\right\}$ (hence, $S$ is exactly the 2-colored states). Note that this exactly corresponds to the parity objective Parity ${ }_{\llbracket 1,2 \rrbracket}$.
- With a co-Büchi objective, the goal of Player A is that a given set of states $S \subseteq Q$ is seen only finitely often. There are two distinct colors, say $K:=\{0,1\}$, and the co-Büchi objective is equal to coBuchi $:=\{\rho \in$ $\left.\mathrm{K}^{\omega} \mid \exists i \in \mathbb{N}, \forall j \geq i, \rho_{j}=0\right\}$ (hence $S$ is exactly the 1 -colored states). Note that this exactly corresponds to the parity objective Parity ${ }_{\llbracket 0,1 \rrbracket}$.
- With a Reachability objective, the goal of Player A is that a given set of states $S \subseteq Q$ is seen once. There are two distinct colors, say $\mathrm{K}:=$ $\{1,2\}$, and the Reachability objective is equal to Reach $:=\left\{\rho \in \mathrm{K}^{\omega} \mid\right.$ $\left.\exists i \in \mathbb{N}, \rho_{i}=2\right\}$ (hence $S$ is exactly the 2 -colored states). This does not correspond to a parity objective in general. However, this exactly corresponds to the Büchi objective in arenas where all states $q$ in $S$ are self-looping sinks i.e. the only outgoing edge of $q$ leads to $q$ : that is, seeing $S$ once means seeing it infinitely often.
- With a Safety objective, the goal of Player A is that a given set of states $S \subseteq Q$ is avoided. There are two distinct colors, say $\mathrm{K}:=\{0,1\}$, and the Safety objective is equal to Safe $:=\left\{\rho \in \mathrm{K}^{\omega} \mid \forall i \in \mathbb{N}, \rho_{i}=0\right\}$ (hence $S$ is exactly the 1 -colored states). This does not correspond to a parity objective in general. However, this exactly corresponds to the co-Büchi objective in arenas where all states $q$ in $S$ are self-looping sinks.

Note that the parity (therefore also Büchi and co-Büchi) objectives are prefix-independent, but the reachability and safety are not. However, in this dissertation, we will always consider reachability and safety objectives as special cases of parity objectives, for the reason described above.
1.4.3 . Strategies, induced stochastic trees and values

In concurrent arenas, strategies describe how the players play. More specifically, strategies are functions that map the history of the game (i.e. the finite sequence of states visited so far) to a GF-strategy in the game form corresponding to the current state of the game. This is formally defined below in Definition 1.26.

Definition 1.26 (Strategies). Consider a concurrent arena $\mathcal{C}$. A strategy for Player A is a function $\mathrm{s}_{\mathrm{A}}: Q^{+} \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ such that, for all $\pi \in Q^{+}$, we have $\mathrm{s}_{\mathrm{A}}(\pi) \in \Sigma_{\mathrm{A}}^{\pi_{\mid \mathrm{t}}}$. We denote by $\mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ the set of all strategies in the arena $\mathcal{C}$ for Player A. A strategy $\mathrm{s}_{\mathrm{A}}$ is deterministic if, for all $\rho \in Q^{+}$, the GF-strategy $\mathrm{s}_{\mathrm{A}}(\rho)$ is deterministic (recall that this is only defined if the game form $\mathrm{F}\left(\rho_{\mathrm{lt}}\right)$ is standard). The definitions are similar for Player B.

A strategy is generated by a collection indexed by $Q$ of sets of GF-strategies if it always plays a GF-strategy among one of the set of this collection. We define formally this notion below.

Definition 1.27 (Strategies generated by sets of GF-strategies). Consider a concurrent arena $\mathcal{C}$ and, for each state $q \in Q$ consider a subset of GF-strategies $S_{q}^{\mathrm{A}} \subseteq \Sigma_{\mathrm{A}}^{q}$. We say that a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is generated by the collection $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$ if, for all $\rho \in Q^{+}$, we have $\mathrm{s}_{\mathrm{A}}(\rho) \in S_{\mathrm{A}}^{\rho_{\mathrm{lt}}}$. The definition is similar for Player B.

The outcome of a game, given a strategy per Player, is a probability measure over infinite paths. To formalize this, we first define below the probability to go from a state $q$ to a state $q^{\prime}$ given two GF-strategies in $\mathrm{F}(q)$.

Definition 1.28 (Probability transition given two strategies). Consider a concurrent arena $\mathcal{C}$, a state $q \in Q$ and two strategies $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}}^{q} \times \Sigma_{\mathrm{B}}^{q}$. Let $q^{\prime} \in Q$. The probability to go from $q$ to $q^{\prime}$ if the players plays, in $q, \sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{B}}$, denoted $\mathbb{P}_{\mathcal{C}}^{\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}}\left(q, q^{\prime}\right)$, is equal to (recalling the last sentence of the first paragraph Subsection 1.2.1):

$$
\mathbb{P}_{\mathcal{C}}^{\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}}\left(q, q^{\prime}\right):=\operatorname{out}\left[\left\langle\mathrm{F}(q), q^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

Below, we define, given a strategy per player, the probability of finite paths. Then, the definition of stochastic tree induced by a pair of strategies follows.

Definition 1.29 (Probability distribution given two strategies). Consider a concurrent arena $\mathcal{C}$ and two arbitrary strategies $\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\right) \in \mathrm{S}_{\mathcal{C}}^{\mathrm{A}} \times \mathrm{S}_{\mathcal{C}}^{\mathrm{B}}$. We denote by $\mathbb{P}_{\mathcal{C}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}: Q^{+} \rightarrow \mathcal{D}(Q)$ the function giving the probability distribution over the next state of the arena given the sequence of states already seen. That is, for all finite path $\pi \in Q^{+}$and $q \in Q$, we have:

$$
\mathbb{P}_{\mathcal{C}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi)[q]:=\mathbb{P}_{\mathcal{C}}^{\mathrm{S}_{\mathrm{A}}(\pi), \mathrm{s}_{\mathrm{B}}(\pi)}\left(\pi_{\mid \mathrm{t}}, q\right)
$$

The stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}$ induced by the pair of strategies $\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\right)$ is then equal to $\mathcal{T}_{\mathcal{C}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}:=\left\langle Q, \mathbb{P}_{\mathcal{C}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\right\rangle$.

Given two strategies and the stochastic tree induced by them, we have, by using Definition 1.7, the expected value of the (measurable) payoff function. Analogously to what happens in game forms (recall Definition 1.14), in a concurrent game on graph, Player A tries to maximize this payoff function whereas Player B tries to minimize it. The value of a Player-A strategy $s_{A}$ is the best that this strategy $\mathrm{s}_{\mathrm{A}}$ can achieve against all Player- B strategies. Therefore, it is equal to the infimum over all Player-B strategies $s_{B}$ of the expected value of the payoff function given that pair of strategies $\left(s_{A}, s_{B}\right)$. Then, the Player- $A$ value of the game is equal to the supremum of the values of her strategies. Before giving the formal definitions in Definition 1.31, we define exactly the payoff function we consider, that takes into account the stopping states of the arena.

Definition 1.30 (Payoff function on the sequences of states). Consider a concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$. We denote by $f_{\mathcal{C}}: Q^{\omega} \rightarrow[0,1]$ the function such that, for all $\rho \in Q^{\omega}$ :

$$
f_{\mathcal{C}}(\rho):= \begin{cases}f \circ \operatorname{col}^{\omega}(\rho) & \text { if } \rho \in\left(Q_{\mathrm{ns}}\right)^{\omega} \\ \operatorname{val}(q) & \text { if } \rho \in\left(Q_{\mathrm{ns}}\right)^{*} \cdot q \cdot Q^{\omega}, \text { for } q \in Q_{\mathrm{s}}\end{cases}
$$

Interestingly, such a function is measurable.
Proposition 1.15 (Proof 1.5.9). For any concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ and for all $\rho \in Q^{*}$, the residual function $\left(f_{\mathcal{C}}\right)^{\rho}: Q^{\omega} \rightarrow[0,1]$ is measurable.

We can now define formally the value of a concurrent game.
Definition 1.31 (Value of strategies and of the game). Let $\mathcal{G}=\langle\mathcal{C}, f\rangle$ be a concurrent game and $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{A}}$ be a Player-A strategy. The function $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]$ : $Q \rightarrow[0,1]$ mapping each state to the value of the strategy $\mathrm{s}_{\mathrm{A}}$ from that state is such that, for all $q_{0} \in Q$, we have:

$$
\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q_{0}\right):=\inf _{\mathrm{s}_{\mathrm{B}} \in \mathrm{~S}_{\mathcal{C}}^{\mathrm{B}}} \mathbb{E}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q_{0}}\right]
$$

The function $\chi_{\mathcal{G}}[\mathrm{A}]: Q \rightarrow[0,1]$ mapping each state to the value for Player A from that state is such that, for all $q_{0} \in Q$, we have:

$$
\chi_{\mathcal{G}}[\mathrm{A}]\left(q_{0}\right):=\sup _{\mathrm{s}_{\mathrm{A}} \in \mathrm{~S}_{\mathcal{C}}^{\mathrm{A}}} \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q_{0}\right)
$$

The vector $\chi_{\mathcal{G}}[\mathrm{B}]: Q \rightarrow[0,1]$ giving the value of the game for Player B is defined symmetrically. When $\chi_{\mathcal{G}}[\mathrm{A}]=\chi_{\mathcal{G}}[\mathrm{B}]$, this defines the value of the game: $\chi_{\mathcal{G}}:=\chi_{\mathcal{G}}[\mathrm{A}]=\chi_{\mathcal{G}}[\mathrm{B}]$.

For all states $q \in Q$, a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ such that (resp. for some positive $\varepsilon>0$ ), we have $\chi_{\mathcal{G}}[\mathrm{A}](q)=\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q)\left(\operatorname{resp} . \chi_{\mathcal{G}}[\mathrm{A}](q) \leq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q)+\varepsilon\right)$ is optimal (resp. $\varepsilon$-optimal) from the state $q$. When this holds from all states $q \in Q$, the strategy $\mathrm{s}_{\mathrm{A}}$ is simply said to be optimal (resp. $\varepsilon$-optimal). This is symmetrical for Player B.

Observation 1.2. In all concurrent games $\mathcal{G}$, we have $\chi_{\mathcal{G}}[\mathrm{A}] \leq \chi_{\mathcal{G}}[\mathrm{B}]$. Furthermore, by definition, for all $\varepsilon>0$, both players have $\varepsilon$-optimal strategies.

Below, we state that, for all prefix-independent payoff functions, replacing states with stopping states of the same value (w.r.t. either of the player) does not change the value of any state (w.r.t. the same player).

Lemma 1.16 (Proof Subsection 1.5.10). Consider an arbitrary prefix-independent concurrent game $\mathcal{G}$, a subset of states $S \subseteq Q$ and a Player $C \in\{\mathrm{~A}, \mathrm{~B}\}$. We denote by $\mathcal{G}^{S, C}$ the game where all states $q \in S$ are stopping states with $\operatorname{val}(q) \leftarrow \chi_{\mathcal{G}}[\mathrm{C}](q)$. Then, the Player-C values of all states are the same in the games $\mathcal{G}$ and $\mathcal{G}^{S, C}: \chi_{\mathcal{G}^{s, c}}[\mathrm{C}]=\chi_{\mathcal{G}}[\mathrm{C}]$. Hence, if the game $\mathcal{G}$ has a value, so has the game $\mathcal{G}^{S, C}$.

Furthermore, if Player $C$ has an optimal strategy in the game $\mathcal{G}$, then she also has one in the game $\mathcal{G}^{S, C}$.

Let us introduce below a notation for the set of values occurring in a game. Furthermore, for all values $u \in[0,1]$, we also consider the set of states of value $u$ that we call a value slice.

Definition 1.32 (Set of values, value slice). Consider a PI concurrent game $\mathcal{G}$. We let $V_{\mathrm{A}}^{\mathcal{G}}:=\chi_{\mathcal{G}}[\mathrm{A}][Q] \subseteq[0,1]$ be the set of Player-A values occurring in the game and, for all $u \in V_{\mathrm{A}}$, we let $Q_{u}^{\mathrm{A}}:=\left(\chi_{\mathcal{G}}[\mathrm{A}]\right)^{-1}[\{u\}]$ be the $u$-value slice, i.e. the set of states whose Player-A values are equal to $u$. The notation is analogous for Player B. Furthermore, we omit the notation for the player if they are the same for both players.

Let us focus on the special case of Player-A strategies of value 1 (symmetrically, we could focus on Player-B strategies of value 0). Such a Player-A strategy is said to be almost-surely winning since, regardless of Player-B strategy and almost surely, the produced infinite path has value 1 w.r.t. the payoff function. When this happens surely, and in a win/lose game, such a strategy is said to be winning, as defined below in Definition 1.33.

Definition 1.33 (Compatible paths, Winning strategies). Consider a concurrent game $\mathcal{G}$ without stopping states, a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ and a state $q \in Q$. A (finite or infinite) path $\rho \in Q^{\uparrow}$ is compatible with $\mathrm{s}_{\mathrm{A}}$ from $q$ if there is a Player-B strategy $\mathrm{s}_{\mathrm{B}}$ such that, for all $i<|\rho|$, we have:

$$
\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left(\rho_{\leq i}\right)>0
$$

We denote by $\mathrm{CP}_{\mathcal{C}, q}\left(\mathrm{~s}_{\mathrm{A}}\right) \subseteq Q^{\omega}$ the set of infinite paths compatible with $\mathrm{s}_{\mathrm{A}}$ from $q \in Q$.

If the game $\mathcal{G}=\langle\mathcal{C}, W\rangle$ is win/lose, we say that the strategy $\mathrm{s}_{\mathrm{A}}$ is winning from $q$ if $\mathrm{CP}_{\mathcal{C}, q}\left(\mathrm{~s}_{\mathrm{A}}\right) \subseteq W^{Q}$. The definition is symmetrical for Player B.
1.4.4 . Positional and finite-memory strategies

A desirable property in concurrent games is that optimal or winning strategies exist, and that they are as simple as possible. In this context, simpler strategies are the strategies that can be implemented with a finite automaton with fewer states. To define how strategies can be implemented with a finite automaton, we first need to introduce the notion of memory skeleton (see, for instance, [51]), informally a finite automaton taking as input a finite sequence of colors. This is formally defined below.

Definition 1.34 (Memory skeleton). For a set of colors K, a finite memory skeleton on K is a triple $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$, where $M$ is a non-empty finite set called the memory, $m_{\text {init }} \in M$ is the initial state of the memory and $\mu$ : $M \times \mathrm{K} \rightarrow M$ is the update function. Note that the update function $\mu$ can be extended inductively into a function $\mu^{*}: M \times \mathrm{K}^{*} \rightarrow M$ in the following way: for all $m \in M, \mu^{*}(m, \epsilon):=m$ and for all $\rho \cdot k \in \mathrm{~K}^{+}, \mu^{*}(m, \rho \cdot k):=\mu\left(\mu^{*}(m, \rho), k\right)$

Remark 1.5. When considering the memory skeleton, one can see that the update of the memory is done when a color is seen - it could be called a "chromatic" memory skeleton. Finite-memory strategies could be alternatively defined with an update with states seen in the game. The benefit of this definition of finite memory is that it does not depend on the underlying arena, only on the colors. Hence, we can talk about a memory skeleton that can be used with a winning objective in all arenas.

To implement a strategy from a memory skeleton, we need a function mapping a state of the game along with a memory state into a GF-strategy Such a function is called an action map, and it is defined below.

Definition 1.35 (Action map). Consider a concurrent arena $\mathcal{C}$ and a set of memory states $M$. An action map on $M$ is a function $\lambda: M \times Q \rightarrow$ $\cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{F}(q))$ such that for all $q \in Q$ and $m \in M$ we have $\lambda(m, q) \in \Sigma_{\mathrm{A}}(\mathrm{F}(q))$.

With a memory skeleton and an action map, we can now implement a strategy. This defines finite-memory strategies. In the remainder of this dissertation we will be particularly interested in positional strategies i.e. strategies that can be implemented from a memory skeleton with only one state. In other words, what the strategy plays only depends on the current state (or position) of the game, hence the terminology. This is formally defined below.

Definition 1.36 (Positional, finite-memory strategies). Consider a concurrent arena $\mathcal{C}$. A memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ on K and an action map $\lambda: M \times Q \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{F}(q))$ implement the strategy $\mathrm{s}_{\mathrm{A}}: Q^{+} \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{F}(q))$ such that, for all $\rho \in Q^{+}, \mathrm{s}_{\mathrm{A}}(\rho):=\lambda\left(\mu^{*}\left(m_{\text {init }}, \operatorname{col}^{*}(\operatorname{tl}(\rho))\right), \rho_{\mathrm{lt}}\right) \in \Sigma_{\mathrm{A}}(\mathrm{F}(q))$.

Given a memory skeleton M , a strategy $\mathrm{s}_{\mathrm{A}}$ is implementable by M if there is an action map $\lambda$ such that M and $\lambda$ implement $\mathrm{s}_{\mathrm{A}}$. A strategy $\mathrm{s}_{\mathrm{A}}$ is finite memory if there exists a finite memory skeleton M by which $\mathrm{s}_{\mathrm{A}}$ is implemented. If $M$ is a singleton, the strategy $\mathrm{s}_{\mathrm{A}}$ is said to be positional. It can be seen as
a function $\mathrm{s}_{\mathrm{A}}: Q \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{F}(q)$ ). If a strategy is not finite memory, then it is infinite memory.

Observation 1.3. Consider a concurrent arena $\mathcal{C}$. Given a positional strategy per player $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{B}}$, the stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}$ induced by $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$ is in fact a Markov chain.

### 1.4.5. Markov decision process

Finally, we present Markov decision processes. They can be seen as oneplayer games since, from every state of the game, exactly one player decides the next state. However, just like for turn-based game (recall Remark 1.4), we will only consider standard interactions.
Definition 1.37 (Markov decision process). A Markov decision process (MDP for short) $\Gamma$ is a concurrent arena $\Gamma:=\langle Q, \mathrm{~F}, \mathrm{~K}$, col $\rangle$ where all local interactions are turn-based for the same player. For all $q \in Q$, we denote by $\mathrm{Act}_{q}$ the set of actions available at state $q$ and by $\varrho_{q}: \operatorname{Act}_{q} \rightarrow \mathcal{D}(Q)$ the function mapping each action to a distribution over successor states. (Both Act ${ }_{q}$ and $\varrho_{q}$ are given by the game form $\mathrm{F}(q)$.)

The useful objects in MDPs are the end components [52], informally subMDPs that are strongly connected, similar to BSCC in Markov chains (recall Definition 1.9).
Definition 1.38 (End component). Consider an MDP $\Gamma$. An end component (EC for short) $H$ in $\Gamma$ is a pair $\left(Q_{H}, \beta_{H}\right)$ such that $Q_{H} \subseteq Q$ is a subset of states and, for all $q \in Q_{H}$, we have $\beta_{H}(q) \subseteq \operatorname{Act}_{q}$ the subset of actions compatible with the EC $H$ such that:

- for all $q \in Q_{H}$ and $c \in \beta_{H}(q)$, we have $\operatorname{Sp}\left(\varrho_{q}(c)\right) \subseteq Q_{H}$;
- the underlying graph $\left(Q_{H}, E\right)$ is strongly connected, where $\left(q, q^{\prime}\right) \in E$ if and only if there is some $c \in \beta_{H}(q)$ such that $q^{\prime} \in \operatorname{Sp}\left(\varrho_{q}(c)\right)$.

An end component $H$ can be seen as a concurrent arena. In that case, it is denoted $\mathcal{C}_{H}$. We denote by $\mathcal{E}_{\Gamma}$ the set of all ECs in the MDP $\Gamma$.

In fact, similarly to what happens in Markov chains (recall Theorem 1.8): almost-surely the set of states seen infinitely often form a BSCC. Here, for all deterministic strategies, the set of states seen infinitely often form an EC. This is a well-known result, see for instance [43, Theorem 10.120], that we recall below in Theorem 1.17.

Theorem 1.17. Consider a finite-state MDP $\Gamma$ where Player B plays. Then, for all deterministic strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, we have:

$$
\mathbb{P}_{q}\left[\bigcup_{H \in \mathcal{E}_{\Gamma}}\left(\left(Q^{*} \cdot Q_{H}^{\omega}\right) \cap\left(\bigcap_{q \in Q_{H}}\left(Q^{*} \cdot\{q\}\right)^{\omega}\right)\right)\right]=1
$$

In any standard game, once Player A chooses a strategy, we obtain a Markov decision process where Player B plays alone.
Definition 1.39 (Induced Markov decision process). Consider a standard arena $\mathcal{G}$. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{PS}_{\mathcal{C}}^{\mathrm{A}}$ be a positional strategy. The Markov decision process $\Gamma_{\mathcal{C}}^{s_{A}}$ (MDP for short) induced by the strategy $\mathrm{s}_{\mathrm{A}}$ is the equal to $\Gamma_{\mathcal{C}}^{s_{\mathrm{A}}}:=$ $\left\langle Q, \mathrm{~F}^{\mathrm{s}_{\mathrm{A}}}, \mathrm{K}\right.$, col $\rangle$ where, for all $q \in Q$, we have $\mathrm{F}^{\mathrm{s}_{\mathrm{A}}}(q):=\left\langle *, \operatorname{Act}_{\mathrm{B}}^{q}, Q, \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \cdot\right)\right\rangle$.

### 1.5 Appendix

### 1.5.1 . Proof of Proposition 1.4

Proof. Consider an open set $B=\cup_{\rho \in A} \operatorname{Cyl}(\rho) \in \operatorname{Borel}(Q)$ for some $A \subseteq Q^{*}$. Then, we have $\pi \cdot B=\cup_{\rho \in \pi \cdot A} \operatorname{Cyl}(\rho) \in \operatorname{Borel}(Q)$. Furthermore, if there is a finite path $\rho \in A$ such that $\rho \subseteq \pi$ then $\pi^{-1} \cdot B=Q^{\omega} \in \operatorname{Borel}(Q)$. Otherwise, we let $A_{\pi}:=\left\{\rho \in Q^{+} \mid \pi \cdot \rho \in A\right\}$. Then, $\pi^{-1} \cdot B=\cup_{\rho \in A_{\pi}} \operatorname{Cyl}(\rho) \in \operatorname{Borel}(Q)$.

Consider now any Borel set $B \in \operatorname{Borel}(Q)$. We have $Q^{\omega} \backslash(\pi \cdot B)=$ $\cup_{\rho \in Q^{|\pi|} \backslash\{\pi\}} \mathrm{Cyl}(\rho) \cup \pi \cdot\left(Q^{\omega} \backslash B\right)$. In addition, $Q^{\omega} \backslash\left(\pi^{-1} \cdot B\right)=\pi^{-1} \cdot\left(Q^{\omega} \backslash B\right)$. Finally, for all $\left(B_{n}\right)_{n \in \mathbb{N}} \in(\operatorname{Borel}(Q))^{\mathbb{N}}$, we have $\pi \cdot\left(\cup_{n \in \mathbb{N}} B_{n}\right)=\cup_{n \in \mathbb{N}}\left(\pi \cdot B_{n}\right)$ and $\pi^{-1} \cdot\left(\cup_{n \in \mathbb{N}} B_{n}\right)=\left(\cup_{n \in \mathbb{N}} \pi^{-1} \cdot B_{n}\right)$. By definition of the set $\operatorname{Borel}(Q)$, the property is ensured for all Borel sets $B \in \operatorname{Borel}(Q)$.

Furthermore, for all $\alpha \in[0,1]$, we have:

$$
\left(f^{\pi}\right)^{-1}([0, \alpha])=\pi^{-1} \cdot f^{-1}([0, \alpha]) \in \operatorname{Borel}(Q)
$$

Hence, the residual function $f^{\pi}$ is measurable.

### 1.5.2. Proof of Lemma 1.7

Proof. We let $\Omega:=Q \cup Q^{\prime}, \Omega_{\mathrm{sq}}^{*}:=\left(Q \cdot Q^{\prime}\right)^{*} \cup\left(Q \cdot Q^{\prime}\right)^{+} \cdot Q$ and $\Omega_{\mathrm{sq}}^{\omega}:=\left(Q \cdot Q^{\prime}\right)^{\omega}$. Note that $\left(Q \cdot Q^{\prime}\right)^{\uparrow}=\Omega_{\mathrm{sq}}^{*} \cup \Omega_{\mathrm{sq}}^{\omega}$. Let us first show that the function $f_{Q, Q^{\prime}}$ : $\Omega^{\omega} \rightarrow[0,1]$ is measurable. First, the set $\Omega_{\mathrm{sq}}^{\omega} \subseteq \Omega^{\omega}$ is Borel since it is closed. Indeed we have

$$
\Omega^{\omega} \backslash \Omega_{\mathrm{sq}}^{\omega}=\bigcup_{\pi \in \Omega^{*} \backslash\left(\left(Q \cdot Q^{\prime}\right)^{*} \cup\left(Q \cdot Q^{\prime}\right)^{+} \cdot Q\right)} \operatorname{Cyl}(\pi)
$$

Now, let us show that for all Borel sets $B \in \operatorname{Borel}(Q)$, we have $\left(\phi_{Q, Q^{\prime}}\right)^{-1}[B] \in$ $\operatorname{Borel}(\Omega)$. We proceed similarly to what we did in the proof of Proposition 1.4. Consider first an open set $B=\cup_{\pi \in A} \operatorname{Cyl}(\pi)$ for some $A \subseteq Q^{+}$. For all $\pi=$ $\pi_{0} \ldots \pi_{n} \in A$, we let:

$$
\operatorname{Prlm}(\pi):=\cup_{\rho=\rho_{0} \ldots \rho_{n-1} \in\left(Q^{\prime}\right)^{n}} \operatorname{Cyl}\left(\pi_{0} \cdot \rho_{0} \cdots \rho_{n-1} \cdot \pi_{n}\right)
$$

Then, we have:

$$
\left(\phi_{Q, Q^{\prime}}\right)^{-1}[B]=\bigcup_{\pi \in A} \operatorname{Prlm}(\pi) \cap \Omega_{\mathrm{sq}}^{\omega}
$$

Hence, $\left(\phi_{Q, Q^{\prime}}\right)^{-1}[B]$ is Borel. Furthermore, for all $B \in \operatorname{Borel}(Q)$, we have:

$$
\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[Q^{\omega} \backslash B\right]=\Omega^{\omega} \backslash\left(\phi_{Q, Q^{\prime}}\right)^{-1}[B]
$$

and for all $\left(B_{n}\right)_{n \in \mathbb{N}} \in(\operatorname{Borel}(Q))^{\mathbb{N}}$, we have:

$$
\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[\cup_{n \in \mathbb{N}} B_{n}\right]=\cup_{n \in \mathbb{N}}\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[B_{n}\right]
$$

It follows that $\left(\phi_{Q, Q^{\prime}}\right)^{-1}[B] \subseteq \Omega^{\omega}$ is Borel, for all $B \in \operatorname{Borel}(Q)$.
Now, consider some $\alpha \in[0,1]$. We have:

$$
f_{Q, Q^{\prime}}^{-1}[[0, \alpha]]=\Omega^{\omega} \backslash \Omega_{\mathrm{sq}}^{\omega} \cup\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[f^{-1}[[0, \alpha]]\right] \in \operatorname{Borel}(\Omega)
$$

Therefore, the function $f_{Q, Q^{\prime}}$ is measurable.
Let us now show the equality of the expected values. We let $\tilde{\mathbb{P}_{q}}: \operatorname{Borel}(Q) \rightarrow$ $[0,1]$ be the function such that, for all Borel sets $B \in \operatorname{Borel}(Q), \tilde{\mathbb{P}_{q}}[B]:=$ $\mathbb{P}_{q}^{\prime}\left[\operatorname{Ant}_{q}[B]\right] \in[0,1]$ where $\operatorname{Ant}_{q}[B]:=q^{-1} \cdot\left(\phi_{Q, Q^{\prime}}\right)^{-1}[q \cdot B] \in \operatorname{Borel}(\Omega)$. Then, consider countably many disjoint Borel sets $\left(B_{n}\right)_{n \in \mathbb{N}} \in(\operatorname{Borel}(Q))^{\mathbb{N}}$. We have:

$$
\begin{aligned}
\operatorname{Ant}_{q}\left[\uplus_{n \in \mathbb{N}} B_{n}\right] & =\left\{\rho \in \Omega^{\omega} \mid q \cdot \rho \in\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[q \cdot\left(\uplus_{n \in \mathbb{N}} B_{n}\right)\right]\right\} \\
& =\left\{\rho \in \Omega^{\omega} \mid q \cdot \rho \in \uplus_{n \in \mathbb{N}}\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[q \cdot\left(B_{n}\right)\right]\right\} \\
& =\uplus_{n \in \mathbb{N}}\left\{\rho \in \Omega^{\omega} \mid q \cdot \rho \in\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[q \cdot\left(B_{n}\right)\right]\right\} \\
& =\uplus_{n \in \mathbb{N}} \text { Ant }_{q}\left[B_{n}\right]
\end{aligned}
$$

Therefore, since $\mathbb{P}_{q}^{\prime}$ is a probability measure on $\Omega^{\omega}$ and all sets $\left(\operatorname{Ant}_{q}\left[\uplus_{n \in \mathbb{N}} B_{n}\right]\right)_{n \in \mathbb{N}}$ are disjoint, we have $\tilde{\mathbb{P}}_{q}\left[\uplus_{n \in \mathbb{N}} B_{n}\right]=\sum_{n \in \mathbb{N}} \tilde{\mathbb{P}}_{q}\left[B_{n}\right]$. In addition, $\operatorname{Ant}_{q}[\emptyset]=\emptyset$ and $\operatorname{Ant}_{q}\left[Q^{\omega}\right]=Q^{\prime} \cdot \Omega_{\mathrm{sq}}^{\omega}$. Hence $\mathbb{P}_{q}^{\prime}\left[\operatorname{Ant}_{q}\left[Q^{\omega}\right]\right]=1$ since the stochastic tree $\mathcal{T}$ is $\left(Q, Q^{\prime}\right)$-alternating. Therefore, the function $\tilde{\mathbb{P}_{q}}$ is a probability measure over $Q^{\omega}$.

Furthermore, for all $\pi \in Q^{*}$, we have $\operatorname{Ant}_{q}[\operatorname{Cyl}(\pi)]=\cup_{\pi^{\prime} \in \mathrm{T}(\pi)} \operatorname{Cyl}\left(\pi^{\prime}\right) \cap \Omega_{\mathrm{sq}}^{\omega}$. Hence, we have, by assumption of the lemma and since the stochastic tree $\mathcal{T}$ is $\left(Q, Q^{\prime}\right)$-alternating:

$$
\mathbb{P}_{q}[\operatorname{Cyl}(\pi)]=\mathbb{P}_{q}^{\prime}\left[\cup_{\pi^{\prime} \in \mathrm{T}(\pi)} \operatorname{Cyl}\left(\pi^{\prime}\right)\right]=\tilde{\mathbb{P}}_{q}[\operatorname{Cyl}(\pi)]
$$

Hence, by Lemma 1.2, we have that, for all Borel sets $B \in \operatorname{Borel}(Q), \mathbb{P}_{q}[B]=$ $\tilde{\mathbb{P}_{q}}[B]=\mathbb{P}_{q}^{\prime}\left[\operatorname{Ant}_{q}[B]\right]$. Now, consider any step function $g=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{1}_{B_{i}}$ : $Q^{\omega} \rightarrow[0,1]$, where for all $i \in \llbracket 1, n \rrbracket$, we have $B_{i} \in \operatorname{Borel}(Q)$. Since $\mathcal{T}^{\prime}$ is $\left(Q, Q^{\prime}\right)$-alternating, we have:

$$
\mathbb{E}_{q}^{\prime}\left[g_{Q, Q^{\prime}}^{q}\right]=\mathbb{E}_{q}^{\prime}\left[g_{Q, Q^{\prime}}^{q} \cap Q^{\prime} \cdot \Omega_{\mathrm{sq}}^{\omega}\right]=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{P}_{q}^{\prime}\left[q^{-1} \cdot\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[B_{i}\right]\right]
$$

Furthermore:

$$
\mathbb{E}_{q}\left[g^{q}\right]=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{P}_{q}\left[q^{-1} \cdot B_{i}\right]=\sum_{i=1}^{n} \alpha_{i} \cdot \mathbb{P}_{q}^{\prime}\left[q^{-1} \cdot\left(\phi_{Q, Q^{\prime}}\right)^{-1}\left[B_{i}\right]\right]=\mathbb{E}_{q}^{\prime}\left[g_{Q, Q^{\prime}}^{q}\right]
$$

For all measurable functions $f: Q^{\omega} \rightarrow[0,1]$ and all step functions $f_{n}$ : $Q^{\omega} \rightarrow[0,1]$ such that $f_{n} \leq f$, we have $\left(f_{n}\right)_{Q, Q^{\prime}} \leq f_{Q, Q^{\prime}}$. Hence, we can conclude that, for all measurable functions $f: Q^{\omega} \rightarrow[0,1]$, we have $\mathbb{E}_{q}\left[f^{q}\right] \leq$ $\mathbb{E}_{q}^{\prime}\left[\left(f_{Q, Q^{\prime}}\right)^{q}\right]$ by definition of these expected values. Furthermore, for $f: Q^{\omega} \rightarrow$ $[0,1]$ a measurable function, $1-f$ is also a measurable function. Hence, $1-$ $\mathbb{E}_{q}\left[f^{q}\right]=\mathbb{E}_{q}\left[(1-f)^{q}\right] \leq \mathbb{E}_{q}^{\prime}\left[\left((1-f)_{Q, Q^{\prime}}\right)^{q}\right]$. In addition, we have $\mathbb{E}_{q}^{\prime}[((1-$ $\left.\left.f)_{Q, Q^{\prime}}\right)^{q}\right]=\mathbb{E}_{q}^{\prime}\left[1-\left(f_{Q, Q^{\prime}}\right)^{q}\right]=1-\mathbb{E}_{q}^{\prime}\left[\left(f_{Q, Q^{\prime}}\right)^{q}\right]$ since the stochastic tree $\mathcal{T}^{\prime}$ is $\left(Q, Q^{\prime}\right)$-alternating and the functions $\left((1-f)_{Q, Q^{\prime}}\right)^{q}$ and $1-\left(f_{Q, Q^{\prime}}\right)^{q}$ coincide on $Q^{\prime} \cdot \Omega_{\mathrm{sq}}^{\omega}$. We obtain: $\mathbb{E}_{q}\left[f^{q}\right]=\mathbb{E}_{q}^{\prime}\left[\left(f_{Q, Q^{\prime}}\right)^{q}\right]$.

### 1.5.3 . Proof of Lemma 1.9

Proof. Consider a game in normal form $\mathcal{F}$. Let $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$. We have:
$\operatorname{val}[\mathcal{F}]\left(\sigma_{\mathrm{A}}\right)=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})} \operatorname{out}[\mathcal{F}]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \leq \inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})} \sup _{\sigma_{\mathrm{A}}^{\prime} \in \Sigma_{\mathrm{A}}(\mathcal{F})} \operatorname{out}[\mathcal{F}]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}\right)=\operatorname{val}[\mathcal{F}](\mathrm{B})$
As this holds for all $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$, it follows that:

$$
\operatorname{val}[\mathcal{F}](\mathrm{A})=\sup _{\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})} \operatorname{val}[\mathcal{F}]\left(\sigma_{\mathrm{A}}\right) \leq \operatorname{val}[\mathcal{F}](\mathrm{B})
$$

### 1.5.4 . Proof of Lemma 1.10

First, we prove a straightforward lemma that gives explicitely what is the outcome of a game in normal form.

Lemma 1.18. Consider a game form $\mathcal{F}$, a valuation $v: \mathrm{O} \rightarrow[0,1]$ and a strategy per player $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}}$. We have:

$$
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} v(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o)
$$

Proof. By definition of the expected value, we have:

$$
\begin{aligned}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\sum_{x \in[0,1]} \sum_{\substack{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right) \\
v(o)=x}} x \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& =\sum_{x \in[0,1]} \sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} x \cdot \mathbb{1}_{v^{-1}[x]}(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& =\sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} \sum_{x \in[0,1]} x \cdot \mathbb{1}_{v^{-1}[x]}(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& =\sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} v(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o)
\end{aligned}
$$

The above lemma will be implicitly used in this dissertation when manipulating outcomes of games in normal form.

We can now proceed to the proof of Lemma 1.10.
Proof. We have:

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathcal{F}, \sum_{n \in \mathbb{N}} \lambda_{n} \cdot v_{n}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)}\left(\sum_{n \in \mathbb{N}} \lambda_{n} \cdot v_{n}\right)(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& =\sum_{n \in \mathbb{N}} \lambda_{n} \cdot \sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} v_{n}(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& =\sum_{n \in \mathbb{N}} \lambda_{n} \cdot \operatorname{out}\left[\left\langle\mathcal{F}, v_{n}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
\end{aligned}
$$

Consider any two valuations $v, v^{\prime}: \mathrm{O} \rightarrow[0,1], \lambda \geq 0$ and $x \in \mathbb{R}$ such that $\lambda \cdot v+x \leq v^{\prime}$. We have:

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} v^{\prime}(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& \geq \sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)}(\lambda \cdot v+x)(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \\
& =\lambda \cdot \sum_{o \in \operatorname{Sp}\left(\delta\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)} v(o) \cdot \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o)+x \\
& =\lambda \cdot \operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+x \\
& \geq \lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)+x
\end{aligned}
$$

Since this holds for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}$, it follows that:

$$
\lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)+x \leq \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \leq \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})
$$

Therefore:

$$
\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right) \leq \frac{1}{\lambda} \cdot\left(\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})-x\right)
$$

Since this holds for all $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$, it follows that:

$$
\operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A}) \leq \frac{1}{\lambda} \cdot\left(\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})-x\right)
$$

Thus:

$$
\lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})+x \leq \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})
$$

Finally, assume that $\lambda \cdot v+x: \mathrm{O} \rightarrow[0,1]$. Then, denoting $v^{\prime}:=\lambda \cdot v+x: \mathrm{O} \rightarrow$ $[0,1]$ we have shown that:

$$
\lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})+x \leq \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})
$$

Furthermore, we have $\frac{1}{\lambda} v^{\prime}-\frac{x}{\lambda}=v$. Therefore, we have:

$$
\frac{1}{\lambda} \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})-\frac{x}{\lambda} \leq \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})
$$

That is:

$$
\operatorname{val}[\langle\mathcal{F}, \lambda \cdot v \cdot x\rangle](\mathrm{A})=\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A}) \leq \lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})+x
$$

We obtain:

$$
\operatorname{val}[\langle\mathcal{F}, \lambda \cdot v \cdot x\rangle](\mathrm{A})=\lambda \cdot \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})+x
$$

This is analogous if $s=\sigma_{\mathrm{B}}$ or $s=\mathrm{B}$.

### 1.5.5. Proof of Observation 1.1

Proof. Consider such a finite set $\mathrm{S}_{\mathrm{C}} \subseteq \Sigma_{\mathrm{C}}(\mathcal{F})$ of Player-C strategies and assume that it supremizes $\mathcal{F}$. Let $v: \mathrm{O} \rightarrow[0,1]$ be a valuation of the outcomes. Since $\mathrm{S}_{\mathrm{C}}$ supremizes the game form $\mathcal{F}$, it follows that for all $n \in \mathbb{N}$, there is a Player-C strategy $\sigma_{n} \in \Sigma_{\mathrm{C}}(\mathcal{F})$ that is $\frac{1}{n+1}$-optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. Since the set $\mathrm{S}_{\mathrm{C}}$ is finite, there must be a Player-C strategy $\sigma_{\mathrm{C}} \in \Sigma_{\mathrm{C}}(\mathcal{F})$ such that $\sigma_{\mathrm{C}}=\sigma_{n}$ for infinitely many $n \in \mathbb{N}$. Therefore, we have $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{C}}\right)=\operatorname{val}[\langle\mathcal{F}, v\rangle]$ since, for infinitely many $n \in \mathbb{N}$, we have $\left|\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{C}}\right)-\operatorname{val}[\langle\mathcal{F}, v\rangle]\right| \leq \frac{1}{n+1}$. That is, the strategy $\sigma_{\mathrm{C}} \in \mathrm{S}_{\mathrm{C}}$ is optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. As this holds for all valuations of the outcomes $v: \mathrm{O} \rightarrow[0,1]$, it follows that the set $\mathrm{S}_{\mathrm{C}}$ maximizes the game form $\mathcal{F}$ w.r.t. Player C.

### 1.5.6 . Proof of Proposition 1.12

Before considering the proof of Proposition 1.12, let us state and prove the lemma below:

Lemma 1.19. Consider a standard game form $\mathcal{F}$. Consider two valuations of the outcomes $v, v^{\prime}: \mathrm{O} \rightarrow[0,1]$, two Player-A strategies $\sigma_{\mathrm{A}}, \sigma_{\mathrm{A}}^{\prime} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ and two Player-B strategies $\sigma_{\mathrm{B}}, \sigma_{\mathrm{B}}^{\prime} \in \Sigma_{\mathrm{B}}(\mathcal{F})$. Then:

$$
\left|\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\operatorname{out}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{\prime}\right)\right| \leq\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1}+\left\|\sigma_{\mathrm{B}}-\sigma_{\mathrm{B}}^{\prime}\right\|_{1}
$$

Note that $\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1}$ is well defined since both $\sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{A}}^{\prime}$ have countable support, and similarly for $\sigma_{\mathrm{B}}$ and $\sigma_{\mathrm{B}}^{\prime}$. Hence:

$$
\left|\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)-\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}\right)\right| \leq\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1}
$$

and

$$
\left|\operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})-\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})\right| \leq\left\|v-v^{\prime}\right\|_{\infty}
$$

These inequalities also hold for Player B.
Proof. The proof is quite long while the idea is very simple: it just amounts to expand Definition 1.13 in the context of standard game forms. However, it
involves nested sums, hence the length of the proof. We use several times that $\sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a)=1=\sum_{b \in \mathrm{Act}_{\mathrm{B}}} \sigma_{\mathrm{B}}(b)$ and that $v(o) \leq 1$ for all $o \in \mathrm{O}$. We have:

$$
\begin{aligned}
& \mid \operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\text { out }\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{\prime}\right) \mid \\
& =\left|\sum_{o \in \mathrm{O}} \sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}}\left(\sigma_{\mathrm{A}}(a) \cdot \sigma_{\mathrm{B}}(b) \cdot v(o) \cdot \varrho(a, b)(o)-\sigma_{\mathrm{A}}^{\prime}(a) \cdot \sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right)\right| \\
& \leq \sum_{o \in \mathrm{O}} \sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}}\left|\left(\sigma_{\mathrm{A}}(a) \cdot \sigma_{\mathrm{B}}(b) \cdot v(o) \cdot \varrho(a, b)(o)-\sigma_{\mathrm{A}}^{\prime}(a) \cdot \sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right)\right| \\
& \leq \sum_{o \in \mathrm{O}} \sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}} \sigma_{\mathrm{A}}(a) \cdot\left|\sigma_{\mathrm{B}}(b) \cdot v(o) \cdot \varrho(a, b)(o)-\sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right| \\
& +\sum_{o \in \mathrm{O}} \sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}}\left|\sigma_{\mathrm{A}}(a)^{\prime}-\sigma_{\mathrm{A}}(a)\right| \cdot\left|\sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right|
\end{aligned}
$$

We let:

$$
x:=\sum_{o \in \mathrm{O}} \sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}} \sigma_{\mathrm{A}}(a) \cdot\left|\sigma_{\mathrm{B}}(b) \cdot v(o) \cdot \varrho(a, b)(o)-\sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right|
$$

and

$$
y:=\sum_{o \in \mathrm{O}} \sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}}\left|\sigma_{\mathrm{A}}(a)^{\prime}-\sigma_{\mathrm{A}}(a)\right| \cdot\left|\sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right|
$$

Thus, we have $\left|\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\operatorname{out}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{\prime}\right)\right| \leq x+y$. Let us first deal with $y$ :

$$
\begin{aligned}
y & =\sum_{o \in \mathrm{O}} \sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sum_{b \in \mathrm{Act}_{\mathrm{B}}}\left|\sigma_{\mathrm{A}}(a)^{\prime}-\sigma_{\mathrm{A}}(a)\right| \cdot\left|\sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right| \\
& =\sum_{a \in \mathrm{Act}_{\mathrm{A}}}\left|\left(\sigma_{\mathrm{A}}(a)^{\prime}-\sigma_{\mathrm{A}}(a)\right)\right| \cdot\left(\sum_{b \in \mathrm{Act}_{\mathrm{B}}} \sigma_{\mathrm{B}}^{\prime}(b) \cdot \sum_{o \in \mathrm{O}}\left|v^{\prime}(o) \cdot \varrho(a, b)(o)\right|\right) \\
& \leq \sum_{a \in \operatorname{Act}_{\mathrm{A}}}\left|\left(\sigma_{\mathrm{A}}(a)^{\prime}-\sigma_{\mathrm{A}}(a)\right)\right| \cdot\left(\sum_{b \in \operatorname{Act}_{\mathrm{B}}} \sigma_{\mathrm{B}}^{\prime}(b)\right) \\
& =\sum_{a \in \operatorname{Act}_{\mathrm{A}}}\left|\left(\sigma_{\mathrm{A}}(a)^{\prime}-\sigma_{\mathrm{A}}(a)\right)\right|=\left\|\sigma_{\mathrm{A}}^{\prime}-\sigma_{\mathrm{A}}\right\|_{1}
\end{aligned}
$$

Let us now deal with $x$ :

$$
\begin{aligned}
x= & \sum_{o \in \mathrm{O}} \sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sum_{b \in \operatorname{Act}_{\mathrm{B}}} \sigma_{\mathrm{A}}(a) \cdot\left|\sigma_{\mathrm{B}}(b) \cdot v(o) \cdot \varrho(a, b)(o)-\sigma_{\mathrm{B}}^{\prime}(b) \cdot v^{\prime}(o) \cdot \varrho(a, b)(o)\right| \\
\leq & \sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a) \cdot\left(\sum_{b \in \operatorname{Act}_{\mathrm{B}}} \sigma_{\mathrm{B}}(b) \cdot \sum_{o \in \mathrm{O}} \varrho(a, b)(o) \cdot\left|v(o)-v^{\prime}(o)\right|\right. \\
& \left.\quad+\sum_{b \in \operatorname{Act}_{\mathrm{B}}}\left|\sigma_{\mathrm{B}}(b)-\sigma_{\mathrm{B}}^{\prime}(b)\right| \cdot \sum_{o \in \mathrm{O}} \varrho(a, b)(o) \cdot\left|v(o)-v^{\prime}(o)\right|\right) \\
\leq & \sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a) \cdot\left(\sum_{b \in \operatorname{Acta}} \sigma_{\mathrm{B}}(b) \cdot\left\|v-v^{\prime}\right\|_{\infty}+\sum_{b \in \operatorname{Acta}_{\mathrm{B}}}\left|\sigma_{\mathrm{B}}(b)-\sigma_{\mathrm{B}}^{\prime}(b)\right| \cdot\left\|v-v^{\prime}\right\|_{\infty}\right) \\
= & \sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a) \cdot\left(\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{B}}-\sigma_{\mathrm{B}}^{\prime}\right\|_{1}\right)=\left\|v-v^{\prime}\right\|+\left\|\sigma_{\mathrm{B}}-\sigma_{\mathrm{B}}^{\prime}\right\|_{1}
\end{aligned}
$$

Overall, we do obtain:

$$
\left|\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\operatorname{out}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{\prime}\right)\right| \leq\left\|\sigma_{\mathrm{A}}^{\prime}-\sigma_{\mathrm{A}}\right\|_{1}+\left\|\sigma_{\mathrm{B}}-\sigma_{\mathrm{B}}^{\prime}\right\|_{1}+\left\|v-v^{\prime}\right\|_{\infty}
$$

This proves the first inequality of Lemma 1.19. Let us consider the second one. For all positive $\varepsilon>0$, let $\sigma_{\mathrm{B}}^{\varepsilon} \in \Sigma_{\mathrm{B}}(\mathcal{F})$ be such that

$$
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}^{\varepsilon}\right) \leq \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)+\varepsilon
$$

Then:

$$
\begin{aligned}
\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}\right) & \leq \operatorname{out}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{\varepsilon}\right) \\
& \leq \operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}^{\varepsilon}\right)+\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1} \\
& \leq \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)+\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1}+\varepsilon
\end{aligned}
$$

As this holds for all $\varepsilon>0$, it follows that:

$$
\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}\right) \leq \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)+\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1}
$$

By symmetry, we obtain that:

$$
\left|\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}\right)-\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)\right| \leq+\left\|v-v^{\prime}\right\|_{\infty}+\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{\prime}\right\|_{1}
$$

Let us now consider to the third inequality. We proceed similarly to the previous one: For all positive $\varepsilon>0$, let $\sigma_{\mathrm{A}}^{\varepsilon} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ be such that

$$
\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}^{\varepsilon}\right) \geq \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})-\varepsilon
$$

Then:

$$
\begin{aligned}
\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A}) & \geq \operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right]\left(\sigma_{\AA}^{\varepsilon}\right) \\
& \geq \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}^{\varepsilon}\right)-\left\|v-v^{\prime}\right\|_{\infty} \\
& \geq \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})-\left\|v-v^{\prime}\right\|_{\infty}-\varepsilon
\end{aligned}
$$

As this holds for all $\varepsilon>0$, it follows that:

$$
\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A}) \geq \operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})-\left\|v-v^{\prime}\right\|_{\infty}
$$

By symmetry, we obtain that:

$$
\left|\operatorname{val}\left[\left\langle\mathcal{F}, v^{\prime}\right\rangle\right](\mathrm{A})-\operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{A})\right| \leq\left\|v-v^{\prime}\right\|_{\infty}
$$

Now, we state and show below that there is a value and optimal strategies for both players in the case where the valuation takes finitely many values.

Lemma 1.20. Consider a standard deterministic game form $\mathcal{F} \in$ Form( O ) on a set of outcomes O where either of the players has finitely many actions. Consider a valuation $v: \mathrm{O} \rightarrow[0,1]$ such that $v[\mathrm{O}] \subseteq[0,1]$ is finite. Then, there is a value in the game in normal form $\langle\mathcal{F}, v\rangle$ and both players have optimal strategies.

Proof. We prove the lemma in the case where $\operatorname{Act}_{\mathrm{A}}$ is finite. The other case is analogous. For all $b, b^{\prime} \in \operatorname{Act}_{\mathrm{B}}$, we say that $b$ is equivalent to $b^{\prime}$, denoted $b \sim b^{\prime}$ if, $v \circ \varrho(\cdot, b): \operatorname{Act}_{\mathrm{A}} \rightarrow[0,1]=v \circ \varrho\left(\cdot, b^{\prime}\right): \operatorname{Act}_{\mathrm{A}} \rightarrow[0,1]$. That is, the columns corresponding to actions $b$ and $b^{\prime}$ are identical. Clearly, $\sim$ is an equivalence relation over $\mathrm{Act}_{\mathrm{B}} \times \mathrm{Act}_{\mathrm{B}}$. Let $R_{\mathrm{B}} \subseteq \mathcal{P}\left(\mathrm{Act}_{\mathrm{B}}\right)$ be the (non-empty) set of equivalence classes of the equivalence relation $\sim$ where $\mathcal{P}\left(\mathrm{Act}_{\mathrm{B}}\right)$ refers to the set of subsets of $\mathrm{Act}_{\mathrm{B}}$. In fact, $R_{\mathrm{B}}$ is finite. Indeed, for all Player- B actions $b \in \operatorname{Act}_{\mathrm{B}}$, we have $v \circ \varrho(\cdot, b): \operatorname{Act}_{\mathrm{A}} \rightarrow v[\mathrm{O}]$. Since $\mathrm{Act}_{\mathrm{A}}$ and $v[\mathrm{O}]$ are finite, there are finitely many functions $\mathrm{Act}_{\mathrm{A}} \rightarrow v[\mathrm{O}]$. Since an element of $R_{\mathrm{B}}$ corresponds to a function Act $\rightarrow v[\mathrm{O}]$, it follows that $R_{\mathrm{B}}$ is finite. For all $T \in R_{\mathrm{B}}$, we let $b_{T} \in T$ be a representative of the equivalence class $T$. Consider now the game form $\mathcal{F}^{\prime}:=\left\langle\mathrm{Act}_{\mathrm{A}}, R_{\mathrm{B}}, \mathrm{O}, \varrho^{\prime}\right\rangle$, where, for all $a \in \mathrm{Act}_{\mathrm{A}}$ and $T \in R_{\mathrm{B}}$, we have $\varrho^{\prime}(a, T):=\varrho\left(a, b_{T}\right)$. This game in normal form is finite and deterministic and therefore has a value $u:=\operatorname{val}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right] \in[0,1]$ by Theorem 1.11. Let us show that $u$ is in fact the value of the game in normal form $\langle\mathcal{F}, v\rangle$.

We let $g: \Sigma_{\mathrm{B}}(\mathcal{F}) \rightarrow \Sigma_{\mathrm{B}}\left(\mathcal{F}^{\prime}\right)$ be such that, for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})$, for all $T \in R_{\mathrm{B}}$, we have $g\left(\sigma_{\mathrm{B}}\right)(T):=\sum_{b \in T} \sigma_{\mathrm{B}}(b)$. We claim that:

$$
\begin{equation*}
\forall\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}}(\mathcal{F}) \times \Sigma_{\mathrm{B}}(\mathcal{F}), \operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{out}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}, g\left(\sigma_{\mathrm{B}}\right)\right) \tag{1.1}
\end{equation*}
$$

Indeed, let $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}}(\mathcal{F}) \times \Sigma_{\mathrm{B}}(\mathcal{F})$. We have (recall that the game form $\mathcal{F}$ is deterministic):

$$
\begin{aligned}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sum_{b \in \operatorname{Act}_{\mathrm{B}}} \sigma_{\mathrm{A}}(a) \cdot \sigma_{\mathrm{B}}(b) \cdot v \circ \varrho(a, b) \\
& =\sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a) \cdot\left(\sum_{T \in R_{\mathrm{B}}} \sum_{b \in T} \sigma_{\mathrm{B}}(b) \cdot v \circ \varrho(a, b)\right) \\
& =\sum_{a \in \operatorname{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a) \cdot\left(\sum_{T \in R_{\mathrm{B}}} g\left(\sigma_{\mathrm{B}}\right)(T) \cdot v \circ \varrho\left(a, b_{T}\right)\right) \\
& =\operatorname{out}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}, g\left(\sigma_{\mathrm{B}}\right)\right)
\end{aligned}
$$

We also let $g^{\prime}: \Sigma_{\mathrm{B}}\left(\mathcal{F}^{\prime}\right) \rightarrow \Sigma_{\mathrm{B}}(\mathcal{F})$ be such that, for all $\sigma_{\mathrm{B}}^{\prime} \in \Sigma_{\mathrm{B}}\left(\mathcal{F}^{\prime}\right)$, for all $b \in$ Act $_{\mathrm{B}}$, we have:

$$
g^{\prime}\left(\sigma_{\mathrm{B}}^{\prime}\right)(b):= \begin{cases}\sigma_{\mathrm{B}}^{\prime}(T) & \text { if } b=b_{T} \text { for some } T \in R_{\mathrm{B}} \\ 0 & \text { otherwise }\end{cases}
$$

One can see that for all $\sigma_{\mathrm{B}}^{\prime} \in \Sigma_{\mathrm{B}}\left(\mathcal{F}^{\prime}\right)$, we have $g \circ g^{\prime}\left(\sigma_{\mathrm{B}}^{\prime}\right)=\sigma_{\mathrm{B}}^{\prime}$.
Consider optimal strategies $\sigma_{\mathrm{A}}^{\prime}$ and $\sigma_{\mathrm{B}}^{\prime}$ for both players in the game in normal form $\left\langle\mathcal{F}^{\prime}, v\right\rangle$. We claim that $\sigma_{\mathrm{A}}^{\prime} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ and $g^{\prime}\left(\sigma_{\mathrm{B}}^{\prime}\right) \in \Sigma_{\mathrm{B}}(\mathcal{F})$ have value $u$ in the game in normal form $\langle\mathcal{F}, v\rangle$.

Consider any Player-B strategy $\sigma_{\mathrm{B}}$ in the game form $\mathcal{F}$. Then, by Equation 1.1:

$$
\begin{aligned}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}\right) & =\operatorname{out}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, g\left(\sigma_{\mathrm{B}}\right)\right) \\
& \geq \operatorname{val}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}\right)=u
\end{aligned}
$$

Hence, $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}^{\prime}\right) \geq u$. Furthermore, for any Player-A strategy $\sigma_{\mathrm{A}}$ in the game form $\mathcal{F}$, by Equation 1.1:

$$
\begin{aligned}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, g^{\prime}\left(\sigma_{\mathrm{B}}^{\prime}\right)\right) & =\operatorname{out}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}, g \circ g^{\prime}\left(\sigma_{\mathrm{B}}^{\prime}\right)\right) \\
& =\operatorname{out}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}^{\prime}\right) \\
& \leq \operatorname{val}\left[\left\langle\mathcal{F}^{\prime}, v\right\rangle\right]\left(\sigma_{\mathrm{B}}^{\prime}\right)=u
\end{aligned}
$$

Hence, $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(g\left(\sigma_{\mathrm{B}}^{\prime}\right)\right) \leq u$. Overall, we obtain $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)=u=$ $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(g^{\prime}\left(\sigma_{\mathrm{B}}^{\prime}\right)\right)$.

We can proceed to the proof of Proposition 1.12.
Proof. Consider a valuation of the outcomes $v: \mathrm{O} \rightarrow[0,1]$. For all $n \in \mathbb{N}$, we let $v_{n}: \mathrm{O} \rightarrow[0,1]$ be the valuation of the outcomes such that, for all outcomes $o \in \mathrm{O}$ :

$$
v_{n}(o):=\frac{\left\lfloor 2^{n} \cdot v(o)\right\rfloor}{2^{n}} \in\left\{\left.\frac{i}{2^{n}} \right\rvert\, i \in \llbracket 0,2^{n} \rrbracket\right\}
$$

where $\lfloor\cdot\rfloor: \mathbb{R} \rightarrow \mathbb{Z}$ is the floor function, that is, for all $x \in \mathbb{R}$, we have $\lfloor x\rfloor \leq x<\lfloor x\rfloor+1$. Therefore, we have $\left\|v_{n}-v\right\|_{\infty} \leq \frac{1}{2^{n}}$. Since $v_{n}$ takes finitely many values, it follows, by Lemma 1.20 , that the game in normal form $\left\langle\mathcal{F}, v_{n}\right\rangle$ has a value and there are optimal strategies for both players in that game. We denote by $u_{n}:=\operatorname{val}\left[\left\langle\mathcal{F}, v_{n}\right\rangle\right]$ the value of the game in normal form $\left\langle\mathcal{F}, v_{n}\right\rangle$ and by $\sigma_{\mathrm{A}}^{n} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ (resp. $\sigma_{\mathrm{B}}^{n} \in \Sigma_{\mathrm{B}}(\mathcal{F})$ ) a Player-A (resp. Player-B) optimal strategy in the game in normal form $\left\langle\mathcal{F}, v_{n}\right\rangle$.

Let $u \in[0,1]$ be subsequential limit (w.r.t. $\left.\|\cdot\|_{\infty}\right)$ of $\left(u_{n}\right)_{n \in \mathbb{N}}$, that is $u=\lim _{n \rightarrow \infty} u_{\varphi(n)}$ for some increasing $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ (that exists by Theorem 1.1). Let also $\sigma_{\mathrm{A}}$ be a subsequential limit (w.r.t. $\|\cdot\|_{\infty}$ ) of $\left(\sigma_{\mathrm{A}}^{\varphi(n)}\right)_{n \in \mathbb{N}}$, that is $\sigma_{\mathrm{A}}=$ $\lim _{n \rightarrow \infty} \sigma_{\mathrm{A}}^{\psi \circ \varphi(n)}$ for some increasing $\psi: \mathbb{N} \rightarrow \mathbb{N}$ (which is possible by Theorem 1.1 since $\operatorname{Act}_{\mathrm{A}}$ is finite). We let $h:=\psi \circ \varphi: \mathbb{N} \rightarrow \mathbb{N}$. First, let us show that $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$. Since, for all $a \in \operatorname{Act}_{\mathrm{A}}$ and $n \in \mathbb{N}$, we have $\sigma_{\mathrm{A}}^{h(n)}(a) \in[0,1]$, it follows that we also have $\sigma_{\mathrm{A}}(a) \in[0,1]$. Furthermore:

$$
\sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}(a)=\sum_{a \in \mathrm{Act}_{\mathrm{A}}} \lim _{n \rightarrow \infty} \sigma_{\mathrm{A}}^{h(n)}(a)=\lim _{n \rightarrow \infty} \sum_{a \in \mathrm{Act}_{\mathrm{A}}} \sigma_{\mathrm{A}}^{h(n)}(a)=\lim _{n \rightarrow \infty} 1=1
$$

Hence, we do have $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$.
Let us now show that $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right) \geq u$. Let $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})$. For all $n \in \mathbb{N}$, we have, by Lemma 1.19:

$$
\begin{aligned}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & \geq \operatorname{out}\left[\left\langle\mathcal{F}, v_{h(n)}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{h(n)}, \sigma_{\mathrm{B}}\right)-\left\|v_{h(n)}-v\right\|_{\infty}-\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{h(n)}\right\|_{1} \\
& \geq \operatorname{val}\left[\left\langle\mathcal{F}, v_{h(n)}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{h(n)}\right)-\frac{1}{2^{h(n)}}-\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{h(n)}\right\|_{1} \\
& =u_{h(n)}-\frac{1}{2^{h(n)}}-\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{h(n)}\right\|_{1}
\end{aligned}
$$

Thus:

$$
\begin{equation*}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq u_{h(n)}-\frac{1}{2^{h(n)}}-\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{h(n)}\right\|_{1} \tag{1.2}
\end{equation*}
$$

Furthermore, since $\sigma_{\mathrm{A}}=\lim _{n \rightarrow \infty} \sigma_{\mathrm{A}}^{h(n)}$, it follows that

$$
\lim _{n \rightarrow \infty}\left\|\sigma_{\mathrm{A}}-\sigma_{\mathrm{A}}^{h(n)}\right\|_{1}=0
$$

Since $\left(u_{h(n)}\right)_{n \in \mathbb{N}}$ is a subsequence of $\left(u_{\varphi(n)}\right)_{n \in \mathbb{N}}$ and $\lim _{n \rightarrow \infty}\left(u_{\varphi(n)}\right)_{n \in \mathbb{N}}=u$, it follows that:

$$
\lim _{n \rightarrow \infty} u_{h(n)}=u
$$

Since Equation 1.2 holds for all $n \in \mathbb{N}$, we obtain out $[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq u$. As this holds for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})$, it follows that $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right) \geq u$.

Let us now show that $\operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{B}) \leq u$. Let $n \in \mathbb{N}$. We consider the Player-B strategy $\sigma_{\mathrm{B}}^{h(n)} \in \Sigma_{\mathrm{B}}(\mathcal{F})$. Consider any Player-A strategy $\sigma_{\mathrm{A}}^{\prime} \in \Sigma_{\mathrm{A}}(\mathcal{F})$.

By Lemma 1.19, we have:

$$
\begin{aligned}
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{h(n)}\right) & \leq \operatorname{out}\left[\left\langle\mathcal{F}, v_{h(n)}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{\prime}, \sigma_{\mathrm{B}}^{h(n)}\right)+\left\|v_{h(n)}-v\right\|_{\infty} \\
& \leq \operatorname{val}\left[\left\langle\mathcal{F}, v_{h(n)}\right\rangle\right]\left(\sigma_{\mathrm{B}}^{h(n)}\right)+\frac{1}{2^{h(n)}} \\
& =u_{h(n)}+\frac{1}{2^{h(n)}}
\end{aligned}
$$

Thus, $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{B}}^{h(n)}\right) \leq u_{h(n)}-\frac{1}{2^{h(n)}}$. Hence, for all $n \in \mathbb{N}$, we have:

$$
\operatorname{val}[\langle\mathcal{F}, v\rangle](\mathrm{B}) \leq \operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{B}}^{h(n)}\right) \leq u_{h(n)}+\frac{1}{2^{h(n)}}
$$

Again, since $\lim _{n \rightarrow \infty} u_{h(n)}=u$, we obtain val $[\langle\mathcal{F}, v\rangle](\mathrm{B}) \leq u$. Overall, we obtain, $\operatorname{val}[\langle\mathcal{F}, v\rangle]=u=\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right)$.

### 1.5.7 . Proof of Lemma 1.13

Proof. Consider a non-empty set of outcomes $\mathrm{O}^{\prime}$ and a map $d: \mathrm{O} \rightarrow \mathcal{D}\left(\mathrm{O}^{\prime}\right)$. For all valuations $v: \mathrm{O}^{\prime} \rightarrow[0,1]$, we let $e_{v}: \mathrm{O} \rightarrow[0,1]$ be equal to $e_{v}:=\mathbb{E}_{d}(v)$. For all valuations $v: \mathrm{O}^{\prime} \rightarrow[0,1]$ and $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}} \times \Sigma_{\mathrm{B}}$, we have:

$$
\begin{equation*}
\operatorname{out}\left[\left\langle\mathcal{F}, e_{v}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{out}\left[\left\langle\mathcal{F}^{d}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \tag{1.3}
\end{equation*}
$$

Indeed, we have:

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathcal{F}, e_{v}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\mathbb{E}_{\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}\left(e_{v}\right) & =\mathbb{E}_{\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}\left(\mathbb{E}_{d}(v)\right) \\
& =\sum_{o \in \mathrm{O}} \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \cdot \mathbb{E}_{d}(v)(o) \\
& =\sum_{o \in \mathrm{O}} \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \cdot \sum_{o^{\prime} \in \mathrm{O}^{\prime}} d(o)\left(o^{\prime}\right) \cdot v\left(o^{\prime}\right) \\
& =\sum_{o^{\prime} \in \mathrm{O}^{\prime}} \sum_{o \in \mathrm{O}} \varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)(o) \cdot d(o)\left(o^{\prime}\right) \cdot v\left(o^{\prime}\right) \\
& =\sum_{o^{\prime} \in \mathrm{O}^{\prime}} \mathbb{E}_{\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}(d)\left(o^{\prime}\right) \cdot v\left(o^{\prime}\right) \\
& =\mathbb{E}_{\mathbb{E}_{\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}(d)}(v)=\operatorname{out}\left[\left\langle\mathcal{F}^{d}, v\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
\end{aligned}
$$

In fact, Equation 1.3 gives that the game forms $\left\langle\mathcal{F}, e_{v}\right\rangle$ and $\left\langle\mathcal{F}^{d}, v\right\rangle$ are the same. The lemma follows.

### 1.5.8. Proof of Corollary 1.14

Proof. We let $D:=\left\{\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \mid \sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}, \sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}\right\} \subseteq \mathcal{D}(\mathrm{O})$. Consider the standard deterministic game form $\mathcal{F}^{\prime}$ defined by $\mathcal{F}^{\prime}:=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, D, \varrho^{\prime}\right\rangle$ where, for all $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}$, we have $\varrho^{\prime}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right):=\varrho\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in D$. Furthermore, considering $d: D \rightarrow \mathcal{D}(\mathrm{O})$ the identity function, one can realize that $\mathcal{F}=\left(\mathcal{F}^{\prime}\right)^{d}$. The result then follows from Proposition 1.12 applied to $\mathcal{F}^{\prime}$ and Lemma 1.13 to transfer the result from $\mathcal{F}^{\prime}$ to $\mathcal{F}=\left(\mathcal{F}^{\prime}\right)^{d}$.

### 1.5.9 . Proof of Proposition 1.15

Proof. First, let us show that, for all Borel sets $B \in \operatorname{Borel}(\mathrm{~K})$, we have $\left(\operatorname{col}^{\omega}\right)^{-1}[B] \in \operatorname{Borel}(Q)$. Consider any open set $B=\cup_{\pi \in A} \mathrm{Cyl}(\pi)$ for some $A \subseteq \mathrm{~K}^{*}$. We have:

$$
\operatorname{col}^{-1}[B]=\bigcup_{\pi \in A} \bigcup_{\rho \in\left(\operatorname{col}^{+}\right)^{-1}[\pi]} \operatorname{Cyl}(\rho) \in \operatorname{Borel}(Q)
$$

Furthermore, for all Borel sets $B \in \operatorname{Borel}(\mathbf{K})$, we have $\left(\mathrm{col}^{\omega}\right)^{-1}\left[\mathrm{~K}^{\omega} \backslash B\right]=Q^{\omega} \backslash$ $\left(\operatorname{col}^{\omega}\right)^{-1}[B]$. In addition, for all $\left(B_{n}\right)_{n \in \mathbb{N}} \in(\operatorname{Borel}(\mathrm{~K}))^{\mathbb{N}}$, we have $\left(\mathrm{col}^{\omega}\right)^{-1}\left[\cup_{n \in \mathbb{N}} B_{n}\right]=$ $\cup_{n \in \mathbb{N}}\left(\mathrm{col}^{\omega}\right)^{-1}\left[B_{n}\right]$. It follows that, for all Borel sets $B \in \operatorname{Borel}(\mathrm{~K})$, we have $\left(\text { col }^{\omega}\right)^{-1}[B] \in$ Borel.

Then, for all $\alpha \in[0,1]$, we have:

$$
\left(f_{\mathcal{C}}\right)^{-1}[[0, \alpha]]=\bigcup_{q \in Q_{\mathrm{s}}, \text { val }(q) \leq \alpha} \bigcup_{\pi \in Q_{\mathrm{ns}}^{*}} \operatorname{Cyl}(\pi \cdot q) \cup\left(\operatorname{col}^{\omega}\right)^{-1}\left[f^{-1}[0, \alpha]\right] \in \operatorname{Borel}(Q)
$$

since $f$ is measurable. Therefore, the function $f_{\mathcal{C}}$ is measurable. In addition, by Lemma 1.4, for all $\rho \in Q^{*}$, we have $\left(f_{\mathcal{C}}\right)^{\rho}$ measurable.

### 1.5.10 . Proof of Lemma 1.16

Proof. We prove the result when $\mathrm{C}=\mathrm{A}$, the other case being analogous. We denote by $\mathcal{C}^{S, \mathrm{~A}}$ the arena underlying the game $\mathcal{G}^{S, \mathrm{~A}}$. Clearly, for all states $q \in Q_{\mathrm{s}} \cup S$, we have $\chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}](q)=\chi_{\mathcal{G}}[\mathrm{A}]$. Consider some state $q \in Q_{\mathrm{ns}} \backslash S$.

Consider a Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}}$. This strategy can be seen as a strategy in the game $\mathcal{G}^{S, \mathrm{~A}}$, the game ending as soon as the set $S$ is reached. Consider now any Player- $B$ strategy $s_{B} \in S_{B}^{\mathcal{C}},{ }^{S, A}$ in the arena $\mathcal{C}^{S, A}$. The games $\mathcal{G}$ and $\mathcal{G}^{S, \mathrm{~A}}$ coincide on $(Q \backslash S)^{*}$ and $(Q \backslash S)^{\omega}$. Let $\varepsilon>0$ and let us define a Player-B strategy $s_{B}^{\varepsilon} \in S_{B}^{\mathcal{C}}$ in the game $\mathcal{G}$ that coincides with the strategy $\mathrm{s}_{\mathrm{B}}$ on $(Q \backslash S)^{*}$ and that plays a $\varepsilon$-optimal strategy - against the strategy $\mathrm{s}_{\mathrm{A}}$ as soon as a state in $S$ is reached. That is, the expected value of $f$ given that the state $q^{\prime}$ is eventually reached is at most $\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)+\varepsilon$. Note that this holds because the objective is prefix-independent: it does not matter the sequence of states seen before reaching $q^{\prime}$. Formallu, we have the following inequality:

$$
\mathbb{E}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathcal{S}_{\mathrm{E}}^{\mathrm{\varepsilon}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{(Q \backslash S)^{*} \cdot q^{\prime}}\right] \leq\left(\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)+\varepsilon\right) \cdot \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{S}}, \mathrm{~S}_{\mathcal{E}}^{\mathrm{\varepsilon}}}\left[(Q \backslash S)^{*} \cdot q^{\prime}\right]
$$

As this holds for all $q^{\prime} \in S$, we obtain:

$$
\sum_{q^{\prime} \in S} \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}, \mathrm{~S}}^{\mathrm{E}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{\left.(Q \backslash S)^{*} q^{q^{\prime}}\right]}\right] \leq \varepsilon+\sum_{q^{\prime} \in S} \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right) \cdot \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathcal{A}}, s_{\mathrm{E}}^{\mathrm{\varepsilon}}}\left[(Q \backslash S)^{*} \cdot q^{\prime}\right]
$$

Hence, we have:

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{C}^{S, \mathrm{~A}}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f_{\mathcal{C}^{S, \mathrm{~A}}}\right]=\mathbb{E}_{\mathcal{C}^{S, \mathrm{~A}}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f_{\mathcal{C}^{S, \mathrm{~A}}} \cdot \mathbb{1}_{(Q \backslash S)^{\omega}}\right]+\sum_{q^{\prime} \in S} \mathbb{E}_{\mathcal{C}^{S, \mathrm{~A}}, q^{q^{\prime}}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f_{\mathcal{C}^{S, \mathrm{~A}}} \cdot \mathbb{1}_{(Q \backslash S)^{*} \cdot q^{\prime}}\right] \\
& =\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}^{\varepsilon}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{(Q \backslash S)^{\omega}}\right]+\sum_{q^{\prime} \in S} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}},,_{\mathrm{B}}^{\varepsilon}}\left[(Q \backslash S)^{*} \cdot q^{\prime}\right] \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right) \\
& \geq \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}^{\varepsilon}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{(Q \backslash S)^{\omega}}\right]+\sum_{q^{\prime} \in S} \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}^{\varepsilon}}\left[f_{\mathcal{C}} \cap \mathbb{1}_{(Q \backslash S)^{*} \cdot q^{\prime}}\right]-\varepsilon \\
& \geq \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}^{\varepsilon}}\left[f_{\mathcal{C}}\right]-\varepsilon \geq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q^{\prime}\right)-\varepsilon
\end{aligned}
$$

As this holds for all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}, \mathrm{A}}$, it follows that $\chi_{\mathcal{G}^{S, \mathrm{~A}}}\left[\mathrm{~s}_{\mathrm{A}}\right](q) \geq$ $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q)-\varepsilon$. As this holds for all $\varepsilon>0$, we have $\chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}](q) \geq \chi_{\mathcal{G}^{S, \mathrm{~A}}}\left[\mathrm{~S}_{\mathrm{A}}\right](q) \geq$ $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q)$. Since this holds for all Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, we have $\chi_{\mathcal{G}}{ }^{S, \mathrm{~A}}[\mathrm{~A}](q) \geq \chi_{\mathcal{G}}[\mathrm{A}](q)$. Furthermore, for an optimal Player-A strategy $\mathrm{s}_{\mathrm{A}}$ in $\mathcal{G}$ from $q$, we have $\chi_{\mathcal{G}^{S, \mathrm{~A}}}\left[\mathrm{~S}_{\mathrm{A}}\right](q) \geq \chi_{\mathcal{G}}[\mathrm{A}](q)$.

Let us now show the other inequality: $\chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}](q) \leq \chi_{\mathcal{G}}[\mathrm{A}](q)$. With what we have shown above, this will prove that the values of all states are the same and that if there is an optimal Player-A strategy in $\mathcal{G}$, then there is also one in $\mathcal{G}^{S, \mathrm{~A}}$. We proceed very similarly than for the other inequality. Let $\varepsilon>0$ and $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}^{S, \mathrm{~A}}}$ be a Player-A strategy such that $\chi_{\mathcal{G}^{S, \mathrm{~A}}}\left[\mathrm{~S}_{\mathrm{A}}\right](q) \geq \chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}](q)-\varepsilon$. Consider a Player-A strategy $s_{\mathrm{A}}^{\varepsilon} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ in the game $\mathcal{G}$ that coincides with the strategy $\mathrm{s}_{\mathrm{A}}$ on $(Q \backslash S)^{*}$ and that plays a $\varepsilon$-optimal strategy as soon as a state in $S$ is reached. Consider then any Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, that can also be seen as a strategy in $\mathcal{C}^{S, \mathrm{~A}}$. For all states $q^{\prime} \in S$, with strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon}$ and $\mathrm{s}_{\mathrm{B}}$, from $q$, we have that the expected value of $f$ given that $q^{\prime}$ is eventually reached is at least $\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)-\varepsilon$, that is:

$$
\mathbb{E}_{\mathcal{C}, q}^{\mathbb{E}_{\mathrm{A}}^{\varepsilon}, \mathrm{s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{(Q \backslash S)^{*} \cdot q^{\prime}}\right] \geq\left(\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)-\varepsilon\right) \cdot \mathbb{P}_{\mathcal{C}, q}^{s_{\mathrm{A}}^{\varepsilon_{\mathrm{A}}, s_{\mathrm{B}}}}\left[(Q \backslash S)^{*} \cdot q^{\prime}\right]
$$

As this holds for all states $q^{\prime} \in S$, we have :

$$
\sum_{q^{\prime} \in S} \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}^{\varepsilon_{\mathrm{A}}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{(Q \backslash S)^{*} \cdot q^{\prime}}\right] \geq \sum_{q^{\prime} \in S} \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right) \cdot \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}^{\varepsilon}, \mathrm{s}_{\mathrm{B}}}\left[(Q \backslash S)^{*} \cdot q^{\prime}\right]-\varepsilon
$$

Hence, we have:

$$
\begin{aligned}
& \geq \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}^{\AA}, \mathrm{s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{(Q \backslash S)^{\omega}}\right]+\sum_{q^{\prime} \in S} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathcal{A}}^{\AA}, \mathrm{s}_{\mathrm{B}}}\left[(Q \backslash S)^{*} \cdot q^{\prime}\right] \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)-\varepsilon \\
& =\mathbb{E}_{\mathcal{C}^{S,}, q}^{\mathrm{s}_{\mathrm{A}, \mathrm{~A}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}^{S, \mathrm{~A}}} \cdot \mathbb{1}_{(Q \backslash S)^{\omega}}\right]+\sum_{q^{\prime} \in S} \mathbb{E}_{\mathcal{C}^{S}, \mathrm{~A}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}^{S, \mathrm{~A}}} \cdot \mathbb{1}_{(Q \backslash S)^{*} \cdot q^{\prime}}\right]-\varepsilon \\
& =\mathbb{E}_{\mathcal{C}^{S}, \mathrm{~A}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f_{\mathcal{C}^{S, \mathrm{~A}}}\right]-\varepsilon \geq \chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}]\left(q^{\prime}\right)-2 \varepsilon
\end{aligned}
$$

As this holds for all Player- B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, it follows that $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \geq$ $\chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}](q)-2 \varepsilon$. As this holds for all $\varepsilon>0$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q) \geq \chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}](q)$.

This also holds for $C=B$. Hence, if the game $\mathcal{G}$ has a value, we have $\chi_{\mathcal{G}^{S, \mathrm{~A}}}[\mathrm{~A}]=\chi_{\mathcal{G}}[\mathrm{A}]=\chi_{\mathcal{G}}[\mathrm{B}]=\chi_{\mathcal{G}^{S, \mathrm{~B}}}[\mathrm{~B}]$ where the games $\mathcal{G}^{S, \mathrm{~A}}$ and $\mathcal{G}^{S, \mathrm{~B}}$ are the same. Therefore, the game $\mathcal{G}^{S, A}$ has also a value.

## Part I

## General results with arbitrary bounded payoff functions

In this first part, we study concurrent games while making minor assumptions on the local interactions and payoff functions involved. This is in sharp contrast with what we do in Part II, where we consider only concurrent parity games; and with what we do in Part III where we define restrictions on the local interactions occurring in concurrent games.

Among the results that we show in this part, we would like to mention here two of them that are essential to this dissertation and that we believe are important results on concurrent games.

The first one deals with, arguably, the most important result on concurrent two-player antagonistic games: Martin's determinacy results of Blackwell games. The original version of this theorem [12] states that all standard concurrent games with finite local interactions have a value. The main focus of Chapter 2 is the proof of a generalization of this result to arbitrary (non necessarily standard) games. The idea is that, by von Neuman's minimax theorem [4], all standard finite game forms are valuable. This is actually the assumption that Martin uses in his proof ${ }^{2}$. We show that all (arbitrary) concurrent games with valuable local interactions have a value. This is stated as part of Theorem 2.3 in Chapter 2. Note that Theorem 2.3 states other results than the one described above, without assuming that the local interactions are valuable.

The second result that we would like to highlight is novel and essential to this dissertation, though it is much easier to prove than the previous one. It is stated as Theorem 3.12 in Chapter 3, with Corollaries 3.14 and 3.16 being relevant special cases. Informally, this theorem states a sufficient condition for the value of a Player-A strategy to be greater than or equal to some threshold, and symmetrically for Player B. This theorem or one of its corollaries are used several times in this dissertation, in Chapters 4, 5, 7 and 8.

As mentioned above, in Chapter 2 we focus on the well-known determinacy result for Blackwell games by Martin. Then, in Chapter 3, we focus on subgame $(\varepsilon$-)optimal strategies (notion to be defined).

[^3]
## 2 - Blackwell determinacy

In 1975, Martin showed the determinacy of Borel games: in all deterministic turn-based games with win/lose objectives, one of the players has a winning strategy [8]. Then, in 1998, Martin used this result to show that all standard concurrent games where each (standard) local interaction is finite ${ }^{1}$ have a value [12]. Note that this holds for arbitrary payoff functions (recall that all the payoff functions we consider are measurable and into $[0,1]$ ). This is a central result in the theory of standard concurrent games since the assumptions are quite mild while the conclusion, i.e. that all games have values, is very useful when studying concurrent games. In this chapter, we extend Martin's result and obtain a (slightly) more general one. The additional power is invoked several times in this dissertation, in places where Martin's original result would not suffice. Informally, this extension follows two directions:

- (1): By closely examining the construction that Martin uses to prove the result, we show that almost-optimal strategies (i.e. $\varepsilon$-optimal strategies, for all $\varepsilon>0$ ) can be found among specific subsets of strategies. This is proved regardless of the local interactions involved (i.e. they need not be valuable).
- (2): We show that as soon as all local interactions are valuable, the game has a value.

More formally, we show the following. In an arbitrary game $\mathcal{G}$ :

- (1): almost-optimal strategies (i.e. $\varepsilon$-optimal for all $\varepsilon>0$ ) can be chosen among specific subsets of strategies, namely:
- (1.a): first, without any additional assumption, they can be found among strategies generated by subsets of GF-strategies that supremize the corresponding local interactions;
- (1.b): second, if $\mathcal{G}$ is win/lose, under a specific condition on the coloring function, it holds that we can further reduce the subset of strategies to consider only the ones that depend on the sequence of colors seen and on the current state of the game, not on the exact sequence of states seen. (This amounts to some kind of uniformization of strategies, see for instance [53] in the context of turn-based games and winning strategies.)

[^4]- (2): in addition, if $\mathcal{G}$ is valuable, i.e. if all local interactions in $\mathcal{G}$ are valuable, then $\mathcal{G}$ has a value.

This is stated formally in Section 2.2 as Theorem 2.3.
The proof. Result (2) generalizes Martin's result in the context of arbitrary concurrent games, and not just standard games. That is, we identify a sufficient condition on local interactions, namely being valuable, for concurrent games whose local interactions satisfy this condition to have a value. As discussed in Chapter 6, this condition on local interactions is also somehow necessary, see Proposition 6.1.

One of the key ideas of Martin's proof is to derive a spoiler/verifier style turn-based game $\mathcal{G}_{\mathrm{tb}}$ from a concurrent game $\mathcal{G}$. By Borel determinacy [8], from all states of the game $\mathcal{G}_{\mathrm{tb}}$, either of the players has a winning strategy. These winning strategies are translated into almost-optimal strategies in $\mathcal{G}$. If we only wanted to prove result (2), we could use this idea as is and adapt it straightforwardly to our framework. However, because we also want to prove result (1.a), even when the local interactions are not valuable, more work is required: instead of only defining a unique spoiler/verifier turn-based game, we define infinitely many. Up to that change, our proof of result (1.a) follows the footsteps of Martin's proof. In particular, we also use Borel determinacy. Moreover, result (2) is a direct consequence of lemmas dedicated to prove result (1.a). Finally, to prove result (1.b), we need to extract additional properties from the turn-based games mentioned above.

Furthermore, we prove this new version of Blackwell determinacy with elementary arguments. It is in particular the case for the intermediate results that we show on stochastic trees. These intermediate results, that we prove from elementary definitions in probability theory, are existing results on martingales. We discuss them in Section 2.3. More generally, we have also added intermediate lemmas and examples to explain and illustrate the ideas behind the proofs.

Consequences. As mentioned above, Theorem 2.3 extends Martin's result in two directions. The benefit of the second direction (stated as result (2)) is rather straightforward since it extends the set of games to which Martin's result can be applied.

Let us now consider the first extension. It contains two results: (1.a) and (1.b). We will give several applications of these results in this dissertation.

Result (1.a) is used in Chapter 3. In this chapter, we show that subgame almost-optimal strategies (notion defined in Definition 3.3) exists and, with result (1.a), we show that they can be found among a specific subsets of strategies (see Theorem 3.1). Furthermore, Chapter 6 is entirely dedicated to applications of result (1.a). These consist in showing that, if the local interactions occurring in a concurrent game $\mathcal{G}$ belong to a specific set of game forms, then the whole concurrent game $\mathcal{G}$ enjoys nice properties (see Theo-
rems 6.4, $6.11,6.15)$. In particular, Borel determinacy that Martin proved in [8] is a logical consequence of Theorem 6.4. However, as stated above, we use Borel determinacy to prove Theorem 2.3, hence we do not provide a new proof of Borel determinacy. However, note that Borel determinacy is not a logical consequence of Martin's original result [12]. All these applications do not use result (1.b), they sometimes use result (2).

Consider now result (1.b). In Section 2.5, we use this result to prove the following. Consider a standard win/lose game with finitely many actions at each state for both players. Consider also action strategies, i.e. strategies that may also depend on the actions played by the players, which are formally defined in that section. Then, the values that can be achieved with action strategies is the same as the value with the strategies we have considered so far. The latter are called state strategies: they depend only on the history of states. This application does not use result (1.a), however it uses result (2). Finally, in this section, we also exhibit a standard finite game satisfying the following properties. The values achieved by action and state strategies are the same, which is a consequence of the above-mentioned result. However, there is an optimal strategy among action strategies, while there is none among state strategies. This is stated in Proposition 2.21.

The work presented in this chapter is not published yet.

### 2.1 Martin's results

In this section, we recall two of Martin's theorems. In the original papers $[8,12]$, the formalism which is used is quite different from the one used in this dissertation. Specifically, Martin uses the notion of game trees without considering an underlying graph (i.e. with an explicit set of states). However, the theorems we state here are equivalent to the ones showed in [8, 12].

First, Martin proved the existence of winning strategies in deterministic turn-based win/lose games [8]. This is also known as Borel determinacy, and it is stated below in Theorem 2.1.

Theorem 2.1 (Borel determinacy [8]). Consider a turn-based deterministic win/lose game $\mathcal{G}$ without stopping states. For all $q \in Q$, either Player A or Player B has a winning (deterministic) strategy from state $q$. This holds even if the set of states is not countable.

Furthermore, standard concurrent games with specific local interactions have a value [12]. This is also known as Blackwell determinacy, and it is stated below in Theorem 2.2.

Theorem 2.2 (Blackwell determinacy [12]). Consider a standard concurrent game $\mathcal{G}$. Assume that, for all $q \in Q$, in the game form $\mathrm{F}(q)$ both action sets are countable and at least one of them is finite. Then, the game $\mathcal{G}$ has a value.

### 2.2 Blackwell determinacy: a new version

Before formally stating another version of Theorem 2.2, we need to introduce two definitions. Below in Definition 2.1, we consider the notion of strategies that only depend on the colors seen. This is also defined for valuations of finite sequences of states.

Definition 2.1 (Color-Uniform strategies and valuations). Consider an arbitrary concurrent arena $\mathcal{C}$. A uniformizing pair is a pair $(\mathrm{U}, m)$ where U is a non-empty set and $m: Q \rightarrow \mathrm{U}$ maps each state to an element in U . (In particular, the pair ( $\mathrm{K}, \mathrm{col}$ ) is a uniformizing pair ${ }^{2}$.) For such a pair, we say that two finite sequences of states $\rho, \rho^{\prime} \in Q^{+}$are $(\mathrm{U}, m)$-equivalent if $\rho_{\mathrm{lt}}=\rho_{\mathrm{lt}}^{\prime}$ and $m^{+}(\rho)=m^{+}\left(\rho^{\prime}\right)$.

A function $g: Q^{+} \rightarrow X$ mapping finite sequences of states to any nonempty set $X$ is said to be $(\mathbf{U}, m)$-uniform if, for all pairs $\rho, \rho^{\prime} \in Q^{+}$of $(\mathbf{U}, m)$ equivalent paths, we have $g(\rho)=g\left(\rho^{\prime}\right)$. They can be seen as maps $\mathrm{U}^{*} \times Q \rightarrow X$.

In Definition 2.2 below, we define the notion of coloring function with a finite representative: the functions such that each color has only finitely many preimages w.r.t. that function.
Definition 2.2 (Coloring function with a finite representative). Consider an arbitrary concurrent arena $\mathcal{C}$. We say that ( $\mathrm{K}, \mathrm{col}$ ) has a finite representative in $Q$ if, for all $k \in \mathrm{~K}$, the set $\operatorname{col}^{-1}[\{k\}] \subseteq Q$ is finite ${ }^{3}$.

We can now state our main theorem of this chapter: the new version of Blackwell determinacy.

Theorem 2.3. Consider an arbitrary concurrent game $\mathcal{G}$. Let $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$ be a Player. Consider a collection $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$ of sets of Player-C GF-strategies that supremize the game $\mathcal{G}$ w.r.t. Player C. Then:

- (1) For all $\varepsilon>0$ :
- (1.a) There is a Player-C strategy $\mathrm{s}_{\mathrm{C}}^{\varepsilon} \in \mathrm{S}_{\mathrm{C}}^{\mathcal{C}}$ generated by $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$ that is $\varepsilon$-optimal.
- (1.b) If we additionally assume that ( $\mathrm{K}, \mathrm{col}$ ) has a finite representative in $Q$ and that $\mathcal{G}$ is win/lose, then the strategy $\mathrm{s}_{\mathrm{C}}^{\varepsilon}$ above can be chosen ( $\mathrm{K}, \mathrm{col}$ )-uniform.
- (2) If the game $\mathcal{G}$ is valuable, then it has a value: $\chi_{\mathcal{G}}[\mathrm{A}]=\chi_{\mathcal{G}}[\mathrm{B}]: Q \rightarrow$ $[0,1]$.

Remark 2.1. It is quite straightforward that Theorem 2.3 implies Theorem 2.2 since, by Proposition 1.12, any standard game form with at least one

[^5]action set that is finite is valuable. In fact, Theorem 2.3 also implies Theorem 2.1, see Statement 6.1. However, note that Theorem 2.1 is used to prove Theorem 2.3 (but Theorem 2.2 is not).

Before considering the proof of Theorem 2.3, we need to make a detour via stochastic trees.

### 2.3 A result on stochastic trees

In this section, we establish results in stochastic trees that will be used in this chapter to prove Theorem 2.3. We will also use them in Chapter 3. We would like to mention that the main results stated in this section (that is Proposition 2.6 and Proposition 2.9) already exist (see for instance [54, Thm. $3.17])$ as the underlying object we consider - namely, non-decreasing valuation - in fact correspond to sub-martingales. However, the arguments we use in this section are elementary in the sense that we do not use at all results on martingales. This has the benefit of being readable by someone who is not familiar with this notion.

Before considering the few definitions we need to properly state and prove the results of interest of this section, we first consider superior and inferior limit functions (given a valuation of finite sequences of states) in stochastic trees and realize that they are measurable.

Proposition 2.4 (Proof 2.7.1). Consider a stochastic tree $\mathcal{T}$ and a valuation $v: Q^{+} \rightarrow[0,1]$ of the finite sequences of states of $\mathcal{T}$. Consider the superior (resp. inferior) limit function $\limsup _{v}: Q^{\omega} \rightarrow[0,1]$ defined by, for all $\rho \in Q^{\omega}: \limsup _{v}(\rho):=\limsup \left(v\left(\rho_{\leq n}\right)\right)_{n \in \mathbb{N}} \in[0,1]\left(\operatorname{resp} . \liminf _{v}(\rho):=\right.$ $\left.\lim \inf \left(v\left(\rho_{\leq n}\right)\right)_{n \in \mathbb{N}} \in[0,1]\right)$. Then, this superior (resp. inferior) limit function is measurable.

Let us also recall that comparing two measurable functions yields a measurable set.

Proposition 2.5 (Proof 2.7.2). Consider a non-empty set $Q$ and two measurable functions $f, g: Q^{\omega} \rightarrow[0,1]$. For all $\bowtie \in\{\leq,<, \geq,>,=, \neq\}$, the event $\{f \bowtie g\}:=\left\{\rho \in Q^{\omega} \mid f(\rho) \bowtie g(\rho)\right\} \subseteq Q^{\omega}$ is Borel: $\{f \bowtie g\} \in \operatorname{Borel}(Q)$.

### 2.3.1 . Comparing superior and inferior limits

Consider a stochastic tree $\mathcal{T}$ and a valuation of finite sequences of states $v: Q^{+} \rightarrow[0,1]$. By definition, for all infinite paths $\rho \in Q^{\omega}$, the superior limit w.r.t. $v$ of $\rho$ is greater then or equal to the inferior limit w.r.t. $v$ of $\rho$ : $\limsup _{v}(\rho) \geq \liminf _{v}(\rho)$. Hence, the expected value of the superior limit limsup ${ }_{v}$ is greater than or equal to the the expected value of the inferior limit $\liminf _{v}$. Without any assumption on $v$, the difference between these expected values may be equal to 1 : that is it could be that almost-surely, the superior limit of
an infinite path is equal to 1 while the inferior limit is almost-surely equal to 0 . The goal of this subsection is to show that, under a specific condition on $v$, the difference between the superior and inferior limit is null. More specifically, we show that if the expected value of the valuation $v$ does not decrease in any single step, then the superior and inferior limits are equal almost-surely.

Let us define formally the notion of non-decreasing valuation.
Definition 2.3 (Non-decreasing valuation in stochastic trees). Consider a stochastic tree $\mathcal{T}=\langle Q, \mathbb{P}\rangle$, a finite path $\pi \in Q^{+}$and a valuation $v: Q^{*} \rightarrow[0,1]$. It is non-decreasing from $\pi$ if, for all $\rho \in Q^{*}$, we have:

$$
v(\rho) \leq \sum_{q \in Q} \mathbb{P}_{\pi \cdot \rho}(q) \cdot v(\rho \cdot q)
$$

Moreover, a valuation $v: Q^{+} \rightarrow[0,1]$ is said to be non-decreasing if, for all $q \in Q$, the valuation $v^{q}: Q^{*} \rightarrow[0,1]$ is non-decreasing from $q$.
Remark 2.2. By definition, if a valuation is non-decreasing from some finite path $\pi \in Q^{+}$, then for all $\rho \in Q^{*}$, the valuation $v^{\rho}$ is also non-decreasing from $\pi \cdot \rho$.

With a non-decreasing valuation, infinite paths have a limit (i.e. the inferior equals the superior limit) almost-surely, as stated below.
Proposition 2.6. Consider a stochastic tree $\mathcal{T}$ and a valuation $v: Q^{*} \rightarrow$ $[0,1]$ non-decreasing from some $\pi \in Q^{+}$. Then, we have $\mathbb{P}_{\pi}\left(\liminf _{v}<\limsup _{v}\right)=$ 0

Before proving this proposition, let us first show two intermediate results.
Lemma 2.7. Consider a stochastic tree $\mathcal{T}$ and a valuation $v: Q^{*} \rightarrow[0,1]$ non-decreasing from some $\pi \in Q^{+}$. Then, for all $i \in \mathbb{N}$, we have: $v(\epsilon) \leq$ $\sum_{\rho \in Q^{i}} \mathbb{P}_{\pi}(\rho) \cdot v(\rho)$.

Proof. We show this property by induction on $i$. This straightforwardly holds for $i=0$. Assume now that this property holds for some $i \in \mathbb{N}$. We have:

$$
\begin{aligned}
\sum_{\rho \in Q^{i+1}} \mathbb{P}_{\pi}(\rho) \cdot v(\rho) & =\sum_{\rho \in Q^{i}} \sum_{q \in Q} \mathbb{P}_{\pi}(\rho) \cdot \mathbb{P}_{\pi \cdot \rho}(q) \cdot v(\cdot \rho \cdot q) \\
& =\sum_{\rho \in Q^{i}} \mathbb{P}_{\pi}(\rho) \cdot \sum_{q \in Q} \mathbb{P}_{\pi \cdot \rho}(q) \cdot v(\rho \cdot q) \\
& =\sum_{\rho \in Q^{i}} \mathbb{P}_{\pi}(\rho) \cdot v(\rho) \geq v(\epsilon)
\end{aligned}
$$

Hence, the property holds for all $i \in \mathbb{N}$.
Lemma 2.8. Consider a stochastic tree $\mathcal{T}$, a valuation $v: Q^{*} \rightarrow[0,1]$ nondecreasing from some $\pi \in Q^{+}$. Let $u:=v(\epsilon)$ and let $0 \leq u^{\prime}<u$ be a value less
than $u$ and $E:=\left\{\rho \in Q^{*} \mid v(\rho) \leq u^{\prime}\right\}$ be the set of finite paths whose values w.r.t. the valuation $v$ are less than or equal to $u^{\prime}$. Then, $\mathbb{P}_{\pi}[E] \leq \frac{1-u}{1-u^{\prime}}<1$.

Proof. First, note that $\epsilon \notin E$. Let $A:=\cup_{\rho \in E} \rho \cdot Q^{*}$ and $B:=Q^{*} \backslash A$. Consider the set $D \subseteq E$ of finite sequences of states in $E$ with no strict prefix in $E$. This set ensures that:

- $A=\cup_{\rho \in D} \rho \cdot Q^{*} ;$
- for all $\rho, \rho^{\prime} \in D$, we have $\rho \cdot Q^{*} \cap \rho^{\prime} \cdot Q^{*}=\emptyset$.

Now, let us define a new valuation $w: Q^{*} \rightarrow[0,1]$ such that, for all $\rho \in Q^{*}$ :

$$
w(\rho):= \begin{cases}v(\rho) & \text { if } \rho \in B \\ v\left(\rho^{\prime}\right) & \text { if } \rho \in \rho^{\prime} \cdot Q^{*} \text { for some } \rho^{\prime} \in D\end{cases}
$$

Let us show that the valuation $w$ is non-decreasing from $\pi$. Consider $\rho \in Q^{*}$. If $\rho \in B$, then we have $w(\rho)=v(\rho)$ and for all $q \in Q, w(\rho \cdot q)=v(\rho \cdot q)$. Hence, we do have $w(\rho) \leq \sum_{q \in Q} \mathbb{P}_{\pi \cdot \rho}(q) \cdot w(\rho \cdot q)$ since $v$ is non-decreasing from $\pi$. Furthermore, if $\rho \in \rho^{\prime} \cdot Q^{*}$ for some $\rho^{\prime} \in D$, then $w(\rho)=v\left(\rho^{\prime}\right)$ and for all $q \in Q$, we have $w(\rho \cdot q)=v\left(\rho^{\prime}\right)=w(\rho)$. Hence, we have $w(\rho)=\sum_{q \in Q} \mathbb{P}_{\pi \cdot \rho}(q) \cdot w(\rho \cdot q)$. Overall, the valuation $w$ is non-decreasing from $\pi$.

Consider now some $n \in \mathbb{N}$. For all $\rho^{\prime} \in D \cap Q^{\leq n}$, we have $\mathbb{P}_{\pi}\left(\rho^{\prime}\right)=$ $\sum_{\rho \in \rho^{\prime} \cdot Q^{*} \cap Q^{n}} \mathbb{P}_{\pi}(\rho)$. Hence, by applying Lemma 2.7, since $w$ is non-decreasing from $\pi$ :

$$
\begin{aligned}
u=w(\epsilon) & \leq \sum_{\rho \in Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot w(\rho)=\sum_{\rho \in A \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot w(\rho)+\sum_{\rho \in B \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot w(\rho) \\
& =\sum_{\rho^{\prime} \in D \cap Q \leq n} \sum_{\rho \in \rho^{\prime} \cdot Q^{*} \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot w(\rho)+\sum_{\rho \in B \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot w(\rho) \\
& =\sum_{\rho^{\prime} \in D \cap Q \leq n} \sum_{\rho \in \rho^{\prime} \cdot Q^{*} \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot v\left(\rho^{\prime}\right)+\sum_{\rho \in B \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot v(\rho) \\
& =\sum_{\rho^{\prime} \in D \cap Q \leq n} \mathbb{P}_{\pi}\left(\rho^{\prime}\right) \cdot v\left(\rho^{\prime}\right)+\sum_{\rho \in B \cap Q^{n}} \mathbb{P}_{\pi}(\rho) \cdot v(\rho) \\
& \leq \sum_{\rho^{\prime} \in D \cap Q \leq n} \mathbb{P}_{\pi}\left(\rho^{\prime}\right) \cdot u^{\prime}+\sum_{\pi^{\prime} \in B \cap Q^{n}} \mathbb{P}_{\pi}\left(\pi^{\prime}\right) \\
& =\mathbb{P}_{\pi}\left[D \cap Q^{\leq n}\right] \cdot u^{\prime}+1-\mathbb{P}_{\pi}\left[D \cap Q^{\leq n}\right]
\end{aligned}
$$

Hence, denoting $p_{n}:=\mathbb{P}_{\pi}\left[Q^{\leq n} \cap D\right]$, we obtain: $u \leq p_{n} \cdot u^{\prime}+1-p_{n}$. That is, $p_{n} \leq \frac{1-u}{1-u^{\prime}}<1$. Since this holds for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty} p_{n}=\mathbb{P}_{\pi}\left[Q^{*} \cap D\right]=$ $\mathbb{P}_{\pi}[D]=\mathbb{P}_{\pi}[E]$ by continuity of $\mathbb{P}$ and since $\mathbb{P}_{\pi}[E]=\mathbb{P}_{\pi}\left[\cup_{\rho \in E} \mathrm{Cyl}(\rho)\right]$, we get $\mathbb{P}_{\pi}[E] \leq \frac{1-u}{1-u^{\prime}}$.

We can now proceed to the proof of Proposition 2.6.

Proof. Let $p, q \in \mathbb{Q} \cap[0,1]$ be such that $q<p$. Let $d:=p-q>0$ and $p^{\prime}:=p-\frac{d}{4}$ and $q^{\prime}:=q+\frac{d}{4}$. Finally, let $x:=\frac{1-p^{\prime}}{1-q^{\prime}}<1$. Let $V_{\geq p^{\prime}}:=\left\{\rho \in Q^{*} \mid v(\rho) \geq p^{\prime}\right\}$ and $V_{\leq q^{\prime}}:=\left\{\rho \in Q^{*} \mid v(\rho) \leq q^{\prime}\right\}$. Now, we have:

$$
\left\{p \leq \limsup _{v}\right\} \cap\left\{\liminf _{v} \leq q\right\} \subseteq \bigcap_{k \in \mathbb{N}}\left(V_{\geq p^{\prime}} \cdot V_{\leq q^{\prime}}\right)^{k}
$$

By Lemma 2.8 and Remark 2.2, for all finite paths $\rho \in V_{\geq p^{\prime}}$, we have $\mathbb{P}_{\rho}\left[V_{\leq q^{\prime}}\right] \leq$ $\frac{1-v(\rho)}{1-q^{\prime}} \leq x$. Hence, $\mathbb{P}_{\pi}\left[V_{\geq p^{\prime}} \cdot V_{\leq q^{\prime}}\right] \leq x$. It follows that, for all $k \in \mathbb{N}$, we have $\mathbb{P}_{\pi}\left[\left(V_{\geq p^{\prime}} \cdot V_{\leq q^{\prime}}\right)^{k}\right] \leq x^{k}$. Since $x<1$, we have $\mathbb{P}_{\pi}\left[\cap_{k \in \mathbb{N}}\left(V_{\geq p^{\prime}} \cdot V_{\leq q^{\prime}}\right)^{k}\right]=\lim _{k \in \mathbb{N}} x^{k}=$ 0 . It follows that $\mathbb{P}\left[\left\{p \leq \limsup _{v}\right\} \cap\left\{\liminf _{v} \leq q\right\}\right]=0$. As this holds for all $p, q \in \mathbb{Q} \cap[0,1]$ such that $q<p$, it follows that $\mathbb{P}_{\pi}\left[\liminf _{v}<\limsup _{v}\right]=0$.

### 2.3.2 . Expected value of the superior limit

In this subsection, we focus on non-decreasing valuations. We show that for such valuations, the expected value of the superior limit (which is almostsurely equal to inferior limit, recall Proposition 2.6 above) is at least the value of the starting state.
Proposition 2.9. Consider a stochastic tree $\mathcal{T}$ and a valuation $v: Q^{*} \rightarrow[0,1]$ non-decreasing from some $\pi \in Q^{+}$. Then:

$$
v(\epsilon) \leq \mathbb{E}_{\pi}\left[\limsup _{v}\right]=\mathbb{E}_{\pi}\left[\liminf _{v}\right]
$$

In fact, to prove Theorem 2.3, we will only use the inequality. However, we have also stated the equality so that Proposition 2.9 implies straightforwardly Proposition 2.6 (though we use Proposition 2.6 to prove Proposition 2.9) since $\liminf _{v} \leq \limsup _{v}$.

Proof. First, the equality is a direct consequence of Proposition 2.6. Then, we let $\mathbb{P}:=\mathbb{P}_{\pi}, \mathbb{E}:=\mathbb{E}_{\pi}, \mathrm{I}_{\text {sup }}:=\limsup _{v}$ and $\mathrm{I}_{\text {inf }}:=\liminf _{v}$. For all $j \in \mathbb{N}$ and subsets $I \subseteq \mathbb{R}$, we denote by $V(j, I)$ the open set

$$
V(j, I):=\bigcup_{\substack{\rho \in \mathcal{J}^{j} \\ v(\rho) \in I}} \operatorname{Cyl}(\rho)
$$

of paths whose $j$-th value is in the interval $I$.
For all $n \in \mathbb{N}$, we consider the function $f_{n}: Q^{\omega} \rightarrow[0,1]$ such that, for all $\rho \in Q^{\omega}$, we have:

$$
f_{n}(\rho):=\frac{\left\lfloor 2^{n} \cdot I_{\text {sup }}(\rho)\right\rfloor}{2^{n}} \in\left\{\left.\frac{i}{2^{n}} \right\rvert\, 0 \leq i \leq 2^{n}\right\}
$$

where $\lfloor\cdot\rfloor: \mathbb{R} \rightarrow \mathbb{Z}$ is the floor function, that is, for all $x \in \mathbb{R}$, we have $\lfloor x\rfloor \leq x<\lfloor x\rfloor+1$. For all $n \in \mathbb{N}$, we have that $f_{n}$ is a step function (recall Definition 1.2), $f_{n} \leq\left.\right|_{\text {sup }}$ and therefore $\mathbb{E}\left[f_{n}\right] \leq \mathbb{E}\left[l_{\text {sup }}\right]$.

Now, let $\varepsilon>0$. Consider some $n \in \mathbb{N}$ such that

$$
\begin{equation*}
\frac{2}{2^{n}} \leq \varepsilon \tag{2.1}
\end{equation*}
$$

For all $a \leq b$, let $L_{a, b}:=\left\{a \leq \mathrm{I}_{\text {inf }}\right\} \cap\left\{\mathrm{I}_{\text {sup }}<b\right\}$. Consider some $0 \leq i \leq 2^{n}-1$. We have $\mathbb{P}\left(L_{\frac{i+1}{2^{n}}-\delta, \frac{i+n}{2^{n}}}\right) \rightarrow_{\delta \rightarrow 0} 0$. This allows us to consider a $0<\delta_{i}<\frac{1}{4 \cdot 2^{n}}$ such that $\mathbb{P}\left(L_{\frac{i+1}{2^{n}}-\delta_{i}, \frac{i+1}{2^{n}}}\right)<\frac{1}{2^{n+1}\left(2^{n}+1\right)^{2}}$. We set $\delta:=\min _{0 \leq i \leq 2^{n}-1} \delta_{i}>0$ and for all $0 \leq i \leq 2^{n}-1$, we let $L_{i}:=L_{\frac{i}{2^{n}}, \frac{i+1}{2^{n}}}$ and $L_{i}^{\prime}:=L_{\frac{i}{2^{n}}, \frac{i+1}{2^{n}}-\delta}$. In addition, $L_{2^{n}}^{\prime}:=L_{2^{n}}:=\left\{I_{\text {sup }}=1\right\}$. These definitions are illustrated in Figure 2.1. With these choices, we have, for all $0 \leq i \leq 2^{n}$ :

$$
\begin{equation*}
\mathbb{P}\left(L_{i}\right) \leq \mathbb{P}\left(L_{i}^{\prime}\right)+\frac{1}{2^{n+1}\left(2^{n}+1\right)^{2}} \tag{2.2}
\end{equation*}
$$

Furthermore:

$$
Q^{\omega}=\bigcup_{i=0}^{2^{n}-1}\left(\left\{\frac{i}{2^{n}} \leq \mathrm{I}_{\text {sup }}\right\} \cap\left\{\mathrm{I}_{\text {sup }}<\frac{i+1}{2^{n}}\right\}\right) \cup\left\{\mathrm{I}_{\text {sup }}=1\right\}
$$

Hence, since by Proposition 2.6, almost-surely the superior and inferior limits coincide, we have:
$1=\mathbb{P}\left(Q^{\omega}\right)=\sum_{i=0}^{2^{n}-1} \mathbb{P}\left(\left\{\frac{i}{2^{n}} \leq\left.\right|_{\text {inf }}\right\} \cap\left\{\left.\right|_{\text {sup }}<\frac{i+1}{2^{n}}\right\}\right)+\mathbb{P}\left(\left\{\left.\right|_{\text {sup }}=1\right\}\right)=\sum_{i=0}^{2^{n}} \mathbb{P}\left(L_{i}\right)$
We obtain:

$$
\begin{equation*}
\sum_{i=0}^{2^{n}} \mathbb{P}\left(L_{i}\right)=1 \tag{2.3}
\end{equation*}
$$

Finally, for all $1 \leq i \leq 2^{n}-1$, we consider the subsets $J_{i}:=\left[\frac{i}{2^{n}}-\frac{\delta}{2}, \frac{i+1}{2^{n}}-\frac{\delta}{2}[\right.$, $J_{0}:=\left[0, \frac{1}{2^{n}}-\frac{\delta}{2}\left[\right.\right.$, and $J_{2^{n}}:=\left[1-\frac{\delta}{2}, 1\right]$. These definitions are also illustrated in Figure 2.1. With these choices, the $J_{i}$ form a partition of the set $[0,1]$, i.e:

$$
\begin{equation*}
[0,1]=\biguplus_{i=0}^{2^{n}} J_{i} \tag{2.4}
\end{equation*}
$$

Let $0 \leq i \leq 2^{n}$. By definition of the inferior and superior limits, we have:

$$
L_{i}^{\prime} \subseteq \bigcup_{l \in \mathbb{N}} \bigcap_{k \geq l} V\left(k, J_{i}\right)
$$

Hence: $\mathbb{P}\left(L_{i}^{\prime}\right)=\mathbb{P}\left(L_{i}^{\prime} \cap \bigcup_{l \in \mathbb{N}} \bigcap_{k \geq l} V\left(k, J_{i}\right)\right)=\lim _{l \rightarrow \infty} \mathbb{P}\left(L_{i}^{\prime} \cap \bigcap_{k \geq l} V\left(k, J_{i}\right)\right)$ by monotone continuity of the probability. Let us consider some $l_{i} \in \mathbb{N}$ such that: $\mathbb{P}\left(L_{i}^{\prime} \cap \bigcap_{k \geq l_{i}} V\left(k, J_{i}\right)\right) \geq \mathbb{P}\left(L_{i}^{\prime}\right)-\frac{1}{2^{2 n+1}\left(2^{n}+1\right)}$. Now, let $l:=\max _{0 \leq i \leq 2^{n}} l_{i}$. It follows that, for all $0 \leq i \leq 2^{n}$ :

$$
\begin{equation*}
\mathbb{P}\left(V\left(l, J_{i}\right)\right) \geq \mathbb{P}\left(L_{i}^{\prime} \cap \bigcap_{k \geq l_{i}} V\left(k, J_{i}\right)\right) \geq \mathbb{P}\left(L_{i}^{\prime}\right)-\frac{1}{2^{2 n+1}\left(2^{n}+1\right)} \tag{2.5}
\end{equation*}
$$



Figure 2.1: An illustration of the definitions of $L_{i}, L_{i}^{\prime}$ and $J_{i}$ from the proof of Proposition 2.9 in the case where $n=2$.

Let $0 \leq i \leq 2^{n}$. We want to establish the following upper bound on $\mathbb{P}\left(V\left(l, J_{i}\right)\right)$ :

$$
\begin{equation*}
\mathbb{P}\left(V\left(l, J_{i}\right)\right) \leq \mathbb{P}\left(L_{i}^{\prime}\right)+\frac{1}{2^{n}\left(2^{n}+1\right)} \tag{2.6}
\end{equation*}
$$

We have:

$$
\begin{align*}
1 & =\sum_{j=0}^{2^{n}} \mathbb{P}\left(L_{j}\right) & & \text { by Equation (2.3) }  \tag{2.3}\\
& \leq \sum_{j=0}^{2^{n}}\left(\mathbb{P}\left(L_{j}^{\prime}\right)+\frac{1}{2^{n+1}\left(2^{n}+1\right)^{2}}\right)=\sum_{j=0}^{2^{n}} \mathbb{P}\left(L_{j}^{\prime}\right)+\frac{1}{2^{n+1}\left(2^{n}+1\right)} & & \text { by Equation (2.2) }  \tag{2.2}\\
& \leq \mathbb{P}\left(L_{i}^{\prime}\right)+\sum_{j=0, j \neq i}^{2^{n}}\left(\mathbb{P}\left(V\left(l, J_{j}\right)\right)+\frac{1}{2^{2 n+1}\left(2^{n}+1\right)}\right)+\frac{1}{2^{n+1}\left(2^{n}+1\right)} & & \text { by Equation }(2.5) \\
& \leq \mathbb{P}\left(L_{i}^{\prime}\right)+\sum_{j=0, j \neq i}^{2^{n}} \mathbb{P}\left(V\left(l, J_{j}\right)\right)+\frac{1}{2^{n}\left(2^{n}+1\right)} & & \\
& =\mathbb{P}\left(L_{i}^{\prime}\right)+\left(1-\mathbb{P}\left(V\left(l, J_{i}\right)\right)\right)+\frac{1}{2^{n}\left(2^{n}+1\right)} & & \text { by Equation }(2.4)
\end{align*}
$$

Overall, we do obtain Equation 2.6. Hence, denoting $V_{l}:=v\left[Q^{l}\right] \subseteq[0,1]$, by

Lemma 2.7 for the first equality, we have:

$$
\begin{array}{rlr}
v(\epsilon) & \leq \sum_{\rho \in Q^{l}} \mathbb{P}(\rho) \cdot v(\rho)=\sum_{i=0}^{2^{n}} \sum_{x \in J_{i} \cap V_{l}} \mathbb{P}(V(l,\{x\})) \cdot x & \text { by Equation }(2.4) \\
& \leq \sum_{i=0}^{2^{n}} \sum_{x \in J_{i} \cap V_{l}} \mathbb{P}(V(l,\{x\})) \cdot\left(\frac{i+1}{2^{n}}\right) & \\
& =\sum_{i=0}^{2^{n}} \mathbb{P}\left(V\left(l, J_{i}\right)\right) \cdot\left(\frac{i+1}{2^{n}}\right) & \text { by definition of } J_{i} \\
& =\sum_{i=0}^{2^{n}} \mathbb{P}\left(V\left(l, J_{i}\right)\right) \cdot \frac{i}{2^{n}}+\frac{1}{2^{n}} & \\
& \leq \sum_{i=0}^{2^{n}}\left(\mathbb{P}\left(L_{i}^{\prime}\right)+\frac{1}{2^{n}\left(2^{n}+1\right)}\right) \cdot \frac{i}{2^{n}}+\frac{1}{2^{n}} & \\
& \leq \sum_{i=0}^{2^{n}} \mathbb{P}\left(L_{i}^{\prime}\right) \cdot \frac{i}{2^{n}}+\sum_{i=0}^{2^{n}} \frac{1}{2^{n}\left(2^{n}+1\right)}+\frac{1}{2^{n}} & \text { by Equation (2.4) } \\
& \leq \sum_{i=0}^{2^{n}} \mathbb{P}\left(L_{i}\right) \cdot \frac{i}{2^{n}}+\frac{2}{2^{n}} & \text { sy Equation (2.6) } \\
& =\sum_{i=0}^{2^{n}} \mathbb{P}\left(f_{n}^{-1}\left[\left\{\frac{i}{2^{n}}\right\}\right]\right) \cdot \frac{i}{2^{n}}+\frac{2}{2^{n}} & \text { since } L_{i}^{\prime} \subseteq L_{i} \\
& =\mathbb{E}\left[f_{n}\right]+\frac{2}{2^{n}} \leq \mathbb{E}\left[l_{\text {sup }}\right]+\varepsilon &
\end{array}
$$

As this holds for all positive $\varepsilon>0$, it follows that $v(\epsilon) \leq \mathbb{E}\left[I_{\text {sup }}\right]$.

### 2.4 The proof

This section is devoted to the proof of Theorem 2.3. The first step we take is to define non-decreasing valuations in concurrent games and to link them to non-decreasing valuations in stochastic trees so that we can use the results of the previous Section 2.3.

In concurrent arenas, we consider valuations of the finite sequences of states. Such valuations induce games in normal forms after each finite sequence of states. The notion of being non-decreasing (or non-increasing) can be defined with respect to different conditions. Specifically, a valuation is nondecreasing w.r.t. Player A if, after each finite sequence of states $\rho \in Q^{*}$, the value w.r.t. Player $A$ of the game in normal form induced by the valuation after $\rho$ is at least $v(\rho)$. We could also define non-decreasing valuation w.r.t. to a Player-B strategy. Symmetrically, we define the notion of non-increasing valuation w.r.t. Player B or a Player-A strategy. Before considering the formal definitions of non-decreasing and non-increasing valuations, let us define
below the notion of guard, that is w.r.t. what we consider the values of local interactions.

Definition 2.4 (Guard). Consider an arbitrary concurrent arena $\mathcal{C}$. We let Guard $_{\mathcal{C}}:=$ Guard $_{\mathcal{C}}^{\mathrm{A}} \uplus$ Guard $_{\mathcal{C}}^{\mathrm{B}}$ where Guard $_{\mathcal{C}}^{\mathrm{A}}$ is the set of Player-A guards with Guard $_{\mathcal{C}}^{A}:=\{\mathrm{A}\} \cup S_{B}^{\mathcal{C}}$ and Guard $_{\mathcal{C}}^{B}$ is the set of Player-B guards with Guard ${ }_{\mathcal{C}}^{B}:=$ $\{B\} \cup S_{A}^{\mathcal{C}}$. Furthermore, for all $\mathrm{gd} \in \operatorname{Guard}_{\mathcal{C}}$, we let $\operatorname{Opnt}(\mathrm{gd})$ be the set of strategies to be considered for the opponent with guard gd. That is:

$$
\operatorname{Opnt}(\mathrm{gd}):= \begin{cases}S_{B}^{\mathcal{C}} & \text { if } \mathrm{gd}=\mathrm{A} \\ \mathrm{~S}_{\mathrm{A}}^{\mathcal{C}} & \text { if } \mathrm{gd}=\mathrm{B} \\ \{\mathrm{~s}\} & \text { if } \mathrm{gd}=\mathrm{s} \in \mathrm{~S}_{\mathrm{A}}^{\mathcal{C}} \cup S_{B}^{\mathcal{C}}\end{cases}
$$

Finally, for all $\mathrm{gd} \in \mathrm{Guard}_{\mathcal{C}}$ and $\pi \in Q^{+}$, we let $\operatorname{gd}(\pi):=\operatorname{gd}$ if $\mathrm{gd} \in\{\mathrm{A}, \mathrm{B}\}$ and $\operatorname{gd}(\pi):=\mathrm{s}_{\mathrm{A}}(\pi)$ if $\mathrm{gd}=\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ and $\operatorname{gd}(\pi):=\mathrm{s}_{\mathrm{B}}(\pi)$ if $\mathrm{gd}=\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$.
Remark 2.3. A quick remark on the terminologies Player-A guard and Player-B guard. A Player-A guard gd $\in$ Guard $_{\mathcal{C}}$ tells what is the game that Player-A is playing. If $\mathrm{gd}=\mathrm{A}$, then Player A tries to maximize the expected value of the payoff function $f$ against all Player- B strategies (that is against all strategies in $\operatorname{Opnt}(A)=S_{B}^{\mathcal{C}}$ ), whereas if $g d=s_{B} \in S_{B}^{\mathcal{C}}$, Player A tries to maximize the expected value of the payoff function against the Player-B strategy $\mathrm{s}_{\mathrm{B}}$ (that is against all strategies in $\operatorname{Opnt}\left(\mathrm{s}_{\mathrm{B}}\right)=\left\{\mathrm{s}_{\mathrm{B}}\right\}$ ). The situation is similar at the local level, with game forms.

In the following, in Page 84, we will informally motivate why we use guards, but we first need to define important objects.

We define formally the notions of non-decreasing and non-increasing valuations w.r.t. guards.
Definition 2.5 (Non-decreasing valuation in concurrent arenas). Consider a concurrent arena $\mathcal{C}$ and a valuation $v: Q^{+} \rightarrow[0,1]$. For all $\rho \in Q^{+}$, we denote by $v^{\rho}: Q \rightarrow[0,1]$ the valuation such that, for all $q \in Q, v^{\rho}(q):=v(\rho \cdot q) \in[0,1]$.

Consider a Player-A guard gd $\in$ Guard $\mathcal{C}$. We say that the valuation $v$ : $Q^{+} \rightarrow[0,1]$ is non-decreasing w.r.t. gd if, for all $\rho \in Q^{+}$, we have $v(\rho) \leq$ $\operatorname{val}\left[\left\langle\mathcal{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right\rangle[\operatorname{gd}(\rho)]$.

Symmetrically, for all Player-B guards gd $\in$ Guard $_{\mathcal{C}}^{\mathrm{B}}$, we say that the valuation $v: Q^{+} \rightarrow[0,1]$ is non-increasing w.r.t. gd if, for all $\rho \in Q^{+}$, we have $v(\rho) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\text {lt }}\right), v^{\rho}\right\rangle\right][\operatorname{gd}(\rho)]$.

We can now define what it means for a strategy to be dominating a valuation w.r.t. a guard.

Definition 2.6 (Dominating a valuation). Consider a concurrent arena $\mathcal{C}$ and a Player-A guard gd $\in$ Guard $_{C}^{A}$. A Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominates a valuation
$v: Q^{+} \rightarrow[0,1]$ w.r.t. gd if, for all $\rho \in Q^{+}$, we have:

$$
\begin{array}{ll}
v(\rho) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\pi_{\mid \mathrm{t}}\right), v^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) & \text { if } \mathrm{gd}=\mathrm{A} \\
v(\rho) \leq \operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) & \text { if } \operatorname{gd}=\mathrm{s}_{\mathrm{B}} \in \mathrm{~S}_{\mathrm{B}}^{\mathcal{C}}
\end{array}
$$

In particular, the valuation $v$ is non-decreasing w.r.t. guard gd. This is defined symmetrically for Player B.

It fact, in a concurrent arena, when a Player-A strategy dominates a valuation $v$, in stochastic trees that can be induced by this strategy, the valuation $v$ is non-decreasing. This is stated in the lemma below.

Lemma 2.10. Consider an arbitrary concurrent arena $\mathcal{C}$. Let $\operatorname{gd} \in$ Guard $_{\mathcal{C}}^{A}$ be a Player-A guard and $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ be a Player-A strategy dominating a valuation $v: Q^{+} \rightarrow[0,1]$ w.r.t. gd. For all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \operatorname{Opnt}(\mathrm{gd})$, the valuation $v$ is non-decreasing in the induced stochastic tree $\mathcal{T}_{\mathcal{C}}^{s_{A}, s_{B}}$.

Symmetrically, let gd $\in$ Guard $_{\mathcal{C}}^{B}$ be a Player-B guard and $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ be a Player-B strategy dominating a valuation $v: Q^{+} \rightarrow[0,1]$ w.r.t. gd. For all Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \operatorname{Opnt}(\mathrm{gd})$, the valuation $v$ is non-increasing in the induced stochastic tree $\mathcal{T}_{\mathcal{C}}^{5_{A}, s_{B}}$.

Proof. We prove the result for Player A, the case of Player B being symmetrical. Let us denote $\mathbb{P}_{\mathcal{C}}^{S_{A},,_{B}}$ by $\mathbb{P}$. Let $q \in Q$ and $\rho \in Q^{*}$. Then, we have, by Lemma 1.10 (linearity games in normal form) and by Definition 1.29 of $\mathbb{P}$ :

$$
\begin{aligned}
\sum_{q^{\prime} \in Q} \mathbb{P}_{q \cdot \rho}\left(q^{\prime}\right) \cdot v^{q}\left(\rho \cdot q^{\prime}\right) & =\sum_{q^{\prime} \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\rho_{\mathrm{It}}\right), q^{\prime}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q \cdot \rho), \mathrm{s}_{\mathrm{B}}(q \cdot \rho)\right) \cdot v^{q}\left(\rho \cdot q^{\prime}\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{q \cdot \rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q \cdot \rho), \mathrm{s}_{\mathrm{B}}(q \cdot \rho)\right) \\
& \left(\geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{q \cdot \rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q \cdot \rho)\right)\right) \\
& \geq v^{q}(\rho)
\end{aligned}
$$

Recall that $q^{\prime}$ may be seen as a distribution in $\mathcal{D}(Q)$ that maps $q^{\prime}$ to 1 . Furthermore, the last inequality comes from the fact that the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$ w.r.t. gd (the inequality in parenthesis may be read if $\mathrm{gd}=\mathrm{A}$ ). Hence $v$ is non-decreasing (recall Definition 2.3) in $\mathcal{T}^{\mathrm{S}_{A}, \mathrm{~S}_{B}}$.

However, given a Player-A guard gd $\in \operatorname{Guard}_{\mathcal{C}}^{A}$, for a valuation $v$ nondecreasing w.r.t. gd in an arena, there does not always exist a Player-A strategy dominating $v$ w.r.t. gd. This is due to the fact that the local interactions in that arena may not be maximizable. However, for all positive $\varepsilon>0$, the valuation $v$ can be modified into an " $\varepsilon$-close" valuation for which there is a Player-A dominating strategy $\mathrm{s}_{\mathrm{A}}$. Furthermore, if the valuation $v$ is $(\mathrm{U}, m)$ uniform for a uniformizing pair $(\mathrm{U}, m)$, then the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ can also be chosen ( $\mathbf{U}, m$ )-uniform. This is formally stated below.

Lemma 2.11 (Proof 2.7.3). Consider an arbitrary concurrent arena $\mathcal{C}$ supremized w.r.t. Player A by a collection $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$ of sets of GF-strategies. Consider a Player-A guard gd $\in$ Guard $_{\mathcal{C}}^{\mathrm{A}}$. Let $v: Q^{+} \rightarrow[0,1]$ be a valuation non-decreasing w.r.t. gd that is $(\mathrm{U}, m)$-uniform for a uniformizing pair $(\mathrm{U}, m)$. Let $\varepsilon>0$ be a positive real. Then, the valuation $v_{\varepsilon}: Q^{+} \rightarrow[0,1]$ such that, for all $\rho \in Q^{+}$, we have $v_{\varepsilon}(\rho):=\max \left(v(\rho)-\frac{\varepsilon}{2|\rho|-1}, 0\right)$ is such that:

1. $v-\varepsilon \leq v_{\varepsilon} \leq v$;
2. it is ( $\mathrm{U}, m$ )-uniform;
3. there is a Player-A $(\mathrm{U}, m)$-uniform strategy $\mathrm{s}_{\mathrm{A}}$ generated by $\left(S_{q}^{\mathrm{A}}\right)_{q \in Q}$ dominating w.r.t. gd the valuation $v_{\varepsilon}$.

This is symmetrical for Player B and a non-increasing valuation.
2.4.1 . Winning valuations and $\varepsilon$-optimal strategies

There are two main ideas in the proof of Theorem 2.3. The first idea is the following. Consider Proposition 2.9. It states that in a stochastic tree with a non-decreasing valuation, the value of a finite path is less than or equal to the expected value of the (superior) limit of this valuation from that path. In a game $\mathcal{G}$ from a state $q_{0}$ and for a value $\alpha \in[0,1]$, consider a valuation $v: Q^{+} \rightarrow[0,1]$ ensuring the following: 1$)$ it is non-decreasing w.r.t the guard A in the arena $\mathcal{C}, 2) v\left(q_{0}\right)=\alpha$ and 3) the superior limit w.r.t. $v$ of all infinite paths, from $q_{0}$, is less than or equal to their values w.r.t. the payoff function $f$. Then, assume that there is a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominating this valuation. For all Player- $B$ strategies $s_{B} \in S_{B}^{\mathcal{C}}$, from $q_{0}$, in the stochastic tree $\mathcal{T}_{\mathcal{C}}^{s_{A}, s_{B}}$ induced by game $\mathcal{G}$ by $\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}$, the expected value of the (superior) limit of $v$ is less than or equal to the expected value of $f$, by 3 ). Furthermore, Proposition 2.9 and 1 ) ensure that the value of $q_{0}$ w.r.t. the valuation $v$-i.e. $v\left(q_{0}\right)=\alpha$, by 2 ) - is less than or equal to expected value of the (superior) limit of $v$. Overall, the value of such a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominating the valuation $v$ would be at least $\alpha$ (from $q_{0}$ ). We will call such a valuation $v$ a winning valuation (for Player A) w.r.t. $\left(q_{0}, \alpha\right)$. Note that it can be defined symmetrically for Player B. Such winning valuations are defined below in Definition 2.7.
Definition 2.7 (Winning valuations). Consider a concurrent game $\mathcal{G}=$ $\langle\mathcal{C}, f\rangle$, a starting state $q_{0}$ and a value $\alpha \in[0,1]$. Let $g d \in$ Guard $_{\mathcal{C}}^{A}$ be a Player-A guard (resp. gd $\in \operatorname{Guard}_{\mathcal{C}}^{\mathrm{B}}$ be a Player-B guard). A valuation $v: Q^{+} \rightarrow[0,1]$ is winning w.r.t. $\left(q_{0}, \alpha\right)$ and gd for Player A (resp. B) if:

- $v\left(q_{0}\right)=\alpha$ and $v$ is non-decreasing (resp. non-increasing) w.r.t. gd;
- for all paths $\rho \in q_{0} \cdot Q^{\omega}$, we have limsup ${ }_{i} v\left(\rho_{\leq i}\right) \leq f_{\mathcal{C}}(\rho)$ $\left(\right.$ resp. $\left.\limsup _{i} v\left(\rho_{\leq i}\right) \geq f_{\mathcal{C}}(\rho)\right)$.

Note that, in the above definition, it is important to use a superior limit for both players instead of a superior limit for Player A and an inferior limit for Player B. We could instead have used an inferior limit for both players, but this would modify the remainder of the chapter. Also, we could have only required that $\alpha \leq v\left(q_{0}\right)$, the interesting properties ensured by winning valuations would still hold. Furthermore, recall that the function $f_{\mathcal{C}}: Q^{\omega} \rightarrow[0,1]$ takes into account the stopping states of the game $\mathcal{G}$, see Definition 1.30.

Lemma 2.12. Consider a concurrent game $\mathcal{G}$ supremized by a collection $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$ of GF-strategies w.r.t. Player A. Consider also a starting state $q_{0} \in Q$ and a value $\alpha \in[0,1]$. Let gd $\in$ Guard $_{\mathcal{C}}^{A}$ be a Player-A guard. Assume that there is a winning valuation $v: Q^{+} \rightarrow[0,1]$ w.r.t. $\left(q_{0}, \alpha\right)$ and gd for Player A that is $(\mathrm{U}, m)$-uniform for a uniformizing pair $(\mathrm{U}, m)$. Then, for all $\varepsilon>0$, Player A has a $(\mathrm{U}, m)$-uniform strategy generated by $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$ whose value against any Player-B strategy in Opnt(gd) is at least $\alpha-\varepsilon$ from $q_{0}$.

This is symmetrical for Player B.
Proof. Let $v: Q^{+} \rightarrow[0,1]$ be such a winning ( $\mathbf{U}, m$ )-uniform valuation w.r.t. $\left(q_{0}, \alpha\right)$ and gd for Player A. Let $\varepsilon>0$. Consider the valuation $v_{\varepsilon}$ from Lemma 2.11. It is non-decreasing w.r.t. gd and such that $v-\varepsilon \leq v_{\varepsilon} \leq v$, hence $\alpha-\varepsilon \leq v\left(q_{0}\right)-\varepsilon \leq v_{\varepsilon}\left(q_{0}\right)$. Furthermore, it ensures that there is a $(\mathrm{U}, m)$-uniform Player-A strategy $\mathbf{s}_{\varepsilon}$ generated by $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$ dominating it w.r.t. gd. Consider now a Player B strategy $\mathrm{s}_{\mathrm{B}} \in \operatorname{Opnt}(\mathrm{gd})$, the stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{\varepsilon}, \mathrm{s}_{\mathrm{B}}}$ induced by both strategies $\mathrm{s}_{\varepsilon}$ and $\mathrm{s}_{\mathrm{B}}$ and the valuation $v_{\varepsilon}: Q^{+} \rightarrow[0,1]$ in that stochastic tree. Since the strategy $\mathrm{s}_{\varepsilon}$ dominates $v_{\varepsilon}$ w.r.t. gd, it follows that the valuation $v_{\varepsilon}$ is non-decreasing in the stochastic tree $\mathcal{T}_{s_{\varepsilon}, s_{B}}^{\mathcal{C}}$ by Lemma 2.10. In particular, it is non-decreasing from $q_{0}$. Hence, by Proposition 2.9, we have $v_{\varepsilon}\left(q_{0}\right)=\left(v_{\varepsilon}\right)^{q_{0}}(\epsilon) \leq \mathbb{E}_{\mathcal{C}, q_{0}}^{\mathbf{S}_{\varepsilon}, \text { S }_{\mathrm{B}}}\left[\limsup _{\left(v_{\varepsilon}\right)^{q_{0}}}\right]$. Since $v_{\varepsilon} \leq v$, it follows that $\limsup _{\left(v_{\varepsilon}\right)^{q_{0}}} \leq \limsup _{v^{q_{0}}}$. Furthermore, by assumption, for all paths $\rho \in q_{0} \cdot Q^{\omega}$, we have $\limsup _{v}(\rho) \leq f_{\mathcal{C}}(\rho)$. It follows that $\mathbb{E}_{\mathcal{C}, q_{0}}^{\mathbf{S}_{\varepsilon}, \mathbf{S}_{\mathrm{B}}}\left[\limsup _{\left(v_{\varepsilon}\right)^{q_{0}}}\right] \leq \mathbb{E}_{\mathcal{C}, q_{0}}^{\mathbf{S}_{\varepsilon}, \mathbf{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q_{0}}\right]$. Overall: $\alpha-\varepsilon \leq \mathbb{E}_{\mathcal{C}, q_{0}}^{\boldsymbol{s}_{\varepsilon}, \mathbf{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q_{0}}\right]$. As this holds for all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in$ Opnt (gd), the ( $\mathrm{U}, m$ )-uniform Player-A strategy $\mathbf{s}_{\varepsilon}$ generated by $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$ has value at least $\alpha-\varepsilon$ from $q_{0}$.

### 2.4.2 . Existence of winning valuations

High level explanations: with valuable local interactions. The question is now why should there exist such winning valuations. This is where the second idea comes into play. Let us first give the intuition in the case where all local interactions are valuable, where the notion of guards is not used. This is very close to the original idea by Martin. The idea is as follows: we are going to define a standard deterministic win/lose turn-based game $\mathcal{G}_{\mathrm{tb}}$ from the concurrent game $\mathcal{G}$ such that the existence of winning strategies in $\mathcal{G}_{\text {tb }}$ relates to the existence of winning valuation in $\mathcal{G}$. The way this game is played is the following: the game starts at state $\left(q_{0}, \alpha_{0}\right)$ with $\alpha_{0} \in[0,1]$, it is Player

A's turn. She has at her disposal any valuation $v_{0}: Q \rightarrow[0,1]$ of the states in $Q$ such that the value of the game in normal form $\left\langle\mathrm{F}\left(q_{0}\right), v_{0}\right\rangle$ is at least $\alpha_{0}$. The idea is that she promises that the value of these states is at least the value she gives to them via the valuation $v_{0}$. Then, Player B responds by choosing a state $q_{1}$. In fact, Player B tries to show that Player A's promise cannot be kept: she tries to reach a state whose value w.r.t. the valuation $v_{0}$ is higher than its actual value. We then visit a new Player-A state $\left(q_{0} \cdot q_{1}, \alpha_{1}\right)$ where $\alpha_{1}:=v_{0}\left(q_{1}\right)$. The process then repeats itself indefinitely: Player A chooses a valuation of the next states, while Player B picks the next state to visit. This induces an infinite path $\left(\left(\pi_{\leq i}, \alpha_{i}\right) \cdot\left(\pi_{\leq i}, v_{i}\right)\right)_{i \in \mathbb{N}}$. Player A wins this win/lose game if the superior limit of the values $\left(\alpha_{i}\right)_{i \in \mathbb{N}}$ is at most the value of the infinite path $\pi \in q_{0} \cdot Q^{\omega}$ w.r.t. the payoff function $f_{\mathcal{C}}$. In other words, Player B loses if she is not able to show that Player A broke her promise, i.e. Player A has not over-estimated the values of the states visited.

The turn-based game $\mathcal{G}_{\mathrm{tb}}$ we have described is deterministic (and the objective is Borel), hence Borel determinacy (i.e. Theorem 2.1) ensures that, for all $u \in[0,1]$, either of the players have a winning strategy in the game $\mathcal{G}_{\mathrm{tb}}$ from the state $\left(q_{0}, u\right)$. Furthermore, the higher $u$ is, the more difficult it is for Player A to win from the state $\left(q_{0}, u\right)$. This means that there is a threshold $\alpha\left(q_{0}\right) \in[0,1]$ such that, for all $u<\alpha\left(q_{0}\right)$, Player A has a winning strategy from the state $\left(q_{0}, u\right)$ whereas, for all $u>\alpha\left(q_{0}\right)$, Player B has a winning strategy from the state $\left(q_{0}, u\right)$. Then, for all $\varepsilon>0$, from a Player-A winning strategy in the game $\mathcal{G}_{\mathrm{tb}}$ from the state $\left(q_{0}, \alpha\left(q_{0}\right)-\varepsilon\right)$ we are able to build a Player-A winning valuation w.r.t. $\left(q_{0}, \alpha\left(q_{0}\right)-\varepsilon\right)$. This is in fact rather straightforward from the definition of the game $\mathcal{G}_{\mathrm{tb}}$, and also because a Player-A strategy in the game $\mathcal{G}_{\text {tb }}$ chooses values for the states. Almost symmetrically, from a Player- B winning strategy in the game $\mathcal{G}_{\mathrm{tb}}$ from the state $\left(q_{0}, \alpha\left(q_{0}\right)+\varepsilon\right)$ we are able to build a Player-B winning valuation w.r.t. $\left(q_{0}, \alpha\left(q_{0}\right)+2 \cdot \varepsilon\right)$. This, however is less direct. This is due to the fact that, contrary to Player-A strategies, Player-B strategies in the game $\mathcal{G}_{\mathrm{tb}}$ do not choose values for the states. This shows that the value of the state $q_{0}$ (in the game $\mathcal{G}$ ) is at least and at most $\alpha\left(q_{0}\right)$, it is therefore equal to the threshold $\alpha\left(q_{0}\right)$.

When local interactions are not valuable: the need for guards. Let us now consider the case where the local interactions are not necessarily valuable. We will now use guards, in particular when considering winning valuations. We are trying to show result (1.a). In that case, the above-described turn-based game $\mathcal{G}_{\mathrm{tb}}$ is not well-defined anymore. Indeed, when considering the valuations $v_{0}: Q \rightarrow[0,1]$ of the states allowed to Player A at a state ( $q_{0}, \alpha_{0}$ ), we can no longer talk about the value of the game in normal form $\left\langle\mathrm{F}\left(q_{0}\right), v_{0}\right\rangle$ since it does not exist, a priori. A possible way to fix this is to consider a new turn-based game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$ in which we consider the Player-A value of the games in normal form. In that new turn-based game, that mimics the game
$\mathcal{G}_{\mathrm{tb}}$, the valuations $v_{0}: Q \rightarrow[0,1]$ of the states allowed to Player A at a state $\left(q_{0}, \alpha_{0}\right)$ are the ones such that $\alpha_{0}$ is at least the Player-A value of the game in normal form $\left\langle\mathrm{F}\left(q_{0}\right), v_{0}\right\rangle$. Otherwise, the game $\mathcal{G}_{\mathrm{tb}}$ is left unchanged. Then, as before, from all states $q_{0}$, there is a threshold $\alpha^{\mathrm{A}}\left(q_{0}\right) \in[0,1]$ such that for all $u<\alpha\left(q_{0}, \mathrm{~A}\right)$, Player A has a winning strategy from the state $\left(q_{0}, u\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$ whereas, for all $u>\alpha\left(q_{0}, \mathrm{~A}\right)$, Player B has a winning strategy from the state $\left(q_{0}, u\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$. Furthermore, as before, for all $\varepsilon>0$, from a Player-A winning strategy in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$ from the state $\left(q_{0}, \alpha\left(q_{0}, \mathrm{~A}\right)-\varepsilon\right)$ we are able to build a Player-A winning valuation $v_{\varepsilon}$ w.r.t. $\left(q_{0}, \alpha\left(q_{0}, \mathrm{~A}\right)-\varepsilon\right)$ and A . Furthermore, we will then be able to build a Player-A strategy $\mathrm{s}_{\mathrm{A}}^{2 \varepsilon}$ of value at least $\alpha\left(q_{0}, \mathrm{~A}\right)-2 \cdot \varepsilon$ from $q_{0}$ that ensures the properties stated in result (1.a) by using Lemma 2.11. However, we are no longer able to do the (almost) symmetrical thing for Player B. This is in fact unsurprising since there is no reason for $\alpha\left(q_{0}, \mathrm{~A}\right)$ to be equal to the value of the state $q_{0}{ }^{4}$. However, we can hope (and it is in fact the case) that $\alpha\left(q_{0}, \mathrm{~A}\right)$ is equal to the Player- A value of the state $q_{0}$ in the game $\mathcal{G}$. This would show that the Player-A strategy $s_{A}^{2 \varepsilon}$ mentioned above is indeed $2 \varepsilon$-optimal from the state $q_{0}$. We have already shown that the Player-A value of the state $q_{0}$ is at least $\alpha\left(q_{0}, \mathrm{~A}\right)$. However, the question is now: how do we prove that it is at most $\alpha\left(q_{0}, \mathrm{~A}\right)$ ?

We cannot exhibit Player-B strategies of value arbitrarily close to $\alpha\left(q_{0}, \mathbf{A}\right)$, as we did with valuable local interactions, since $\alpha\left(q_{0}, \mathrm{~A}\right)$ is a priori not the value of the state $q_{0}$. The only way (that we can think of) is to show that for any Player-A strategy $\mathrm{s}_{\mathrm{A}}$, the value of the strategy $\mathrm{s}_{\mathrm{A}}$ from $q_{0}$ is at most $\alpha\left(q_{0}, \mathrm{~A}\right)$. However, we need to link the value of the strategy $\mathrm{s}_{\mathrm{A}}$ from $q_{0}$ with $\alpha\left(q_{0}, \mathrm{~A}\right)$. Our idea is then to define yet another turn-based game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{SA}_{\mathrm{A}}}$ that mimics the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$ but changes the local condition: in that game, the valuations $v_{0}: Q \rightarrow[0,1]$ of the states allowed to Player A at a state $\left(q_{0}, \alpha_{0}\right)$ are the ones such that $\alpha_{0}$ is at most the value of the GF-strategy $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)$ in the game in normal form $\left\langle\mathrm{F}\left(q_{0}\right), v_{0}\right\rangle$. Then, as before, from all states $q_{0}$, there is a threshold $\alpha^{\mathrm{sA}_{\mathrm{A}}}\left(q_{0}\right) \in[0,1]$ such that for all $u<\alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right)$, Player A has a winning strategy from the state $\left(q_{0}, u\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{s}_{\mathrm{A}}}$ whereas, for all $u>\alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right)$, Player B has a winning strategy from the state $\left(q_{0}, u\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{s}_{\mathrm{A}}}$. Furthermore, it now holds that, for all $\varepsilon>0$, from a Player- B winning strategy in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{s}_{\mathrm{A}}}$ from the state $\left(q_{0}, \alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right)+\varepsilon\right)$ we are able to build a Player-B winning valuation w.r.t. $\left(q_{0}, \alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right)+2 \cdot \varepsilon\right)$ and $\mathrm{s}_{\mathrm{A}}$. This shows that the $\mathrm{s}_{\mathrm{A}}$-value of the state $q_{0}$ is at most $\alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right)$. In addition, from any state $(q, u)$, if Player A wins in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{s}_{\mathrm{A}}}$, then she also wins in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$. This is due to the fact that the local condition in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{sA}_{\mathrm{A}}}$ allows less choices for Player A than the local condition in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$. Hence, we have $\alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right) \leq \alpha\left(q_{0}, \mathrm{~A}\right)$. This shows what we wanted: all Player-A strategies have value at most $\left(q_{0}, \alpha\left(q_{0}, \mathrm{~A}\right)\right)$ from $q_{0}$.

[^6]Overall, in order to show result (1.a) for Player A, we define several turnbased games: first, the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$, similar to the game $\mathcal{G}_{\mathrm{tb}}$, except that the valuations allowed to Player A are determined by the Player-A value of the game in normal forms. By exhibiting Player-A winning valuations w.r.t. A, we can then show that the Player- A value of any state $q_{0}$ is at least $\alpha\left(q_{0}, \mathrm{~A}\right)$. To show that $\alpha\left(q_{0}, \mathrm{~A}\right)$ is actually equal to the Player-A value of the state $q_{0}$, we define, for all Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, the turn-based game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{s}_{\mathrm{A}}}$. It is also similar to the game $\mathcal{G}_{\mathrm{tb}}$, except that the valuations allowed to Player A are determined by the value, in games in normal form, of the Player-A GF-strategies obtained from the strategy $s_{A}$. By exhibiting Player- $B$ winning valuations w.r.t. $s_{A}$, we can then show that the $s_{A}$-value of any state $q_{0}$ is at most $\alpha\left(q_{0}, \mathrm{~s}_{\mathrm{A}}\right)$ which is less than or equal to $\alpha\left(q_{0}, \mathrm{~A}\right)$. In terms of guards, we have that for the Player-A guard gd $=A$, we exhibit Player-A strategies, whereas for the Player- $B$ guard $g d=s_{A}$, we exhibit Player- $B$ strategies.

In the following, we also define turn-based games for the guards gd $=\mathrm{B}$ and $g d=s_{B} \in S_{B}^{\mathcal{C}}$ to do the same for Player B. Furthermore, we will handle at the same time all Player-A guards, by exhibiting winning valuations for Player $A$ and all Player-B guards, by exhibiting winning valuations for Player B.

Formal definitions and proofs. For all guards $\operatorname{gd} \in \operatorname{Guard}_{\mathcal{C}}$, we formally define the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$.
Definition 2.8. Consider an arbitrary concurrent game $\mathcal{G}$ and a guard gd $\in$ Guard $_{\mathcal{C}}$. We build the following deterministic turn-based win/lose game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}:=$ $\left\langle\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}, W_{\mathrm{tb}}(f)\right\rangle$. Note that this arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}$ need not be colored ${ }^{5}$, and the winning objective $W_{\mathrm{tb}}(f) \subseteq\left(Q_{\mathrm{tb}}\right)^{\omega}$ is directly given as a Borel subset of infinite paths. Recalling Definition 1.11 for the definition of turn-based game forms, we let $\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}=\left\langle Q_{\mathrm{tb}}, \mathrm{F}^{\mathrm{gd}}\right\rangle$ be such that:

- $Q_{\mathrm{tb}}:=Q_{\mathrm{A}} \uplus Q_{\mathrm{B}}$;
- $Q_{\mathrm{A}}:=\left\{(\pi, \alpha) \mid \pi \in Q^{+}, \alpha \in[0,1]\right\}$ is the set of Player-A states;
- $Q_{\mathrm{B}}:=\left\{(\pi, h) \mid \pi \in Q^{+}, h: Q \rightarrow[0,1]\right\}$ is the set of Player-B states;
- For all Player-A states $(\pi, \alpha) \in Q_{\mathrm{A}}, \mathrm{F}^{\mathrm{gd}}((\pi, \alpha)):=\left\langle\operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}(\pi, \alpha),\{*\}, Q_{\mathrm{B}}, \varrho_{\mathrm{A}}^{\pi}\right\rangle$ with

$$
\operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}(\pi, \alpha):=\left\{h: Q \rightarrow[0,1] \mid \operatorname{val}\left[\left\langle\mathrm{F}\left(\pi_{\mathrm{lt}}\right), h\right\rangle\right][\operatorname{gd}(\pi)] \geq \alpha\right\}
$$

and $\varrho_{\mathrm{A}}^{\pi}: \operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}(\pi, \alpha) \rightarrow Q_{\mathrm{B}}$ such that, for all $h \in \operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}(\pi, \alpha)$, we have $\varrho_{\mathrm{A}}^{\pi}(h):=(\pi, h) \in Q_{\mathrm{B}}$.
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Figure 2.2: A deterministic concurrent reachability game $\mathcal{G}=\langle\mathcal{C}, W\rangle$ where Player A wants to reach the target $\{T\}$.

$$
\left\langle\mathrm{F}\left(q_{0}\right), h\right\rangle=\left[\begin{array}{ll}
x & 1 \\
1 & 0
\end{array}\right]
$$

Figure 2.3: The local interaction at state $q_{0}$ in the game of Figure 2.2 valued with the valuation $h:\left\{q_{0} \mapsto x, \top \mapsto 1, \perp \mapsto 0\right\}$.

- For all Player-B states $(\pi, h) \in Q_{\mathrm{B}}, \mathrm{F}^{\mathrm{gd}}((\pi, h)):=\left\langle\{*\}\right.$, Move $\left._{\mathrm{B}}, Q_{\mathrm{A}}, \varrho_{\mathrm{B}}^{\pi, h}\right\rangle$ with

$$
\text { Move }_{\mathrm{B}}:=Q
$$

and $\varrho_{\mathrm{B}}^{h}:$ Move $_{\mathrm{B}} \rightarrow Q_{\mathrm{A}}$ such that, for all $q \in \operatorname{Move}_{\mathrm{B}}$, we have $\varrho_{\mathrm{B}}^{\pi, h}(q):=$ $(\pi \cdot q, h(q)) \in Q_{\mathrm{A}}$.

- $W_{\text {tb }}(f):=\left\{\left(\pi_{0}, \alpha_{0}\right) \cdot\left(\pi_{0}, h_{0}\right) \cdot\left(\pi_{\leq 1}, \alpha_{1}\right) \cdots \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega} \mid \limsup \left(\alpha_{i}\right)_{i \in \mathbb{N}} \leq\right.$ $\left.f_{\mathcal{C}}(\pi)\right\} \subseteq\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$.

Note that the winning set $W_{\mathrm{tb}}(f)$ is Borel since the functions $f_{\mathcal{C}}$ and the superior limit limsup are measurable.

Note that the different games $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$ indexed by gd only differ by their sets of moves available to Player A at her states.

Example 2.1. Consider the standard concurrent game $\mathcal{G}=\langle\mathcal{C}, W\rangle$ from Figure 2.2. Note that all local interactions are finite and therefore valuable. Hence, $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}=\mathcal{G}_{\mathrm{tb}}^{\mathrm{B}}$ (we will discuss it again below in Observation 2.1). The game $\mathcal{G}$ is win/lose and Player A wins if and only if the state T is reached. (Recall the reachability objective from Definition 1.25.) Hence, Player B wants to either loop indefinitely on $q_{0}$ or reach the state $\perp$. Let us exemplify Definition 2.8 on this game. Part of the arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{A}}=\mathcal{C}_{\mathrm{tb}}^{\mathrm{B}}$ is represented in Figure 2.4. Player- A states are rectangle-shaped, whereas Player-B states are hexagon-shaped ${ }^{6}$.

From the state ( $q_{0}, \alpha$ ), Player A chooses a valuation $h$ of successor states. In what is depicted in Figure 2.4, we only drew valuations $h$ such that $h(T)=1$ and $h(\perp)=0$. The reason for that is the following: both $\perp$ and $\top$ are selflooping states. Furthermore, reaching and looping on T is winning for Player A while reaching and looping on $q_{0}$ is loosing for Player A . Hence, Player A can safely value $T$ with 1 since that would not lead to her overestimating its value. However, she cannot ${ }^{7}$ value $\perp$ with a positive value $x>0$. Indeed,
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Figure 2.4: A part of the turn-based arena $\mathcal{C}_{\mathrm{tb}}$ from Definition 2.8 built from the concurrent reachability game of Figure 2.2.
in that case by definition of $\operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}(\perp, \cdot)$, it would imply that the superior limit of the values seen is at least $x$ whereas the target is not reached (i.e. the corresponding infinite path is losing, in terms of payoff functions, it has value 0). In other words the value of $\perp$ is 0 , hence giving it a positive value would be overestimating this value. Alternatively, T could be stopping state of value 1 and $\perp$ could be a stopping state of value 0 . Furthermore, note that if the game is at a state $(q, \cdot) \in Q_{\mathrm{A}}$, for any state $q^{\prime} \in Q$ such that $q^{\prime}$ does not appear in $\mathrm{F}(q)$, then Player A should always choose a valuation $h$ such that $h\left(q^{\prime}\right):=0$ since it is always easier to win for her if the value of the state is smaller.

The only relevant choice for Player A remains in how to value $q_{0}$. We have depicted several possibilities (only for $\alpha \geq \frac{1}{2}$, otherwise $\frac{2 \alpha-1}{\alpha}<0$ ). In that case, the minimum that Player A can value $q_{0}$ is equal to $\frac{2 \alpha-1}{\alpha}$. Indeed, one can check that in the game in normal form $\left\langle\mathrm{F}\left(q_{0}\right), h\right\rangle$ with $h:\left\{q_{0} \mapsto x, \top \mapsto 1, \perp \mapsto 0\right\}$ - that is depicted in Figure 2.3 - we have val $\left[\left\langle\mathrm{F}\left(q_{0}\right), h\right\rangle\right]=\frac{1}{2-x}$. Hence, $\operatorname{val}\left[\left\langle\mathrm{F}\left(q_{0}\right), h\right\rangle\right] \geq \alpha$ if and only if $x \geq \frac{2 \alpha-1}{\alpha}$. In particular, if $\alpha \leq \frac{1}{2}$, then $x=0$ works. Furthermore, the greater $\alpha$ is, the greater $x$ must be. This can be informally seen at the bottom of Figure 2.4 between states ( $q_{0}, \frac{2 \alpha-1}{\alpha}$ ) and ( $q_{0}, \frac{1.5 \alpha-0.5}{\alpha}$ ). Since $\frac{1.5 \alpha-0.5}{\alpha} \geq \frac{2 \alpha-1}{\alpha}$, Player A has more possibilities from ( $q_{0}, \frac{2 \alpha-1}{\alpha}$ ) than from ( $q_{0}, \frac{1.5 \alpha-0.5}{\alpha}$ ), as represented in the arrows exiting from these states.

We make a central observation below. Note that it is only in the proof of
this observation that we use Theorem 2.1 (Borel determinacy: the existence of winning strategies in deterministic standard turn-based win/lose games).

Observation 2.1. Consider the arbitrary concurrent game $\mathcal{G}$, a guard gd $\in$ Guard $_{\mathcal{C}}$ and a starting state $q_{0}$. For all Borel winning conditions $W \subseteq\left(Q_{\mathrm{A}}\right.$. $\left.Q_{\mathrm{B}}\right)^{\omega}$, there is a value $\alpha^{\mathrm{gd}}\left(q_{0}, W\right) \in[0,1]$, such that, for all $\alpha_{\mathrm{A}}<\alpha^{\mathrm{gd}}\left(q_{0}, W\right)<$ $\alpha_{\mathrm{B}}$, Player A has a winning strategy from $\left(q_{0}, \alpha_{\mathrm{A}}\right)$ and Player B has a winning strategy from $\left(q_{0}, \alpha_{\mathrm{B}}\right)$ in the game $\left\langle\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}, W\right\rangle$. This value $\alpha^{\mathrm{gd}}\left(q_{0}, W\right)$ is called the threshold of the parameterized game $\left\langle\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}, W\right\rangle$ from $q_{0}$. Furthermore, for all $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ and $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ :

$$
\alpha^{\mathrm{s}_{\mathrm{A}}}\left(q_{0}, W\right) \leq \alpha^{\mathrm{A}}\left(q_{0}, W\right) \leq \alpha^{\mathrm{B}}\left(q_{0}, W\right) \leq \alpha^{\mathrm{s}_{\mathrm{B}}}\left(q_{0}, W\right)
$$

with $\alpha^{\mathrm{A}}\left(q_{0}, W\right)=\alpha^{\mathrm{B}}\left(q_{0}, W\right)$ as soon as all local interactions are valuable.
Finally, in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}=\left\langle\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}, W_{\mathrm{tb}}(f)\right\rangle$, Player A has a winning strategy from $\left(q_{0}, 0\right)$.

Proof. Consider two thresholds $\alpha<\alpha^{\prime}$. Then, in the arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}$, from $\left(q_{0}, \alpha\right)$ Player A has less strategies available than from $\left(q_{0}, \alpha^{\prime}\right)$ while the strategies available to Player B are the same. Since from every state, either of the players has winning strategy - by Theorem 2.1, as we consider a deterministic win/lose turn-based game with a Borel objective - the first result follows. Furthermore, for all $\pi \in Q^{+}$and $h: Q \rightarrow[0,1]$, letting $\mathcal{F}:=\mathrm{F}\left(\pi_{\mathrm{lt}}\right)$, we have:

$$
\operatorname{val}[\langle\mathcal{F}, h\rangle]\left[\mathrm{s}_{\mathrm{A}}(\pi)\right] \leq \operatorname{val}[\langle\mathcal{F}, h\rangle][\mathrm{A}] \leq \operatorname{val}[\langle\mathcal{F}, h\rangle][\mathrm{B}] \leq \operatorname{val}[\langle\mathcal{F}, h\rangle]\left[\mathrm{s}_{\mathrm{B}}(\pi)\right]
$$

In addition, if $\mathcal{F}$ is valuable, we have $\operatorname{val}[\langle\mathcal{F}, h\rangle][\mathrm{A}]=\operatorname{val}[\langle\mathcal{F}, h\rangle][\mathrm{B}]$ and $\operatorname{Move}_{\mathrm{A}}^{\mathrm{A}}(\pi, \alpha)=$ $\operatorname{Move}_{\mathrm{A}}^{\mathrm{B}}(\pi, \alpha)$. The second result follows. Finally, in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$, from the state $\left(q_{0}, 0\right)$, Player A has the winning strategy consisting in always playing the valuation 0 mapping every state to 0 , ensuring that the superior limit is less than or equal to $f$.

Example 2.2. Let us compute the threshold $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(W)\right)=\alpha^{\mathrm{B}}\left(q_{0}, W_{\mathrm{tb}}(W)\right)$ in the game of Figure 2.4. Note that since $W$ - the objective in the original concurrent game $\mathcal{G}$ - is win/lose, the objective $W_{\mathrm{tb}}(W)$ in the turn-based game $\mathcal{G}_{\mathrm{tb}}$ can be reformulated as follows: an infinite path $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ is in $W_{\mathrm{tb}}(W)$ if and only if either a state $(T, \cdot) \in Q_{\mathrm{A}}$ is seen or the limit of the values in states of the shape $\left(q_{0}^{n}, \alpha\right) \in Q_{\mathrm{A}}$ is 0 . A similar reformulation will be used in Subsection 2.4.3 to show result (1.b) of Theorem 2.3.

As mentioned in Example 2.1, if $\alpha \leq \frac{1}{2}$, Player A can value $q_{0}$ with 0 and ensure winning. Indeed, Player B may go to $\left(q_{0}, 0\right) \in Q_{\mathrm{A}}$ or $(\perp, 0) \in Q_{\mathrm{A}}$ and in both cases Player A will win as mentioned in Observation 2.1. Player B may also go to $(T, 1)$ and in that case Player A will also win. Now, consider some $\frac{1}{2}<\alpha<1$. Let $g:\left[\frac{1}{2}, 1\right) \rightarrow[0,1]$ be such that, for all $x \in\left[\frac{1}{2}, 1\right)$, we have $g(x):=\frac{2 x-1}{x}$. From $\left(q_{0}, \alpha\right)$, Player A first chooses a valuation $h_{0}$ such
that $h_{0}\left(q_{0}\right):=g(\alpha)$. Then if Player B has chosen to come back to $q_{0}$, Player A chooses a valuation $h_{1}$ such that $h_{1}\left(q_{0}\right):=g \circ g(\alpha)$. This is repeated until a state $\left(q_{0}^{n}, x\right) \in Q_{\mathrm{A}}$ is reached with $x \leq \frac{1}{2}$, after which Player A values $q_{0}$ with 0 . (Note that for all $x \in\left[\frac{1}{2}, 1\right)$, there is some $n \in \mathbb{N}$ such that $g^{(n)}(x) \leq \frac{1}{2}$, where $g^{(n)}$ refers to the composition $n$ times of $g$.) Hence, $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(W)\right)=$ $\alpha^{\mathrm{B}}\left(q_{0}, W_{\mathrm{tb}}(W)\right)=1$. However, note that when $\alpha=1$, it is Player B who has a winning strategy from $\left(q_{0}, \alpha\right)$. Player A has to value $q_{0}$ with 1 indefinitely, as depicted in Figure 2.4. Hence, Player B can loop indefinitely on $q_{0}$ (the state $\left(q_{0}^{*}, 1\right)$ refers to the set of states $\left\{\left(q_{0}^{n}, 1\right) \mid n \geq 2\right\}$ ) while ensuring that the superior limit is positive (in fact, it is equal to 1 ).

Crucially, the existence of winning strategies in $\mathcal{G}_{\mathrm{tb}}^{\text {gd }}$ for a starting state ( $q_{0}, \alpha$ ) from $q_{0} \in Q$ and $\alpha \in[0,1]$ implies the existence of winning valuations w.r.t. $\left(q_{0}, \alpha\right)$ and gd in the game $\mathcal{G}$. Note that although this holds as is for Player A, we prove a slightly weaker statement for Player B. Furthermore, the proof for Player A is quite straightforward, while it is harder for Player B. In addition, with these lemmas, we are able to show results (1.a) and (2) from Theorem 2.3. We will use an additional lemma - that we discuss in the next subsection - to obtain result (1.b).

Lemma 2.13. Consider an arbitrary concurrent game $\mathcal{G}$, a starting state $q_{0}$ and a value $\alpha \in[0,1]$. Let gd $\in$ Guard $_{\mathcal{C}}^{A}$ be a Player-A guard. Assume that Player A has a winning (deterministic) strategy in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$ from the state $\left(q_{0}, \alpha\right)$. Then, there is a valuation $v: Q^{+} \rightarrow[0,1]$ that is winning w.r.t. $\left(q_{0}, \alpha\right)$ and gd for Player A.

Before proving this lemma, we first introduce below in Definition 2.9 a useful function mapping finite paths $\mathcal{C}$ to finite paths in $\mathcal{C}_{\text {tb }}$ that are compatible with a Player-A strategy in $\mathcal{C}_{\mathrm{tb}}$ from a given starting state.

Definition 2.9 (Map to finite paths compatible with a strategy). Consider an arbitrary concurrent arena $\mathcal{C}$, a Player-A guard gd $\in$ Guard $_{\mathcal{C}}^{\mathrm{A}}$ and the turnbased arena $\mathcal{C}_{\mathrm{tb}}^{\text {gd }}$ from Definition 2.8. For all Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathrm{c}_{\mathrm{tb}}^{\mathrm{gd}}}$ in the turn-based arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}$ and a starting state $\left(q_{0}, \alpha\right) \in Q_{\mathrm{A}}$. We let $p_{\mathrm{S}_{\mathrm{A}}}^{\left(q_{0}, \alpha\right)}$ : $q_{0} \cdot Q^{*} \rightarrow\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$ be defined inductively by, for all $\pi \in q_{0} \cdot Q^{*}$ :
$p_{\mathrm{s}_{\mathrm{A}}}^{\left(q_{0}, \alpha\right)}(\pi):= \begin{cases}\left(q_{0}, \alpha\right) & \text { if } \pi=q_{0} \\ p_{\mathrm{s}_{\mathrm{A}}}^{\left(q_{\mathrm{A}}, \alpha\right)}(\rho) \cdot\left(\rho, \mathrm{s}_{\mathrm{A}} \circ p_{\mathrm{s}_{\mathrm{A}}}^{\left(q_{0}, \alpha\right)}(\rho)\right) \cdot\left(\pi, \mathrm{s}_{\mathrm{A}} \circ p_{\mathrm{s}_{\mathrm{A}}}^{\left(q_{0}, \alpha\right)}(\rho)(q)\right) & \text { if } \pi=\rho \cdot q\end{cases}$
This function is then extended to infinite paths $\left(p_{\mathrm{SA}_{\mathrm{A}}}^{q_{0}, \alpha}\right)^{\omega}: q_{0} \cdot Q^{\omega} \rightarrow\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$.
Observation 2.2. For all concurrent arenas $\mathcal{C}$, Player-A guards $\operatorname{gd} \in$ Guard $_{\mathcal{C}}^{A}$ and Player-A strategies $\mathrm{s}_{\mathrm{A}}$ in the turn-based arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{gd}}$, for all infinite paths $\rho \in q_{0} \cdot Q^{\omega}$, the infinite path $\left(p_{\mathrm{S}_{\mathrm{A}}}^{q_{0}, \alpha}\right)^{\omega}(\rho) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ is compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ from the state $\left(q_{0}, \alpha\right):\left(p_{\mathrm{s}_{\mathrm{A}}}^{q_{0}, \alpha}\right)^{\omega}(\rho) \in \mathrm{CP}_{\mathcal{C}_{\mathrm{tb}},\left(q_{0}, \alpha\right)}\left(\mathrm{s}_{\mathrm{A}}\right)$. (Recall Definition 1.33.)

Let us proceed to the proof of Lemma 2.13.
Proof. Consider a Player-A winning strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$ from the state $\left(q_{0}, \alpha\right)$. We let $p:=p_{\mathrm{s}_{\mathrm{A}}}^{\left(q_{0}, \alpha\right)}$. We define inductively a valuation $v: q_{0} \cdot Q^{*} \rightarrow[0,1]$ in the following way:

- $v\left(q_{0}\right):=\alpha ;$
- for all $\rho \in q_{0} \cdot Q^{*}$, we let $v^{\rho}:=\mathrm{s}_{\mathrm{A}} \circ p(\rho): Q \rightarrow[0,1]$.

Furthermore, for all $\rho \in Q^{+} \backslash q_{0} \cdot Q^{*}$, we set $v(\rho):=0$. With this definition, this valuation $v$ ensures the property:

$$
\forall \rho \in q_{0} \cdot Q^{*}, p(\rho)_{\mathrm{lt}}=(\rho, v(\rho))
$$

Indeed, $p\left(q_{0}\right)=\left(q_{0}, \alpha\right)=\left(q_{0}, v\left(q_{0}\right)\right)$. Furthermore, for all $\rho \cdot q \in q_{0} \cdot Q^{+}$, we have $p(\rho \cdot q)_{\mathrm{lt}}=\left(\rho \cdot q, \mathrm{~s}_{\mathrm{A}} \circ p(\rho)(q)\right)=(\rho \cdot q, v(\rho \cdot q))$.

Let us show that this valuation is winning for Player A w.r.t. $\left(q_{0}, \alpha\right)$ and gd in the game $\mathcal{G}$. First, it is non-decreasing w.r.t. gd. Indeed, this holds for finite paths in $Q^{+} \backslash q_{0} \cdot Q^{*}$ and for all finite paths $\rho \in q_{0} \cdot Q^{*}$, we have $\mathrm{s}_{\mathrm{A}} \circ p(\rho) \in \operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}\left(p(\rho)_{\mathrm{lt}}\right)=\operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}((\rho, v(\rho)))$. That is, $v(\rho) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \mathrm{s}_{\mathrm{A}} \circ\right.\right.$ $p(\rho)\rangle][\operatorname{gd}(\rho)]=\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right][\operatorname{gd}(\rho)]$. In addition, the valuation $v$ ensures that $v\left(q_{0}\right)=\alpha$. Furthermore, consider a path $\rho \in q_{0} \cdot Q^{\omega}$. The infinite path $p(\rho)$ is compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ from $\left(q_{0}, \alpha\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$ as mentioned in Observation 2.2. Since this strategy is winning, it follows that $p(\rho) \in W$. Since for all $i \in \mathbb{N}$, we have $p\left(\rho^{\leq i}\right)_{\mathrm{lt}}=\left(\rho_{\leq i}, v\left(\rho^{\leq i}\right)\right)$, it follows that limsup $v\left(\rho^{\leq i}\right) \leq$ $f_{\mathcal{C}}(\rho)$. As this holds for all paths $\rho \in q_{0} \cdot Q^{\omega}$, it follows that the valuation $v$ is winning w.r.t. $\left(q_{0}, \alpha\right)$ and gd for Player A.

Lemma 2.14 below is the analogue of Lemma 2.13 for Player B.
Lemma 2.14. Consider an arbitrary concurrent game $\mathcal{G}$, a starting state $q_{0}$ and a value $\alpha \in[0,1]$. Let gd $\in$ Guard $_{\mathcal{C}}^{B}$ be a Player-B guard. Assume that Player B has a winning (deterministic) strategy in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$ from the state $\left(q_{0}, \alpha\right)$. Then, for all $0<\varepsilon<1-\alpha$, there is a valuation $v: Q^{+} \rightarrow[0,1]$ that is winning for Player B w.r.t. $\left(q_{0}, \alpha+\varepsilon\right)$ and gd.

The proof is not symmetric compared to the proof of Lemma 2.13. Here, it is harder to come up with the appropriate valuation since a Player- B winning strategy $s_{B}$ in the game $\mathcal{G}_{\mathrm{tb}}^{\text {gd }}$ does not choose values for the states but pick states once Player A has chosen a value for them. The idea to define a value for a state $q$ is to consider the infimum over the values that Player A can choose for $q$ that makes the Player- B winning strategy $\mathrm{s}_{\mathrm{B}}$ go to $q$.

Proof. Consider a Player-B winning strategy $\mathrm{s}_{\mathrm{B}}$ from the state $\left(q_{0}, \alpha\right)$ in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{gd}}$. Let $0<\varepsilon<1-\alpha$. We want to define a valuation $v: Q^{+} \rightarrow[0,1]$. First, for all $\rho \in Q^{+} \backslash q_{0} \cdot Q^{*}$, we let $v(\rho):=1$. Then, we define inductively
in parallel the valuation $v$ on $q_{0} \cdot Q^{*}$ and a map $p: q_{0} \cdot Q^{*} \rightarrow\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$ ensuring the following, for all $\rho \in q_{0} \cdot Q^{*}$ :
a. if $v(\rho)=1$ then for all $\pi \in Q^{*}$, we have $v(\rho \cdot \pi)=1$;
b. if $v(\rho)<1$, then $p(\rho) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$ is compatible with the strategy $\mathrm{S}_{\mathrm{B}}$ from $\left(q_{0}, \alpha\right)$.

We let $v\left(q_{0}\right):=\alpha+\varepsilon$ and $p\left(q_{0}\right):=\left(q_{0}, \alpha\right) \in Q_{\mathrm{A}}$. Now, assume that $v$ and $p$ are both defined on a path $\rho \in q_{0} \cdot Q^{*}$. First, if $v(\rho)=1$, then for all $q \in Q$, we set $v(\rho \cdot q):=1$, thus ensuring property a. Assume now that $v(\rho)<1$. For all states $q \in Q$, we define the set of valuations that Player A can choose that make the Player-B strategy $s_{B}$ go to $q$ :

$$
H_{\rho}(q):=\left\{h \in \operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}\left(p(\rho)_{\mathrm{lt}}\right) \mid \mathrm{s}_{\mathrm{B}}(p(\rho) \cdot(\rho, h))=q\right\}
$$

Then, we define a function $h_{\rho}: Q \rightarrow[0,1]$ such that, for all states $q \in Q$ :

$$
h_{\rho}(q):=\inf \left\{h(q) \mid h \in H_{\rho}(q)\right\}
$$

Furthermore $H_{\rho}(q)=\emptyset$ means that regardless of what Player A chooses as value for the state $q$, the Player-B winning strategy $\mathrm{S}_{\mathrm{B}}$ never goes to $q$. Hence, we set $h_{\rho}(q):=1$. Then, we set:

$$
\begin{equation*}
v^{\rho}:=\min \left(h_{\rho}+\frac{\varepsilon}{2^{|\rho|}}, 1\right): Q \rightarrow[0,1] \tag{2.7}
\end{equation*}
$$

Let us now define $p(\rho \cdot q) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$. If $v(\rho \cdot q)=1$, then we let $p(\rho \cdot q):=p(\rho) \cdot(\rho, 1) \cdot(\rho \cdot q, 1)$. Assume now that $v(\rho \cdot q)<1$. That is, $v(\rho \cdot q)=h_{\rho}(q)+\frac{\varepsilon}{2 \rho \rho \mid}<1$ and $H_{\rho}(q) \neq \emptyset$. In that case, we consider some $h_{\rho}^{q} \in H_{\rho}^{q}$ such that $h_{\rho}^{q}(q) \leq h_{\rho}(q)+\frac{\varepsilon}{2|\rho|+1}=v(\rho \cdot q)-\frac{\varepsilon}{2|\rho|+1}$. Then, we define:

$$
p(\rho \cdot q):=p(\rho) \cdot\left(\rho, h_{\rho}^{q}\right) \cdot\left(q, h_{\rho}^{q}(q)\right)
$$

Since we have $h_{\rho}^{q} \in H_{\rho}^{q}$, it follows that the finite path $p(\rho \cdot q)$ is compatible with the strategy $\mathrm{S}_{\mathrm{B}}$. The valuation $v$ and the map $p$ are now entirely defined and satisfy properties a. and b. In fact, we obtain for all $\rho \in q_{0} \cdot Q^{\omega}$, that either:

- there is some $i \in \mathbb{N}$ such that, for all $j \geq i$, we have $v\left(\rho_{j}\right)=1$; or
- the infinite path $p^{\omega}(\rho) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ is compatible with the strategy $\mathrm{s}_{\mathrm{B}}$ from the state $\left(q_{0}, \alpha\right)$.

Let us show that the valuation $v$ is non-increasing w.r.t. gd. This holds for paths in $Q^{+} \backslash q_{0} \cdot Q^{*}$. Consider some $\rho \in q_{0} \cdot Q^{*}$. If $v(\rho)=1$, it is straightforward that $v(\rho) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\text {lt }}\right), v^{\rho}\right\rangle\right][\operatorname{gd}(\rho)]$. Assume now that $v(\rho)<1$ and let us write
$\rho=\rho^{\prime} \cdot q$. We have $p(\rho)_{\mathrm{lt}}=\left(\rho, h_{\rho^{\prime}}^{q}(q)\right)$ with $h_{\rho^{\prime}}^{q}(q) \leq v(\rho)-\frac{\varepsilon}{2^{|\rho|}}$ by definition of $h_{\rho^{\prime}}^{q}$.

Let us show that $h_{\rho^{\prime}}^{q}(q) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), h_{\rho}\right\rangle\right][\operatorname{gd}(\rho)]$. Assume towards a contradiction that $h_{\rho^{\prime}}^{q}(q) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), h_{\rho}\right\rangle\right][\operatorname{gd}(\rho)]-\delta$ for some positive $\delta>0$. Then, let $h_{\rho}^{\prime}: Q \rightarrow[0,1]$ be such that $h_{\rho}^{\prime}:=\max \left(0, h_{\rho}-\delta\right)$. In that case, $h_{\rho}^{\prime} \geq h_{\rho}-\delta$, hence by Lemma 1.10, we have:

$$
\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), h_{\rho}^{\prime}\right\rangle\right][\operatorname{gd}(\rho)] \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), h_{\rho}\right\rangle\right][\operatorname{gd}(\rho)]-\delta \geq h_{\rho^{\prime}}^{q}(q)
$$

It follows that $h_{\rho}^{\prime} \in \operatorname{Move}_{\mathrm{A}}^{\mathrm{gd}}\left(p(\rho)_{\mathrm{lt}}\right)$. Consider now the state $q^{\prime} \in Q$ equal to $q^{\prime}:=\mathrm{s}_{\mathrm{B}}\left(p(\rho) \cdot\left(\rho, h_{\rho}^{\prime}\right)\right)$. In particular, we have $h_{\rho}^{\prime} \in H_{\rho}\left(q^{\prime}\right)$. Furthermore, it is not possible that $h_{\rho}^{\prime}\left(q^{\prime}\right)=0$. Indeed, since $p(\rho)$ is compatible with $\mathrm{s}_{\mathrm{B}}$ from $\left(q_{0}, \alpha\right)$, the path $p(\rho) \cdot\left(\rho, h_{\rho}^{\prime}\right) \cdot\left(q^{\prime}, h_{\rho}^{\prime}\left(q^{\prime}\right)\right)$ also is. However, Player A has a winning strategy from any state $(t, 0) \in Q_{\mathrm{A}}$ for $t \in Q$ (see Observation 2.1) and the Player-B strategy $\mathrm{s}_{\mathrm{B}}$ is winning from $\left(q_{0}, \alpha\right)$. Hence, $h_{\rho}^{\prime}\left(q^{\prime}\right)>0$. That is, $h_{\rho}^{\prime}\left(q^{\prime}\right)=h_{\rho}\left(q^{\prime}\right)-\delta<h_{\rho}\left(q^{\prime}\right)$. This is in contradiction with the definition of $h_{\rho}\left(q^{\prime}\right)=\inf \left\{h^{\prime}\left(q^{\prime}\right) \mid h^{\prime} \in H_{\rho}\left(q^{\prime}\right)\right\}$ since $h_{\rho}^{\prime} \in H_{\rho}\left(q^{\prime}\right)$. In fact, we have $h_{\rho^{\prime}}^{q}(q) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), h_{\rho}\right\rangle\right][\operatorname{gd}(\rho)]$.

Furthermore, $v^{\rho}-\frac{\varepsilon}{2^{|\rho|}} \leq h_{\rho}$ by Equation 2.7. Recall also that $v(\rho)-\frac{\varepsilon}{2^{|\rho|}} \geq$ $h_{\rho^{\prime}}^{q}(q)$. Hence, we obtain, with Lemma 1.10:

$$
v(\rho)-\frac{\varepsilon}{2^{|\rho|}} \geq h_{\rho^{\prime}}^{q}(q) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), h_{\rho}\right\rangle\right][\operatorname{gd}(\rho)] \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right][\operatorname{gd}(\rho)]-\frac{\varepsilon}{2^{|\rho|}}
$$

That is, $v(\rho) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v_{\rho}\right\rangle\right][\operatorname{gd}(\rho)]$. As this holds for all $\rho \in q_{0} \cdot Q^{*}$, it follows that the valuation $v$ is non-increasing w.r.t gd.

Consider now an infinite path $\rho \in q_{0} \cdot Q^{\omega}$. If there is some $i \in \mathbb{N}$ such that for all $j \geq i$, we have $v\left(\rho^{\leq j}\right)=1$, it follows that limsup $v\left(\rho^{\leq i}\right)=1 \geq f(\rho)$. Otherwise, the infinite path $p(\rho) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ is compatible with the winning Player- $\mathbf{B}$ strategy $\mathrm{s}_{\mathrm{B}}$ from the state $\left(q_{0}, \alpha\right)$ with $p(\rho)$ equal to:

$$
p(\rho)=\left(\rho_{0}, \alpha\right) \cdot\left(\rho_{0}, h_{\rho_{0}}^{\rho_{1}}\right) \cdot\left(\rho_{\leq 1}, h_{\rho_{0}}^{\rho_{1}}\left(\rho_{1}\right)\right) \cdot\left(\rho_{\leq 1}, h_{\rho_{\leq 1}}^{\rho_{2}}\right) \cdot\left(\rho_{\leq 2}, h_{\rho_{\leq 1}}^{\rho_{2}}\left(\rho_{2}\right)\right) \cdots
$$

Therefore, since the Player-B strategy $\mathrm{s}_{\mathrm{B}}$ is winning from $\left(q_{0}, \alpha\right)$, we have $\limsup h_{\rho_{\leq i}}^{\rho_{i+1}}\left(\rho_{i+1}\right)>f_{\mathcal{C}}(\rho)$. Furthermore, for all $i \in \mathbb{N}$, we have $v\left(\rho_{\leq i} \cdot \rho_{i+1}\right) \geq$ $h_{\rho_{\leq i}}^{\rho_{i+1}}\left(\rho_{i+1}\right)$ by definition of $h_{\rho_{\leq i}}^{\rho_{i+1}}$. Hence, limsup $v\left(\rho_{\leq i+1}\right) \geq f_{\mathcal{C}}(\rho)$. As this holds for all paths $\rho \in q_{0} \cdot Q^{\omega}$, it follows that the valuation $v$ is winning for Player B w.r.t. $\left(q_{0}, \alpha+\varepsilon\right)$ and gd.

We have now all the ingredients to prove results $1 . a$ and 2 of Theorem 2.3. A reader who wants to see the proof of that part of the theorem now can skip the next subsection - which we need to prove result $1 . b$ - go to Subsection 2.4.4 and read the corresponding part of the proof.
2.4.3. Win/lose objectives with finite representatives for (K, col) in $Q$

In this subsection, we focus on how to prove result 1.b. From a high level perspective, let us explain what we want to prove in this subsection. Consider an arbitrary concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ without stopping states. Then, the payoff function $f$ only depends on the colors seen in the game, not on the exact sequence of states visited. Hence, it is natural to assume, that to play almost-optimally, when they make a decision, the players only need to know their current position and the sequence of colors seen, not the exact sequence of states visited. This is what we show in this subsection. More precisely, we prove a lemma that can then be used to prove this result. However, we are not able to show it in all generality. We will use two additional assumptions: first, that the game is win/lose (i.e. $f\left[\mathrm{~K}^{\omega}\right] \subseteq\{0,1\}$ ), and second, that the pair ( $\mathrm{K}, \mathrm{col}$ ) has a finite representative. Let us first describe how we use this first assumption. If the game is win/lose and without stopping states, the winning condition $W_{\mathrm{tb}}(f)$ can reformulated as follows: this consists in the set of infinite paths in $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ such that either the infinite sequence of states (in $Q$ ) has value 1 w.r.t. $f$ (i.e. it is winning for Player A ) or the infimum of the values seen in states in $Q_{\mathrm{B}}$ is 0 . Consider now another objective $W_{\mathrm{tb}}^{\prime}(f)$ that is the set of infinite paths in $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ such that either the infinite sequence of states (in $Q$ ) has value 1 w.r.t. $f$ (i.e. it is winning for Player A) or $\rho$ visits a state in $Q_{\text {A }}$ of value 0 . In fact, with this slight modification, we do not make it harder for Player A: $\alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}(f)\right) \leq \alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}^{\prime}(f)\right)$. This is formally proved in Lemma 2.15 below.

Let us first introduce some useful functions.
Definition 2.10. Consider an arbitrary concurrent arena $\mathcal{C}$ and the turnbased arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{A}}$. We denote by $\mathrm{P}_{0} \subseteq Q_{\mathrm{tb}}^{\uparrow}$ the set of finite or infinite paths visiting the value $0: \mathrm{P}_{0}:=\left\{\rho \in Q_{\mathrm{tb}}^{\uparrow}\left|\exists i<|\rho|, \rho_{i}=(q, 0) \in Q_{\mathrm{A}}\right\}\right.$.

Furthermore, we let val : $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}} \rightarrow[0,1]$ and sta : $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}} \rightarrow$ $Q$ be such that:

$$
\forall \rho=\left(q_{0}, \alpha_{0}\right) \cdot\left(q_{0}, h_{0}\right) \cdots\left(q_{n}, \alpha_{n}\right) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}},\left\{\begin{array}{l}
\operatorname{val}(\rho):=\alpha_{n} \\
\operatorname{sta}(\rho):=q_{n}
\end{array}\right.
$$

We let also $\phi_{Q}:\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\uparrow} \cdot Q_{\mathrm{A}} \rightarrow Q^{\uparrow}$ and $\phi_{[0,1]}:\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\uparrow} \cdot Q_{\mathrm{A}} \rightarrow[0,1]^{\uparrow}$ be such that:
$\forall \rho=\left(q_{0}, \alpha_{0}\right) \cdot\left(q_{0}, h_{0}\right) \cdots \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\uparrow} \cdot Q_{\mathrm{A}},\left\{\begin{array}{l}\phi_{Q}(\rho):=q_{0} \cdot q_{1} \cdots \in Q^{\uparrow} \\ \phi_{[0,1]}(\rho):=\alpha_{0} \cdot \alpha_{1} \cdots \in[0,1]^{\uparrow}\end{array}\right.$
Let us now formally define this other winning condition for Player A in the game $\mathcal{G}_{\mathrm{tb}}$.

Definition 2.11 (Another winning condition). Consider an arbitrary concurrent game $\mathcal{G}$, the turn-based arena $\mathcal{C}_{\mathrm{tb}}$ from Definition 2.8. We define the
winning objective:

$$
W_{\mathrm{tb}}^{\prime}(f):=\left\{\left(\rho_{0}, \alpha_{0}\right) \cdot\left(\rho_{0}, h_{0}\right) \cdots \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega} \mid f_{\mathcal{C}}(\rho)=1 \text { or } \exists i \in \mathbb{N}, \alpha_{i}=0\right\}
$$

We let $\mathcal{G}_{\mathrm{tb}}^{\prime}:=\left\langle\mathcal{C}_{\mathrm{tb}}^{\mathrm{A}}, W_{\mathrm{tb}}^{\prime}(f)\right\rangle$ be the corresponding turn-based game.
With this definition, we have:
Lemma 2.15. Consider an arbitrary win/lose concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ without stopping states. Let $q_{0} \in Q$. Then: $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right) \leq \alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}^{\prime}(f)\right)$.

Proof sketch. For $\alpha:=\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right)$, we let $0<\varepsilon<\alpha$ and we want to show that $\alpha-\varepsilon \leq \alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}^{\prime}(f)\right)$. Consider a winning Player-A strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$ from the staring state $\left(q_{0}, \alpha-\frac{\varepsilon}{2}\right)$. Our goal is define a Player-A strategy $\mathrm{s}_{\mathbf{A}}^{\prime}$ that is winning from the state $\left(q_{0}, \alpha-\varepsilon\right)$ in the game $\mathcal{G}_{\mathrm{tb}}^{\prime}$. To do so, we will define this strategy $\mathrm{s}_{\mathrm{A}}^{\prime}$ from $\mathrm{s}_{\mathrm{A}}$ by subtracting (when possible) $\varepsilon / 2$ to all values of the states that it chooses. That way, for all infinite paths $\rho$ compatible with $s_{\mathrm{A}}^{\prime}$ from $\left(q_{0}, \alpha-\varepsilon\right)$, there is going to be an infinite path $p(\rho)$ that is compatible with $\mathrm{s}_{\mathrm{A}}$ from ( $q_{0}, \alpha-\frac{\varepsilon}{2}$ ) such that the sequences of states (in $Q$ ) seen in $\rho$ and $p(\rho)$ are the same. Furthermore, if $\rho$ never visits a state in $Q_{\mathrm{A}}$ of value 0 , then the infimum of the values seen in $p(\rho)$ is at least $\varepsilon / 2$. Therefore, since $\mathrm{s}_{\mathrm{A}}$ is winning $\mathcal{G}_{\mathrm{tb}}$ from $\left(q_{0}, \alpha-\frac{\varepsilon}{2}\right)$, then $\mathrm{s}_{\mathrm{A}}^{\prime}$ is winning in $\mathcal{G}_{\mathrm{tb}}^{\prime}$ from $\left(q_{0}, \alpha-\varepsilon\right)$.

Let us now formally prove this lemma.
Proof. If $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right)=0$, this straightforwardly holds. Assume now that $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right) \neq 0$, which we denote by $\alpha:=\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right)$. Let $0<\varepsilon<\alpha$. Let us show that $\alpha-\varepsilon \leq \alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}^{\prime}(f)\right)$. Consider a winning Player-A strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$ from the starting state $\left(q_{0}, \alpha-\frac{\varepsilon}{2}\right)$.

Formally, we define inductively a Player-A strategy $s_{A}^{\prime}$ in the arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{A}}$ along with a map $p$ taking a finite path $\rho$ in $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}} \backslash \mathrm{P}_{0}$ that is compatible with $s_{\mathrm{A}}^{\prime}$ from $\left(q_{0}, \alpha-\varepsilon\right)$ and returning a finite path $p(\rho) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$ ensuring:
a. $\phi_{Q}(p(\rho))=\phi_{Q}(\rho)$, i.e. the finite sequence of states in $Q$ seen is the same in $p(\rho)$ and $\rho$;
b. $p(\rho) \notin \mathrm{P}_{0}$ is compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ from $\left(q_{0}, \alpha-\varepsilon / 2\right)$;
c. $\operatorname{val}(p(\rho))=\operatorname{val}(\rho)+\varepsilon / 2$;
d. for all $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}} \cap \mathrm{P}_{0}$ compatible with $\mathrm{s}_{\mathrm{A}}^{\prime}$, we have $\operatorname{val}(\rho)=0$;
e. for all $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}} \backslash \mathrm{P}_{0}$ compatible with $\mathrm{s}_{\mathrm{A}}^{\prime}$, we have $\mathrm{s}_{\mathrm{A}}^{\prime}(\rho):=$ $\max \left(\mathrm{s}_{\mathrm{A}} \circ p(\rho)-\frac{\varepsilon}{2}, 0\right): Q \rightarrow[0,1]$.

Initially, we set $p\left(\left(q_{0}, \alpha-\varepsilon\right)\right):=\left(q_{0}, \alpha-\varepsilon / 2\right)$ and $\mathrm{s}_{\mathrm{A}}^{\prime}\left(\left(q_{0}, \alpha-\varepsilon\right)\right):=\max \left(\mathrm{s}_{\mathrm{A}} \circ\right.$ $\left.p\left(q_{0}, \alpha-\varepsilon\right)-\frac{\varepsilon}{2}, 0\right): Q \rightarrow[0,1]$ thus ensuring properties $a .-e$.

Assume now that $\mathrm{s}_{\mathrm{A}}^{\prime}$ and $p$, for some $n \in \mathbb{N}$, are defined on paths of length at most $2 \cdot n+1$ while ensuring properties $a$. $-e$. Consider a path

$$
\rho=\rho^{\prime} \cdot\left(\pi, \mathrm{s}_{\mathrm{A}}^{\prime}\left(\rho^{\prime}\right)\right) \cdot\left(\pi \cdot q^{\prime}, \mathrm{s}_{\mathrm{A}}^{\prime}\left(\rho^{\prime}\right)(q)\right) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{n+1} \cdot Q_{\mathrm{A}}
$$

compatible with $\mathbf{s}_{\mathbf{A}}^{\prime}$. If $\rho \in \mathrm{P}_{0}$, then by assumption $\operatorname{val}(\rho)=0$. Hence, we let $\mathrm{s}_{\mathrm{A}}(\rho):=0: Q \rightarrow[0,1] \in \operatorname{Move}_{\mathrm{A}}\left(\rho_{\mathrm{lt}}\right)$ ensuring property d. Now, assume that $\rho \notin \mathrm{P}_{0}$. In that case, we have $\mathrm{s}_{\mathrm{A}}^{\prime}\left(\rho^{\prime}\right)(q)>0$, that is $\mathrm{s}_{\mathrm{A}}^{\prime}\left(\rho^{\prime}\right)(q)=\mathrm{s}_{\mathrm{A}} \circ p\left(\rho^{\prime}\right)(q)-$ $\frac{\varepsilon}{2}>0$. We let

$$
p(\rho):=p\left(\rho^{\prime}\right) \cdot\left(\pi, \mathrm{s}_{\mathrm{A}} \circ p\left(\rho^{\prime}\right)\right) \cdot\left(\pi \cdot q, \mathrm{~s}_{\mathrm{A}} \circ p\left(\rho^{\prime}\right)(q)\right) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{n+1} \cdot Q_{\mathrm{A}}
$$

thus ensuring properties a.-c. Furthermore, defining $\mathrm{s}_{\mathrm{A}}^{\prime}(\rho):=\max \left(\mathrm{s}_{\mathrm{A}} \circ p(\rho)-\right.$ $\left.\frac{\varepsilon}{2}, 0\right): Q \rightarrow[0,1]$ ensures property e. This concludes the definitions of the strategy $\mathrm{s}_{\mathrm{A}}^{\prime}$ and the map $p$.

Now, let us show that the strategy $s_{\mathrm{A}}^{\prime}$ is winning in the game $\mathcal{G}_{\mathrm{tb}}^{\prime}$ from the state $\left(q_{0}, \alpha-\varepsilon\right)$. Consider some infinite path $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ that is compatible with $\mathrm{s}_{\mathrm{A}}^{\prime}$ in $\mathcal{C}_{\mathrm{tb}}^{\mathrm{A}}$ from $\left(q_{0}, \alpha-\varepsilon\right)$. If $\rho \in \mathrm{P}_{0}$, then $\rho \in W_{\mathrm{tb}}^{\prime}(f)$. Now, assume that $\rho \notin \mathrm{P}_{0}$. It follows that, for all $i \in \mathbb{N}$, we have $\rho_{\leq i}$ compatible with $\mathrm{s}_{\mathrm{A}}^{\prime}$ and $\rho_{\leq i} \notin \mathrm{P}_{0}$. The map $p$ is therefore defined on all prefixes $\rho_{\leq i}$ for $i \in \mathbb{N}$. Hence, we can consider the infinite path $p(\rho) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$. By property b., we have $p(\rho) \notin \mathrm{P}_{0}$ and $p(\rho)$ compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ from the state $\left(q_{0}, \alpha-\varepsilon / 2\right)$. Furthermore, by property c., for all $i \in \mathbb{N}$, we have $\operatorname{val}\left(p(\rho)_{\leq 2 i+1}\right)=\operatorname{val}\left(p\left(\rho_{\leq 2 i+1}\right)\right)=\operatorname{val}\left(\rho_{\leq 2 i+1}\right)+\varepsilon / 2 \geq \varepsilon / 2$. It follows that $\limsup \phi_{[0,1]}(p(\rho)) \geq \varepsilon / 2>0$. Since the strategy $\mathrm{s}_{\mathrm{A}}$ is winning from the state $\left(q_{0}, \alpha-\varepsilon / 2\right)$ for the winning condition $W_{\mathrm{tb}}(f)$, we have $p(\rho) \in W_{\mathrm{tb}}(f)$. That is, $0<\limsup \phi_{[0,1]}(p(\rho)) \leq f_{\mathcal{C}}\left(\phi_{Q}(p(\rho))\right)$. We can conclude that, since $f$ is win/lose and there are no stopping states, $f_{\mathcal{C}}\left(\phi_{Q}(p(\rho))\right)=1$. As $\phi_{Q}(p(\rho))=$ $\phi_{Q}(\rho)$ (by property $a$. ), it follows that $\rho \in W_{\mathrm{tb}}^{\prime}(f)$. As this holds for all infinite paths $\rho$ compatible with $\mathrm{s}_{\mathrm{A}}^{\prime}$ from $\left(q_{0}, \alpha-\varepsilon\right)$, it follows that this strategy is winning from $\left(q_{0}, \alpha-\varepsilon\right)$. Hence, $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right)-\varepsilon=\alpha-\varepsilon \leq \alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}^{\prime}(f)\right)$. Since this holds for all $\varepsilon>0$, it follows that $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right) \leq \alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}^{\prime}(f)\right)$.

Lemma 2.16. Consider an arbitrary win/lose concurrent game $\mathcal{G}$. Assume that $(\mathrm{K}, \mathrm{col})$ has finite representatives in $Q$. Then, for all $0<\alpha<\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(f)\right)$, there is a $(\mathrm{K}, \mathrm{col})$-uniform valuation $v: Q^{+} \rightarrow[0,1]$ that is winning for Player A w.r.t. $\left(q_{0}, \alpha\right)$ and A.

Proof sketch. To build this valuation $v$ that is winning for Player A w.r.t. $\left(q_{0}, \alpha\right)$, by Lemma 2.15, we can use a Player-A strategy that is winning in the game $\mathcal{G}_{\mathrm{tb}}^{\prime}$ from the state $\left(q_{0}, \alpha\right)$. However, since the valuation $v$ has to be
( K, col)-uniform, we need to define it on $\mathrm{K}^{*} \times Q$. To do so, given any pair $(\gamma, q) \in \mathrm{K}^{*} \times Q$, we will consider all the possible paths $\pi \in Q^{*}$ whose sequence of colors may be equal to $\gamma$. Since (K, col) has finite representatives in $Q$, there are only finitely many of them. By appropriately choosing the finite path $\pi$ to consider, it is possible to define $v$ while ensuring that the valuation $v$ that we define is non-decreasing w.r.t. A. In addition, for all $\rho \in q_{0} \cdot Q^{\omega}$, we can build an infinite path in the arena $\mathcal{C}_{\mathrm{tb}}^{\mathrm{A}}$ whose sequence of colors corresponds to the sequence of colors $\rho$ that is compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ from $\left(q_{0}, \alpha\right)$. We achieve this by using the finite representatives assumption (with König's lemma-like argument.). In addition, since we have changed the objective into $W_{\mathrm{tb}}(f)^{\prime}$, we can show that if $f(\rho)<1$, then there is some $i \in \mathbb{N}$ such that, for all $j \geq i$, we have $v\left(\rho_{\leq j}\right)=0$. Therefore, the superior limit of $v\left(\rho_{\leq i}\right)$ is equal to 0 . This allows us to conclude that the valuation $v$ that we have defined is winning for Player A w.r.t. $\left(q_{0}, \alpha\right)$.

Let us now formally prove this lemma.
Proof. Consider such an $\alpha<\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}(w)\right)$. By Lemma 2.15, we have $\alpha<$ $\alpha^{\mathrm{A}}\left(q_{0}, W_{\mathrm{tb}}^{\prime}(w)\right)$. Hence, we can consider a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ that is winning from $\left(q_{0}, \alpha\right)$ in the game $\mathcal{G}_{\mathrm{tb}}^{\prime}$. Consider the function $p=p_{\mathrm{SA}_{\mathrm{A}}}^{q_{0}, \alpha}: q_{0} \cdot Q^{*} \rightarrow$ $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$ from Definition 2.9. Then, for all $\gamma \in \mathrm{K}^{*}$ and $q \in Q$, we define the set:

$$
C_{\gamma, q}:=\left\{\pi=\pi^{\prime} \cdot q \in q_{0} \cdot Q^{*} \cdot q \mid \operatorname{col}^{*}\left(\pi^{\prime}\right)=\gamma \wedge p(\pi) \notin \mathrm{P}_{0}\right\}
$$

Note that for all $\gamma \in \mathrm{K}^{*}$ and $q \in Q$, the set $C_{\gamma, q}$ is finite since ( $\mathrm{K}, \mathrm{col}$ ) has finite representatives in $Q$. Hence, we can define the maximum value $\alpha_{\gamma, q} \in[0,1]$ achieved by paths in $C_{\gamma, q}$ :

$$
\alpha_{\gamma, q}:=\max \left\{\alpha \in[0,1] \mid \exists \pi \in C_{\gamma, q}, \text { val } \circ p(\pi)=\alpha\right\}
$$

Whenever $C_{\gamma, q}$ is the empty set, we set $\alpha_{\gamma, q}:=0$. Finally, consider a function $\iota: \mathrm{K}^{*} \times Q \rightarrow Q^{+}$such that, for all $(\gamma, q) \in \mathrm{K}^{*} \times Q$, if $C_{\gamma, q} \neq \emptyset$, then $\iota(\gamma, q) \in C_{\gamma, q}$ and:

$$
\begin{equation*}
\text { val } \circ p(\iota(\gamma, q))=\alpha_{\gamma, q} \tag{2.8}
\end{equation*}
$$

Note that, by definition of the set $C_{\gamma, q}$, we have:

$$
\begin{equation*}
\operatorname{col}^{*} \circ \iota(\gamma, q)=\gamma \cdot \operatorname{col}(q) \tag{2.9}
\end{equation*}
$$

We can now define a valuation of finite sequences of states $v: Q^{+} \rightarrow[0,1]$. First, we let $v\left(q_{0}\right):=\alpha$ and $v(q):=0$ for all $q \in Q \backslash\left\{q_{0}\right\}$. Then, for all $(\gamma \cdot q) \in \mathrm{K}^{*} \times Q$, we define the valuation $v^{\gamma \cdot q}: Q \rightarrow[0,1]$ in the following way:

$$
v^{\gamma, q}:= \begin{cases}0 & : Q \rightarrow[0,1] \text { if } C_{\gamma, q}=\emptyset \\ s_{\mathrm{A}} \circ p(\iota(\gamma, q)) & : Q \rightarrow[0,1] \text { otherwise }\end{cases}
$$

Then, for all $\rho \cdot q \in q_{0} \cdot Q^{*}$, we have $v^{\rho \cdot q}:=v^{\operatorname{col}^{*}(\rho) \cdot q}$. Hence, by definition, $v$ is ( $\mathrm{K}, \mathrm{col}$ )-uniform. Let us show that $v$ is a winning valuation for Player A w.r.t. $\left(q_{0}, \alpha\right)$ and A .

First, we show that it is non-decreasing w.r.t. A. We have $v^{q_{0}}=\mathrm{s}_{\mathrm{A}}\left(\left(q_{0}, \alpha\right)\right) \in$ $\operatorname{Move}_{\mathrm{A}}^{\mathrm{A}}\left(\left(q_{0}, \alpha\right)\right)$. Hence, $v\left(q_{0}\right)=\alpha \leq \operatorname{out}\left[\left\langle\mathrm{F}\left(q_{0}\right), v^{q_{0}}\right\rangle\right]$. Furthermore, $v(q)=0$ for all $q \in Q \backslash\left\{q_{0}\right\}$. Hence, the valuation $v$ is non-decreasing at all states $q \in Q$. Now, let $\rho:=\rho^{\prime} \cdot q^{\prime} \cdot q \in Q \cdot Q^{+}$with $\rho^{\prime} \in Q^{*}, \gamma:=\operatorname{col}^{*}\left(\rho^{\prime}\right) \in \mathrm{K}^{*}$ and $\gamma^{\prime}:=\operatorname{col}^{*}\left(\rho^{\prime} \cdot q^{\prime}\right)=\gamma \cdot \operatorname{col}\left(q^{\prime}\right) \in \mathrm{K}^{+}$. If $v(\rho)=0$, then $v(\rho) \leq \operatorname{out}\left[\left\langle\mathrm{F}(\rho), v^{\rho}\right\rangle\right]$ holds straightforwardly. Assume now that $v(\rho)>0$. That is, $v^{\rho^{\prime} \cdot q^{\prime}}(q)>0$. It follows that $C_{\gamma, q^{\prime}} \neq \emptyset$. Hence, we have $\iota\left(\gamma, q^{\prime}\right) \in C_{\gamma, q^{\prime}}$ and $v^{\rho^{\prime} \cdot q^{\prime}}=\mathrm{s}_{\mathrm{A}} \circ p\left(\iota\left(\gamma, q^{\prime}\right)\right)$. Furthermore,

$$
\begin{aligned}
p\left(\iota\left(\gamma, q^{\prime}\right) \cdot q\right) & =p\left(\iota\left(\gamma, q^{\prime}\right)\right) \cdot\left(\iota\left(\gamma, q^{\prime}\right), \mathrm{s}_{\mathrm{A}} \circ p\left(\iota\left(\gamma, q^{\prime}\right)\right)\right) \cdot\left(\iota\left(\gamma, q^{\prime}\right) \cdot q, \mathrm{~s}_{\mathrm{A}} \circ p\left(\iota\left(\gamma, q^{\prime}\right)\right)(q)\right) \\
& =p\left(\iota\left(\gamma, q^{\prime}\right)\right) \cdot\left(\iota\left(\gamma, q^{\prime}\right), v^{\gamma, q^{\prime}}\right) \cdot\left(\iota\left(\gamma, q^{\prime}\right) \cdot q, v^{\gamma, q^{\prime}}(q)\right)
\end{aligned}
$$

with $v^{\gamma \cdot q^{\prime}}(q)=v(\rho)>0$. Since $p\left(\iota\left(\gamma, q^{\prime}\right)\right) \notin \mathrm{P}_{0}$, we have $p\left(\iota\left(\gamma, q^{\prime}\right) \cdot q\right) \notin \mathrm{P}_{0}$. In addition, since by Equation 2.9 we have $\operatorname{col}^{*} \circ \iota\left(\gamma, q^{\prime}\right)=\gamma \cdot \operatorname{col}\left(q^{\prime}\right)=\gamma^{\prime}$, it follows that $\iota\left(\gamma, q^{\prime}\right) \cdot q \in C_{\gamma^{\prime}, q}$. Hence, by definition, $\alpha_{\gamma^{\prime}, q} \geq$ val $\circ p\left(\iota\left(\gamma, q^{\prime}\right) \cdot q\right)=v(\rho)$. Furthermore, $v^{\gamma^{\prime}, q}=\mathrm{s}_{\mathrm{A}} \circ p\left(\iota\left(\gamma^{\prime}, q\right)\right) \in \operatorname{Move}_{\mathrm{A}}^{\mathrm{A}}\left(p\left(\iota\left(\gamma^{\prime}, q\right)\right)_{\mathrm{lt}}\right)=\operatorname{Move}_{\mathrm{A}}^{\mathrm{A}}\left(\left(\iota\left(\gamma, q^{\prime}\right)\right.\right.$. $\left.q, \alpha_{\gamma^{\prime}, q}\right)$ ) by Equation 2.8. In other words, $v(\rho) \leq \alpha_{\gamma^{\prime}, q} \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), v^{\gamma^{\prime}, q}\right\rangle\right][\mathrm{A}]=$ $\operatorname{val}\left[\left\langle\mathrm{F}(q), v^{\rho}\right\rangle\right][\mathrm{A}]$. That is, $v$ is non-decreasing w.r.t. A at $\rho$.

Consider now some $\rho \in q_{0} \cdot Q^{\omega}$. Let $N_{>0}:=\left\{i \in \mathbb{N} \mid C_{\mathrm{col}^{*}\left(\rho_{\leq i}\right), \rho_{i+1}} \neq \emptyset\right\}$. For all $k \notin N_{>0}$, we have $v^{\operatorname{col}^{*}\left(\rho_{\leq k}\right), \rho_{k+1}}\left(\rho_{k+2}\right)=v\left(\rho_{\leq k+2}\right)=0$. Hence, if $N_{>0}$ is finite, then there is some $k \in \mathbb{N}$ such that $v\left(\rho_{\leq i}\right)=0$ for all $i \geq k$. Hence, $\limsup \left(v\left(\rho_{\leq i}\right)\right)_{i \in \mathbb{N}}=0$. Now, assume that $N_{>0}$ is infinite. Let us define inductively a sequence of states $\pi \in Q^{\omega}$ such that, for all $i \in \mathbb{N}$, we have:
a. $\operatorname{col}^{*}\left(\pi_{\leq i}\right)=\operatorname{col}^{*}\left(\rho_{\leq i}\right) ;$
b. $p\left(\pi_{\leq i}\right) \notin \mathrm{P}_{0}$;
c. the set $N_{>0}^{i}:=\left\{j \geq i \mid C_{\operatorname{col}^{*}\left(\rho_{\leq j}\right), \rho_{j+1}} \cap \pi_{\leq i} \cdot Q^{*} \neq \emptyset\right\}$ is infinite.

Initially, $\pi_{0}=q_{0}$ and all properties are ensured since $N_{>0}$ is infinite. Let us now assume that $\pi$ is defined up to index $i \in \mathbb{N}$ and that all properties above are ensured up to that index. Let us define $\pi_{i+1} \in Q$. Let $\tilde{N}_{>0}^{i}:=\{j \geq i+1 \mid$ $\left.C_{\text {col }^{*}\left(\rho_{\leq j}\right), \rho_{j+1}} \cap \pi_{\leq i} \cdot Q^{*} \neq \emptyset\right\}$. By assumption, this set is infinite. Now, let $c:=\operatorname{col}\left(\rho_{i+1}\right) \in \mathrm{K}$. For all $q \in \operatorname{col}^{-1}[c]$, we consider the set $N_{>0}^{i}(q):=\{j \geq$ $\left.i+1 \mid C_{\text {col }^{*}\left(\rho_{\leq j}\right), \rho_{j+1}} \cap \pi_{\leq i} \cdot q \cdot Q^{*} \neq \emptyset\right\}$. We have:

$$
\tilde{N}_{>0}^{i}=\bigcup_{q \in \mathrm{col}^{-1}[c]} N_{>0}^{i}(q)
$$

Since (K, col) has finite representatives in $Q$, the set $\operatorname{col}^{-1}[c]$ is finite. Hence, there is some $q \in \operatorname{col}^{-1}[c]$ such that $N_{>0}^{i}(q)$ is infinite. Then, we set $\pi_{i+1}:=q$.

With this choice, we have $N_{>0}^{i+1}=N_{>0}^{i}(q)$. Hence, it is infinite and property $c$. is ensured. It also follows that there is some $j \geq i+1$, such that $C_{\mathrm{col}^{*}\left(\rho_{\leq j}\right), \rho_{j+1}} \cap$ $\pi_{\leq i+1} \cdot Q^{*} \neq \emptyset$. Consider $\theta=\pi_{\leq i+1} \cdot \pi^{\prime} \in C_{\text {col }^{*}\left(\rho_{\leq j}\right), \rho_{j+1}} \cap \pi_{\leq i+1} \cdot Q^{*}$. By definition of $C_{\text {col }^{*}\left(\rho_{\leq j}\right), \rho_{j+1}}$, we have $p(\theta) \notin \mathrm{P}_{0}$. Since $\pi_{\leq i+1}$ is a prefix of $\theta$, it follows that $p\left(\pi_{\leq i+1}\right) \notin \mathrm{P}_{0}$. Hence, property $b$. is ensured. Furthermore, we have $\operatorname{col}^{*}\left(\pi_{\leq i+1}\right)=\operatorname{col}^{*}\left(\pi_{\leq i}\right) \cdot \operatorname{col}\left(\pi_{i+1}\right)=\operatorname{col}^{*}\left(\pi_{\leq i}\right) \cdot c=\operatorname{col}^{*}\left(\rho_{\leq i}\right) \cdot \operatorname{col}\left(\rho_{i+1}\right)=$ $\operatorname{col}^{*}\left(\rho_{\leq i+1}\right)$ and property $a$. is ensured. This concludes the definition of $\pi \in Q^{\omega}$.

The infinite path $p(\pi) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{\omega}$ is compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ from $\left(q_{0}, \alpha\right)$ (recall Observation 2.2). Hence, since the strategy $\mathrm{s}_{\mathrm{A}}$ is winning from $\left(q_{0}, \alpha\right)$, we have $p(\pi) \in W_{\mathrm{tb}}^{\prime}(f)$. However, because of property $b$., we have $p(\pi) \notin \mathrm{P}_{0}$. Hence, $f(\pi)=f\left(\phi_{Q}(p(\pi))\right)=1$. Since $\operatorname{col}^{\omega}(\pi)=\operatorname{col}^{\omega}(\rho)$, it follows that $f(\rho)=1$. That is, we have limsup $\left(v\left(\rho_{\leq i}\right)\right)_{i \in \mathbb{N}} \leq f(\rho)$ and the valuation $v$ is winning for Player A w.r.t. $\left(q_{0}, \alpha\right)$ and A.

### 2.4.4 . Proof of Theorem 2.3

Proof. Consider an arbitrary concurrent game $\mathcal{G}$ and assume that it is supremized by a collection $\left(S_{q}^{\mathrm{A}}\right)_{q_{\epsilon} Q}$ of GF-strategies w.r.t. Player A and supremized by a collection $\left(S_{q}^{\mathrm{B}}\right)_{q \in Q}$ of GF-strategies w.r.t. Player B. Note that such collections of GF-strategies always exist since $\left(\Sigma_{\mathrm{A}}^{q}\right)_{q_{\in}}\left(\right.$ resp. $\left.\left(\Sigma_{\mathrm{B}}^{q}\right)_{q_{\in}}\right)$ works for Player A (resp. B).

Let $q \in Q$ be a starting state. Let $\alpha_{q}:=\alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}(f)\right)$. Let us show that $\alpha_{q}=\chi_{\mathcal{G}}[\mathrm{A}](q)$. Let $0<\varepsilon<\alpha_{q}$. By definition of $\alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}(f)\right)$ (recall Observation 2.1), Player A is winning from $\left(q, \alpha_{q}-\frac{\varepsilon}{2}\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{A}}$. Hence, by Lemma 2.13, she has a winning valuation w.r.t. $\left(q, \alpha_{q}-\frac{\varepsilon}{2}\right)$ and A. It follows, from Lemma 2.12 that Player A has a strategy $\mathrm{s}_{\mathrm{A}}^{q, \varepsilon}$ generated by $\left(S_{q}^{\mathrm{A}}\right)_{q \in Q}$ whose value is at least $\alpha_{q}-\varepsilon$ from $q$ in $\mathcal{G}$ against any Player-B strategy in $\operatorname{Opnt}(\mathrm{A})=\mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. Hence, $\alpha_{q} \leq \chi_{\mathcal{G}}[\mathrm{A}](q)$.

Now, consider any Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. Let $\alpha_{q}^{\mathrm{sA}_{\mathrm{A}}}:=\alpha^{\mathrm{s}_{\mathrm{A}}}\left(q, W_{\mathrm{tb}}(f)\right)$. Let us show that $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \leq \alpha_{q}^{s_{A}}$. Let $0<\varepsilon<1-\alpha_{q}^{s_{A}}$. By definition of $\alpha_{q}^{s_{\mathrm{A}}}$, Player B is winning from $\left(q, \alpha_{q}^{S_{\mathrm{A}}}+\frac{\varepsilon}{3}\right)$ in $\mathcal{G}_{\mathrm{tb}}^{\mathrm{Sb}_{\mathrm{A}}}$. Hence, by Lemma 2.14 , she has a winning valuation w.r.t. $\left(q, \alpha_{q}^{s_{\mathrm{A}}}+\frac{2 \cdot \varepsilon}{3}\right)$ and $\mathrm{s}_{\mathrm{A}}$. It follows, from Lemma 2.12 that Player B has a strategy generated by $\left(S_{q}^{\mathrm{B}}\right)_{q \in Q}$ whose value is at least $\alpha_{q}^{\mathrm{SA}_{A}}+\varepsilon$ from $q_{0}$ against all strategies in $\operatorname{Opnt}\left(s_{\mathrm{A}}\right)=\mathrm{s}_{\mathrm{A}}$. Hence, $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \leq \alpha_{q}^{s_{\mathrm{A}}}+\varepsilon$. As this holds for all $\varepsilon>0$, it follows that $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \leq \alpha_{q}^{s_{\mathrm{A}}}$. Furthermore, by Observation 2.1, we have $\alpha_{q}^{5_{\mathrm{A}}}=\alpha^{\mathrm{SA}_{\mathrm{A}}}\left(q, W_{\mathrm{tb}}(w)\right) \leq \alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}(w)\right)=\alpha_{q}$. That is, $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \leq \alpha_{q}$. As this holds for all Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, it follows that $\chi_{\mathcal{G}}[\mathrm{A}](q) \leq \alpha_{q}$. Overall, we obtain $\chi_{\mathcal{G}}[\mathrm{A}](q)=\alpha_{q}=\alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}(w)\right)$. This proves result $1 . a$ since, for all $\varepsilon>0$, the Player- A strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon} \in \mathrm{S}_{\mathcal{C}}^{A}$ such that, for all $q \in Q$ and $\rho \in Q^{*}, s_{\mathrm{A}}^{\varepsilon}(q \cdot \rho):=\mathrm{s}_{\mathrm{A}}^{q, \varepsilon}(q \cdot \rho)$ is generated by $\left(S_{q}^{\mathrm{A}}\right)_{q \in Q}$ and is $\varepsilon$-optimal.

We can prove similarly - by using the counterparts of the lemma cited above for Player B - that $\chi_{\mathcal{G}}[\mathrm{B}](q)=\alpha^{\mathrm{B}}\left(q, W_{\mathrm{tb}}(f)\right)$. Result 2 is then a direct consequence of Observation 2.1: $\alpha^{\mathrm{A}}\left(q, W_{\mathrm{tb}}(f)\right)=\alpha^{\mathrm{B}}\left(q, W_{\mathrm{tb}}(f)\right)$ as soon as all
local interactions are valuable. Furthermore, result 1.a for Player B can be deduced from how strategies of values $\varepsilon$-close to $\alpha_{q}$ are built above.

Consider now result 1.b. Assume that ( $\mathrm{K}, \mathrm{col}$ ) has finite representatives in $Q$ and that the payoff function $f$ is win/lose. Also assume for now that there is no stopping state in $\mathcal{G}$. We cannot proceed exactly like we did for result 1.a where, after exhibiting, for each state $q \in Q$, a Player-A strategy that is $\varepsilon$-optimal from $q$, we then glue these strategies together to form an $\varepsilon$ optimal strategy. The issue is that, to establish result 1.b, we need the obtained strategy to be ( K, col)-uniform. Hence, let $k \in \mathrm{~K}$ and $Q_{k}:=\operatorname{col}^{-1}[k] \subseteq Q$. We let $n_{k}:=\left|Q_{k}\right| \in \mathbb{N}$. Let us build a game $\mathcal{G}_{k}$ that is identical to the game $\mathcal{G}$ except that we have added a trivial state $q_{k}$ - whose color is new and has no impact on the winner of the game - from which there is probability $\frac{1}{n_{k}}$ to go to any state in $Q_{k}$. We denote by $\mathrm{K}^{\prime}$ and col' the set of colors and coloring function in the game $\mathcal{G}_{k}$. Consider some $\varepsilon>0$ and let $\varepsilon_{k}:=\frac{\varepsilon}{n_{k}}>0$. By Lemma 2.16 and what we have shown above applied to the game $\mathcal{G}_{k}$, Player A has a winning valuation w.r.t. $\left(q_{k}, \chi_{\mathcal{G}_{k}}[\mathrm{~A}]\left(q_{k}\right)-\frac{\varepsilon}{2}\right)$ and the guard $\mathrm{gd}=\mathrm{A}$ that is $\left(\mathrm{K}^{\prime}\right.$, col $\left.{ }^{\prime}\right)$-uniform. It follows, from Lemma 2.12 that Player A has a $\left.\left(\mathrm{K}^{\prime}, \text { col }\right)^{\prime}\right)$-uniform strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon_{k}}$ generated by $\left(S_{q}^{\mathrm{A}}\right)_{q \in Q}$ whose value is at least $\chi_{\mathcal{G}_{k}}[\mathrm{~A}]\left(q_{k}\right)-\varepsilon_{k}$ from $q_{k}$. By definition of the game $\mathcal{G}_{k}$, the strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon_{k}, q_{k}}$ is therefore ( $\mathrm{K}, \mathrm{col}$ )-uniform and $\varepsilon$-optimal from all states in $Q_{k}$. This can be done for all $k \in \mathrm{~K}$. It follows that the Player-A strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ such that, for all $q \in Q$ and $\rho \in Q^{*}$, we have $\mathrm{s}_{\mathrm{A}}^{\varepsilon}:=\mathrm{s}_{\mathrm{A}}^{\varepsilon_{\mathrm{Col}(q)}, \operatorname{col}(q)}(q \cdot \rho)$ is (K, col)-uniform and $\varepsilon$-optimal. Finally, assume that the game $\mathcal{G}$ has stopping states. It suffices to add two fresh states $T$ and $\perp$ colored with two fresh colors and to modify the win/lose payoff function $f$ so that reaching $\top$ (resp. $\perp$ ) leads to value 1 (resp. $0)$. Furthermore, we replace each stopping state $q \in Q_{\mathbf{S}}$ with a trivial state that leads with probability $\operatorname{val}(q)$ to the state $T$ and with $\operatorname{probability} 1-\operatorname{val}(q)$ to the state $\perp$. This modification does not change the values of any states. We then can apply the result to this new game.

We proved result 1.b for Player A. However, the assumptions for this result - recall, that the game is win/lose and that ( $\mathrm{K}, \mathrm{col}$ ) has finite representatives in $Q$ - do not depend on the player considered. Hence, we can obtain the same result for Player B (up to reversing the roles of the players in all the proofs described in this section).

We conclude by an application to turn-based games. Indeed, all turn-based interactions are supremized by deterministic GF-strategies. Hence, we obtain the corollary below.

Corollary 2.17. All turn-based games are valuable and for all $\varepsilon>0$, for both players, $\varepsilon$-optimal strategies can be found among deterministic strategies.

This result was stated in [55, Theorem 1] and [56, Lemma 11]. In both cases, the authors suggest that it could be derived by "closely examining"

Martin's proof and realizing that turn-based game forms are supremized by deterministic GF-strategies (which is true). What we have done in this chapter formally proves this result.

### 2.5 Application: action-strategies

In this section, we consider standard games with richer strategies than the ones we have considered so far. Recall Definition 1.26, a strategy is a function mapping a finite non-empty sequence of states to a GF-strategy. Here, we consider strategies that not only depend on the sequence of states but also on the actions played by the players. These will be called action-strategies, whereas the strategies we have considered so far in this thesis will be called (in this section only) state-strategies. The goal of this section is to properly define action-strategies along with the corresponding notion of outcome. We then use Theorem 2.3 to show that, under specific conditions, concurrent games with action-strategies have a value and that this value is equal to the value with state-strategies. However, we exhibit a game where the values of state- and action-strategies are equal while there is an optimal strategy among actionstrategies, but there is none among state-strategies.

We will use the definitions from Definition 1.8 of the projection function $\phi_{Q, Q_{\text {Act }}}$ and of the payoff function $\left(f_{\mathcal{C}}\right)_{Q, Q_{\text {Act }}}:\left(Q \cup Q_{\text {Act }}\right)^{\omega} \rightarrow[0,1]$ obtained from a payoff function $f_{\mathcal{C}}: Q^{\omega} \rightarrow[0,1]$.

### 2.5.1 . Definitions

We first define below the set of admissible sequences on which actionstrategies will be defined. Informally, these admissible sequences are the sequences of the following shape: $q \cdot(q, a, b) \cdot q^{\prime} \cdot\left(q^{\prime}, a^{\prime}, b^{\prime}\right) \cdots$ with $q, q^{\prime} \in Q$, $(a, b) \in \operatorname{Act}_{\mathrm{A}}^{q} \times \operatorname{Act}_{\mathrm{B}}^{q}$ and $\left(a^{\prime}, b^{\prime}\right) \in \operatorname{Act}_{\mathrm{A}}^{q^{\prime}} \times \operatorname{Act}_{\mathrm{B}}^{q^{\prime}}$.
Definition 2.12 (State and action sequences, Admissible sequences). Consider a standard concurrent arena $\mathcal{C}$. We let:

$$
Q_{\mathrm{Act}}:=\bigcup_{q \in Q}\left(\{q\} \times \operatorname{Act}_{\mathrm{A}}^{q} \times \operatorname{Act}_{\mathrm{B}}^{q}\right)
$$

We let $\operatorname{SeqAdm}_{\mathcal{C}}^{Q} \subseteq\left(Q \cdot Q_{\text {Act }}\right)^{*} \cdot Q$ be such that:

$$
\begin{aligned}
\operatorname{SeqAdm}_{\mathcal{C}}^{Q}:= & \left\{\rho=q_{0} \cdot\left(q_{0}, a_{0}, b_{0}\right) \cdot q_{1} \cdots\left(q_{n-1}, a_{n-1}, b_{n-1}\right) \cdot q_{n} \in\left(Q \cdot Q_{\mathrm{Act}}\right)^{*} \cdot Q\right. \\
& \left.\mid \forall 0 \leq i \leq n-1, q_{i} \in Q,\left(a_{i}, b_{i}\right) \in \operatorname{Act}_{\mathrm{A}}^{q_{i}} \times \operatorname{Act}_{\mathrm{B}}^{q_{i}}, q_{n} \in Q\right\}
\end{aligned}
$$

and $\operatorname{SeqAdm}_{\mathcal{C}}^{Q_{\text {Act }}} \subseteq\left(Q \cdot Q_{\text {Act }}\right)^{+}$be such that:

$$
\begin{aligned}
\operatorname{SeqAAm}_{\mathcal{C}}^{Q_{\text {Act }}}:= & \left\{\rho=q_{0} \cdot\left(q_{0}, a_{0}, b_{0}\right) \cdot q_{1} \cdots\left(q_{n-1}, a_{n-1}, b_{n-1}\right) \in\left(Q \cdot Q_{\mathrm{Act}}\right)^{+}\right. \\
& \left.\mid \forall 0 \leq i \leq n-1, q_{i} \in Q,\left(a_{i}, b_{i}\right) \in \operatorname{Act}_{\mathrm{A}}^{q_{i}} \times \operatorname{Act}_{\mathrm{B}}^{q_{i}}\right\}
\end{aligned}
$$

We also let $\operatorname{Seq}^{\operatorname{Adm}}{ }_{\mathcal{C}}:=\operatorname{Seq} A d m_{\mathcal{C}}^{Q} \uplus \operatorname{SeqAdm}_{\mathcal{C}}{ }^{\text {Act. }}$. Furthermore, we let SeqAdm ${ }_{\mathcal{C}}^{\omega} \subseteq$ $Q \cdot Q_{\text {Act }}^{\omega}$ be equal to:

$$
\operatorname{Seq}^{\operatorname{Adm}}{ }_{\mathcal{C}}^{\omega}:=\left\{\rho \in\left(Q \cdot Q_{\text {Act }}\right)^{\omega} \mid \forall i \in \mathbb{N}, \rho_{\leq i} \in \operatorname{SeqAdm}_{\mathcal{C}}\right\}
$$

We can now define formally the notion of action-strategies.
Definition 2.13 (Action strategies). Consider a standard concurrent arena C. Player-A action-strategies are maps

$$
\mathrm{s}_{\mathrm{A}}: \operatorname{SeqAdm}_{\mathcal{C}}^{Q} \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{~F}(q))
$$

 by $S_{A}^{\mathcal{C}, A c t}$ the corresponding set of strategies in the arena $\mathcal{C}$. From a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, we build the action-strategy $\mathrm{s}_{\mathrm{A}}^{\text {Sta }}$ such that $\mathrm{s}_{\mathrm{A}}^{\text {Sta }}:=\mathrm{s}_{\mathrm{A}} \circ \phi_{Q, Q_{A c t}}$ : SeqAdm ${ }_{\mathcal{C}}^{Q} \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{F}(q))$. Such a strategy is called a state-strategy. We denote the set of state-strategies by $S_{A}^{\mathcal{C}, S t a}:=\left\{s_{A}^{S t a} \mid s_{A} \in S_{A}^{\mathcal{C}}\right\} \subseteq S_{A}^{\mathcal{C}, \text { Act }}$. This is analogous for Player B.

The stochastic tree induced by action-strategies will be ( $Q, Q_{\text {Act }}$ )-alternating (recall Definition 1.8). Let us define the probability to go from $Q$ to $Q_{\text {Act }}$ and vice versa.

Definition 2.14 (Probability transition given two GF-strategies). Consider a standard concurrent arena $\mathcal{C}$, a state $q \in Q$, another state $\left(q^{\prime}, a, b\right) \in Q_{\text {Act }}$ and two GF-strategies $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}}(\mathrm{F}(q)) \times \Sigma_{\mathrm{B}}(\mathrm{F}(q))$. The probability to go from $q \in Q$ to $\left(q^{\prime}, a, b\right) \in Q_{\text {Act }}$ if the players play, in $q, \sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{B}}$, denoted $\mathbb{P}^{\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}}\left(q,\left(q^{\prime}, a, b\right)\right)$, is equal to:

$$
\mathbb{P}_{\mathcal{C}, A_{c t}}^{\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}}\left(q,\left(q^{\prime}, a, b\right)\right):= \begin{cases}0 & \text { if } q \neq q^{\prime} \\ \sigma_{\mathrm{A}}(a) \cdot \sigma_{\mathrm{B}}(b) & \text { otherwise }\end{cases}
$$

Furthermore, consider a state $(q, a, b) \in Q_{\text {Act }}$ and another $q^{\prime} \in Q$. The probability to go from $(q, a, b)$ to $q^{\prime}$ is equal to:

$$
\mathbb{P}_{\mathcal{C}, A c t}^{\mathcal{D}}\left((q, a, b), q^{\prime}\right):=\varrho_{q}(a, b)\left(q^{\prime}\right)
$$

We define below the stochastic trees action-induced by a pair of actionstrategies.

Definition 2.15 (Probability distribution given two strategies). Consider a standard concurrent arena $\mathcal{C}$ and two arbitrary action-strategies $\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\right) \in$ $\mathrm{S}_{\mathrm{A}}^{\mathcal{C}, \text { Act }} \times \mathrm{S}_{\mathrm{B}}^{\mathcal{C}, \text { Act }}$. We denote by $\mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{SA}_{\mathrm{A}}},(Q):\left(Q \cup Q_{\text {Act }}\right)^{+} \rightarrow \mathcal{D}\left(Q \cup Q_{\text {Act }}\right) \text { the function }}$ giving the probability distribution over the next state of the arena given the sequence of states already seen. That is, for all finite admissible paths $\pi \in$
$\operatorname{Seq}^{\operatorname{Adm}} \mathcal{C}_{\mathcal{C}}$ and $q \in\left(Q \cup Q_{\text {Act }}\right)$, we have:

$$
\mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}}(\pi)(q):= \begin{cases}0 & \text { if } \pi_{\mathrm{lt}} \in Q \text { and } q \in Q \\ \mathbb{P}_{\mathcal{C}, \mathrm{Act}}^{\mathrm{s}_{\mathrm{A}}(\pi), \mathrm{s}_{\mathrm{B}}(\pi)}\left(\pi_{\mathrm{lt}}, q\right) & \text { if } \pi_{\mathrm{lt}} \in Q \text { and } q \in Q_{\text {Act }} \\ 0 & \text { if } \pi_{\mathrm{lt}} \in Q_{\text {Act }} \text { and } q \in Q_{\text {Act }} \\ \mathbb{P}_{\mathcal{C}, \mathrm{Act}}^{\mathcal{D}}\left(\pi_{\mathrm{lt}}, q\right) & \text { if } \pi_{\mathrm{lt}} \in Q_{\text {Act }} \text { and } q \in Q\end{cases}
$$

For $\left.\pi \in\left(Q \cup Q_{\text {Act }}\right)^{+} \backslash \operatorname{SeqAdm}_{\mathcal{C}}, \mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{sA}_{\mathrm{s}}}(\pi)}^{\mathrm{S}^{\prime}}\right): Q \cup Q_{\text {Act }} \rightarrow[0,1]$ is defined arbitrarily such that $\mathbb{P}_{\mathcal{C}, A c t}^{S_{A}, S_{\mathrm{B}}}(\pi) \in \mathcal{D}\left(Q \cup Q_{\text {Act }}\right)$.

The stochastic tree $\mathcal{T}_{\mathcal{C}, A c t}^{s_{A}, \mathrm{~s}_{\mathrm{B}}}$ action-induced by the pair of strategies $\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\right)$

Observation 2.3. The stochastic tree $\mathcal{T}_{\mathcal{C}, A_{A c t}}^{\mathcal{S}_{A}, S_{B}}$ of the above definition ensures that, for all $q \in Q$, and $\pi \in\left(Q \cup Q_{\text {Act }}\right)^{*} \backslash q^{-1} \cdot \operatorname{SeqAdm}_{\mathcal{C}}$, we have:

$$
\mathbb{P}_{\mathcal{C}, \mathrm{Act}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi)=0
$$

where $q^{-1} \cdot \operatorname{SeqAdm}_{\mathcal{C}}:=\left\{\rho \in\left(Q \cup Q_{\text {Act }}\right)^{*} \mid q \cdot \rho \in \operatorname{SeqAdm}_{\mathcal{C}}\right\}$. In particular, the stochastic tree $\mathcal{T}_{\mathcal{C}, A c t}^{\text {SA A }_{\text {A }}}$ is $\left(~ Q, Q_{\text {Act }}\right)$-alternating.

One may wonder, given two state-strategies, how do the stochastic trees induced and action-induced by that pair of strategies relate in terms of the expected value of any measurable functions. In fact, these expected values are equal in both stochastic trees, since state-strategies do not depend on the actions seen, as stated in the lemma below.

Lemma 2.18 (Proof 2.7.4). Consider a standard concurrent game $\mathcal{C}$. Consider a measurable functions $f: Q^{\omega} \rightarrow[0,1]$, and any two strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ and $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. Then, for all starting states $q \in Q$ :

Let us now define the value of the game where (action-)strategies are used.

Definition 2.16 ( $X_{\mathrm{A}}, X_{\mathrm{B}}$-values of the game). Consider a concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ and let $g:=\left(f_{\mathcal{C}}\right)_{Q, Q_{\text {Act }}}:\left(Q \cup Q_{\text {Act }}\right)^{\omega} \rightarrow[0,1]$. For $X_{\mathrm{B}} \in\{$ Sta, Act $\}$ and a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\text {C,Act }}$ the vector $\chi_{\mathcal{G}, X_{\mathrm{B}}}\left[\mathrm{s}_{\mathrm{A}}\right]: Q \rightarrow[0,1]$ giving the $X_{\mathrm{B}}$-value of the strategy $\mathrm{s}_{\mathrm{A}}$ is such that, for all $q \in Q$, we have:

$$
\left.\chi_{\mathcal{G}, X_{\mathrm{B}}}\left[\mathrm{~s}_{\mathrm{A}}\right](q):=\inf _{\mathrm{s}_{\mathrm{B}} \in \mathcal{S}_{\mathrm{B}}^{\mathrm{C}, X_{\mathrm{B}}}} \mathbb{E}_{\left.\mathcal{C},, \mathrm{Act}, q^{s_{\mathrm{A}}}, g^{q}\right]}^{q}\right]
$$

For $X_{\mathrm{A}} \in\{$ Sta, Act $\}$, the vector $\chi_{\mathcal{G}, X_{\mathrm{A}}, X_{\mathrm{B}}}[\mathrm{A}]: Q \rightarrow[0,1]$ giving the $X_{\mathrm{A}}, X_{\mathrm{B}}$ value for Player A is such that, for all $q \in Q$, we have:

$$
\chi_{\mathcal{G}, X_{\mathrm{A}}, X_{\mathrm{B}}}[\mathrm{~A}](q):=\sup _{\mathrm{s}_{\mathrm{A}} \in \mathrm{~S}_{\mathrm{A}}^{\mathrm{c}, X_{A}}} \chi_{\mathcal{G}, X_{\mathrm{B}}}\left[\mathrm{~s}_{\mathrm{A}}\right](q)
$$

That is, Player A uses $X_{\mathrm{A}}$-strategies and Player B uses $X_{\mathrm{B}}$-strategies. The value can be defined symmetrically for Player B . When the $X_{\mathrm{A}}, X_{\mathrm{B}}$-values of both players are the same, this defines the $X_{\mathrm{A}}, X_{\mathrm{B}}$-value of the game: $\chi_{\mathcal{G}, X_{\mathrm{A}}, X_{\mathrm{B}}}:=\chi_{\mathcal{G}, X_{\mathrm{A}}, X_{\mathrm{B}}}[\mathrm{A}]=\chi_{\mathcal{G}, X_{\mathrm{A}}, X_{\mathrm{B}}}[\mathrm{B}]$. (If $X_{\mathrm{A}}=X_{\mathrm{B}}$, one of them is omitted.)

### 2.5.2 . Expressive power

The existence of Act-value is ensured as soon as, at each state, one of the players set of actions is finite. In addition, when, at each state, both of the players set of actions are finite and if the game is win/lose, then the Act-value and the Sta-value are equal. This is the main result of this section stated below and it is a corollary of Theorem 2.3.

Corollary 2.19. Consider a standard concurrent game $\mathcal{G}$. Assume that, for all $q \in Q$, we have either $\operatorname{Act}_{\mathrm{A}}^{q}$ or $\operatorname{Act}_{\mathrm{B}}^{q}$ finite (in particular, the game $\mathcal{G}$ is valuable by Proposition 1.12). In that case, the game $\mathcal{G}$ has an Act-value.

If we additionally assume that $\mathcal{G}$ is win/lose, and that, for all $q \in Q$, both $\operatorname{Act}_{\mathrm{A}}^{q}$ and $\mathrm{Act}_{\mathrm{B}}^{q}$ are finite, then the Act-value and the Sta-value of $\mathcal{G}$ exist and are equal.

Note that the proof of this corollary is quite long. However, there is no real difficulty to deduce it from Theorem 2.3. However, the change of formalism that we consider in this section makes the proof technical.

To prove this corollary, we define a new standard concurrent game where the actions chosen by the players are encoded in its states. We define below such a game along with a way to translate strategies from the original game to this new game.
Definition 2.17 (Action-encoded-states game). Consider a standard concurrent game $\mathcal{G}$. We build the game $\mathcal{G}_{\text {Act }}=\left\langle\mathcal{C}_{\text {Act }}, f_{\text {Act }}\right\rangle$ in the following way, for $\mathcal{C}_{\text {Act }}:=\left\langle Q \cup Q_{\text {Act }},, \mathrm{F}_{\text {Act }}, \mathrm{K}_{\text {Act }}, \operatorname{col}_{\text {Act }}\right\rangle:$

- for all stopping states $q \in Q_{\mathbf{s}}, q$ is still a stopping state in $\mathcal{G}_{\text {Act }}$ with the same value;
- for all non-stopping states $q \in Q_{\mathrm{ns}}$, we let $\mathrm{F}_{\mathrm{Act}}(q):=\left\langle\operatorname{Act}_{\mathrm{A}}^{q}, \operatorname{Act}_{\mathrm{B}}^{q}, Q_{\mathrm{Act}}, \varrho_{q}^{\mathrm{Act}}\right\rangle$ such that, for all $(a, b) \in \operatorname{Act}_{\mathrm{A}}^{q} \times \operatorname{Act}_{\mathrm{B}}^{q}, \varrho_{q}^{\mathrm{Act}}(a, b)(q, a, b):=1$;
- all states $(q, a, b) \in Q_{\text {Act }}$ are trivial, specifically, we have $\mathrm{F}_{\text {Act }}((q, a, b)):=$ $\left\langle *, *, Q, \varrho_{(q, a, b)}^{\mathrm{Act}}\right\rangle$ with $\varrho_{(q, a, b)}^{\mathrm{Act}}(*, *):=\varrho_{q}(a, b) \in \mathcal{D}(Q)$;
- $\mathrm{K}_{\mathrm{Act}}:=Q$;
- for all $q \in Q_{\mathrm{ns}}$, we let $\operatorname{col}_{\mathrm{Act}}(q):=q$ and for all $(q, a, b) \in Q_{\text {Act }}$, we let $\operatorname{col}_{\text {Act }}((q, a, b)):=q$;
- We let $Q^{\mathrm{db}}:=\cup_{q \in Q}\{q\} \cdot\{q\}$ and $f^{\mathrm{sg}}: Q^{\mathrm{db}} \rightarrow Q$ be the canonical function from $Q^{\mathrm{db}}$ to $Q$. Then, we let $f_{\text {Act }}: Q^{\omega} \rightarrow[0,1]$ be such that,
for all $\rho \in Q^{\omega}$ :

$$
f_{\mathrm{Act}}(\rho):= \begin{cases}0 & \text { if } \rho \notin\left(Q^{\mathrm{db}}\right)^{\omega} \\ f_{\mathcal{C}} \circ\left(\mathrm{f}^{\mathrm{sg}}\right)^{\omega}(\rho) & \text { otherwise }\end{cases}
$$

We define below how to translate strategies from $\mathcal{C}$ to $\mathcal{C}_{\text {Act }}$.
Definition 2.18 (Translating strategies). Consider a standard concurrent arena $\mathcal{C}$. Consider a Player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$. We define $\mathrm{f}^{\mathrm{C}}: \mathrm{S}_{\mathrm{C}}^{\mathcal{C}}{ }^{\text {, }}{ }^{\text {ct }} \rightarrow \mathrm{S}_{\mathrm{C}^{\mathcal{C}_{\text {Act }}} \text { in the }}$ following way. For all $\mathrm{s}_{\mathrm{C}} \in \mathrm{S}_{\mathrm{C}}^{\mathcal{C}, \text { Act }}$, we have for all $\pi \in\left(Q \cup Q_{\text {Act }}\right)^{+}$:

$$
\mathrm{f}^{\mathrm{C}}\left(\mathrm{~s}_{\mathrm{C}}\right)(\pi):= \begin{cases}\text { is arbitrary } & \text { if } \pi \notin \text { SeqAdm }_{\mathcal{C}} \\ \mathrm{sc}_{\mathrm{C}}(\pi) & \text { otherwise }\end{cases}
$$

Furthermore, we define $\mathrm{g}^{\mathrm{C}}: \mathrm{S}_{\mathrm{C}_{\text {Act }}} \rightarrow \mathrm{S}_{\mathrm{C}}^{\mathcal{C}, \text { Act }}$ in the following way, for all $\pi \in$ $\operatorname{Seq} \operatorname{Adm}_{\mathcal{C}} \subseteq\left(Q \cup Q_{\text {Act }}\right)^{+}:$

$$
\mathrm{g}^{\mathrm{C}}\left(\mathrm{~s}_{\mathrm{C}}\right)(\pi):=\mathrm{s}_{\mathrm{C}}(\pi)
$$

Lemma 2.20 (Proof 2.7.5). Consider a standard concurrent arena $\mathcal{C}$. Let $s_{A}^{\text {Sta }} \in S_{A}^{\mathcal{C}_{A c t}}$ be a strategy in $\mathcal{C}_{\text {Act }}$ and let $s_{B}^{\text {Act }} \in S_{B}^{\mathcal{C}, \text { Act }}$ be an action-strategy in $\mathcal{C}$. Let $\mathrm{s}_{\mathrm{A}}^{\mathrm{Act}}:=\mathrm{g}^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}, \text { Act }}$ and let $\mathrm{s}_{\mathrm{B}}:=\mathrm{f}^{\mathrm{B}}\left(\mathrm{s}_{\mathrm{B}}^{\mathrm{Act}}\right) \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}_{\text {Act }}}$.

Then, for all $q \in Q$ :

Note that this also holds if we reverse the roles of Player A and Player B strategies.

We can now proceed to the proof of Corollary 2.19.
Proof. First assume that for all $q \in Q$, we have either $\operatorname{Act}_{A}^{q}$ or $\operatorname{Act}_{\mathrm{B}}^{q}$ finite. In that case, the standard game $\mathcal{G}_{\text {Act }}$ from Definition 2.17 is valuable. Indeed, for all $q \in Q_{\text {ns }} \cup Q_{\text {Act }}$, the game form $\mathrm{F}_{\text {Act }}(q)$ has finitely many actions for at least one player, hence it is valuable by Proposition 1.12.

In the game $\mathcal{G}_{\text {Act }}$, we only consider usual strategies, that is the ones that we have considered in this dissertation but in this section. Hence, we consider the usual value of the game and of the strategies. Consider some state $q \in Q$. Let us show that $\chi_{\mathcal{G}, \mathrm{Act}}[\mathrm{A}](q) \geq \chi_{\mathcal{G}_{\text {Act }}}[\mathrm{A}](q)$. Let $\varepsilon>0$. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{\text {Act }}}$ such that $\chi_{\mathcal{G}_{\text {Act }}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \geq \chi_{\mathcal{G}_{\text {Act }}}(q)-\varepsilon$. Let $\mathrm{s}_{\mathrm{A}}^{\text {Act }}:=\mathrm{g}^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right) \in$ $S_{A}^{\mathcal{C}, A c t}$ be an action-strategy in the game $\mathcal{G}$. Let us show that the strategy $s_{A}^{A c t}$ has an Act-value at least $\chi_{\mathcal{G}_{\text {Act }}}(q)-\varepsilon$ in the game $\mathcal{G}$. Consider any Player-B action-strategy $s_{B}^{A c t} \in S_{B}^{\mathcal{C}, \text { Act }}$ in the game $\mathcal{G}$. Then, letting $s_{B}:=f^{B}\left(s_{B}^{\text {Act }}\right) \in S_{B}^{\mathcal{C}_{A c t}}$ be a strategy in the game $\mathcal{G}_{\text {Act }}$, we have by Lemma 2.20:

As this holds for all Player-B action-strategies $s_{B}^{A c t} \in S_{B}^{\mathcal{C}, A c t}$, it follows that:

$$
\chi_{\mathcal{G}, \mathrm{Act}}\left[\mathrm{~s}_{\mathrm{A}}^{\mathrm{Act}}\right](q) \geq \chi_{\mathcal{G}_{\mathrm{Act}}}(q)-\varepsilon
$$

and therefore

$$
\chi_{\mathcal{G}, \mathrm{Act}}[\mathrm{~A}](q) \geq \chi_{\mathcal{G}_{\text {Act }}}(q)-\varepsilon
$$

As this holds for all $\varepsilon>0$, it follows that:

$$
\chi_{\mathcal{G}, \mathrm{Act}}[\mathrm{~A}](q) \geq \chi_{\mathcal{G}_{\mathrm{Act}}}(q)
$$

Symmetrically, we also obtain that $\chi_{\mathcal{G}, \mathrm{Act}}[\mathrm{B}](q) \leq \chi_{\mathcal{G}_{\text {Act }}}(q)$. Hence, the game $\mathcal{G}$ has an Act-value at state $q \in Q$ equal to $\chi_{\mathcal{G}, \operatorname{Act}}(q)=\chi_{\mathcal{G}_{\text {Act }}}(q)$ which holds for all $q \in Q$.

Assume now that, for all $q \in Q$, we have $\operatorname{Act}_{\mathrm{A}}^{q}$ and $\operatorname{Act}_{\mathrm{B}}^{q}$ finite and that the objective $f$ is win/lose. It follows straightforwardly that $f_{\text {Act }}$ is also win/lose. Consider now some $q \in \mathrm{~K}_{\mathrm{A}}=Q$. Then, we have $\left(\operatorname{col}_{\mathrm{Act}}\right)^{-1}[\{q\}]=\{q\} \cup$ $\left\{(q, a, b) \mid(a, b) \in \operatorname{Act}_{\mathrm{A}}^{q} \times \operatorname{Act}_{\mathrm{B}}^{q}\right\}$ finite. Hence, the uniformizing pair $\left(\mathrm{K}_{\mathrm{Act}}=\right.$ $\left.Q, \operatorname{col}_{\text {Act }}\right)$ has finite representatives in $Q \cup Q_{\text {Act }}$. Now, consider some $\varepsilon>0$. By Theorem 2.3, there exists a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{\text {Act }}}$ that is $\left(\mathrm{K}_{\mathrm{Act}}, \mathrm{col}_{\text {Act }}\right)$ uniform such that $\chi_{\mathcal{G}_{\text {Act }}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \geq \chi_{\mathcal{G}_{\text {Act }}}(q)-\varepsilon=\chi_{\mathcal{G}, \mathrm{Act}}(q)-\varepsilon$. Let $\mathrm{s}_{\mathrm{A}}^{\mathrm{Act}}:=$ $g^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}, \text { Act }}$ be an action-strategy in the game $\mathcal{G}$. We have shown above that this action-strategy $s_{A}^{A c t}$ is $\varepsilon$-optimal in the game $\mathcal{G}$. Let us show that this strategy $\mathrm{s}_{\mathrm{A}}$ actually is a state-strategy. Since the strategy $\mathrm{s}_{\mathrm{A}}$ is $\left(\mathrm{K}_{\mathrm{Act}}, \mathrm{col}_{\mathrm{Act}}\right)$ -
 Furthermore, $\mathrm{K}_{\mathrm{Act}}=Q$. Now, we let $\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ be a Player-A strategy in the game $\mathcal{G}$ such that, for all $\pi \in Q^{+}$, we have $\mathrm{t}_{\mathrm{A}}(\pi):=\mathrm{s}_{\mathrm{A}}(\pi)$. Let us show that $\mathrm{s}_{\mathrm{A}}^{\mathrm{Act}}=\mathrm{t}_{\mathrm{A}}^{\text {Sta }}$. Consider some $\pi \in \operatorname{Seq}^{\text {Adm }}{ }_{\mathcal{C}}^{Q}$. We have:

$$
\mathrm{t}_{\mathrm{A}}^{\mathrm{Sta}}(\pi)=\mathrm{t}_{\mathrm{A}} \circ \phi_{Q, Q_{\mathrm{Act}}}(\pi)=\mathrm{s}_{\mathrm{A}}^{\prime} \circ \phi_{Q, Q_{\mathrm{Act}}}(\pi)=\mathrm{s}_{\mathrm{A}}(\pi)=\mathrm{g}^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(\pi)=\mathrm{s}_{\mathrm{A}}^{\mathrm{Act}}(\pi)
$$

As this holds for all $\pi \in \operatorname{SeqAdm}_{\mathcal{C}}^{Q}$, it follows that $\mathrm{s}_{\mathrm{A}}^{\mathrm{Act}}=\mathrm{t}_{\mathrm{A}}^{\text {Sta }}$. We have exhibited a Player-A strategy $\mathrm{s}_{\mathrm{A}}^{\text {Act }}$ in the game $\mathcal{G}$ whose value $\varepsilon$-close to the Act-value of the game and that is a state-strategy. This holds for all $\varepsilon>0$ and also for Player B. Hence, by Lemma 2.18, the Act-value and the Sta-value of $\mathcal{G}$ exist and are equal.

Note that Lemma 2.18 ensures that if a Sta-value exists in $\mathcal{G}$ and if a value (as we have considered until this section) exist in $\mathcal{G}$, then they are equal.

We conclude this section by providing an example of a standard game with finitely many actions for both players at each state but where finding optimal strategies requires to consider action-strategies. This shows that although at the limit, knowing the actions does not improve what the strategies can do, it may be that achieving a specific value is only possible if the strategy knows the action played (by the other player in our example).


Figure 2.5: A co-Büchi win/lose game where Player-A optimal strategies can only be found among action-strategies. The colors are depicted in red near the states.

Definition 2.19 (Game described in Figure 2.5). The game $\mathcal{G}=\langle\mathcal{C}, W\rangle$ of Figure 2.5 is standard, deterministic and win/lose. They are only two nonstopping states: $q_{0}$ whose local interaction is not trivial and $q_{1}$ whose only successor state is $q_{0}$. The stopping states (recall Definition 1.18) are not drawn but are referred to by their values in the local interaction at state $q_{0}$. The set of colors considered is $\mathrm{K}:=\{0,1\}$ and the colors of the states $q_{0}$ and $q_{1}$ are given in red near them: $\operatorname{col}\left(q_{0}\right):=0$ and $\operatorname{col}\left(q_{1}\right):=1$. This game is win/lose, and the objective $W$ is a co-Büchi objective (recall Definition 1.25): if no stopping state is reached, Player A wins if and only if the state $q_{1}$ is seen only finitely often. The Player-A set of actions at state $q_{0}$ is $\operatorname{Act}_{\mathrm{A}}^{q_{0}}:=\left\{a_{1}, a_{2}, a_{3}\right\}$ where $a_{1}$ refers to the top row and $a_{3}$ refers to the bottom row and similarly we have Act ${ }_{B}^{q_{0}}:=\left\{b_{1}, b_{2}, b_{3}\right\}$ where $b_{1}$ refers to the leftmost column and $b_{3}$ refers to the rightmost column.

We have presented a slight modification of the game described in Definition 2.19 above in [40] to illustrate another property ensured by concurrent games. We will discuss further this example in Chapters 3 and 5.

Proposition 2.21. The co-Büchi standard finite deterministic game $\mathcal{G}$ of Figure 2.5 is such that:

- the game has value $\frac{1}{2}$ and Player B has an optimal positional strategy;
- Player A has an optimal action-strategy but has no optimal statestrategies.

We decompose this proposition in three lemmas.
Lemma 2.22. The value of the game described in Definition 2.19 is $1 / 2$. Furthermore, for all positive $\varepsilon>0$, the Player-A positional strategy $s_{A}^{\varepsilon} \in S_{A}^{\mathcal{C}}$ such that $\mathbf{s}_{\mathrm{A}}^{\varepsilon}\left(q_{0}\right)\left(a_{1}\right):=1-\varepsilon$ and $\mathrm{s}_{\mathrm{A}}^{\varepsilon}\left(q_{0}\right)\left(a_{3}\right):=\varepsilon$ has value $\frac{1}{2}-\varepsilon$.

Proof. Consider a Player-B strategy $\mathrm{s}_{\mathrm{B}}$ playing positionally $b_{3}$ with probability 1. Then, regardless of Player-A's strategy, the game will stop after one step and a stopping state value of at most $\frac{1}{2}$ will be reached. Hence, $\chi_{\mathcal{G}}\left(\mathrm{s}_{\mathrm{B}}\right)\left(q_{0}\right) \leq$ $\frac{1}{2}$. Now, consider some $\varepsilon>0$ and the Player-A strategy $s_{A}^{\varepsilon}$ described in the statement. Then, regardless of Player-B's strategy, each time the game is at state $q_{0}$, a stopping state is reached in the next step with probability at least $\varepsilon>0$. Hence, almost-surely a stopping state is reached. Furthermore, the expected value of the stopping states reached is at least $\frac{1}{2}-\varepsilon$. Hence, this Player-A strategy $s_{A}^{\varepsilon}$ has value at least $\frac{1}{2}-\varepsilon$. In fact, its value is exactly equal to $\frac{1}{2}-\varepsilon$ since Player B can play action $b_{3}$ with probability 1 and ensure that a stopping state is reached and that their expected value is equal to $\frac{1}{2}-\varepsilon$. That is, $\chi_{\mathcal{G}}\left(\mathrm{s}_{\mathrm{A}}^{\varepsilon}\right)\left(q_{0}\right)=\frac{1}{2}-\varepsilon$. As this holds for all $\varepsilon>0$, it follows that $\chi_{\mathcal{G}}\left(q_{0}\right)=\frac{1}{2}$.

Let us now describe informally an optimal Player-A action-strategy $\mathrm{s}_{\mathrm{A}}$. First, note that it needs not be defined after $b_{3}$ is seen since in that case a stopping state is necessarily reached. While $b_{2}$ has not occurred, sA plays with positive probability $a_{1}$ and $a_{2}$ and $a_{1}$ with very high and increasing probability such that, if action $b_{2}$ or $b_{3}$ never occurs, then almost-surely, the state $q_{1}$ is seen only finitely often. As soon as the action $b_{2}$ occurs, there is a positive probability to reach the stopping state of value 1 . (This probability may be arbitrarily small if Player B waits long enough, but it is positive.) In that case, the strategy $\mathrm{s}_{\mathrm{A}}$ switches to a strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon}$ for some small enough $\varepsilon .{ }^{8}$ This $\varepsilon>0$ is chosen so that the mean of the probability to reach the stopping state of value 1 and $\frac{1}{2}-\varepsilon$ is at least $\frac{1}{2}$. The formal arguments we give below on how to construct an optimal strategy have already been given in [40].

Lemma 2.23. Consider the game described in Definition 2.19. We let $\varphi_{\text {Act }}$ : $\operatorname{Seq}^{\operatorname{Adm}} \mathrm{C}_{\mathcal{C}} \rightarrow\left(\mathrm{Act}_{\mathrm{B}}^{q_{0}}\right)^{*}$ be such that, for all $\rho=q \cdot(q, a, b) \cdot q^{\prime} \cdot\left(q^{\prime}, a^{\prime}, b^{\prime}\right) \cdots \in$ $\operatorname{Seq}_{\operatorname{Adm}_{\mathcal{C}}}$, we have $\varphi_{\text {Act }}(\rho):=b \cdot b^{\prime} \cdots \in\left(\operatorname{Act}_{\mathrm{B}}^{q_{0}}\right)^{*}$. Consider the Player-A actionstrategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}, \operatorname{Act}}$ such that, for all $\rho \in \operatorname{SeqAdm}_{\mathcal{C}}$ such that $\rho_{\mathrm{lt}}=q_{0}$, denoting $\pi:=\varphi_{\mathrm{Act}}(\rho)$, we have:

$$
\mathrm{s}_{\mathrm{A}}(\rho):= \begin{cases}\left\{a_{1} \mapsto 1-\varepsilon_{|\pi|}, a_{2} \mapsto \varepsilon_{|\pi|}\right\} & \text { if } \pi \in\left(b_{1}\right)^{*} \\ \mathrm{~s}_{\mathrm{A}}^{\varepsilon_{n}^{\prime}}(\rho) & \text { otherwise, for } n:=\max \left\{k \in \mathbb{N} \mid\left(b_{1}\right)^{k} \sqsubset \pi\right\}\end{cases}
$$

where, for all $n \in \mathbb{N}$, we have $\varepsilon_{n}:=\frac{1}{2^{n+1}}$ and $\varepsilon_{n}^{\prime}$ is chosen such that:

$$
\left(1-\varepsilon_{n}\right) \cdot\left(\frac{1}{2}-\varepsilon_{n}^{\prime}\right)+\varepsilon_{n} \geq \frac{1}{2}
$$

For instance, $\varepsilon_{n}^{\prime}:=\frac{1}{2}-\frac{\frac{1}{2}-\varepsilon_{n}}{1-\varepsilon_{n}}=\frac{\varepsilon_{n}}{2\left(1-\varepsilon_{n}\right)}>0$. This Player-A action-strategy $\mathrm{s}_{\mathrm{A}}$ is optimal from $q_{0}$, i.e. it has value $\frac{1}{2}$.

[^9]Proof. Consider any Player-B strategy $\mathrm{s}_{\mathrm{B}}$. We let $Q_{a}:=Q \cup Q_{\text {Act }}$. For all $k \in \mathbb{N}$, we denote by $\mathrm{R}_{k}:=\left(Q_{a}\right)^{k} \cdot\left(Q_{a}\right)^{*} \cdot q_{1} \cdot\left(Q_{a}\right)^{\omega}$ the event describing the infinite paths for which the state $q_{1}$ is seen after at least $k$ steps. With some abuse of notations, all sequences of actions in $\left(\text { Act }_{B}^{q_{0}}\right)^{\uparrow}$ are seen as events in $\operatorname{Borel}\left(Q_{a}\right)$ where we consider only the Player-B actions seen, similarly to what we did in the lemma with the function $\varphi_{\text {Act }}$.

First, consider what happens assuming that only the action $b_{1}$ is played. For all $k \in \mathbb{N}$, we have:

$$
\mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{SA}, q_{0}} \mathrm{~S}}\left[\mathrm{R}_{k} \cap\left(b_{1}\right)^{\omega}\right] \leq \sum_{n \geq k} \varepsilon_{n}=\frac{1}{2^{k}}
$$

Hence:

$$
\mathbb{P}_{\mathcal{C}, A \operatorname{Act}, q_{0}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(\bigcap_{k \in \mathbb{N}} \mathrm{R}_{k}\right) \cap\left(b_{1}\right)^{\omega}\right] \leq \lim _{k \rightarrow \infty} \sum_{n \geq k} \varepsilon_{n}=0
$$

Furthermore, we have coBuchi $Q_{Q, Q_{A c t}}=\left(Q_{a}\right)^{\omega} \backslash\left(\bigcap_{k \in \mathbb{N}} R_{k}\right)$. It follows that:

$$
\mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{S}, q_{0}}}^{\mathrm{S}_{\mathrm{A}} \mathrm{~S}_{\mathrm{B}}}\left[\operatorname{coBuchi}_{Q, Q_{\mathrm{Act}}} \cap\left(b_{1}\right)^{\omega}\right]=\mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{sA}, q_{0}}}^{\mathrm{s}, \mathrm{~s}_{\mathrm{B}}}\left[\left(b_{1}\right)^{\omega}\right]
$$

On the other hand, let us consider what happens if at some point the action $b_{2}$ occurs. Consider some $k \in \mathbb{N}$ such that $\mathbb{P}_{\mathcal{C}, A c t, q_{0}}^{S_{\mathrm{A}}, \mathrm{S}_{\mathrm{g}}}\left[\left(b_{1}\right)^{k} \cdot b_{2}\right]>0$. Assuming the event $\left(b_{1}\right)^{k} \cdot b_{2}$, we have that with probability $1-\varepsilon_{k}$ the game proceeds to $q_{1}$ and the Player-A strategy switches to a strategy of value $\frac{1}{2}-\varepsilon_{k}^{\prime}$ (by Lemma 2.22) and with probability $\varepsilon_{k}$, a stopping state of value 1 is reached. Hence, we have:

$$
\mathbb{P}_{\mathcal{C}, A \mathrm{Act}, q_{0}}^{\mathrm{SA}_{\mathrm{A}} \mathrm{sB}_{\mathrm{B}}}\left[\operatorname{coBuchi}_{Q, Q_{\mathrm{Act}}} \mid\left(b_{1}\right)^{k} \cdot b_{2}\right]=\left(1-\varepsilon_{k}\right) \cdot\left(\frac{1}{2}-\varepsilon_{k}^{\prime}\right)+\varepsilon_{k}=\frac{1}{2}
$$

As this holds for all $k \in \mathbb{N}$, it follows that:

$$
\mathbb{P}_{\mathcal{C}, A c t, q_{0}}^{s_{A}, s_{\mathrm{B}}}\left[\operatorname{coBuchi}_{Q, Q_{\mathrm{Act}}} \cap\left(b_{1}\right)^{*} \cdot b_{2}\right] \geq \frac{1}{2} \cdot \mathbb{P}_{\mathcal{C}, \mathrm{Act}^{5}, q_{0}}^{\mathrm{s}_{0}, s_{\mathrm{B}}}\left[\left(b_{1}\right)^{*} \cdot b_{2}\right]
$$

Finally, considering the case where action $b_{3}$ occurs after a sequence of actions $b_{1}$, we have:

$$
\mathbb{P}_{\mathcal{C}, A c t, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\operatorname{coBuchi}_{Q, Q_{\mathrm{Act}}} \cap\left(b_{1}\right)^{*} \cdot b_{3}\right]=\frac{1}{2} \cdot \mathbb{P}_{\mathcal{C}, \mathrm{Act}^{\mathrm{Sc}, q_{0}}}^{\mathrm{S}_{0}, \mathrm{~S}_{\mathrm{B}}}\left[\left(b_{1}\right)^{*} \cdot b_{3}\right]
$$

Overall, we obtain:

$$
\begin{aligned}
& +\mathbb{P}_{\mathcal{C}, A c t, q_{0}}^{\mathrm{SA}, \mathrm{SB}_{\mathrm{B}}}\left[\operatorname{coBuchi}_{Q, Q_{\mathrm{Act}}} \cap\left(b_{1}\right)^{*} \cdot b_{2}\right] \\
& +\mathbb{P}_{\mathcal{C}, \text { Act }^{\mathrm{SA}, q_{0}} \mathrm{~S}}\left[\operatorname{coBuchi}_{Q, Q_{\mathrm{Act}}} \cap\left(b_{1}\right)^{*} \cdot b_{3}\right] \\
& \geq \mathbb{P}_{\mathcal{C}, A c t, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left(b_{1}\right)^{\omega}\right]+\mathbb{P}_{\mathcal{C}, \mathrm{Act}, q_{0}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left(b_{1}\right)^{*} \cdot b_{2}\right] \cdot \frac{1}{2} \\
& +\mathbb{P}_{\mathcal{C}, A \mathrm{Act}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left(b_{1}\right)^{*} \cdot b_{3}\right] \cdot \frac{1}{2} \\
& \geq \frac{1}{2}
\end{aligned}
$$

Hence, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is optimal.
Let us now proceed to the proof of Proposition 2.21.
Proof. Given what we have proved in Lemma 2.22 and 2.23, it remains to show that no Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ (that is, a type of strategy that we have considered so far in this dissertation) can be optimal in this game. We let $Q:=\left\{q_{0}, q_{1}\right\}$ and $W:=\operatorname{coBuchi}_{Q, Q_{\text {Act }}}$.

The strategy $\mathrm{s}_{\mathrm{A}}$ can be seen as a function $\mathrm{s}_{\mathrm{A}}^{\prime}: Q^{*} \cdot q_{0} \rightarrow \Sigma_{\mathrm{A}}\left(\mathrm{F}\left(q_{0}\right)\right)$. Let us build a Player-B strategy $\mathrm{s}_{\mathrm{B}}$ such that $\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathbf{s}_{\mathrm{A}}, \mathbf{s}_{\mathrm{B}}}[\operatorname{coBuchi}]<\frac{1}{2}$. Let Next ${ }_{q_{1}}:=$ $\left\{\rho \in Q^{*} \cdot q_{0} \mid \mathrm{s}_{\mathrm{A}}(\rho)\left(a_{1}\right)=1 \vee \mathrm{~s}_{\mathrm{A}}(\rho)\left(a_{2}\right)=1\right\}$. We also let Adm $:=\{\rho \in$ $Q^{*}\left|\forall i<|\rho|-1, \quad \rho_{\leq i} \in \operatorname{Next}_{q_{1}} \Rightarrow \rho_{\leq i+1}=\rho_{\leq i} \cdot q_{1}\right\}$. Finally, we also let Err $:=\left\{\rho \in Q^{*} \cdot q_{0} \mid \mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{3}\right)>0\right\}$. We can now define the strategy $\mathrm{s}_{\mathrm{B}}$. First, for all $\rho \in \operatorname{Next}_{q_{1}}$, we let $\operatorname{Resp}_{\mathrm{B}}(\rho) \in \operatorname{Act}_{\mathrm{B}}^{q_{0}}$ to be equal to $\operatorname{Resp}_{\mathrm{B}}:=b_{2}$ if $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{1}\right)=1$ and $\operatorname{Resp}_{\mathrm{B}}:=b_{1}$ otherwise. Then, there are two cases:

- Assume that $\mathrm{Adm} \cap \mathrm{Err} \neq \emptyset$. In that case, consider some $\pi \in \operatorname{Adm} \cap \mathrm{Err}$ with no prefix in $\operatorname{Adm} \cap$ Err. We let $n:=\pi$ and $\operatorname{NoPr}(\pi):=\left\{\rho \in Q^{*} \cdot q_{0} \mid\right.$ $\rho \not \subset \pi\}$. We define $\mathrm{s}_{\mathrm{B}}$ in the following way, for all $\rho \neq \pi \in Q^{*} \cdot q_{0}$ :

$$
\mathrm{s}_{\mathrm{B}}(\rho):= \begin{cases}\left\{b_{3} \mapsto 1\right\} & \text { if } \rho \in \operatorname{NoPr}(\pi) \\ \left\{\operatorname{Resp}_{\mathrm{B}}(\rho) \mapsto 1\right\} & \text { otherwise, if } \rho \sqsubset \pi, \text { and } \rho \in \operatorname{Next}_{q_{1}} \\ \left\{q_{0} \mapsto 1\right\} & \text { otherwise, if } \rho \sqsubset \pi, \text { and } \rho \notin \operatorname{Next}_{q_{1}}\end{cases}
$$

By definition of Adm and Err and of $\pi$, for all $\rho \in Q^{*} \cdot q_{0}$ such that $\rho \sqsubset \pi$, we have:

- if $\rho \in \operatorname{Next}_{q_{1}}$, then $\mathbb{P}_{\mathcal{C}}^{\mathbf{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}(\rho)\left(q_{1}\right)=1$ and $\rho \cdot q_{1} \sqsubseteq \pi$;
- if $\rho \notin \operatorname{Next}_{q_{1}}$, then $\mathrm{s}_{\mathrm{B}}(\rho)\left(b_{0}\right)=1$ and $\mathrm{s}_{\mathrm{A}}(\pi)\left(a_{3}\right)=0$ and $\mathrm{s}_{\mathrm{A}}\left(a_{1}\right), \mathrm{s}_{\mathrm{A}}\left(a_{2}\right)>$ 0 . Hence, $\mathbb{P}_{\mathcal{C}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}(\rho)\left(\pi_{|\rho|}\right)>0$.

Therefore, $\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}(\pi)>0$. We let $p_{\pi}:=\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}(\pi)$. Since, $\pi \in$ Err, we have $\mathrm{s}_{\mathrm{A}}(\pi)\left(a_{3}\right)>0$. Since $\mathrm{s}_{\mathrm{B}}(\pi)\left(a_{3}\right)=1$, it follows that $\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}(\rho)[W \mid \pi]<\frac{1}{2}$. We obtain:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[W] & =\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[W \cap \pi]+\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[W \cap \operatorname{NoPr}(\pi)] \\
& =\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[W \mid \pi] \cdot p_{\pi}+\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[W \mid \operatorname{NoPr}(\pi)] \cdot\left(1-p_{\pi}\right) \\
& <\frac{1}{2} \cdot p_{\pi}+\frac{1}{2} \cdot\left(1-p_{\pi}\right)=\frac{1}{2}
\end{aligned}
$$

- Assume now that $\operatorname{Adm} \cap \operatorname{Err}=\emptyset$. Consider a sequence $\left(\varepsilon_{k}\right)_{k \in \mathbb{N}}$ such that $\sum_{k} \varepsilon_{k}<\frac{1}{2}$. Then, for all $\rho \in Q^{*} \cdot q_{0}$, we let $|\rho|_{1}$ denote the number of $q_{1}$ in $\rho$. Then, for all $\rho \in Q^{*} \cdot q_{0}$, we let:

$$
\mathrm{s}_{\mathrm{B}}(\rho):= \begin{cases}\left\{\operatorname{Resp}_{\mathrm{B}}(\rho) \mapsto 1\right\} & \text { if } \rho \in \operatorname{Next}_{q_{1}} \\ \left\{b_{1} \mapsto 1-\varepsilon_{k} ; b_{2} \mapsto \varepsilon_{k}\right\} & \text { otherwise, for } k:=|\rho|_{1}\end{cases}
$$

Clearly, for all $\rho \notin$ Adm, we have $\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}(\rho)=0$. Hence, $\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[Q^{*} \cdot(0 \cup\right.$ $\left.\left.\frac{1}{2}\right)\right]=0$ (where 0 and $\frac{1}{2}$ refer to the stopping states of the same value), since $\mathrm{Adm} \cap \mathrm{Err}=\emptyset$. Furthermore (1 referring to the stopping state of value 1):

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathbf{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{*} \cdot 1\right] & \leq \sum_{k \in \mathbb{N}} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left\{\left.\rho \in Q^{*}| | \rho\right|_{1}=k\right\} \cdot 1\right] \\
& \leq \sum_{k \in \mathbb{N}} \varepsilon_{k}<\frac{1}{2}
\end{aligned}
$$

In addition:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{*} \cdot\left(q_{0}\right)^{\omega}\right] & \leq \sum_{k \in \mathbb{N}} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{k} \cdot\left(q_{0}\right)^{\omega}\right] \\
& \leq \sum_{k \in \mathbb{N}} \lim _{n \rightarrow \infty}\left(1-\varepsilon_{k}\right)^{n}=0
\end{aligned}
$$

Hence:

$$
\begin{gathered}
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[W]=\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{*} \cdot 1\right]+\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}} \mathrm{~s}_{\mathrm{B}}}\left[W \cap\left(Q^{*} \cdot q_{1}\right)^{\omega}\right] \\
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{*} \cdot 1\right]<\frac{1}{2}
\end{gathered}
$$

In any case, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is not optimal from $q_{0}$.

### 2.6 Discussion and open question

This chapter is mainly devoted to the proof of Theorem 2.3 , which is a generalization of Martin's result [12]. As we discussed in this chapter, the way we prove this generalization uses Martin's central idea: building, from a concurrent game $\mathcal{G}$, a turn-based game $\mathcal{G}_{\mathrm{tb}}$. Then, from winning strategies in $\mathcal{G}_{\mathrm{tb}}$, one can design almost-optimal strategies in $\mathcal{G}$. By closely examining how these almost-optimal strategies are obtained, we were able to establish extensions (1.a) and (1.b) of Theorem 2.3. Quite frustratingly, though the conclusion of result (1.b) seems unsurprising, we need two additional assumptions to establish it. This leaves as open question if, by further exploiting the properties ensured by the game $\mathcal{G}_{\text {tb }}$, we could prove that this result (1.b) still holds even if one or two of these additional assumptions are weakened, or even dropped.
Open Question 2.1. Does result (1.b) of Theorem 2.3 still holds if we do not assume anymore that $(\mathrm{K}, \mathrm{col})$ has a finite representative in $Q$ and/or that $\mathcal{G}$ is win/lose?

We believe that another benefit of this chapter, besides the results established in Theorem 2.3, is how the proof of this theorem, which generally speaking is not new, is presented. One of our goal was to explain Martin's
underlying ideas with intermediate lemmas and examples. However, because we wanted to establish Theorem 2.3 in all its generality, the intermediate lemmas we introduced and the turn-based games indexed by guards we defined are heavy on notations and assumptions. This is particularly noticeable when considering Lemmas 2.11 and 2.12: because we prove result (1.a), we consider a collection of GF-strategies supremizing the game $\mathcal{G}$; because we prove result (1.b), we consider a uniformizing pair; and because we prove that both results (1.a) and (1.b) hold even if the local interactions in $\mathcal{G}$ are not valuable, we consider guards. This last constraint is the most apparent when considering the turn-based games indexed by guards that we consider, instead of only considering one turn-based game, as Martin did. Hence, it could be relevant to give a detailed proof only of result (2) from Theorem 2.3. That way, we could detail the underlying ideas behind the proof, without the burden of, what would then be, unnecessary complications.

### 2.7 Appendix

### 2.7.1. Proof of Proposition 2.4

Proof. First, for all $j \in \mathbb{N}, \bowtie \in\{\leq,<, \geq,>,=, \neq\}$ and $u \in \mathbb{R}$, we denote by $V(j, \bowtie, u)$ the measurable set:

$$
V(j, \bowtie, u):=\cup_{\rho \in Q^{j}, v(\rho) \bowtie u} C y l(\pi)
$$

Consider some $\alpha \in[0,1]$. We have:

$$
\left(\limsup _{v}\right)^{-1}([0, \alpha])=\bigcap_{n \in \mathbb{N}} \bigcup_{k \in \mathbb{N}} \bigcap_{j \geq k} V\left(j, \leq, \alpha+\frac{1}{n}\right)
$$

Hence, $\limsup _{v}^{-1}([0, \alpha])$ is Borel. Furthermore:

$$
\left(\liminf _{v}\right)^{-1}([0, \alpha])=\bigcap_{n \in \mathbb{N}} \bigcap_{k \in \mathbb{N}} \bigcup_{j \geq k} V\left(j, \leq, \alpha+\frac{1}{n}\right)
$$

Hence, $\liminf _{v}^{-1}([0, \alpha])$ is Borel. It follows that $\limsup _{v}$ and $\liminf _{v}$ are both measurable functions.

### 2.7.2 . Proof of Proposition 2.5

Proof. For the strict comparison, we have:

$$
\{f<g\}=\bigcup_{q<r \in \mathbb{Q}}(\{f \leq q\} \cap\{r \leq g\})
$$

Furthermore, $\{f \leq g\}=Q^{\omega} \backslash\{f>g\}$. Then, $\{f \neq g\}=\{f<g\} \cup\{f>g\}$ and $\{f=g\}=Q^{\omega} \backslash\{f \neq g\}$.

### 2.7.3 . Proof of Lemma 2.11

Proof. We want to define $v_{\varepsilon}$ and $\mathrm{s}_{\mathrm{A}}$ as $(\mathrm{U}, m)$-uniform functions. Hence, it suffices to define them on $\mathrm{U}^{*} \times Q$. Since the valuation $v$ is $(\mathrm{U}, m)$-uniform, it is well defined as a function from $\mathrm{U}^{*} \times Q$ to $[0,1]$. That is, we have for all $(\gamma, q) \in \mathrm{U}^{*} \times Q:$

$$
v_{\varepsilon}(\gamma, q):=\max \left(v(\gamma, q)-\frac{\varepsilon}{2^{|\gamma|}}, 0\right)
$$

For all $w: \mathrm{U}^{*} \times Q \rightarrow[0,1]$ and $(\gamma, q) \in \mathrm{U}^{*} \times Q_{\mathrm{ns}}$, we denote by $\mathcal{F}_{\gamma, q}^{w}$ the game in normal form $\mathcal{F}_{\gamma, q}^{w}:=\langle\mathrm{F}(q), w(\gamma \cdot \operatorname{col}(q), \cdot)\rangle$. We also let $\mathrm{s}_{\mathrm{A}}(\gamma, q) \in S_{\mathrm{A}}^{q}$ be a $0<\frac{\varepsilon}{2^{|\gamma|+1}}$-optimal strategy in the game in normal form $\mathcal{F}_{\gamma, q}^{v}$. Note that we can indeed choose $\mathrm{s}_{\mathrm{A}}(\gamma, q)$ in $S_{\mathrm{A}}^{q}$ since this set supremizes the game form $\mathrm{F}(q)$. Straightforwardly, the strategy $\mathrm{s}_{\mathrm{A}}$ is generated by the collection $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$. Let us show that it dominates the valuation $v_{\varepsilon}$.

Let $(\gamma, q) \in \mathrm{U}^{*} \times Q_{\mathrm{ns}}$ and $n:=|\gamma|$. If $v_{\varepsilon}(\gamma, q)=0$, then $v_{\varepsilon}(\gamma, q) \leq \operatorname{val}\left[\mathcal{F}_{\gamma, q}^{v_{\varepsilon}}\right]$ straightforwardly holds. Assume that it is not the case, i.e. $v_{\varepsilon}(\gamma, q)=v(\gamma, q)-$ $\frac{\varepsilon}{2^{n}}$. For all Player B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathrm{F}(q))$, by Lemma 1.10 for the first inequality:

$$
\begin{aligned}
\operatorname{out}\left[\mathcal{F}_{\gamma, q}^{v_{\varepsilon}}\right]\left(\mathrm{s}_{\mathrm{A}}(\gamma, q), \sigma_{\mathrm{B}}\right) & =\operatorname{out}\left[\left\langle\mathrm{F}(q), v_{\varepsilon}(\gamma \cdot \operatorname{col}(q), \cdot)\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\gamma, q), \sigma_{\mathrm{B}}\right) \\
& \geq \operatorname{out}[\langle\mathrm{F}(q), v(\gamma \cdot \operatorname{col}(q), \cdot)\rangle]\left(\mathrm{s}_{\mathrm{A}}(\gamma, q), \sigma_{\mathrm{B}}\right)-\frac{\varepsilon}{2^{n+1}} \\
& =\operatorname{out}\left[\mathcal{F}_{\gamma, q}^{v}\right]\left(\mathrm{s}_{\mathrm{A}}(\gamma, q), \sigma_{\mathrm{B}}\right)-\frac{\varepsilon}{2^{n+1}} \\
& \geq \operatorname{val}\left[\mathcal{F}_{\gamma, q}^{v}\right]\left(\mathrm{s}_{\mathrm{A}}(\gamma, q)\right)-\frac{\varepsilon}{2^{n+1}} \\
& \geq \operatorname{val}\left[\mathcal{F}_{\gamma, q}^{v}\right]-\frac{\varepsilon}{2^{n+1}}-\frac{\varepsilon}{2^{n+1}}=\operatorname{val}\left[\mathcal{F}_{\gamma, q}^{v}\right]-\frac{\varepsilon}{2^{n}}
\end{aligned}
$$

This last inequality comes from the fact that $\mathrm{s}_{\mathrm{A}}(\gamma, q)$ is a $\frac{\varepsilon}{2^{n+1}}$-optimal strategy in the game in normal form $\mathcal{F}_{\gamma, q}^{v}$. Furthermore, since the valuation $v$ is nondecreasing, we have $\operatorname{val}\left[\mathcal{F}_{\gamma, q}^{v}\right] \geq v(\gamma, q)$. Hence, we obtain:

$$
\operatorname{out}\left[\mathcal{F}_{\gamma, q}^{v_{\varepsilon}}\right]\left(\mathrm{s}_{\mathrm{A}}(\gamma, q), \sigma_{\mathrm{B}}\right) \geq v(\gamma, q)-\frac{\varepsilon}{2^{n}}=v_{\varepsilon}(\gamma, q)
$$

As this holds for all $(\gamma, q) \in \mathrm{U}^{*} \times Q$, the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v_{\varepsilon}$.

### 2.7.4 . Proof of Lemma 2.18

 We use similar notations for the corresponding probability functions and measures. For instance, the probability measure from any state $q \in Q$ is denoted $\mathbb{P}_{q}$ for the stochastic tree $\mathcal{T}$ whereas is denoted $\mathbb{P}_{q}^{\text {Act }}$ for the stochastic tree $\mathcal{T}^{\prime}$. As mentioned in Observation 2.3, the stochastic tree $\mathcal{T}^{\text {Act }}$ is $\left(Q, Q_{\text {Act }}\right)$ alternating. For all $q \in Q$ and $\pi \in Q^{*}$, we denote by $\operatorname{Prelm}_{q}(\pi) \subseteq\left(Q_{\text {Act }} \cdot Q\right)^{*}$ the set:

$$
\operatorname{Prelm}_{q}(\pi):=\left(\{q\} \times \operatorname{Act}_{\mathrm{A}}^{q} \times \operatorname{Act}_{\mathrm{B}}^{q}\right) \cdot\left(\phi_{Q, Q_{\mathrm{Act}}}\right)^{-1}[\{\pi\}] \cap q^{-1} \cdot \operatorname{SeqAdm}_{\mathcal{C}}^{Q}
$$

Furthermore, let $C \in\{A, B\}$ be a player. Recall that by definition of the strategy $\mathrm{s}_{\mathrm{C}}^{\mathrm{Sta}}$, we have, for all $\rho \in \operatorname{SeqAdm}_{\mathcal{C}}^{Q}$ :

$$
\begin{equation*}
\mathrm{s}_{\mathrm{C}}^{\mathrm{Sta}}(\rho)=\mathrm{s} \mathrm{C} \circ \phi_{Q, Q_{\mathrm{Act}}}(\rho) \tag{2.10}
\end{equation*}
$$

Now, consider some state $q \in Q$. Let us show by induction on $n \in \mathbb{N}$ the property $\mathcal{P}(n)$ : for all $\pi \in Q^{\leq n}$, we have:

$$
\mathbb{P}_{q}[\mathrm{Cyl}(\pi)]=\mathbb{P}_{q}^{\mathrm{Act}}\left[\cup_{\rho \in \mathrm{T}(\pi)} \mathrm{Cyl}(\rho)\right]
$$

where $\mathrm{T}(\pi)=Q_{\text {Act }} \cdot\left(\phi_{Q, Q_{\text {Act }}}\right)^{-1}[\{\pi\}]$ comes from Lemma 1.7. This holds for $n=0$ since the stochastic tree $\mathcal{T}^{\text {Act }}$ is $\left(Q, Q_{\text {Act }}\right)$-alternating. Consider now some $q^{\prime} \in Q$. We have, recalling Definition 1.28:

$$
\begin{aligned}
\mathbb{P}_{q}\left[\operatorname{Cyl}\left(q^{\prime}\right)\right] & =\mathbb{P}_{q}\left(q^{\prime}\right)=\operatorname{out}\left[\left\langle\mathrm{F}(q), q^{\prime}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\sum_{(a, b) \in \mathrm{Act}_{\mathrm{A}} \times \mathrm{Act}_{\mathrm{B}}} \mathrm{~s}_{\mathrm{A}}(q)(a) \cdot \mathrm{s}_{\mathrm{B}}(q)(b) \cdot \varrho_{q}(a, b)\left(q^{\prime}\right) \\
& =\sum_{(a, b) \in \mathrm{Act}_{\mathrm{A}} \times \mathrm{Act}_{\mathrm{B}}} \mathbb{P}_{q}^{\mathrm{Act}}(q,(q, a, b)) \cdot \mathbb{P}_{q}^{\mathrm{Act}}\left((q, a, b), q^{\prime}\right) \\
& =\mathbb{P}_{q}^{\mathrm{Act}}\left[Q_{\mathrm{Act}} \cdot \operatorname{Cyl}\left(q^{\prime}\right)\right]=\mathbb{P}_{q}^{\mathrm{Act}}\left[\cup_{\rho \in \mathrm{T}(\pi)} \operatorname{Cyl}(q)\right]
\end{aligned}
$$

Hence, $\mathcal{P}(n)$ also holds. Assume now that $\mathcal{P}(n)$ holds for some $n \geq 1$. Consider some $\pi \in Q^{n+1}$. By Observation 2.3, for all $\rho \notin q^{-1}$. SeqAdm $\mathcal{C}_{\mathcal{C}}$, we have $\mathbb{P}_{q}^{\text {Act }}(\rho)=\mathbb{P}_{q}^{\text {Act }}[\mathrm{Cyl}(\rho)]=0$. Hence:

$$
\begin{equation*}
\mathbb{P}_{q}^{\mathrm{Act}}\left[\cup_{\rho \in \mathrm{T}(\pi)} \operatorname{Cyl}(\rho)\right]=\mathbb{P}_{q}^{\mathrm{Act}}\left[\cup_{\rho \in \operatorname{Prelm}_{q}(\pi)} \operatorname{Cyl}(\rho)\right] \tag{2.11}
\end{equation*}
$$

Furthermore, by definition, we have:

$$
\operatorname{Prelm}_{q}(\pi)=\left\{\rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right) \cdot \pi_{\mathrm{lt}} \mid \rho \in \operatorname{Prelm}_{q}(\mathrm{tl}(\pi)),(a, b) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{lt}}} \times \operatorname{Act}_{\mathrm{B}}^{\rho_{\mathrm{lt}}}\right\}
$$

Since holds because, since $n \geq 1$, we have $\mathrm{tl}(\pi) \neq \epsilon$ and therefore, for all $\rho \in \operatorname{Prelm}_{q}(\mathrm{t}(\pi))$, we have $\rho_{\mathrm{lt}} \in Q$. It follows that:

$$
\begin{aligned}
\mathbb{P}_{q}^{\mathrm{Act}}\left[\bigcup_{\rho \in \operatorname{Prelm}_{q}(\pi)} \operatorname{Cyl}(\rho)\right] & =\sum_{\rho \in \operatorname{Prelm}_{q}(\mathrm{tl}(\pi))} \sum_{(a, b) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{lt}}} \times \mathrm{Act}_{\mathrm{B}}^{\rho_{\mathrm{lt}}}} \mathbb{P}_{q}^{\mathrm{Act}}\left[\mathrm{Cyl}\left(\rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right) \cdot \pi_{\mathrm{lt}}\right)\right] \\
& =\sum_{\left.\rho \in \operatorname{Prelm}_{q}(\mathrm{tl}(\pi))\right)} \sum_{(a, b) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{lt}}} \times \mathrm{Act}_{\mathrm{B}}^{\rho_{\mathrm{lt}}}} \mathbb{P}_{q}^{\mathrm{Act}}\left(\rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right) \cdot \pi_{\mathrm{lt}}\right)
\end{aligned}
$$

Consider some $\rho \in \operatorname{Prelm}_{q}(\operatorname{tl}(\pi))$ and $(a, b) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{lt}}} \times \operatorname{Act}_{\mathrm{B}}^{\rho_{\mathrm{lt}}}$. In particular, we have $(\mathrm{tl}(\pi))_{\mathrm{lt}}=\rho_{\mathrm{lt}}$. We have, recalling Definition 2.15 and Equation (2.10):

$$
\begin{aligned}
\mathbb{P}_{q}^{\mathrm{Act}}\left(\rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right) \cdot q^{\prime}\right) & =\mathbb{P}_{q}^{\mathrm{Act}}(\rho) \cdot \mathbb{P}_{q \cdot \rho}^{\mathrm{Act}}\left(\left(\rho_{\mathrm{lt}}, a, b\right)\right) \cdot \mathbb{P}_{q \cdot \rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right)}^{\mathrm{Act}}\left(q^{\prime}\right) \\
& =\mathbb{P}_{q}^{\mathrm{Act}}(\rho) \cdot \mathrm{s}_{\mathrm{A}}^{\mathrm{Sta}}(q \cdot \rho)(a) \cdot \mathrm{s}_{\mathrm{B}}^{\mathrm{Sta}}(q \cdot \rho)(b) \cdot \mathbb{P}_{q \cdot \rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right)}^{\mathrm{Act}}\left(q^{\prime}\right) \\
& =\mathbb{P}_{q}^{\mathrm{Act}}(\rho) \cdot \mathrm{s}_{\mathrm{A}}^{\mathrm{Sta}}(q \cdot \rho)(a) \cdot \mathrm{s}_{\mathrm{B}}^{\mathrm{Sta}}(q \cdot \rho)(b) \cdot \varrho_{\rho_{\mathrm{lt}}}(a, b)\left(q^{\prime}\right) \\
& =\mathbb{P}_{q}^{\mathrm{Act}}(\rho) \cdot \mathrm{s}_{\mathrm{A}} \circ \phi_{Q, Q_{\mathrm{Act}}}(q \cdot \rho)(a) \cdot \mathrm{s}_{\mathrm{B}} \circ \phi_{Q, Q_{\mathrm{Act}}}(q \cdot \rho)(b) \cdot \varrho_{(\mathrm{tl}(\pi))_{\mathrm{lt}}}(a, b)\left(q^{\prime}\right) \\
& =\mathbb{P}_{q}^{\mathrm{Act}}(\rho) \cdot \mathrm{s}_{\mathrm{A}}(q \cdot \mathrm{tl}(\pi))(a) \cdot \mathrm{s}_{\mathrm{B}}(q \cdot \mathrm{tl}(\pi))(b) \cdot \varrho_{(\mathrm{t} \mid(\pi))_{\mathrm{lt}}}(a, b)\left(q^{\prime}\right)
\end{aligned}
$$

Furthermore, denoting $\pi^{\prime}:=\mathrm{tl}(\pi)$ and $q^{\prime}:=\pi_{\mathrm{l}}$, we have:

$$
\sum_{(a, b) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{A}}} \times \mathrm{Act}_{\mathrm{B}}^{\rho_{\mathrm{It}}}} \mathrm{~s}_{\mathrm{A}}\left(q \cdot \pi^{\prime}\right)(a) \cdot \mathrm{s}_{\mathrm{B}}\left(q \cdot \pi^{\prime}\right)(b) \cdot \varrho_{\pi_{\mathrm{lt}}^{\prime}}(a, b)\left(q^{\prime}\right)=\operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{\mathrm{lt}}^{\prime}\right), q^{\prime}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(q \cdot \pi^{\prime}\right), \mathrm{s}_{\mathrm{B}}\left(q \cdot \pi^{\prime}\right)\right)
$$

By Definitions 1.28 and 1.29:

$$
\operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{\mathrm{lt}}^{\prime}\right), q^{\prime}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(q \cdot \pi^{\prime}\right), \mathrm{s}_{\mathrm{B}}\left(q \cdot \pi^{\prime}\right)\right)=\mathbb{P}_{\mathrm{C}}^{\mathrm{s}_{\mathrm{A}}\left(q \cdot \pi^{\prime}\right), \mathrm{s}_{\mathrm{B}}\left(q \cdot \pi^{\prime}\right)}\left(\pi_{\mathrm{lt}}^{\prime}, q^{\prime}\right)=\mathbb{P}_{q \cdot \pi^{\prime}}\left(q^{\prime}\right)
$$

Overall, we obtain, by $\mathcal{P}(n)$ applied to $\pi^{\prime}=\operatorname{tl}(\pi) \in Q^{n}$, recalling that $q^{\prime}=\pi_{\mathrm{lt}}$ :

$$
\begin{aligned}
\mathbb{P}_{q}^{\mathrm{Act}}\left[\bigcup_{\rho \in \operatorname{Prelm}_{q}(\pi)} \operatorname{Cyl}(\rho)\right] & =\sum_{\left.\rho \in \operatorname{Prelm}_{q}(\mathrm{tl}(\pi))\right)} \sum_{(a, b) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{lt}}} \times \operatorname{Act}_{\mathrm{B}}^{\rho_{\mathrm{lt}}}} \mathbb{P}_{q}^{\operatorname{Act}}\left(\rho \cdot\left(\rho_{\mathrm{lt}}, a, b\right) \cdot \pi_{\mid \mathrm{t}}\right) \\
& =\sum_{\rho \in \operatorname{Prelm}_{q}(\mathrm{tl}(\pi))} \mathbb{P}_{q}^{\operatorname{Act}}(\rho) \cdot \mathbb{P}_{q \cdot \mathrm{tl}(\pi)}\left(\pi_{\mid \mathrm{t}}\right) \\
& =\mathbb{P}_{q}[\operatorname{Cyl}(\mathrm{tl}(\pi))] \cdot \mathbb{P}_{q \cdot \mathrm{t\mid}(\pi)}\left(\pi_{\mid \mathrm{t}}\right)=\mathbb{P}_{q}(\mathrm{tl}(\pi)) \cdot \mathbb{P}_{q \cdot \mathrm{t\mid}(\pi)}\left(\pi_{\mid \mathrm{t}}\right) \\
& =\mathbb{P}_{q}\left(\mathrm{tl}(\pi) \cdot \pi_{\mid \mathrm{t}}\right)=\mathbb{P}_{q}[\operatorname{Cyl}(\pi)]
\end{aligned}
$$

By Equation (2.11), we obtain:

$$
\mathbb{P}_{q}[\operatorname{Cyl}(\pi)]=\mathbb{P}_{q}^{\mathrm{Act}}\left[\cup_{\rho \in \mathrm{T}(\pi)} \operatorname{Cyl}(\rho)\right]
$$

Hence, $\mathcal{P}(n+1)$ holds. We conclude by applying Lemma 1.7.

### 2.7.5 . Proof of Lemma 2.20

Proof. First, note that the state space in both stochastic trees $\mathcal{T}_{\mathcal{C}, \mathrm{Act}, q}^{\mathrm{s}_{\mathrm{A}}^{\mathrm{Act}},,_{\mathrm{B}}^{\mathrm{Act}}}$ and $\mathcal{T}_{\mathcal{C}_{\text {Act }}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}$ is the same: it is equal to $\left(Q \cup Q_{\text {Act }}\right)$. Let us show by induction on $n \in \mathbb{N}$ the property $\mathcal{P}(n)$ : for all $\pi \in\left(Q \cup Q_{\text {Act }}\right)^{\leq n}$, we have $\mathbb{P}_{\mathcal{C}, \mathrm{A}_{\mathrm{A}}, q}^{\mathrm{s}_{\mathrm{A} t} \mathrm{~A}_{\mathrm{A}}, \mathrm{A}_{\mathrm{B}} \mathrm{Act}}(\pi)=\mathbb{P}_{\mathcal{C}_{\mathrm{Act}}, q}^{\mathrm{sA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}(\pi)$.

This straightforwardly holds for $n=0$. Assume now that $\mathcal{P}(n)$ holds for some $n \in \mathbb{N}$. Let $\pi \in\left(Q \cup Q_{\text {Act }}\right)^{n+1}$. Clearly, if $\pi \notin q^{-1}$. SeqAdm $\mathcal{C}_{\mathcal{C}}$, we have $\mathbb{P}_{\mathcal{C}_{\text {Act }}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}(\pi)=0$ (recall Definition 2.17). Similarly, $\mathbb{P}_{\mathcal{C}, \mathrm{A}^{\prime}}^{\mathrm{s}_{\mathrm{A}}^{\text {Act }, ~}, \mathrm{~s}_{\mathrm{B}}^{\mathrm{Act}}}(\pi)=0$ (recall Observation 2.3). Assume now that $\pi \in q^{-1} \cdot \operatorname{SeqAdm}_{\mathcal{C}}$. Let $\rho:=q \cdot \operatorname{tl}(\pi)$. Assume that $\pi_{\mathrm{lt}} \in Q$ and $\rho_{\mathrm{lt}}=\left(q^{\prime}, a, b\right) \in Q_{\text {Act }}$. In that case:

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{C}, \mathrm{Act}, q}^{\mathrm{S}_{\mathrm{A}}^{\mathrm{Act}}, s_{\mathrm{B}}^{\mathrm{Act}}}(\pi)=\mathbb{P}_{\mathcal{C}, \mathrm{Act}, q}^{\mathrm{S}_{\mathrm{A}}^{\mathrm{Act}}, \mathrm{~S}_{\mathrm{B}}^{\mathrm{Act}}}(\mathrm{tl}(\pi)) \cdot \mathbb{P}_{\mathrm{Act}}^{\mathcal{D}}\left(\rho_{\mathrm{lt}}, \pi_{\mathrm{lt}}\right) \\
& =\mathbb{P}_{\mathcal{C}, \mathrm{Act}, q}^{\mathrm{P}_{\mathrm{A}}^{\mathrm{Act}}, \mathrm{~s}_{\mathrm{B}}^{\mathrm{Act}}}(\mathrm{tl}(\rho)) \cdot \varrho_{q^{\prime}}^{\mathrm{Act}}(a, b)\left(\pi_{\mathrm{lt}}\right) \\
& =\mathbb{P}_{\mathcal{C}_{\text {Act }}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \varrho_{q^{\prime}}(a, b)\left(\pi_{\mathrm{lt}}\right) \\
& =\mathbb{P}_{\mathcal{C}_{\mathrm{Act}}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \operatorname{out}\left[\left\langle\mathrm{F}_{\mathrm{Act}}\left(\rho_{\mathrm{It}}\right), \pi_{\mathrm{It}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \quad \text { by Definition } 2.17 \\
& =\mathbb{P}_{\mathcal{C}_{\text {Act }}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{Act}}}^{\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)}\left(\rho_{\mathrm{lt}}, \pi_{\mathrm{lt}}\right) \quad \text { by Definition } 1.28 \\
& =\mathbb{P}_{\mathcal{C}_{\text {Act }}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \quad \text { by Definition } 1.29
\end{aligned}
$$

Assume now that $\rho_{\mathrm{lt}} \in Q$ and $\pi_{\mathrm{lt}}=\left(\rho_{\mathrm{lt}}, a, b\right) \in Q_{\text {Act }}$. In that case:

$$
\begin{aligned}
& =\mathbb{P}_{\mathcal{C}, \mathrm{A}^{\text {Act }, q}}^{\text {sact }_{\text {Act }}^{\text {Act }}}(\mathrm{tl}(\pi)) \cdot \mathrm{s}_{\mathrm{A}}^{\text {Act }}(\rho)(a) \cdot \mathrm{s}_{\mathrm{B}}^{\text {Act }}(\rho)(b) \quad \text { by Definition } 2.14 \\
& =\mathbb{P}_{\mathcal{C}_{\text {Act }}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \mathrm{s}_{\mathrm{A}}^{\mathrm{Act}}(\rho)(a) \cdot \mathrm{s}_{\mathrm{B}}^{\mathrm{Act}}(\rho)(b) \quad \text { by } \mathcal{P}(n) \\
& =\mathbb{P}_{\mathcal{C}_{\mathrm{Act}}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \mathrm{s}_{\mathrm{A}}(\rho)(a) \cdot \mathrm{s}_{\mathrm{B}}(\rho)(b) \quad \text { by Definition } 2.18 \\
& =\mathbb{P}_{\mathcal{C}_{\mathrm{Act}}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \operatorname{out}\left[\left\langle\mathrm{F}_{\mathrm{Act}}\left(\rho_{\mathrm{tt}}\right), \pi_{\mathrm{tt}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \quad \text { by Definition } 2.17 \\
& =\mathbb{P}_{\mathcal{C}_{\mathrm{Act}}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\mathrm{tl}(\pi)) \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{Act}}}^{\mathrm{sA}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)}\left(\rho_{\mathrm{lt}}, \pi_{\mathrm{lt}}\right) \quad \text { by Definition } 1.28 \\
& =\mathbb{P}_{\mathcal{C A c t a}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi)}(\pi) \quad \text { by Definition } 1.29
\end{aligned}
$$

Overall, $\mathcal{P}(n+1)$ and therefore $\mathcal{P}(n)$ holds for all $n \in \mathbb{N}$. It follows, by
 by $\mathbb{P}_{q}$ this probability measure.

As mentioned above, for all $\rho \in\left(Q \cup Q_{\text {Act }}\right)^{*}$ such that $\rho \notin Q^{-1} \cdot$ SeqAdm $_{\mathcal{C}}$, we have $\mathbb{P}_{q}(\rho)=0$. Hence, $\mathbb{P}\left[\left(Q \cup Q_{\text {Act }}\right)^{\omega} \backslash q^{-1} \cdot\right.$ SeqAdm $\left._{\mathcal{C}}^{\omega}\right]=0$. Consider some $\rho \in$ $q^{-1} \cdot \operatorname{SeqAdm}_{\mathcal{C}}^{\omega}$. Let us write $\rho$ as $\rho=\left(q_{0}, a_{0}, b_{0}\right) \cdot q_{1} \cdot\left(q_{1}, a_{1}, b_{1}\right) \cdot q_{2} \cdot\left(q_{2}, a_{2}, b_{2}\right) \cdots$ (with $q_{0}:=q$ ). If there is some $i \in \mathbb{N}$ such that $q_{i} \in Q_{\mathbf{s}}$, then considering the least index $i_{\mathrm{s}} \in \mathbb{N}$ such that $q_{i_{\mathrm{s}}} \in Q_{\mathrm{s}}$, then we have:

$$
\begin{aligned}
\left(f_{\mathcal{C}}\right)_{Q, Q_{\text {Act }}}(q \cdot \rho) & =f_{\mathcal{C}} \circ \phi_{Q, Q_{\text {Act }}}(q \cdot \rho) & & \text { by Definition } 1.8 \\
& =f_{\mathcal{C}}\left(q_{0} \cdot q_{1} \cdot q_{2} \cdots\right) & & \text { by Definition } 1.8 \\
& =\operatorname{val}\left(q_{i_{\mathrm{s}}}\right) & & \text { by Definition } 1.30 \\
& =\left(f_{\text {Act }}\right)_{\mathcal{C}_{\text {Act }}}(q \cdot \rho) & & \text { by Definition } 1.30
\end{aligned}
$$

If that is not the case, i.e. for all $i \in \mathbb{N}$, we have $q_{i} \in Q_{\mathrm{ns}}$, then we have:

$$
\begin{aligned}
\left(f_{\mathcal{C}}\right)_{Q, Q_{\text {Act }}}(q \cdot \rho) & =f_{\mathcal{C}} \circ \phi_{Q, Q_{\text {Act }}(q \cdot \rho)} & & \\
& =f_{\mathcal{C}}\left(q_{0} \cdot q_{1} \cdot q_{2} \cdots\right) & & \text { by Definition } 1.8 \\
& =f_{\mathcal{C}} \circ\left(f^{\text {sg }}\right)^{\omega}\left(q_{0} \cdot q_{0} \cdot q_{1} \cdot q_{1} \cdots\right) & & \text { by Defininition } 1.8 \\
& =f_{\text {Act }}\left(q_{0} \cdot q_{0} \cdot q_{1} \cdot q_{1} \cdots\right) & & \text { by Definition } 2.17 \\
& =f_{\text {Act }} \circ \operatorname{col}_{\text {Act }}^{\omega}\left(q_{0} \cdot\left(q_{0}, a_{0}, b_{0}\right) \cdot q_{1} \cdot\left(q_{1}, a_{1}, b_{1}\right) \cdots\right) & & \text { by Definition } 2.17 \\
& =\left(f_{\text {Act }}\right)_{\mathcal{C}_{\text {Act }}(q \cdot \rho)}(q) & & \text { by Definition } 1.30
\end{aligned}
$$

That is, $\left(\left(f_{\mathcal{C}}\right)_{Q, Q_{\text {Act }}}\right)^{q}$ and $\left(f_{\text {Act }} \circ \text { col }_{\text {Act }}^{\omega}\right)^{q}$ coincide on SeqAdm ${ }_{\mathcal{C}}^{\omega}$. Hence:


## 3 - On subgame optimal strategies

In this chapter, we study subgame ( $\varepsilon$ - ) optimal strategies. These are strategies that are not only ( $\varepsilon$-)optimal from any state, but that also are ( $\varepsilon$-)optimal after any sequence of states is seen. In the specific case of games with stopping states, we only consider sequences of states that stop when reaching a stopping state. Hence, in this chapter, we will frequently use the notations below, recalling Definition 1.18: $Q_{\mathrm{s}} \subseteq Q$ (resp. $Q_{\mathrm{ns}} \subseteq Q$ ) refers to the set of stopping states (resp. non-stopping states) in $Q$.

Definition 3.1. Given a concurrent arena $\mathcal{C}$, for all $n \in \mathbb{N}$, we denote by $\Omega_{\mathcal{C}}^{*}, \Omega_{\mathcal{C}}^{+}, \Omega_{\mathcal{C}}^{n}, \Omega_{\mathcal{C}}^{\leq n}$ and $\Omega_{\mathcal{C}}^{\omega}$ the following sets: $\Omega_{\mathcal{C}}^{*}:=\left(Q_{\mathrm{ns}}\right)^{*} \cup\left(Q_{\mathrm{ns}}\right)^{*} \cdot Q_{\mathrm{s}}$, $\Omega_{\mathcal{C}}^{+}:=\left(Q_{\mathrm{ns}}\right)^{+} \cup\left(Q_{\mathrm{ns}}\right)^{*} \cdot Q_{\mathrm{s}}, \Omega_{\mathcal{C}}^{n}:=\Omega_{\mathcal{C}}^{*} \cap Q^{n}, \Omega_{\mathcal{C}}^{\leq n}:=\Omega_{\mathcal{C}}^{*} \cap Q^{\leq n}$ and $\Omega_{\mathcal{C}}^{\omega}:=$ $\left(Q_{\mathrm{ns}}\right)^{\omega} \cup\left(Q_{\mathrm{ns}}\right)^{*} \cdot Q_{\mathrm{s}}$.

We now define the notion of strategy which guarantees a valuation, which allows us to define the notion of subgame ( $\varepsilon$-)optimal strategies.

Definition 3.2 (Strategy which guarantees a valuation). Consider a concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$. For all $\pi \in\left(Q_{\mathrm{ns}}\right)^{*}$, we denote by $\mathcal{G}^{\pi}$ the game $\mathcal{G}^{\pi}:=\left\langle\mathcal{C}, f^{\mathrm{col}^{+}(\pi)}\right\rangle$. Recall that $f^{\operatorname{col}^{+}(\pi)}: \mathrm{K}^{\omega} \rightarrow[0,1]$ is the residual function such that, for all $\rho \in \mathrm{K}^{\omega}$, we have $f^{\mathrm{col}^{+}(\pi)}=f\left(\operatorname{col}^{+}(\pi) \cdot \rho\right)$. (In particular, $\mathcal{G}^{\epsilon}=\mathcal{G}$.) Consider some $v: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$. A Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ guarantees the valuation $v$ if for all $\pi \in \Omega_{\mathcal{C}}^{+}$, the value of the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ from $\pi_{\mathrm{lt}}$ is at least $v(\pi): \chi_{\mathcal{G}^{\mathrm{tl}(\pi)}}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)}\right]\left(\pi_{\mid \mathrm{t}}\right) \geq v(\pi)$. This is symmetrical for Player B.

Definition 3.3 (Subgame ( $\varepsilon$-)optimal strategies). Consider a concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$. We extend the Player-A valuation of the states into a valuation of finite sequences of states not continuing after a stopping state: $\chi_{\mathcal{G}}[\mathrm{A}]: \Omega_{\mathcal{C}}^{+} \rightarrow$ $[0,1]$ such that, for all $\pi \in \Omega_{\mathcal{C}}^{+}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](\pi):=\chi_{\mathcal{G}^{\mathrm{tl}(\pi)}}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right)$. We define similarly $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$ for a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$.

Then, for all $\varepsilon \geq 0$, a Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}}$ is subgame $\varepsilon$-optimal if it guarantees the valuation $\max \left(\chi_{\mathcal{G}}[\mathrm{A}]-\varepsilon, 0\right):\left(\Omega_{\mathcal{C}}\right)^{+} \rightarrow[0,1]$. When $\varepsilon=0$, the strategy $\mathrm{s}_{\mathrm{A}}$ is simply said to be subgame optimal. This is symmetrical for Player B.

Given an arbitrary strategy, being subgame optimal is stronger than being optimal since being subgame optimal requires to be optimal after every finite sequence of states. The difference in strength between these two notions is particularly visible after finite histories where the other player has made a mistake, i.e. has not played optimally against the strategy considered. In such a situation, an optimal strategy could (and, in fact, sometimes should, as it will be seen in item $2 . b$ below) also make a mistake as long as it is small
enough. On the other hand, a subgame optimal strategy cannot do so and needs to still be optimal. Therefore, subgame optimality can be seen as more robust than optimality. In addition, since subgame optimal strategies satisfy more properties than optimal strategies, it is easier to characterize properties related to them. This is why, in this chapter, we study them, along with subgame $\varepsilon$-optimal strategies.

Let us first give the big picture of what is done in this chapter, we will give the details afterwards. There are four sections in this chapter. The first section is the only one where we deal with subgame $\varepsilon$-optimal strategies. Contrary to subgame optimal strategies, subgame $\varepsilon$-optimal always exist, for all $\varepsilon>0$. This is formally stated and proved in that section. In the three remaining sections, we deal with subgame optimal strategies. In the second section, we give two characterizations related to subgame optimal strategies that will be used afterwards: one stating at which conditions a strategy is subgame optimal; another one stating at which conditions there exist subgame optimal strategies. These characterizations are then used in the two following sections. The last two sections can be seen as applications of the results proved in this second section. In the third section, we look at how to use these results in the context of standard finite concurrent (possibly turn-based) games. In the fourth and last section, we study some conditions under which we can transfer results existing in finite turn-based games to the context of standard finite concurrent games.

Let us be more specific. In the following, arbitrary payoff functions will always refer to measurable functions taking their values in $[0,1]$. As mentioned above, in Section 3.1, we focus on subgame $\varepsilon$-optimal strategies for $\varepsilon>0$. We show the following:
1.a. It is already known (see [57, Proposition 11, Lemma 12]) that, if at each state both players have finitely many actions, then for all positive $\varepsilon>0$, both players have subgame $\varepsilon$-optimal strategies. We generalize this result to arbitrary games, see Theorem 3.1, while keeping essentially the same proof, of which we explain the main ideas, namely reset strategies. We use Theorem 2.3 (item (1.a)) to prove this result.
1.b. We then use Theorem 3.1 to deduce a result on prefix-independent (PI) win/lose games. Namely, in all PI win/lose (possibly infinite) games where the infimum of the states values is positive, Player A has subgame almost-surely winning strategies. We have already proved this result in [41, Theorem 3] in the context of finite-state games. In fact, we show a slightly more general result by only assuming arbitrary PI upward well-founded (notion to be defined) payoff functions, see Corollary 3.6.

In Section 3.2, we focus on subgame optimal strategies in PI games. This section is almost entirely based on [41] except that we do not only consider
win/lose objectives, but more general payoff functions: sometimes arbitrary PI payoff functions, sometimes only upward well-founded PI ones (notion to be defined). We show several results:
2.a. We provide a characterization of subgame optimal strategies in PI games: a Player-A strategy is subgame optimal if and only if 1 ) it is locally optimal and 2) for every Player-B deterministic strategy, after every history, almost-surely the (superior) limit of the Player-A value of the states visited is less than or equal to the payoff function, see Theorem 3.12. We then consider what Theorem 3.12 amounts to in the special cases where the game is finite-state (Corollary 3.14) and if we additionally assume that the Player-A strategy considered is positional (Corollary 3.16). These are the results we mentioned at the beginning of this part as being key results in concurrent games.
2.b. In [58], the authors have shown that in finite PI win/lose turn-based games, there always exist optimal strategies and the memory sufficient to play optimally is equal to the memory sufficient to play almost-surely, in games where this is possible. We generalize this result to arbitrary finitestate concurrent games with PI upward well-founded payoff functions $f$. In such a context, subgame optimal strategies do not always exist (and neither do optimal strategies), however we exhibit necessary and sufficient conditions for the existence of subgame optimal strategies. We give the intuition behind these necessary and sufficient conditions with the help of an example where there is an optimal strategy, but there is no subgame optimal one, see Page $134^{1}$. As a bi-product of the proof that these conditions are indeed necessary and sufficient, we deduce that if every game with a win/lose objective obtained from $f$ via a threshold that has a subgame almost-surely winning strategy also has a positional one, then every game that has a subgame optimal strategy also has a positional one. Note that this transfer result also holds with finite memory, see Theorem 3.17.

Third, Section 3.4, which is also based on [41], we focus on subgame optimal strategies in standard concurrent games. We consider two different issues:
3.a. We first focus on turn-based games and apply Theorem 3.17 discussed above to finite turn-based games. That is, we recover the results proved in [58] - dealing with the existence of (subgame) optimal strategies. That is, we show that in finite turn-based games with PI upward wellfounded payoff function, Player A has a subgame optimal strategy along

[^10]with the previously-mentioned memory transfer. We then build a payoff function from the parity objective to illustrate our result, see Corollary 3.27 .
3.b. We then come back to standard finite concurrent games with PI upward well-founded payoff functions. In general, it does not hold, as as mentioned in item 2.b., that the existence of optimal strategies implies the existence of subgame optimal strategies. Here, we exhibit a structural condition - that we call being positively bounded - on strategies so that the existence of a positively bounded optimal strategies is equivalent to the existence of a positively bounded subgame optimal strategies, see Theorem 3.28. This structural condition only depends on what the strategy does in the arena, regardless of the payoff function. In this case, the structural condition we consider is for a strategy to not play arbitrarily small yet positive probabilities.

Finally, Section 3.4 is based on [41] but also borrows ideas from [38]. In that section, we focus on transferring already existing result in turn-based games to the case of standard concurrent games. We proceed in two steps
4.a. First, in standard concurrent games, we define the notion of sequentialization, that is we build a turn-based game from standard concurrent games where Player A plays first, and then Player B responds. We translate strategies back and forth between the two games, which allows us to consider how and when the values change between the two games. Note that the results of this subsection will be used in Chapter 6.
4.b. Then, we introduce another type of strategies, namely finite-choice strategies. Informally, a strategy has finite choice if it uses only finitely many GF-strategies at each state. This is stronger than being positively bounded (in finite-state arenas). We use the sequentialization from item 4.a to show that when such strategies exist, we can transfer already existing results in turn-based games to concurrent games, for some payoff functions. Note that the condition on the payoff functions is unrelated with being PI or upward well founded. As a corollary, we obtain that in finite concurrent games with a parity objective, if there is a subgame optimal strategy that has finite choice, then there is one that is positional, see Corollary 3.38.

### 3.1 Subgame almost-optimal strategies

In this section, we focus on subgame almost-optimal strategies, that is subgame $\varepsilon$-optimal strategies for all $\varepsilon>0$. It is shown in $[57$, Proposition

11, Lemma 12] that subgame almost-optimal strategies always exist in standard concurrent games ${ }^{2}$ where, at each state, both players have finitely many actions. We adapt the proof of [57] to show the existence of subgame almostoptimal strategies in all concurrent games. Furthermore, one can realize that in this proof subgame almost-optimal strategies are built from almost-optimal strategies. Since we have exhibited in Theorem 2.3 a restriction on the class of strategies we need to consider to find almost-optimal strategies, we prove the theorem below:

Theorem 3.1. Consider an arbitrary concurrent game $\mathcal{G}$. Let $C \in\{A, B\}$ be a player and assumed that the game $\mathcal{G}$ is supremized w.r.t. Player C by a collection $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$ of sets of GF-strategies. Then, for all positive $\varepsilon>0$, Player C has a subgame $\varepsilon$-optimal strategy generated by $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$.

In the next subsection below, we discuss the proof of this theorem, whereas Subsection 3.1.2 is dedicated to an application of this theorem.

### 3.1.1 . Proof of Theorem 3.1

In this subsection, we prove Theorem 3.1. The result is proved for Player A, the case of Player B being analogous. For the remainder of this subsection we fix an arbitrary concurrent game $\mathcal{G}=\langle\mathcal{C}, g\rangle$. We also let $f:=g_{\mathcal{C}}: Q^{\omega} \rightarrow[0,1]$.

The idea behind the construction of subgame $\varepsilon$-optimal strategies is to make use of reset strategies. Informally, these are strategies that are initialized at the beginning of the game and updated whenever the property they are supposed to ensure does not hold after some history (i.e. finite sequence of states). The goal is then to show that almost-surely there are only finitely many updates. Hence, almost-surely, if we consider long enough history, the strategy is not changed anymore which means that it ensures the property for all finite histories thereafter. For all positive $\varepsilon>0$ and finite history $\rho \in \Omega_{\mathcal{C}}^{+}$, we denote by $\mathbf{s}_{\varepsilon, \rho} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ a Player-A strategy that is $\varepsilon$-optimal in the game $\mathcal{G}^{\mathrm{tl}(\rho)}$ from the state $\rho_{\mathrm{lt}}$. We define formally below the reset strategies we consider.
Definition 3.4 (Reset strategy). Consider some positive $\varepsilon>0$. We define inductively a function $\mathrm{U}_{\varepsilon}: \Omega_{\mathcal{C}}^{+} \rightarrow \Omega_{\mathcal{C}}^{+}$that ensures that, for all $\rho \in \Omega_{\mathcal{C}}^{+}$, we have $\mathrm{U}_{\varepsilon}(\rho) \sqsubseteq \rho$. We also denote by $\operatorname{Suf}(\rho) \in \Omega_{\mathcal{C}}^{*}$ the finite path such that $\rho=\mathrm{U}_{\varepsilon}(\rho) \cdot \operatorname{Suf}(\rho)$ and by $\operatorname{PI}(\rho):=\mathrm{U}_{\varepsilon}(\rho)_{\mathrm{It}} \cdot \operatorname{Suf}(\rho) \in \Omega_{\mathcal{C}}^{+}$. For all $q \in Q$, we let $\mathrm{U}_{\varepsilon}(q):=q$. Furthermore, for all $\rho \cdot q \in \Omega_{\mathcal{C}}^{+}$, we let:

$$
\mathrm{U}_{\varepsilon}(\rho \cdot q):= \begin{cases}\mathrm{U}_{\varepsilon}(\rho) & \text { if } \chi_{\mathcal{G}^{\rho}}\left[\mathrm{S}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho)}^{\mathrm{Pl}(\rho)}\right](q) \geq \chi_{\mathcal{G}^{\rho}}[\mathrm{A}](q)-2 \cdot \varepsilon \\ \rho \cdot q & \text { otherwise }\end{cases}
$$

Then, the Player-A reset strategy $\mathbf{s}_{\varepsilon, \mathrm{Rst}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ is defined by, for all $\rho \in \Omega_{\mathcal{C}}^{+}$:

$$
\mathbf{s}_{\varepsilon, \operatorname{Rst}}(\rho):=\mathbf{s}_{\varepsilon, U_{\varepsilon}(\rho)}(\operatorname{PI}(\rho))
$$

[^11]It is defined arbitrarily on finite paths not in $\Omega_{\mathcal{C}}^{+}$.
This definition ensures the lemma below:
Lemma 3.2. For all positive $\varepsilon>0$, the Player-A reset strategy $\mathrm{s}_{\varepsilon, \text { Rst }}$ is subgame $2 \varepsilon$-optimal.

Proof sketch. Consider some $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$. Whenever there is an update after $\rho$ (i.e. when $\mathrm{U}_{\varepsilon}(\rho \cdot \pi)=\rho \cdot \pi$ for $\pi \in \Omega_{\mathcal{C}}^{+}$), it means that the value of the strategy at that history $\rho \cdot \pi$ is less than the value of the history $\rho \cdot \pi$ w.r.t. Player A minus $2 \varepsilon$. Furthermore, when there is an update at $\rho \cdot \pi$, what the strategy $\mathrm{s}_{\varepsilon, \text { Rst }}$ plays at $\rho \cdot \pi$ comes from a strategy that is $\varepsilon$-optimal at $\rho \cdot \pi$. Hence, with the update, the value of the residual strategy has increased by at least $\varepsilon$. From this observation, we can in fact deduce that almost-surely there are only finitely many updates (since $\varepsilon>0$ ). Furthermore, when there is no more updates, the residual strategy is at least $2 \varepsilon$-optimal. We can then conclude by realizing that, from any finite path $\rho \cdot \pi \in \Omega_{\mathcal{C}}^{+}$, the expected value of the finite paths after which there is no more update is, roughly, the value of the residual strategy at $\rho \cdot \pi$.

The formal proof of Lemma 3.2 is very heavy on notations due to the use of residual strategies and is quite technical. Hence we do not give this proof in the main sections of this chapter. A complete and detailed proof can be found in Appendix 3.6.1.

We can now proceed to the proof of Theorem 3.1.
Proof. Consider some Player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$. Consider a collection $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$ of GF strategies that supremizes the game $\mathcal{G}$ w.r.t. Player C . Then, by Theorem 2.3, for all $\rho \in \Omega_{\mathcal{C}}^{+}$, there is a Player- C strategy $\mathrm{s}_{\varepsilon, \rho} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ generated by $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$ that is $\varepsilon$-optimal from $\rho$. Considering such strategies, the Player-C reset strategy $\mathbf{s}_{\varepsilon, \text { Rst }}$ defined from $\mathbf{s}_{\varepsilon, \rho}$ is also generated by the collection $\left(S_{\mathrm{C}}^{q}\right)_{q \in Q}$. Lemma 3.2 ensures that it is subgame $2 \varepsilon$-optimal.

### 3.1.2 . Application of Theorem 3.1

In this subsection, we present an application of Theorem 3.1 with PI (recall, prefix-independent) upward well-founded payoff functions (we will define this notion below). First, we consider the probability of PI Borel sets in stochastic trees. As stated in [59, Theorem 5], we have the adaptation below of Levy's $0-1$ Law to the context of stochastic trees:

Theorem 3.3 (Levy's 0-1 Law for PI Borel sets in stochastic trees). Consider a stochastic tree $\mathcal{T}=\langle Q, \mathbb{P}\rangle$ and a Borel set $W \in \operatorname{Borel}(Q)$ that is prefixindependent. Then, from all finite paths $\pi \in Q^{+}$, the sets $W$ and $W_{\lim 1}^{\pi}:=$ $\left\{\rho \in Q^{\omega} \mid \lim _{n \rightarrow \infty} \mathbb{P}_{\pi \cdot \rho \leq n}(W)=1\right\}$ are equal up to a null set. That is, for all $\pi \in Q^{+}$, we have $\mathbb{P}_{\pi}\left[W \cap W_{\lim 1}^{\pi}\right]=\mathbb{P}_{\pi}[W]=\mathbb{P}_{\pi}\left[W_{\lim 1}^{\pi} 1\right]$.

In particular, this theorem above implies the lemma below:

Lemma 3.4. Consider a stochastic tree $\mathcal{T}=\langle Q, \mathbb{P}\rangle$ and a Borel set $W \in$ $\operatorname{Borel}(Q)$ that is prefix-independent. We have:

$$
\inf _{\rho \in Q^{+}} \mathbb{P}_{\rho}[W]>0 \Leftrightarrow \inf _{\rho \in Q^{+}} \mathbb{P}_{\rho}[W]=1
$$

Proof. Assume that $\inf _{\rho \in Q^{+}} \mathbb{P}_{\rho}[W]>0$. Consider the set $W_{\lim 0}:=\left\{\rho \in Q^{\omega} \mid\right.$ $\left.\lim _{n \rightarrow \infty} \mathbb{P}_{\rho_{\leq n}}(W)=0\right\}$. Clearly, $W_{\lim 0}=\emptyset$. By Theorem 3.3, it follows that for all $\rho \in Q^{+}$, we have $\mathbb{P}_{\rho}\left[Q^{\omega} \backslash W\right]=\mathbb{P}_{\rho}\left[W_{\lim 0}\right]=0$. That is, for all $\rho \in Q^{+}$, we have $\mathbb{P}_{\rho}[W]=1$.

Note that Lemma 3.4 also comes from Lemma 2 in [49]. In the same paper [49], the author studies win/lose PI objectives in standard concurrent games (with standard finite local interactions). They show [49, Theorem 1] that if a state ${ }^{3}$ has value less than 1 , then the infimum of the values of all states is 0 . Equivalently, if the infimum of the states values is positive, then all states have value 1 .

In [58, Theorem 3.2] in the context of (standard) turn-based finite (recall with finitely many states, and finitely many actions at each state) PI games, the authors have improved this result: if the infimum of the state values is positive, then Player A has an almost-surely winning strategy from every state. That is, not only all states have value 1 , but also there is a strategy that achieves this value from every state. Interestingly, to prove this result, the authors have built an almost-surely winning strategy with reset strategies - similarly to what we presented in the previous subsection. We will discuss further other results proved in that paper [58] in Section 3.3.

In [41], we have adapted (almost verbatim) the reset-strategies-arguments from [58] to obtain an analogous result in finite standard concurrent games [41, Theorem 3]. In fact, we have even realized that the almost-surely winning strategy built in [58] was subgame almost-surely winning.

All these results can be generalized to arbitrary concurrent arenas with more general PI payoff functions than win/lose ones. Specifically, this holds for well-founded ${ }^{4}$ payoff functions (upward or downward, depending on the player considered).
Definition 3.5 (Well-founded payoff functions). Consider a set of colors K and a payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and let $E:=f\left[\mathrm{~K}^{\omega}\right]$. The payoff function $f$ is upward well-founded if there is no infinite ascending chain in $E$. That is, there is no sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \in E^{\mathbb{N}}$ such that $x_{n}<x_{n+1}$ for all $n \in \mathbb{N}$. Symmetrically, the payoff function $f$ is downward well-founded if there is no infinite descending chain in $E$.

[^12]In particular, any payoff function taking finitely many values is upward well-founded. In fact, well-foundedness can be alternatively defined as follows.

Lemma 3.5 (Proof 3.6.2). Consider a set of colors $K$ and a payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and let $E:=f\left[\mathrm{~K}^{\omega}\right]$. It is upward (resp. downward) well-founded if and only if, for all $x \in[0,1]$, there is some $\varepsilon>0$ such that $[x-\varepsilon, x) \cap E=\emptyset$ (resp. $(x, x+\varepsilon] \cap E=\emptyset)$.

We state below the more general version of all the results discussed above in the context of arbitrary concurrent arenas and PI upward well-founded payoff function. This result could be proved with reset strategies, but there is no need as it is in fact a straightforward corollary of Theorem 3.1 (and Theorem 3.3).

Corollary 3.6. Consider a concurrent game $\mathcal{G}$ where all stopping states have value 1 and with a PI upward well-founded payoff function $f$. Let $E:=f\left[\mathrm{~K}^{\omega}\right] \subseteq$ $[0,1]$ and $c:=\inf _{q \in Q} \chi_{\mathcal{G}}[\mathrm{A}](q)$. Let

$$
d:= \begin{cases}\inf E \cap[c, 1] & \text { if } E \cap[c, 1] \neq \emptyset \\ c & \text { otherwise }\end{cases}
$$

Then, Player A has a subgame almost-surely winning strategy w.r.t. the objective $\{f \geq d\}=\left\{\rho \in \mathrm{K}^{\omega} \mid f(\rho) \geq d\right\} \in \operatorname{Borel}(\mathrm{K})$.

This is symmetrical for Player B (upward is replaced by downward).
We state a simpler version with the context of a win/lose objective.
Corollary 3.7. Consider a concurrent game $\mathcal{G}$ where all stopping states have value 1 with a PI win/lose function $f$. If $\inf _{q \in Q} \chi_{\mathcal{G}}[\mathrm{A}](q)>0$, then Player A has a subgame almost-surely winning strategy in $\mathcal{G}$.

Proof. Since $f$ is upward well-founded and by Lemma 3.5, there is some $\varepsilon>$ 0 such that $[c-\varepsilon, c) \cap E=\emptyset$. Consider a Player-A subgame $\varepsilon / 2$-optimal strategy $\mathrm{s}_{\mathrm{A}}$, whose existence is ensured by Theorem 3.1. Let us show that this strategy is subgame almost-surely winning w.r.t. the winning objective $W_{d}:=\{f \geq d\} \in \operatorname{Borel}(\mathrm{K})$ and $X_{d}:=\left(\mathrm{col}^{\omega}\right)^{-1}\left[W_{q}\right] \subseteq\left(Q_{\mathrm{ns}}\right)^{\omega}$. Consider any Player-B strategy $\mathrm{s}_{\mathrm{B}}$ and $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$. We let $W \subseteq Q^{\omega}$ be a winning objective for Player A such that, for all $\rho \in Q^{\omega}$

- If $\rho \in Q^{*} \cdot\left(Q_{\mathrm{ns}}\right)^{\omega}$, then $\rho \in W$ if and only if a suffix of $\rho$ is in $X_{d}$;
- Otherwise, $\rho \in W$ if and only if there is some $q \in Q_{\mathbf{s}}$ such that $\rho \in Q^{*} \cdot q^{\omega}$.

Note that the set $W$ is prefix-independent. Since, in the stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}$ all stopping states are self-looping, we have $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}[W]=\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[X_{d} \cup\left(Q_{\mathrm{ns}}\right)^{*} \cdot Q_{\mathrm{s}}\right]$.

Furthermore, by choice of the strategy $\mathrm{s}_{\mathrm{A}}$, we have $\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[f_{\mathcal{C}}\right] \geq c-\frac{\varepsilon}{2}$. In addition, for all $\rho \in \mathrm{K}^{\omega}$, by definition of $d$, if $f(\rho)<d$, then $f(\rho) \leq c-\varepsilon$.

Hence:

$$
\begin{aligned}
& c-\varepsilon / 2 \leq \mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, s_{\mathrm{B}}}\left[f_{\mathcal{C}}\right]=\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{X_{d} \cup Q^{*} \cdot Q_{\mathrm{s}}}\right]+\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{\left(Q_{\mathrm{ns}}\right)^{\omega} \backslash X_{d}}\right] \\
& \leq \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{A}, \mathrm{~S}_{\mathrm{B}}}\left[X_{d} \cup Q^{*} \cdot Q_{\mathrm{s}}\right]+(c-\varepsilon) \cdot\left(1-\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{s}}, \mathrm{~s}_{\mathrm{B}}}\left[X_{d} \cup Q^{*} \cdot Q_{\mathrm{s}}\right]\right) \\
& =\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[W]+(c-\varepsilon) \cdot\left(1-\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[W]\right)
\end{aligned}
$$

We obtain:

$$
\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[W] \geq \frac{\varepsilon}{2 \cdot(1-c+\varepsilon)}>0
$$

This holds for all $\rho \in Q^{+}$. Hence, by Lemma 3.4, we have that for all $\rho \in Q^{+}$, $1=\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}[W]=\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}},,_{\mathrm{B}}}\left[X_{d} \cup Q^{*} \cdot Q_{\mathrm{s}}\right]$.

If $f$ is win/lose, then for all $d>0$, we have $\{f \geq d\}=\{f=1\}$.
We conclude this section by providing an example where Corollary 3.6 fails for a PI payoff function that is not upward well-founded.

Example 3.1. Consider a game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ where $\mathcal{C}$ is a turn-based deterministic arena on the set of colors $\mathrm{K}:=\{0,1\}$ with two states $q_{0}$ and $q_{1}$ that are colored with 0 and 1 respectively. Player A plays alone and decides at each step to which state she wants to go. The payoff function $f$ maps each infinite sequences of 0 and 1 to the superior limit of the mean of the values seen, except if it is 1 , in that case it maps it to 0 . More formally, for all $\rho \in \mathrm{K}^{\omega}$, we have:

$$
f(\rho):= \begin{cases}\lim \sup _{n}\left(\frac{1}{n+1} \sum_{i=0}^{n} \rho_{n}\right) & \text { if } \limsup _{n}\left(\frac{1}{n+1} \sum_{i=0}^{n} \rho_{n}\right)<1 \\ 0 & \text { otherwise }\end{cases}
$$

Note that this payoff function is prefix-independent and not upward wellfounded. Clearly, the value of both states $q_{0}$ and $q_{1}$ is 1 , since Player A can ensure that the superior limit is as close as desired to 1 and yet less than 1 . However, she has no almost-surely winning strategy since no infinite path has value 1 in this deterministic turn-based arena.

### 3.2 Subgame optimal strategies in arbitrary concurrent games

The remainder of this chapter, that is this section and the two following ones, is based on [41], where we focus on subgame optimal strategies. However, note that whereas in [41] we considered only PI win/lose objectives, in this section we generalize these results to PI payoff functions in arbitrary arenas as we did in Subsection 3.1.2. More specifically, in Subsection 3.2.1, we discuss a simple (and well-known) example where there is no optimal (subgame) strategy which we will use later to justify the conditions considered for subgame optimality. Second, in Subsection 3.2.2, we establish a sufficient condition for a strategy to guarantee a valuation of the states, which turns out to also be


Figure 3.1: A deterministic standard concurrent reachability game $\mathcal{G}=$ $\langle\mathcal{C}$, Reach $\rangle$ where Player A wants to reach the target $\{T\}$.
necessary if the valuation considered is the value of the game (for Player A). Finally, in Subsection 3.2.3, we use the previous result to exhibit a necessary and sufficient condition for the existence of subgame optimal strategies in games where the PI payoff function is upward well-founded.

### 3.2.1 . A simple game without optimal strategies

In this subsection, we focus on the reachability game of Definition 3.6. Note that we have already considered that game in Chapter 2 to exemplify the construction used to prove Theorem 2.3. This game is well-known, for instance called the snow-ball game in [60]. In the remainder of this dissertation, we will also refer to this game as the snow-ball game.

Definition 3.6 (Game described in Figure 3.1). Consider the game depicted in Figure 3.1. This game $\mathcal{G}=\langle\mathcal{C}$, Reach $\rangle$ is standard. There is only one nontrivial state: $q_{0}$. (Alternatively, $\top$ could be a stopping state of value 1 and $\perp$ could be a stopping state of value 0 .) The set of colors considered is $K:=\{0,1\}$ and the colors of the states $q_{0}, \top, \perp$ are given in red next to them: $\operatorname{col}\left(q_{0}\right):=0$, $\operatorname{col}(\perp):=0$ and $\operatorname{col}(\top):=1$. This game is win/lose, and the objective Reach is a reachability objective (recall Definition 1.25): Player A wins if and only if the state $T$ is reached. The Player-A set of actions at state $q_{0}$ is $\operatorname{Act}_{\mathrm{A}}^{q_{0}}:=\left\{a_{1}, a_{2}\right\}$ where $a_{1}$ refers to the top row and $a_{2}$ refers to the bottom row and similarly we have $\operatorname{Act}_{\mathrm{B}}^{q_{0}}:=\left\{b_{1}, b_{2}\right\}$ where $b_{1}$ refers to the leftmost column and $b_{2}$ refers to the rightmost column.

This game ensures the following properties.
Proposition 3.8. The reachability game from Definition 3.6 is such that:

- the state $q_{0}$ has value $1: \chi_{\mathcal{G}}\left(q_{0}\right)=1$;
- for all positive $\varepsilon>0$, the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon}$ such that $\mathrm{s}_{\mathrm{A}}^{\varepsilon}\left(q_{0}\right)\left(a_{1}\right):=1-\varepsilon$ and $\mathrm{s}_{\mathrm{A}}^{\varepsilon}\left(q_{0}\right)\left(a_{2}\right):=\varepsilon$ has value $1-\varepsilon: \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\varepsilon}\right]\left(q_{0}\right)=1-\varepsilon$;
- no Player-A strategy is optimal (i.e. has value 1).

The proof of this proposition is not complicated, however it is much easier with the help of the results we will show in the next subsection. Hence, we prove it at the end of that subsection in Page 133.

Important remark: What we show in the next subsection below is quite straightforward to prove given the results we have shown in Subsection 2.3.1 in Chapter 2. However, note that it is central in this dissertation as we will often use the theorems of this subsection to show that a strategy we have defined is optimal, almost-optimal, subgame optimal (or that it is not).

### 3.2.2 . Sufficient condition for a strategy to guarantee a valuation

In this subsection, we present a pair of conditions sufficient for a Player-A strategy to guarantee a valuation, formally stated as Theorem 3.12. Furthermore, when the valuation is equal to the value of the game for Player A (i.e. for the Player-A strategy to be subgame optimal), this pair of conditions turns out to be also necessary.

Consider a game with a PI payoff function on an arbitrary concurrent arena (in particular, it may not be valuable) and a valuation of finite paths $v: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$. Recall Definition 3.1: $\Omega_{\mathcal{C}}^{+}$refers to the non-empty sequences of states that stop once a stopping state is reached.

We explain informally the ideas behind Theorem 3.12 below for the case of the valuation $v:=\chi_{\mathcal{G}}[\mathrm{A}]$. The first condition is local: it specifies how a PlayerA strategy $\mathrm{s}_{\mathrm{A}}$ should behave at each local interaction of the game. First, one can realize that after a history of non-stopping states $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, the Player-A value of the game in normal form $\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle$ is equal to the Player-A value after history $\rho$. Note that this holds even with a payoff function that is not PI. We state this formally below in Proposition 3.9.

Proposition 3.9 (Proof 3.6.4). Consider an arbitrary concurrent game $\mathcal{G}$. For all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](\rho)=\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right](\mathrm{A})$.

This suggests that, for all finite sequences of non-stopping states $\rho \in$ $\left(Q_{\mathrm{ns}}\right)^{+}$, the GF-strategy $\mathrm{s}_{\mathrm{A}}(\rho)$ needs to be optimal in the game in normal form $\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle$ for the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho)}$ to be optimal from $\rho_{\mathrm{lt}}$. When considering this property with arbitrary valuations $v$, strategies ensuring that property are said to be dominating the valuation $v$. When $v:=\chi_{\mathcal{G}}[\mathrm{A}]$, such strategies are called locally optimal. Note that a definition of strategies dominating valuations was given in Chapter 2 in Definition 2.6 suited for the proof of Theorem $2.3^{5}$. We give below a new definition of strategies dominating valuations that coincides with Definition 2.6 when gd $=\mathrm{A}$.

[^13]Definition 3.7 (Dominating a valuation, Locally optimal strategies). Consider an arbitrary concurrent game $\mathcal{G}$ and a valuation $v: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$. A Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$ if, for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, the GFstrategy $\mathrm{s}_{\mathrm{A}}(\rho)$ is such that $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \geq v(\rho)$. When the valuation $v=\chi_{\mathcal{G}}[\mathrm{A}]$, the strategy $\mathrm{s}_{\mathrm{A}}$ is said to be locally optimal. The definition is symmetrical for Player B.

Although dominating a valuation in general is not necessary for guaranteeing it (recall Definition 3.2), it turns out that being locally optimal is a necessary condition for being subgame optimal, as stated below.
Lemma 3.10 (Proof 3.6.4). In an arbitrary concurrent game $\mathcal{G}$, for all PlayerA strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ and $\rho \in Q^{+}$, we have $\chi_{\mathcal{G}^{\mathrm{t}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{It}}\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \leq$ $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)$. As a corollary, if $\mathrm{s}_{\mathrm{A}}$ is subgame optimal, then for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](\rho)=\chi_{\mathcal{G}^{\mathrm{tt}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{It}}\right)$. Therefore, the strategy $\mathrm{s}_{\mathrm{A}}$ is also locally optimal.

Dominating a valuation $v$ does not ensure guaranteeing $v$. However, it does ensure nice properties. Indeed, the simple yet crucial remark we can make is that given a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominating a valuation $v$, for all Player-B strategies $\mathrm{s}_{\mathrm{B}}$, the valuation $v$ is non-decreasing (recall Definition 2.3) in the stochastic tree induced by $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$. However, in Definition 2.3 of nondecreasing valuation in stochastic trees, the valuations considered are of the type $Q^{+} \rightarrow[0,1]$ instead of $\Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$. Hence, we define below a canonical way to transform valuations before stating Lemma 3.11.
Definition 3.8 (Canonical transformation of valuations). Consider an arbitrary concurrent game $\mathcal{G}$ and a valuation $v: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$. We denote by $v_{\mathrm{s}}: Q^{+} \rightarrow[0,1]$ the valuation such that, for all $\rho \in Q^{+}$, denoting $\pi_{\rho} \in \Omega_{\mathcal{C}}^{+}$the longest prefix of $\rho$ in $\Omega_{\mathcal{C}}^{+}$(which is therefore equal to $\rho$ if $\rho \in \Omega_{\mathcal{C}}^{+}$):

$$
v_{\mathbf{s}}(\rho):=v\left(\pi_{\rho}\right)
$$

Lemma 3.11 (Proof 3.6.5). Consider an arbitrary concurrent game $\mathcal{G}$, a valuation $v: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$ and a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ dominating the valuation $v$. For all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, in the stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}$, for all $\pi \in \Omega_{\mathcal{C}}^{+}$, the valuation $\left(v_{\mathbf{s}}\right)^{\pi}$ is non-decreasing from $\pi$. This is symmetrical for Player B.

By Proposition 2.9, we have that given a Player-A strategy dominating a valuation $v$ and any Player-B strategy, in the stochastic tree induced by both strategies, the value $v(\rho)$ of any finite paths $\rho \in \Omega_{\mathcal{C}}^{+}$is less than or equal to the expected value of $\limsup _{v_{s}}: Q^{\omega} \rightarrow[0,1]$ (recall Proposition 2.4) from $\rho$.

To obtain that $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$, it would then suffice that, for any Player-B strategy and after any finite paths $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, almost-surely the superior limit limsup $v_{v_{\mathrm{s}}}$ is less than or equal to $f$. This constitutes the second
condition that, along with dominating $v$, is sufficient for the strategy $\mathrm{s}_{\mathrm{A}}$ to guarantee the valuation $v$. This is stated in Theorem 3.12 below.

Interestingly, when $v=\chi_{\mathcal{G}}[\mathrm{A}]$, this second condition is also a necessary condition for subgame optimality. Indeed, assume that $\mathrm{s}_{\mathrm{A}}$ does not ensure this condition. That is, there is a Player-B strategy and a finite path $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$ after which there is some $r \in \mathbb{Q} \cap[0,1]$ and $\delta>0$ for which there is a positive probability that $f \leq r$ and $r+\delta \leq \limsup _{v_{s}}$. We denote this event $E_{r, \delta} \subseteq$ $Q^{\omega}$. Since $f$ and limsup $v_{v_{\mathrm{s}}}$ are both prefix-independent, it follows that $E_{r, \delta}$ is prefix-independent. Hence, by Lemma 3.4 (from the previous section) and by definition of the superior limit function $\limsup _{v_{s}}$, we can show that there are continuations of this path $\rho$ ending at states of value at least $r+\delta / 2$ for which the probability of $E_{r, \delta}$ is arbitrarily close to 1 . In particular, there is probability arbitrarily close to 1 that $f \leq r$. It follows that we can exhibit a path $\rho^{\prime} \in \rho \cdot\left(Q_{\mathrm{ns}}\right)^{+}$such that, from $\rho^{\prime}$ the value of the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is less than the value of $\rho^{\prime}$ (w.r.t. $\chi_{\mathcal{G}}[\mathrm{A}]$ ).

We obtain the theorem below.

Theorem 3.12. Consider an arbitrary PI concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$, a valuation $v: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$ and a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{A}}$. Assume that the strategy $\mathrm{s}_{\mathrm{A}}$ satisfies the pair of conditions below:

- $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$;
- for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{B}}$, we have: $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\limsup v_{v_{\mathrm{s}}} \leq f_{\mathcal{C}}\right]=1$.

Then the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$.
Conversely, if $\mathrm{s}_{\mathrm{A}}$ guarantees $\chi_{\mathcal{G}}[\mathrm{A}]$ (i.e. $\mathrm{s}_{\mathrm{A}}$ is subgame optimal), then the strategy $\mathrm{s}_{\mathrm{A}}$ satisfies that pair of conditions for $v=\chi_{\mathcal{G}}[\mathrm{A}]$.

Proof. First, note that since $f$ is PI , then for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have $\left(f_{\mathcal{C}}\right)^{\rho}=$ $f_{\mathcal{C}}$. Now, assume that the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ satisfies that pair of conditions. Let $\rho \in \Omega_{\mathcal{C}}^{+}$. If $\rho_{\mathrm{lt}} \in Q_{\mathbf{s}}$, then clearly the strategy $\mathrm{s}_{\mathrm{A}}$ is optimal from $\rho$. Assume now that $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and consider a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. By Lemma 3.11, the valuation $\left(v_{\mathrm{s}}\right)^{\rho}: Q^{*} \rightarrow[0,1]$ is non-decreasing from $\rho$ in the stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}$. Therefore, Proposition 2.9 ensures that $v(\rho) \leq$ $\mathbb{E}_{\mathcal{C}, \rho}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\limsup _{v_{\mathrm{s}}}\right]$. Furthermore, by assumption $\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\limsup _{v_{\mathrm{s}}}\right] \leq \mathbb{E}_{\mathcal{C}, \rho}^{\mathbf{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[f_{\mathcal{C}}\right]$. Hence, we obtain $v(\rho) \leq \mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[f_{\mathcal{C}}\right]$. As this holds for all Player-B strategies $\mathrm{s}_{\mathrm{B}}$, it follows that $\chi_{\mathcal{G}^{\mathrm{tl}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho)}\right]\left(\rho_{\mathrm{lt}}\right) \geq v(\rho)$. In fact, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$.

Assume now that $v=\chi_{\mathcal{G}}[\mathrm{A}]$ and that the Player- A strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$, i.e. that the Player- A strategy $\mathrm{s}_{\mathrm{A}}$ is subgame optimal. Lemma 3.10 ensures that this strategy must be locally optimal. Assume now that there is some $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such
that $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{t}_{\mathrm{S}}^{\mathrm{t}(\rho)},,_{\mathrm{B}}}\left[\right.$ limsup $\left._{v_{\mathrm{s}}} \leq f_{\mathcal{C}}\right]<1$. We denote the stochastic tree $\mathcal{T}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, s_{B}}$ simply by $\mathcal{T}$, and the corresponding probability function by $\mathbb{P}$. There is some $p, \delta \in \mathbb{Q} \cap[0,1]$ with $\delta>0$ such that $\mathbb{P}\left[E_{p, \delta}\right]>0$. where $E_{p, \delta}:=\left\{f_{\mathcal{C}} \leq\right.$ $\left.p \cap p+\delta \leq \limsup _{v_{\mathrm{s}}}\right\} \subseteq Q^{\omega}$. However, both $f_{\mathcal{C}}$ and limsup $v_{v_{\mathrm{s}}}$ are not PI since stopping states are taken into account. Hence, we let $E_{p, \delta}^{\prime}:=\left\{\pi \cdot \rho \in Q^{\omega} \mid \pi \in\right.$ $\left.Q^{*}, \rho \in\left(Q_{\mathrm{ns}}\right)^{\omega}, f \circ \operatorname{col}^{\omega}(\rho) \leq p \cap p+\delta \leq \limsup _{v}(\rho)\right\}$. This event is measurable and PI and has the same measure as the event $E_{p, \delta}$ since, once a stopping state is reached it is never left. Hence: $\mathbb{P}\left[E_{p, \delta}^{\prime}\right]>0$.

Consider now some $x, y \in[0,1]$ such that $\frac{1-p-\frac{\delta}{2}}{1-p}<x<y<1$. By Lemma 3.4 , we have that there is some $\pi \in\left(Q_{\mathrm{ns}}\right)^{+}$such that $\mathbb{P}_{\pi}\left[E_{p, \delta}^{\prime}\right] \geq y$. We let Always ${ }_{\leq p+\delta / 2}:=\left\{\theta \in\left(Q_{\mathrm{ns}}\right)^{\omega} \mid \forall i \in \mathbb{N}, v^{\rho}\left(\pi \cdot \theta_{\leq i}\right) \leq p+\delta / 2\right\}$. We have $\mathbb{P}_{\pi}\left[E_{p, \delta}^{\prime} \cap\right.$ Always $\left._{\leq p+\delta / 2}\right]=0$ by definition of the function limsup ${ }_{v}$. Therefore, we have:

$$
\mathbb{P}_{\pi}\left[E_{p, \delta}^{\prime}\right] \leq \sup _{\substack{\theta \in Q^{*} \\ v^{\rho}(\pi \cdot \theta) \geq p+\delta / 2}} \mathbb{P}_{\pi \cdot \theta}\left[E_{p, \delta}^{\prime}\right]
$$

Hence, there is some $\theta \in Q^{*}$ such that $v^{\rho}(\pi \cdot \theta) \geq p+\delta / 2$ and $\mathbb{P}_{\pi \cdot \theta}\left[E_{p, \delta}\right] \geq x$. In particular, $\mathbb{P}_{\pi \cdot \theta}\left[f_{\mathcal{C}} \leq p\right] \geq x$. Then, we have:

$$
\begin{aligned}
\mathbb{E}_{\pi \cdot \theta}\left[f_{\mathcal{C}}\right] & \leq \mathbb{P}_{\pi \cdot \theta}\left[f_{\mathcal{C}} \leq p\right] \cdot p+1-\mathbb{P}_{\pi \cdot \theta}\left[f_{\mathcal{C}} \leq p\right] \leq x \cdot p+1-x \\
& <p+\frac{\delta}{2} \leq v(\rho \cdot \pi \cdot \theta)
\end{aligned}
$$

Hence, the strategy $\mathrm{s}_{\mathrm{A}}$ is not optimal from $\rho \cdot \pi \cdot \theta$, it is therefore not subgame optimal.

Special cases. We have given in several articles weaker versions of Theorem 3.12, for instance if we assume that $\mathrm{s}_{\mathrm{A}}$ is positional. We would like to recall some of these versions since they will be useful in the following.

First, in [41], we considered the case where the valuation $v: Q \rightarrow[0,1]$ values the states, not the finite sequences of states, with $Q$ finite. This implies that the valuation $v$ takes only finitely many values. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominating this valuation $v$ - straightforwardly extended to finite sequences of states by considering the last element of the sequence - and any Player-B strategy $\mathrm{s}_{\mathrm{B}}$. By Lemma 3.11, this valuation $v$ is non-decreasing in the stochastic tree induced by these strategies. Hence, Proposition 2.6 gives that almost-surely all infinite paths have a limit w.r.t. the valuation $v$. In this context this implies that almost-surely, all states seen infinitely often have the same value [41, Lemma 2]. This is stated formally below in Corollary 3.13, after the definition of valuations considering the last state of a sequence.
Definition 3.9. Consider an arbitrary concurrent game $\mathcal{G}$ and a valuation of the states $v: Q \rightarrow[0,1]$. This valuation is extended into $v_{\mathrm{lt}}: Q^{+} \rightarrow[0,1]$
(it can also be seen as $v_{\mathrm{lt}}: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$ ) such that, for all $\rho \in Q^{+}$, we have $v_{\text {lt }}(\rho):=v\left(\rho_{\text {lt }}\right)$.

Corollary 3.13. Consider an arbitrary concurrent game $\mathcal{G}$ and a valuation $v$ : $Q \rightarrow[0,1]$ taking finitely many values. For all $u \in v[Q]$ we let $Q_{u}^{v}:=v^{-1}[\{u\}]$. Consider a Player-A strategy dominating the valuation $v_{\mathrm{lt}}: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$ and any Player-B strategy $\mathrm{s}_{\mathrm{B}}$. For all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have:

$$
\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\bigcup_{u \in v[Q]}\left(Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right)\right]=1
$$

Proof. Consider any $q \in Q$ and Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. By Lemma 3.11, the valuation $v_{\mathrm{lt}}=\left(\left(v_{\mathrm{lt}}\right)_{\mathrm{s}}\right)^{\rho}: Q^{+} \rightarrow[0,1]$ is non-decreasing from $\rho$ in the stochastic tree $\mathcal{T}_{\mathcal{C}}^{\mathrm{s}^{A}, \mathrm{~S}_{\mathrm{B}}}$. Hence, by Lemma 2.6, almost-surely from $\rho$ the superior and inferior limit of $v_{\mathrm{lt}}$ are equal. Since this valuation $v_{\mathrm{lt}}$ takes only finitely many values, it follows that almost-surely, the game settles in a unique value slice $Q_{u}^{v}$ for some $u \in v[Q]$.

In this context, Theorem 3.12 amounts to the corollary below, and corresponds to [41, Theorem 1]:
Corollary 3.14. Consider an arbitrary PI concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ and a valuation $v: Q \rightarrow[0,1]$ taking finitely many values. For all $u \in v[Q]$ we let $Q_{u}^{v}:=v^{-1}[\{u\}]$. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{A}}$ be a Player-A strategy. Assume that the strategy $\mathrm{s}_{\mathrm{A}}$ satisfies the pair of conditions below:

- $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v_{\mathrm{lt}}$;
- for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{B}}$, for all $u \in v[Q]$, we have

$$
\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega} \cap\{f \geq u\}\right]=\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathcal{S}_{\mathrm{B}}}\left[Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right]
$$

Then the Player-A strategy sA guarantees the valuation $v$.
Conversely, if $\mathrm{s}_{\mathrm{A}}$ guarantees $\chi_{\mathcal{G}}[\mathrm{A}]$ (i.e. $\mathrm{s}_{\mathrm{A}}$ is subgame optimal), then it also satisfies that pair of conditions for $v=\chi_{\mathcal{G}}[\mathrm{A}]$.

Proof. Proving this corollary only amounts to proving that the second condition is equivalent to the second condition of Theorem 3.12. Consider some $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. By Corollary 3.13 , assuming the condition of this corollary, we have:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, \rho}^{s_{A}, \mathrm{~s}_{\mathrm{B}}}\left[\limsup _{\left(v_{\mathrm{t}}\right)_{\mathrm{s}}} \leq f\right] & =\sum_{u \in v[Q]} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left\{\limsup _{\left(v_{\mathrm{t}}\right)_{\mathrm{s}}} \leq f\right\} \cap Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right] \\
& =\sum_{u \in v[Q]} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\{u \leq f\} \cap Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right] \\
& =\sum_{u \in v[Q]} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right]=1
\end{aligned}
$$

Reciprocally, assuming that $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\limsup _{\left(v_{1 \mathrm{t}}\right)_{\mathrm{s}}} \leq f\right]=1$, for all $u \in v[Q]$ such that $\mathbb{P}_{\mathcal{C}, \rho}^{\mathbf{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right]>0$, it must be that $\mathbb{P}_{\mathcal{C}, \rho}^{S_{A}, \mathrm{~S}_{\mathrm{B}}}\left[\{f \geq u\} \mid Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right]=1$ since, as already used above, $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{sA}, \mathrm{se}_{\mathrm{B}}}\left[\left\{\limsup _{\left(v_{\mathrm{t}}\right)_{s}}=u\right\} \mid Q^{*} \cdot\left(Q_{u}^{v}\right)^{\omega}\right]=1$.

Let us consider a further special case in the case where a positional Player-A strategy $s_{A}$ dominates a valuation of the states taking finitely many values. In that case, as above almost-surely all states seen infinitely often have the same values w.r.t. $v$. In addition, states $q \in Q$ where the local value of the strategy is more than the value of the state, that is such that $v(q)<\operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left[\mathrm{s}_{\mathrm{A}}(q)\right]$, are seen only finitely often. Furthermore, in the special case of a finite standard arena, in all end components, all states have the same values. This is stated below in Corollary 3.15. It is a slight generalization of [39, Proposition 18].

Corollary 3.15. Consider an arbitrary arena $\mathcal{C}$, a valuation of the states $v: Q \rightarrow[0,1]$ taking finitely many values and a positional Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ dominating the valuation $v_{\mathrm{lt}}: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$. For all Player-B strategies and from all finite paths $\pi \in \Omega_{\mathcal{C}}^{+}$, almost-surely, the set of states seen infinitely often is included in $\left\{q \in Q \mid v(q)=\operatorname{val}[\langle\mathcal{F}(q), v\rangle]\left[\mathrm{s}_{\mathrm{A}}(q)\right]\right\}$.

If we assume additionally that the arena $\mathcal{C}$ is standard and finite, then in the MDP $\Gamma_{\mathcal{C}}^{5_{A}}$, for all end components $H \in \mathcal{E}_{\Gamma_{\mathcal{C}}}^{s_{\mathrm{A}}}$, there is a value $u(v, H) \in[0,1]$ such that $v\left[Q_{H}\right]=\{u(v, H)\}$.

Proof. For all $q \in Q$, we let $d_{q}:=\operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left[\mathrm{s}_{\mathrm{A}}(q)\right]-v(q)$. Since the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v_{\mathrm{lt}}$, for all $q \in Q$, we have $d_{q} \geq 0$. Consider some state $q \in Q$ such that $d_{q}>0$ and let $u:=v(q) \in[0,1)$. We let $Q_{>u}^{v}:=\{q \in Q \mid$ $v(q)>u\}, Q_{\leq u}^{v}:=Q \backslash Q_{>u}^{v}$ and $Q_{u}^{v}:=\{q \in Q \mid v(q)=u\}$. For any Player-B GF-strategy $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$, recalling Definition 1.28, we have:

$$
\begin{aligned}
u+d_{q} & \leq \operatorname{out}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)=\sum_{q^{\prime} \in Q} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot v\left(q^{\prime}\right) \\
& \leq \sum_{q^{\prime} \in Q_{>u}^{v}} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right)+\sum_{q^{\prime} \in Q_{\leq u}^{v}} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot u \\
& =\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q_{>u}^{v}\right] \cdot(1-u)+u
\end{aligned}
$$

Hence, $\mathbb{P}_{\mathcal{C}, q}^{S_{A}, S_{B}}\left[Q_{>u}^{v}\right] \geq \frac{d_{q}}{1-u} \geq d_{q}>0$. This holds for all Player-B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$. Hence, from any finite path $\pi \in \Omega_{\mathcal{C}}^{+}$, for any Player-B strategy with the Player-A strategy $\mathrm{s}_{\mathrm{A}}$, if the state $q$ is seen infinitely often, almost surely, the set $Q_{>u}^{v}$ is seen infinitely often almost-surely. Furthermore, by Corollary 3.13, almost-surely all states visited infinitely often have the same values w.r.t. $v$. That is, for any Player-B strategy, almost-surely the state $q$ is seen only finitely often.

Assume now that the arena $\mathcal{C}$ is standard and consider an EC $H \in \mathcal{E}_{\Gamma_{\mathcal{C}}^{s}}$. Since it is an end component, all states in it may be seen infinitely often with probability 1 for a Player-B strategy playing at each state $q \in Q_{H}$ uniformly
over all actions in $\beta_{H}(q)$. Hence, since Corollary 3.13 ensures that for any Player-B strategy almost-surely all states seen infinitely have the same value, it follows that all states in $H$ have the same value.

Finally, we have below what Theorem 3.12 amounts to in the context of finite standard concurrent game for a win/lose objective. We already proved this result in the context of reachability games [39, Proposition 17] and generalized it to more general objectives (but still not all PI objectives) in [40, Lemma 16].

Corollary 3.16. Consider a finite standard concurrent PI win/lose game $\mathcal{G}$ and a valuation $v: Q \rightarrow[0,1]$. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathcal{C}}^{\mathrm{A}}$ be a positional Player-A strategy. Assume that the strategy $\mathrm{s}_{\mathrm{A}}$ satisfies the pair of conditions below:

- it dominates the valuation $v$;
- for all end components $H$ in the MDP induced by the strategy $\mathrm{s}_{\mathrm{A}}$, if $u(v, H)>0$, then for all $q \in Q_{H}$, we have $\chi_{\mathcal{C}_{H}^{s}}(q)=1$.

Then the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$.
Conversely, if $\mathrm{s}_{\mathrm{A}}$ guarantees $\chi_{\mathcal{G}}[\mathrm{A}]$ (i.e. $\mathrm{s}_{\mathrm{A}}$ is subgame optimal), then it also satisfies that pair of conditions for $v=\chi_{\mathcal{G}}[\mathrm{A}]$.

Proof. As for the proof of Corollary 3.14 which used Theorem 3.12, we prove this corollary by showing that the second condition is equivalent to the second condition of Corollary 3.14. Assume that the above conditions hold. By Theorem 2.3, since all local interactions in MDPs are supremized by deterministic GF-strategies, almost-optimal strategies for Player B against the strategy $\mathrm{s}_{\mathrm{A}}$ can be found among deterministic strategies. Furthermore, Lemma 1.17 ensures that for all deterministic Player-B strategies, the game almost-surely settles in an EC. By assumption, it follows that if the game settles in a value slice of positive value, then almost-surely Player A wins, which implies the second condition of Corollary 3.14.

Assume now that the second condition of Corollary 3.14. For any EC $H$ in the MDP induced by the strategy $\mathrm{s}_{\mathrm{A}}$ such that $u(v, H)>0$, it must be against all Player-B (deterministic) strategies compatible with that EC, the game has value at least $u(v, H)>0$ from any state in $Q_{H}$. Since the game is win/lose, this implies that for all $q \in Q_{H}$, we have $\chi_{\mathcal{C}_{H}^{s_{A}}}(q)=1$.

Proof of Proposition 3.8. With the help of the results proved in this subsection, let us show Proposition 3.8.

Proof. Consider some positive $\varepsilon>0$. Let $v_{\varepsilon}: Q \rightarrow[0,1]$ be such that $v_{\varepsilon}\left(q_{0}\right):=$ $1-\varepsilon, v_{\varepsilon}(T):=1$ and $v_{\varepsilon}(\perp):=0$. The strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon}$ dominates this valuation. Furthermore, the only end components compatible with this strategy are $\{T\}$ - the target of value $1-$ and $\{\perp\}$ - of value 0 . Hence, the strategy $\mathrm{s}_{\mathrm{A}}$


Figure 3.2: A co-Büchi game.
satisfies the conditions of Corollary 3.16 and therefore guarantees the valuation $v_{\varepsilon}$. Since this holds for all positive $\varepsilon>0$, it follows that the value of the state $q_{0}$ is 1 .

Consider now a Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}}$. Let us show that its value is less than 1 . There are two cases. First, if, for all $n \geq 1$, we have $\mathrm{s}_{\mathbf{A}}\left(q_{0}^{n}\right)\left(a_{1}\right)=1$, then for a Player-B strategy $S_{B} \in S_{B}^{\mathcal{C}}$ that plays positionally action $b_{1}$ with probability 1 , then with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$ surely the game will loop on $q_{0}$. Otherwise, consider the least $n_{0} \geq 1$ such that $\mathrm{s}_{\mathrm{A}}\left(q_{0}^{n_{0}}\right)\left(a_{2}\right)>0$. Consider then a Player- B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that, for all $n \geq 1$ :

$$
\mathrm{s}_{\mathrm{B}}\left(q_{0}^{n}\right):= \begin{cases}\left\{b_{1} \mapsto 1, b_{2} \mapsto 0\right\} & \text { if } n<n_{0} \\ \left\{b_{1} \mapsto 0, b_{2} \mapsto 1\right\} & \text { otherwise }\end{cases}
$$

With both strategies $\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}$, we have:

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathbf{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[q_{0}^{n_{0}}\right]=1
$$

and

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[q_{0}^{n_{0}} \cdot \perp\right]=\mathrm{s}_{\mathrm{A}}\left(q_{0}^{n_{0}}\right)\left(a_{2}\right)>0
$$

Hence, the value of the strategy $\mathrm{s}_{\mathrm{A}}$ is less than 1. In fact, Player A has no optimal strategy in this game.
3.2.3 . Necessary and sufficient condition for the existence of subgame optimal strategies
In the previous subsection, we have (in particular) studied a necessary and sufficient pair of conditions for a Player-A strategy to be subgame optimal. In this subsection, we focus on the existence of subgame optimal strategies in arbitrary finite-state games. This section is an adaptation of [41, Section 6] to the case of arbitrary local interactions.

In [58, Theorem 4.5], the authors have proved a transfer result in PI win/lose turn-based games: the amount of memory sufficient to play optimally at every state of value 1 of every game is also sufficient to play optimally in every game. This result does not hold in concurrent games as is. First, although there are always optimal strategies in PI turn-based games (as proved
in the same paper [58, Theorem 4.3]), there are PI concurrent games without optimal strategies, as discussed above in Proposition 3.8. Second, although almost-surely winning strategies can be found among positional strategies in standard concurrent co-Büchi games (we will discuss it further in Chapter 5), infinite memory may be required to play optimally in co-Büchi standard concurrent games. This is witnessed by the game of Figure 3.2. Note that this game is very close to the co-Büchi game of Figure $2.5^{6}$. The difference with the game of Figure 2.5 is that there are two states $q_{1}$ and $q_{1}^{\prime}$ instead of only one state $q_{1}$. In that way, Player A can now know when Player B has played action $b$. Hence, the infinite-memory Player-A strategy described in the proof of Lemma 2.23 can be translated in this setting to obtain an optimal strategy (i.e. a strategy of value $\frac{1}{2}$ ). Let us recall quickly how this strategy plays. To play optimally, Player A may play the top row with probability $1-\varepsilon_{k}$ and the middle row with probability $\varepsilon_{k}$ for $\varepsilon_{k}>0$ that goes (fast) to 0 when $k$ goes to $\infty$ (where $k$ denotes the number of steps). The $\varepsilon_{k}$ is chosen so that, if Player B always plays the left column with probability 1 , then the state $q_{1}$ is seen finitely often with probability 1 . Furthermore, as soon as the state $q_{1}^{\prime}$ is visited, Player A switches to a positional strategy playing the bottom row with probability $\varepsilon_{k}^{\prime}$ small enough (where $k$ denotes the number of steps before the state $q_{1}^{\prime}$ was seen) and the two top rows with probability $\left(1-\varepsilon_{k}^{\prime}\right) / 2$.

Therefore, the transfer of memory from almost-surely winning to optimal does not hold in concurrent games even if it is assumed that optimal strategies exist. However, one can note that although the strategy described above is optimal, it is not subgame optimal. Indeed, when the strategy switches, the value of the residual strategy is $1 / 2-\varepsilon_{k}^{\prime}<1 / 2$. In fact, there is no subgame optimal strategy in that game. Actually, if we assume that, not only optimal but subgame optimal strategies exist, then the transfer of memory will hold.

The aim of this subsection is twofold: first, we identify a necessary and sufficient condition for the existence of subgame optimal strategies ${ }^{7}$. Second, we establish the above-mentioned memory transfer that relates the amount of memory to play subgame optimally and to be subgame almost-surely winning. Furthermore, this is done with any PI upward well-founded payoff function. Note that although we generalize some of the results from [58] - that we have discussed above - the method we use here is different from what the authors of [58] did to prove the transfer of memory in turn-based games. Namely, they showed that there is a live and self-consistent permutation of the distribution

[^14]over states that both players can agree on. They can then play according to this permutation (which can be used to specify their preferences over these distributions over states).

Before formally stating the main theorem of this section, we first need to define the winning objectives that can be obtained from payoff functions. This is done below.

Definition 3.10 (Winning objective obtained from a payoff function). For all sets of colors K , payoff functions $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and $u \in[0,1]$, the set $\{f \geq u\}:=\left\{\rho \in \mathrm{K}^{\omega} \mid f(\rho) \geq u\right\}$ is a winning objective obtained from $f$.

To establish this transfer of memory, we will actually modify the game forms occurring in the game. Specifically, we will keep all Player-B GFstrategies while disregarding any Player-A GF-strategy that is not optimal in a specific game in normal form. We define this change of game forms below, we will illustrate it later on a standard game form.

Definition 3.11 (Only optimal GF-strategies in Game forms). Consider a set of outcomes O , a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes and a valuation $v: \mathrm{O} \rightarrow[0,1]$ such that $\operatorname{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle) \neq \emptyset$. We let $\operatorname{Opt}(\mathcal{F}, v) \in$ Form $(\mathrm{O})$ be the game form defined by $\operatorname{Opt}(\mathcal{F}, v):=\left\langle\operatorname{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle), \Sigma_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$.

Given a set of outcomes O and any set of game forms $E \subseteq$ Form( O ), we let $\operatorname{Opt}(E) \subseteq \operatorname{Form}(\mathrm{O})$ denote the set of game forms $\operatorname{Opt}(E):=\{\operatorname{Opt}(\mathcal{F}, v) \mid$ $\left.\mathcal{F} \in E, v: \mathrm{O} \rightarrow[0,1], \operatorname{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle) \neq \emptyset\right\}$. Note that $\operatorname{Opt}(E)$ is not empty as soon as $E \neq \emptyset$ since, for all $\mathcal{F} \in E$, we have $\operatorname{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle) \neq \emptyset$ for all constant valuations $v: \mathrm{O} \rightarrow[0,1]$.

Given a set of game forms $E$ and a memory skeleton M , we now introduce below the definition of $(E, M)$-subgame almost-surely winnable payoff functions, i.e. payoff functions for which, for all win/lose objectives that can be obtained from them, in all games built on $E$, subgame almost-surely winning strategies can be found among strategies that can be implemented with M .

Definition 3.12 ( $(E, \mathrm{M})$-subgame almost-surely winnable objective). Consider a non-empty finite set of colors $K$, a PI payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and a memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ on K . The payoff function $f$ is said to be $(E, \mathrm{M})$-subgame almost-surely winnable ( $(E, \mathrm{M})$-SAW for short) if the following holds: for all $u \in[0,1]$, in all finite-state concurrent games $\mathcal{G}=\langle\mathcal{C},\{f \geq u\}\rangle$ built on $E$ where there is a subgame almost-surely winning strategy, there is one that is M -implementable. If $|M|=1$, then the payoff function $f$ is said to be E-positionally subgame almost-surely winnable (E-PSAW for short).

We can now state the main theorem of this section. Recall the notation $V_{\mathrm{A}}^{\mathcal{G}}$ and $Q_{u}^{\mathrm{A}}$ from Definition 1.32.

Theorem 3.17. Consider an arbitrary finite-state concurrent game $\mathcal{G}=$ $\langle\mathcal{C}, f\rangle$ with a PI upward well-founded payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$. The five following assertions are equivalent:
a. there exists a Player-A subgame optimal strategy;
b. there exists a locally optimal Player-A strategy that is optimal;
c. for all positive $\varepsilon>0$, there exists a locally optimal Player-A strategy that is $\varepsilon$-optimal;
d. there exists a locally optimal Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ such that, for all $u \in V_{\mathrm{A}}^{\mathcal{G}}$ and $q \in Q_{u}^{\mathrm{A}}$, we have $\chi\langle\mathcal{C},\{f \geq u\}\rangle\left[\mathrm{s}_{\mathrm{A}}\right](q)>0$;
e. there exists a locally optimal Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ such that, for all $u \in V_{\mathrm{A}}^{\mathcal{G}}$ and $q \in Q_{u}^{\mathrm{A}}$, we have $\chi_{\left\langle\mathcal{C}_{\text {Exit }}\left(Q_{u}^{\mathrm{A}}\right),\{f \geq u\}\right\rangle}\left[\mathrm{s}_{\mathrm{A}}\right](q)>0$.
where $\mathcal{C}_{\text {Exit }\left(Q_{u}^{A}\right)}$ corresponds to the arena $\mathcal{C}$ where all states outside of $Q_{u}^{\mathrm{A}}$ are stopping states of value 1 .

If this holds and if, for some finite memory skeleton M , the payoff function $f$ is $(\operatorname{Opt}(\{\mathrm{F}(q) \mid q \in Q\}), \mathrm{M})-S A W$, then there exists a subgame optimal M implementable strategy.

First, note that the equivalence is stated in terms of existence of strategies, not on the strategies themselves. In particular, any subgame optimal strategy is both optimal and locally optimal, however, an optimal strategy that is locally optimal is not necessarily a subgame optimal strategy. An example is provided in Appendix 3.6.3. We would also like to point out that in the arena $\mathcal{C}$ with a win/lose objective, e.g. $\{f \geq u\}$ for some $u \in V_{\mathrm{A}}^{\mathcal{G}}$, the stopping states are still taken into account. That is, if a state $q \in Q_{\mathrm{S}}$ is reached, the game stops and the value $\operatorname{val}(q)$ occurs.

Second, we would like to highlight what we believe is an important takeaway from this theorem. Beside the memory transfer, this theorem tells at which condition there is a subgame optimal strategy. Although items b., c., d. and e. are different, they have the same generic form: there is an assumption that locally optimal strategies satisfy a specific property w.r.t. the objective. This specific property obviously matters for the equivalence to hold, however we would like to focus on the local optimality assumption. What this theorem suggests is that, the reason why, in concurrent games, there does not always exist (subgame) optimal strategies is that if one only considers locally optimal strategies, then the value of the game may drop. For instance, in the snow-ball game of Definition 3.6, the value of the state $q_{0}$ is 1 , but if one only considers locally optimal strategies (i.e. strategies that always play the top row with probability 1 ), then the value of that state becomes 0 . This can also be witnessed in the co-Büchi game of Figure 3.2 that we discussed above. There is an optimal strategy in this game, but there is no subgame optimal ones. If one
only considers locally optimal strategies (i.e. that plays the bottom row with probability 0 ), then the value of the game is 0 . In other words, for a strategy to be optimal it must, after some history, switch to a sub-optimal strategy. Interestingly, as we will discuss in the next section, this cannot occur in standard finite turn-based games, which explains why subgame optimal strategies always exist ${ }^{8}$ in that setting.

Third, it is straightforward that item a. implies item b. (from Lemma 3.10) and that item b. implies item c.. It is also straightforward that item d. implies item e.. However, the implication item c. implies item d. is less direct and uses the well-foundedness assumption. Note that it is only for this implication that the well-foundedness assumption is used. Let us formally prove this implication below.

Lemma 3.18. Consider an arbitrary finite-state concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ with a PI upward well-founded payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$. If for all positive $\varepsilon>0$, there is a Player-A $\varepsilon$-optimal strategy that is locally optimal, then, for all $u \in V_{\mathrm{A}}^{\mathcal{G}}$ and $q \in Q_{u}^{\mathrm{A}}$, there is a Player-A locally optimal strategy $\mathrm{s}_{\mathrm{A}}$ such that $\chi_{\langle\mathcal{C},\{f \geq u\}\rangle}\left[\mathrm{s}_{\mathrm{A}}\right](q)>0$.

Proof. Consider some $u \in V_{\mathrm{A}}^{\mathcal{G}}$ and $q \in Q_{u}^{\mathrm{A}}$. Because the payoff function $f$ is upward well-founded, there is some $0<\delta \leq u$ such that $[u-\delta, u) \cap f\left[\mathrm{~K}^{\omega}\right]=\emptyset$. Therefore, we have for all $\rho \in \mathrm{K}^{\omega}, f(\rho) \geq u$ if and only if $f(\rho) \geq u-\delta$. Consider any Player-A strategy $\mathrm{s}_{\mathrm{A}}$ that is $\varepsilon$-optimal for some $0<\varepsilon<\delta$. Assume towards a contradiction that this Player-A strategy is such that $\chi_{\langle\mathcal{C},\{f \geq u\}\rangle}\left[\mathrm{s}_{\mathrm{A}}\right](q)=0$. By definition of $\delta$, we also have $\chi_{\langle\mathcal{C},\{f \geq u-\delta\}\rangle}\left[\mathrm{s}_{\mathrm{A}}\right](q)=0$. Consider a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that, for $x:=\frac{\delta-\bar{\varepsilon}}{2}>0$, we have:

$$
\sum_{q \in Q_{\mathrm{s}}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(Q_{\mathrm{ns}}\right)^{*} \cdot\{q\}\right] \cdot \operatorname{val}(q)+\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\{f \geq u-\delta\} \cap\left(Q_{\mathrm{ns}}\right)^{\omega}\right] \leq x
$$

Hence, we have:

$$
\begin{aligned}
\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}}\right] & =\sum_{q \in Q_{\mathrm{s}}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(Q_{\mathrm{ns}}\right)^{*} \cdot\{q\}\right] \cdot \operatorname{val}(q)+\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{\left(Q_{\mathrm{ns}}\right) \omega}\right] \\
& \leq x-\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\{f \geq u-\delta\} \cap\left(Q_{\mathrm{ns}}\right)^{\omega}\right]+\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f_{\mathcal{C}} \cdot \mathbb{1}_{\left(Q_{\mathrm{ns}}\right)}\right] \\
& \leq x-\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\{f \geq u-\delta\} \cap\left(Q_{\mathrm{ns}}\right)^{\omega}\right]+\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}^{\prime}, \mathrm{s}_{\mathrm{B}}}\left[\{f \geq u-\delta\} \cap\left(Q_{\mathrm{ns}}\right)^{\omega}\right] \\
& +\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f \cdot \mathbb{1}_{\{f<u-\delta\} \cap\left(Q_{\mathrm{ns}}\right) \omega}\right] \\
& \leq x+u-\delta<u-\varepsilon
\end{aligned}
$$

This is in contradiction with the fact that the Player-A strategy $s_{A}$ is $\varepsilon$-optimal from the state $q$ of Player- A value $\chi_{\mathcal{G}}[\mathrm{A}](q)=u$.

[^15]In the remainder of this subsection, we explain the constructions leading to the proof of Theorem 3.17 , i.e. to the proof that item e. implies item a. The transfer of memory is a direct consequence of the way this theorem is proven. We fix an arbitrary finite-state concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ with a PI payoff function $f$ for the remainder of the subsection - the upward well-foundedness assumption is not used for the implication item e. implies item a.

The idea is as follows. Recall that, given any locally optimal Player-A strategy, almost-surely the game settles in a value slice $Q_{u}^{\mathrm{A}}$ for some $u \in V_{\mathrm{A}}^{\mathcal{G}}$ as stated in Corollary 3.13. Furthermore, as stated in Corollary 3.14 in finite-state arenas, subgame optimal strategies are exactly the strategies that are locally optimal and such that, for all Player-B strategies almost-surely, the value w.r.t. $f$ of infinite paths is at least the value of the value slice in which the game settles. Our idea is therefore to consider, for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, subgame almostsurely winning strategies in a derived game $\mathcal{G}_{u}:=\left\langle\mathcal{C}_{u},\{f \geq u\}\right\rangle$ with $\mathcal{C}_{u}$ a "restriction" of the arena $\mathcal{C}$ to $Q_{u}$. We can then glue together these subgame almost-surely winning strategies - defined for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$ - into a subgame optimal strategy. However, there are some issues:

1) there must exist a subgame almost-surely winning strategy in $\mathcal{G}_{u}$;
2) this subgame almost-surely winning strategy in $\mathcal{G}_{u}$ should be locally optimal when considered in the whole game $\mathcal{G}$.

Let us first deal with issue 2). Let $u \in V_{\mathrm{A}}^{\mathcal{G}}$. One can ensure that the almost-surely winning strategies in the game $\mathcal{G}_{u}$ are all locally optimal in $\mathcal{G}$ by properly defining the arena $\mathcal{C}_{u}$. More specifically, this is done by enforcing that the only Player-A possible strategies in $\mathcal{C}_{u}$ are locally optimal in the game $\mathcal{G}$. To do so, we construct the arena $\mathcal{C}_{u}$ such that its set of states with nontrivial interaction is $Q_{u}$ and the local interaction at state $q \in Q_{u}$ is equal to $\operatorname{Opt}\left(\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right)$ (recall Definition 3.11).

We illustrate this construction on a standard finite game form: a part of a concurrent game is depicted in Figure 3.3 and the change of the interaction of the players at state $q_{0}$ is depicted in Figures 3.4, 3.5, 3.6 and 3.7.

Furthermore, since we want from all the states the existence of subgame almost-surely winning strategies in $\mathcal{G}_{u}$ - recall issue 1$)$ - we will build the game $\mathcal{G}_{u}$ such that any edge leading to a state not in $Q_{u}$ in $\mathcal{G}$ now leads to a stopping state of value 1 .
Definition 3.13 (Game $\mathcal{G}_{u}$ ). Consider a positive value $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$. We define the game $\mathcal{G}_{u}=\left\langle\mathcal{C}_{u},\{f \geq u\}\right\rangle$ with $\mathcal{C}_{u}=\left\langle Q, \mathrm{~F}^{\mathrm{Opt}}, \mathrm{K}\right.$, col $\rangle$ with:

- all states $q \in Q \backslash Q_{u}^{\mathrm{A}}$ are stopping states of value 1 : $\operatorname{val}(q) \leftarrow 1$;
- The values of all stopping states in $Q_{\mathbf{s}} \cap Q_{u}^{\mathrm{A}}$ - whose values in $\mathcal{G}$ are all $u$ since they are in $Q_{u}$ - are changed to 1 ;


Figure 3.3: A part of a deterministic standard concurrent game $\mathcal{G}$ with $\operatorname{Act}_{A}^{q_{0}}=\left\{a_{1}, a_{2}\right\}$. The values are depicted in red near the states.


Figure 3.4: The local interaction $\mathrm{F}\left(q_{0}\right)$ at state $q_{0}$ in the game of Figure 3.3.

Figure 3.5: The game in normal form $\left\langle\mathrm{F}\left(q_{0}\right), \chi_{\mathcal{G}}\right\rangle$ from the game $\mathcal{G}$ of Figure 3.3.

$$
\begin{gathered}
\frac{a_{1}+a_{2}}{2} \\
a_{2}
\end{gathered}\left[\begin{array}{cc}
q_{0} & \frac{q_{1}+q_{2}}{2} \\
q_{0} & q_{2}
\end{array}\right]
$$

Figure 3.7: The game form obtained from the game form of Figure 3.4 with only the optimal strategies from Figure 3.6.


Figure 3.8: The depiction of a PI concurrent game with its value slices.


Figure 3.9: The PI concurrent game after the modifications of Definition 3.13.

- For all $q \in Q_{\mathrm{ns}} \cap Q_{u}^{\mathrm{A}}$, we set $\mathrm{F}^{\mathrm{Opt}}(q):=\operatorname{Opt}\left(\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right)$.

An illustration of this construction can be found in Figures 3.8 and 3.9. The blue dotted arrows are the ones that need to be redirected when the game is changed. With such a definition, we have made some progress w.r.t. the issue 1) cited previously (regarding the existence of subgame almost-surely winning strategies): the values of all states of the game $\mathcal{G}_{u}$ are positive (for positive $u$ ).
Lemma 3.19. Consider the game $\mathcal{G}_{u}$ for some positive $u \in V_{A}^{\mathcal{G}} \backslash\{0\}$ and assume that, in $\mathcal{G}$, there exists a strategy that is locally optimal such that, for all $q \in Q_{u}^{\mathrm{A}}$, we have $\left.\chi_{\langle\mathcal{C},\{f \geq u\} \cup E x i t}\left(Q_{u}^{\mathrm{A}}\right)\right\rangle\left[\mathrm{s}_{\mathrm{A}}\right](q)>0$. Then, for all states $q$ in $\mathcal{G}_{u}$ we have $\chi_{\mathcal{G}_{u}}[\mathrm{~A}](q)>0$.

Proof Sketch. Consider a state $q \in Q_{u}^{\mathrm{A}}$ and a Player-A locally optimal strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ in $\mathcal{G}$ such that $\left.\chi_{\langle\mathcal{C},\{f \geq u\} \cup E x i t}\left(Q_{\mathrm{A}}\right)\right\rangle\left[\mathrm{s}_{\mathrm{A}}\right](q)>0$. Then, the strategy $\mathrm{s}_{\mathrm{A}}$ (restricted to $\left.\left(Q_{u}^{\mathrm{A}}\right)^{+}\right)$can be seen as a strategy in $\mathcal{G}_{u}$. Note that this is only possible because the strategy $\mathrm{s}_{\mathrm{A}}$ is locally optimal (due to the definition of $\mathcal{G}_{u}$ ).

Consider a Player-B strategy $s_{B} \in S_{B}^{\mathcal{C}_{u}}$. This strategy can be seen as a strategy in $\mathcal{C}$, assuming it is defined arbitrarily once the game has exited $Q_{u}^{\mathrm{A}}$. Since if the play never reaches a stopping states (of value 1 , since all stopping states in $\mathcal{G}_{u}$ have value 1 ), what happens in $\mathcal{G}_{u}$ and $\mathcal{G}$ is identical, it follows that $\mathbb{P}_{\mathcal{C}_{u}, q}^{\mathrm{S}_{\mathrm{A}},,_{\mathrm{B}}}\left[\{f \geq u\} \cup\left(Q_{\mathrm{ns}}\right)^{*} \cdot Q_{\mathrm{s}}\right]=\mathbb{P}_{\mathcal{C}_{\text {Exit }}}^{\left.\mathrm{S}_{\mathrm{A}}, Q_{\mathrm{B}}\right)}, q, q(\{f \geq u\}]>0$. Thus, the value of the state $q$ is positive in $\mathcal{G}_{u}$.

In fact, Lemma 3.19 suffices to deal with issue 1). Indeed, as stated in Corollary 3.7 in the previous subsection, it is a general result that in a finitestate PI win/lose concurrent game where all stopping states have value 1 , if all states have positive values, then there is a subgame almost-surely winning strategy.

However, there is an additional difficulty when considering the transfer of memory. Consider some finite memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ and assume that the payoff function $f$ is $(\operatorname{Opt}(\{\mathrm{F}(q) \mid q \in Q\}), \mathrm{M})$ - SAW. Subgame almost-surely winning strategies in $\mathcal{G}_{u}$ can be found among M-implementable strategies. However, when we will glue these pieces of strategies together below, we will need for the strategies to be subgame almost-surely winning strategies in $\mathcal{G}_{u}$ regardless of their starting memory state. This is due to the fact that, since the colors will be seen in the whole game, not only in a specific value slice, then the memory state, when entering the value slice $Q_{u}^{\mathrm{A}}$ for the last time, may be different to the initial memory state $m_{\text {init }}$. We first introduce below in Definition 3.14 the set of memory states reachable from a starting memory state given the set of colors that could occur.

Definition 3.14. Consider a finite memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ on the set of colors K . For any finite subset of colors $\mathrm{K}^{\prime} \subseteq \mathrm{K}$, we let Reach( $\mathrm{M}, \mathrm{K}^{\prime}$ ) := $\left\{m \in M \mid \exists \rho \in\left(\mathrm{K}^{\prime}\right)^{*}, \mu^{*}\left(m_{\mathrm{init}}, \rho\right)=m\right\} \subseteq M$ be the set of memory states of M reachable from $m_{\text {init }}$ with finite sequences colors in $\mathrm{K}^{\prime}$.

For all $m \in M$, we denote by $\mathrm{M}^{m}$ the memory skeleton $\mathrm{M}^{m}:=\langle M, m, \mu\rangle$.
We now state in Lemma 3.20 below: when subgame almost-surely winning strategies exist in the game $\mathcal{G}_{u}$, then there is an action map that implements a subgame almost-surely winning strategies regardless of the starting memory state.

Lemma 3.20. Consider a finite memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ and assume that the payoff function $f$ is $(\operatorname{Opt}(\{\mathrm{F}(q) \mid q \in Q\}), \mathrm{M})$ - SAW. Let $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$ and assume that there is subgame almost-surely winning strategy in the game $\mathcal{G}_{u}$. Then, for all finite set of colors $\mathrm{K}^{\prime} \subseteq \mathrm{K}$, there is an action $\operatorname{map} \lambda: M \times Q_{u}^{\mathrm{A}} \rightarrow \cup_{q \in Q_{u}^{\mathrm{A}}} \Sigma_{\mathrm{A}}^{q}$ such that, for all $m \in \operatorname{Reach}\left(\mathrm{M}, \mathrm{K}^{\prime}\right)$, the strategy implemented by $\mathrm{M}^{m}$ and $\lambda$ is subgame almost-surely winning in $\mathcal{G}_{u}$.

Proof. For all $m \in \operatorname{Reach}\left(\mathrm{M}, \mathrm{K}^{\prime}\right)$, we let $\rho_{m} \in \mathrm{~K}^{\prime}$ be a finite sequence of colors from $m_{\text {init }}$ to $m: \mu^{*}\left(m_{\text {init }}, \rho_{m}\right)=m$. We modify the game $\mathcal{G}_{u}$ into a game $\mathcal{G}_{u}^{\prime}$ as follows. We add, before actually entering the arena $\mathcal{C}_{u}$, and for all $m \in \operatorname{Reach}\left(\mathrm{M}, \mathrm{K}^{\prime}\right)$, a sequence of states - with trivial local interaction ${ }^{9}$ whose corresponding sequence of colors is equal to $\rho_{m}$. Since the payoff function $f$ is PI, adding finitely many colors before entering the game does not change its value. Hence, there is still a subgame almost-surely winning strategy in the game $\mathcal{G}_{u}^{\prime}$. Since the payoff function $f$ is $(\operatorname{Opt}(\{\mathrm{F}(q) \mid q \in Q\}), \mathrm{M})$ - SAW, there is an action map $\lambda$ that, along with M , implements such a subgame almostsurely winning strategy in $\mathcal{G}_{u}^{\prime}$. By definition of the modification of the game $\mathcal{G}_{u}$ into $\mathcal{G}_{u}^{\prime}$, the action map $\lambda$ ensures that, for all $m \in \operatorname{Reach}\left(\mathrm{M}, \mathrm{K}^{\prime}\right)$, the strategy
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We can now glue together pieces of strategies $\mathrm{s}_{\mathrm{A}}^{u}$ defined in all games $\mathcal{G}_{u}$ into a single strategy $\mathrm{s}_{\mathrm{A}}\left[\left(\mathrm{s}_{\mathrm{A}}^{u}\right)_{u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}}\right]$. Informally, the glued strategy mimics the strategy on $\left(Q_{u}^{\mathrm{A}}\right)^{+}$and switches strategy when a value slice is left and another one is reached.

Definition 3.15 (Gluing strategies). For all values $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, consider a Player-A strategy sut in the game $\mathcal{G}_{u}$. Then, we glue these strategies into the strategy $\mathrm{s}_{\mathrm{A}}\left[\left(\mathrm{s}_{\mathrm{A}}^{u}\right)_{u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}}\right]: Q^{+} \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ simply written $\mathrm{s}_{\mathrm{A}}$ such that, for all $\rho \in Q^{+}$:
$\mathrm{s}_{\mathrm{A}}(\rho):= \begin{cases}\mathrm{s}_{\mathrm{A}}^{u}(\pi) & \text { if } u=\chi_{\mathcal{G}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)>0 \text { for } \pi \text { the longest suffix of } \rho \text { in }\left(Q_{u}^{\mathrm{A}}\right)^{+} \\ \text {is arbitrary } & \text { if } \chi_{\mathcal{G}}[\mathrm{A}](q)=0\end{cases}$

As stated in Lemma 3.21 below, the construction described in Definition 3.15 transfers almost-surely winning strategies in $\mathcal{G}_{u}$ into a subgame optimal strategy in $\mathcal{G}$.
Lemma 3.21. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ locally optimal such that, for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, for all $\rho \in Q^{+}$, we have $\mathrm{s}_{\mathrm{A}}^{\rho} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{u}}$ subgame almost-surely winning in $\mathcal{G}_{u}$. Then, the strategy $\mathrm{s}_{\mathrm{A}}$ is subgame optimal in $\mathcal{G}$.

It is in particular the case for the glued strategy $\mathrm{s}_{\mathrm{A}}\left[\left(\mathrm{s}_{\mathrm{A}}^{u}\right)_{u \in V_{\mathcal{G}} \backslash\{0\}}\right]$ as soon as, for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}, \mathrm{s}_{\mathrm{A}}^{u} \in \mathrm{~S}_{\mathrm{A}}^{\mathcal{C}_{u}}$ is a subgame almost-surely winning strategy in $\mathcal{G}_{u}$.

Proof. We apply Corollary 3.14. The strategy $\mathrm{s}_{\mathrm{A}}$ is locally optimal. In addition, if the game eventually settles in a value slice $Q_{u}^{\mathrm{A}}$ for some $u>0$, from then on the strategy $\mathrm{s}_{\mathrm{A}}$ is almost-surely winning in $\mathcal{G}_{u}$, whose win/lose objective is $\{f \geq u\}$. This holds for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, so the second condition of Corollary 3.14 holds.

Now, consider for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, a Player-A strategy $\mathrm{s}_{\mathrm{A}}^{u} \in \mathrm{~S}_{\mathrm{A}}^{\mathcal{C}_{u}}$ subgame almost-surely winning strategy in $\mathcal{G}_{u}$. Let $\mathrm{s}_{\mathrm{A}}$ be the glued strategy
 for all $q \in Q$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q)=\operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]$. Hence, for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, for all states in $Q_{u}^{\mathrm{A}}$, by the strategy restriction done to define the game $\mathcal{G}_{u}$, only optimal GF-strategies are considered at each game in normal form $\mathrm{F}^{\mathrm{Opt}}(q)$ at states $q \in Q_{u}^{\mathrm{A}}$. Furthermore, any GF-strategy is optimal in a game in normal form of value 0 (which is the case of the game in normal forms of states in $Q_{0}$ ). In addition, for all $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$ and for all $\rho \in Q^{+}$, we have $\mathrm{s}_{\mathrm{A}}^{\rho}$ and $\mathrm{s}_{\mathrm{A}}^{u}$ that coincide on $\mathcal{C}_{u}$. Therefore, $\mathrm{s}_{\mathrm{A}}^{\rho}$ is subgame almost-surely winning in $\mathcal{G}_{u}$.

We now have all the ingredients to prove Theorem 3.17.

Proof. By Lemma 3.10, item a. implies item b., item b. straightforwardly implies item c., item c. implies item d. by Lemma 3.18 and item d. straightforwardly implies item e.

Let us now show that item e. implies item a. By Lemma 3.19, for all positive values $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$, all states in $\mathcal{G}_{u}$ have positive values. It follows, by Corollary 3.7, that there exists a subgame almost-surely winning strategy in every game $\mathcal{G}_{u}$ for $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$. We then obtain a subgame optimal strategy by gluing these strategies together, given by Lemma 3.21.

Consider now the transfer of memory. Consider a finite arbitrary memory skeleton M and assume that the payoff function $f$ is $(\operatorname{Opt}(\{\mathrm{F}(q) \mid q \in Q\}), \mathrm{M})-$ SAW. Let $\mathrm{K}^{\prime}:=\operatorname{col}\left[Q_{\mathrm{ns}}\right] \subseteq \mathrm{K}$ be the finite set of colors appearing in $\mathcal{C}$. Let $u \in V_{\mathrm{A}}^{\mathcal{G}} \backslash\{0\}$. By Lemma 3.20, there exists an action map $\lambda_{u}$ such that, for all $m \in \operatorname{Reach}\left(\mathrm{M}, \mathrm{K}^{\prime}\right)$, the strategy implemented by the action map $\lambda_{u}$ and the memory skeleton $\mathrm{M}^{m}$ is subgame almost-surely winning strategy in $\mathcal{G}_{u}$. We then define the action map $\lambda: Q \times \mathrm{K} \rightarrow \sum_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ such that, for all $q \in Q$ and $k \in \mathrm{~K}$, we have $\lambda(q, k):=\lambda_{\chi \mathcal{G}[\mathrm{A}](q)}(q, k) \in \Sigma_{\mathrm{A}}^{q}$. Clearly, if we denote by $\mathrm{s}_{\mathrm{A}}$ the strategy implemented by $\lambda$ and M , the strategy $\mathrm{s}_{\mathrm{A}}$ satisfies the condition of Lemma 3.21, it is therefore subgame optimal in $\mathcal{G}$.

Finally, we conclude this section by giving a Corollary of Theorem 3.17. Specifically, we consider standard finite game forms, possibly turn-based ones. In fact, such a set of game forms is stable by application of the Opt operator from Definition 3.11. This is formally stated below in Proposition 3.22.
Proposition 3.22. Consider a set of outcomes O. Let $\operatorname{Std}_{f}(\mathrm{O})\left(\operatorname{resp} . \mathrm{TB}_{f}(\mathrm{O})\right)$ denote the set of standard finite game forms (resp. standard finite turn-based game forms) on O . Then, $\operatorname{Opt}\left(\operatorname{Std}_{f}(\mathrm{O})\right)=\operatorname{Std}_{f}(\mathrm{O})$ and $\operatorname{Opt}\left(\operatorname{TB}_{f}(\mathrm{O})\right)=$ $\mathrm{TB}_{f}(\mathrm{O})$.

Proof. Consider any standard finite game form $\mathcal{F}=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle \in \operatorname{Std}_{f}(\mathrm{O})$. Let $n:=\left|\operatorname{Act}_{\mathrm{A}}\right|$ and $k:=\left|\operatorname{Act}_{\mathrm{B}}\right|$. Consider any valuation of the outcomes $v: \mathrm{O} \rightarrow[0,1]$. Consider the game in normal form $\langle\mathcal{F}, v\rangle$.

There exists a finite set $D_{\mathrm{A}} \subseteq \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right) \subseteq \mathrm{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle)$ of optimal strategies such that the optimal strategies in $\langle\mathcal{F}, v\rangle$ are exactly the convex combinations of strategies in $D_{\mathrm{A}}$. This is a well known result, argued for instance in [61]. The idea is to write a system of finitely many inequalities whose set of solutions is exactly the set of optimal GF-strategies $\mathrm{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle)$. Consider the set in $\mathbb{R}^{n}$ of vectors whose sum of components is equal to 1 . We can express the set of optimal strategies $\mathrm{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle)$ as the solution of a system of inequalities. First, with $n$ inequalities we can consider only non-negative values. Furthermore, with another $k$ inequalities - specifying that the weighted sum in each column is at least $u=\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}]$ - we have that the solutions to the system of inequalities are exactly the vectors of values corresponding to the optimal strategies in the game in normal form $\langle\mathcal{F}, v\rangle$. The result then follows from
standard system of inequalities arguments as the space of solutions is in fact a polytope. Therefore, $\operatorname{Opt}(\mathcal{F}, v)=\left\langle D_{\mathrm{A}}, \operatorname{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle_{s} \in \operatorname{Std}_{f}(\mathrm{O})$.

If in addition, the game form $\mathcal{F}$ is turn-based, then so is the game form $\operatorname{Opt}(\mathcal{F}, v)$.

We deduce the corollary below.
Corollary 3.23. Consider a set of colors K and a PI upward well-founded payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$. Assume that there is a memory skeleton M such that the payoff function $f$ is $\left(\operatorname{Std}_{f}(\mathrm{O}), \mathrm{M}\right)$-SAW (resp. $\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$ SAW). Then, in all standard finite concurrent (resp. turn-based) games $\mathcal{G}=$ $\langle\mathcal{C}, f\rangle$, subgame optimal strategies, when they exist, can be found among M implementable strategies.

To obtain a simpler statement, let us write this corollary when $f$ is win/lose, $M$ is of size 1 (i.e. we consider positional strategies).

Corollary 3.24. Consider a set of colors K and a PI objective $W \subseteq \mathrm{~K}^{\omega}$. Assume that in all standard finite concurrent games $\mathcal{G}=\langle\mathcal{C}, W\rangle$, when there is a subgame almost-surely winning strategy, there is one that is positional. Then, in all standard finite concurrent games $\mathcal{G}=\langle\mathcal{C}, W\rangle$, subgame optimal strategies, when they exist, can be found among positional strategies.

For an application of this corollary, see Proposition 5.8 in Chapter 5.
Finally, we conclude this section by mentioning that the slicing technique - i.e. considering different values slices, and then glue together strategies from different value slices - was already used in the context of concurrent games in [50]. The authors focus on parity objectives and establish a memory transfer result from limit-sure winning (i.e. almost-optimal for the value 1) to almostoptimal strategies. As an application, they show that, for co-Büchi objectives, since positional strategies are sufficient to win limit-surely, then they also are to play almost-optimally. Their construction made heavy use of the specific nature of the parity objectives. Furthermore, the paper contains complexity results, on which we do not focus in this dissertation.

### 3.3 Subgame optimal strategies in standard games

In this section, we focus on standard finite games. Recall, this means that, in the games we consider, there are finitely many states and at all local interactions, both players have finitely many actions. Furthermore, although we will not make use of this fact, since standard finite game forms are valuable by Lemma 1.14, standard finite games have a value by Theorem 2.3.

### 3.3.1 . Application to finite turn-based games

The aim of Section 3.2 was to extend an already existing result - from [58] - on turn-based games to the context of arbitrary concurrent games, with PI upward well-founded payoff functions. This required an adaptation of the assumptions. However, it is in fact possible to retrieve the original result on turn-based games proved in [58] from Theorem 3.17 in a fairly straightforward manner. Specifically, in [58], it is shown - among other results - that there are always optimal strategies in finite turn-based games ${ }^{10}$ with PI objectives [58, Theorem 4.3] and that the amount of memory sufficient to be almost-surely winning is also sufficient to be optimal [58, Theorem 4.5]. Note that we do not prove exactly the same result since we show the existence of subgame optimal strategies and we transfer the amount of memory from what is sufficient to be subgame almost-surely winning. On another note, other results - unrelated to the questions considered in this chapter - are shown in [58], in particular the authors have provided several algorithmic results, see for instance [58, Theorem 4.4, Theorem 5.1].

We state formally below the existence of subgame optimal strategies in finite turn-based games, the transfer of memory can then be deduced from Corollary 3.23.

Corollary 3.25. In all finite turn-based games $\mathcal{G}=\langle\mathcal{C}, f\rangle$ with a PI upward well-founded payoff function $f$, both players have a deterministic subgame optimal strategy.

The proof of this corollary is actually quite simple by applying Theorem 3.17 and showing that item c. always holds in finite turn-based games. This last part amounts to showing that locally optimal strategies achieve the same values as all strategies in finite turn-based games. This was already noticed in [62, Section 4.1.1] ${ }^{11}$, and it can be proved straightforwardly by using Theorem 3.1. In addition, we would like to mention that the result for Player A still holds even if we assume that in the local interactions belonging to Player B, she has infinitely many actions. This also works symmetrically for player B.

Proof. We prove the result for Player A, but the proof is similar for Player B. Let $q \in Q$ and consider the finite set of actions $\mathrm{Act}_{\mathrm{A}}^{q}$ available to Player A in the game form $\mathrm{F}(q)$. We let

$$
\eta_{q}:=\min _{a \in \operatorname{Act}_{A}^{q} \backslash \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{~F}(q), \chi_{\mathcal{G}}\right\rangle\right)} \chi_{\mathcal{G}}(q)-\operatorname{out}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}\right\rangle\right][a]>0
$$

be the minimum of how much a sub-optimal action at state $q$ deviates from an optimal action. We let $\eta:=\min _{q \in Q} \eta_{q}>0$. Then, consider any $0<\varepsilon<\eta$.

[^17]Since the game $\mathcal{G}$ is turn-based, it is supremized by the collection of the sets of deterministic GF-strategies. Hence, by Theorem 3.1, since the game is turnbased, there is a Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}}$ that is subgame $\varepsilon$-optimal. Hence, by Lemma 3.10 and Proposition 3.9, we have $\operatorname{val}\left[\left\langle\mathcal{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \geq$ $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{lt}}\right) \geq \chi_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right)-\varepsilon=\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}\right\rangle\right]-\varepsilon$. Since $\mathrm{s}_{\mathrm{A}}$ is deterministic and by definition $\eta$ and $\varepsilon$, it must be that $\mathbf{s}_{\mathrm{A}}(\rho) \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{t}}} \cap \operatorname{Opt}_{\mathrm{A}}(\langle\mathbf{F}(q), \chi \mathcal{G}\rangle)$. That is, the strategy $\mathrm{s}_{\mathrm{A}}$ is locally optimal. Hence, item c. of Theorem 3.1 holds, and therefore subgame optimal strategies exist in $\mathcal{G}$ for Player A.

Finally, we apply Corollary 3.23 to a specific PI upward well-founded function such that each win/lose objective obtained from it is a parity objective (this corresponds to the notion of priority game, studied for instance in [28]). This function will be measurable and $\operatorname{Std}_{f}(\mathrm{O})$-PSAW. This comes from the fact that in finite turn-based games with parity objectives, there are always positional optimal strategies for both players [27, 28]. Note that this result is already known, see [28, Lemma 9]

Definition 3.16. Consider a finite set of colors $\mathrm{K} \subseteq \mathbb{N}$ and a map $g: \mathrm{K} \rightarrow$ $[0,1]$. We let $f_{\mathrm{Par}}(\mathrm{K}, g): \mathrm{K}^{\omega} \rightarrow[0,1]$ be such that, for all $\rho \in \mathrm{K}^{\omega}$, we have:

$$
f_{\mathrm{Par}}(\mathrm{~K}, g)(\rho):=g(\max \operatorname{lnfOft}(\rho)) \in[0,1]
$$

where the notation $\operatorname{lnfOft}(\rho)$ was introduced in Definition 1.25 and refers to the set of colors seen infinitely often in $\rho$.

Proposition 3.26 (Proof 3.6.6). For all finite sets of colors $\mathrm{K} \subseteq \mathbb{N}$ and maps $g: \mathrm{K} \rightarrow[0,1]$, the function $f_{\mathrm{Par}}(\mathrm{K}, g): \mathrm{K}^{\omega} \rightarrow[0,1]$ is measurable, PI upward well-founded and $\operatorname{Std}_{f}(\mathrm{O})$-PSAW (for both players).
Corollary 3.27. Consider a finite set of colors $\mathrm{K} \subseteq \mathbb{N}$ and a map $g: \mathrm{K} \rightarrow$ $[0,1]$. In all finite turn-based games with $f_{\mathrm{Par}}(\mathrm{K}, g): \mathrm{K}^{\omega} \rightarrow[0,1]$ as payoff function, both players have positional optimal strategies.

Proof. Corollary 3.25 ensures that both players have subgame optimal strategies. Furthermore, Corollary 3.23 along with Proposition 3.26 ensure that such a subgame optimal strategy can be chosen positional.

### 3.3.2 . When optimality implies subgame optimality

In this subsection, we focus on when the existence of optimal strategies implies the existence of subgame optimal strategies in standard concurrent games. This is not always the case as exemplified in the game of Figure 3.2. The goal of this subsection is not to consider the kind of payoff functions for which this holds but rather to come up with a structural condition on the optimal strategy considered to ensure this transfer. By structural condition, we mean a condition that does not depend on the payoff function considered, only on the arena.

Let us give the intuition behind the structural condition we consider. Consider again the co-Büchi game of Figure 3.2. Recall that the optimal strategy we described first plays the top row with increasing probability and the middle row with decreasing probability and then, once Player B plays the second column, switches to a positional strategy playing the bottom row with positive, yet small enough probability. Note that switching strategy is essential. Indeed, if Player A does not switch, Player B could at some point opt for the middle column and see indefinitely the state $q_{1}^{\prime}$ with very high probability. In fact, what happens in that case is rather counter-intuitive: once Player B switches, there is infinitely often a positive probability to reach the stopping state of value 1 . However, the probability to ever reach this outcome can be arbitrarily small, if Player B waits long enough before playing the middle column. This happens because the probability $\varepsilon_{k}$ to visit that outcome goes (fast) to 0 when $k$ goes to $\infty$. In fact, such an optimal strategy is not "positively bounded" in the sense that it may prescribe positive and yet arbitrarily small probabilities.

In this subsection, we consider positively bounded strategies, i.e. strategies for which there is a positive $\delta>0$ such that any positive probability is at least $\delta$.

Definition 3.17 (Positively bounded strategy). Let $\mathcal{C}$ be a concurrent arena. A Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ is positively bounded if there is some $\delta>0$ such that, for all $\rho \in Q^{+}$and $a \in \operatorname{Act}_{\mathrm{A}}^{\rho_{\mathrm{At}}}$, we have $\mathrm{s}_{\mathrm{A}}(\rho)(q) \in[0] \cup[\delta, 1]$.

Interestingly, if we assume that there is an optimal strategy that is positively bounded, then there is a subgame optimal strategy (that is also positively bounded).

Theorem 3.28. Consider a standard finite concurrent PI game $\mathcal{G}$ and, for all $q \in Q$, a subset of GF-strategies $\Lambda_{q} \subseteq \mathcal{D}\left(\right.$ Act $\left._{A}^{q}\right)$. Let $\Lambda=\left(\Lambda_{q}\right)_{q \in Q}$. Then, both assertions below are equivalent:
a. Player-A has a positively bounded subgame optimal strategy generated by $\Lambda$;
b. Player-A has a positively bounded optimal strategy generated by $\Lambda$.

Note that, as for Theorem 3.17, the equivalence is stated in terms of existence of strategies, not on the strategies themselves. Interestingly, the proof of Theorem 3.28 above uses the notion of reset strategies, as in Section 3.1. We give a proof sketch here. The complete proof is quite technical and can be found in Appendix 3.6.7.

Proof Sketch. Consider an optimal positively bounded strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ generated by $\Lambda$. We build a subgame optimal strategy $s_{A}^{\prime} \in S_{A}^{\mathcal{C}}$ in the following way: for all $\rho \in Q^{+}$, if the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho)}$ is optimal from $\rho_{\mathrm{lt}}$, then
$\mathrm{s}_{\mathrm{A}}^{\prime}(\rho):=\mathrm{s}_{\mathrm{A}}(\rho)$, otherwise $\mathrm{s}_{\mathrm{A}}^{\prime}(\rho):=\mathrm{s}_{\mathrm{A}}\left(\rho_{\mathrm{lt}}\right)$ (i.e. we reset the strategy). Straightforwardly, the strategy $s_{A}^{\prime}$ is positively bounded and is generated by $\Lambda$. We want to apply Corollary 3.14 to prove that it is subgame optimal. One can see that it is locally optimal (by the criterion chosen for resetting the strategy and by Lemma 3.10). Consider now some $\rho \in Q^{+}$and a state $q \in Q$. Assume that the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{t}(\rho)}$ is optimal from $\rho_{\text {lt }}$ but that the residual strategy $\mathrm{s}_{\mathrm{A}}^{\rho}$ is not from $q$. Then, similarly to why local optimality is necessary for subgame optimality (recall Lemma 3.10 cited above), one can show that a Player B action $b \in \operatorname{Act}_{\mathrm{B}}^{\rho_{\mathrm{Pt}}}$ leading to $q$ from $\rho$ with positive probability is such that $\chi_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right)<\operatorname{out}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), b\right)$. Hence, there is a positive probability from $\rho$, if Player B opts for the action $b$, to reach a state of value different from $u=\chi_{\mathcal{G}}(q)$. And if this happens infinitely often, a state of value different from $u$ will be reached almost-surely ${ }^{12}$. Thus, if a value slice is never left, almost-surely, the strategy $s_{A}^{\prime}$ only resets finitely often.

Consider now some $\rho \in Q^{+}$, a Player- B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ and a value $u \in V^{\mathcal{G}} \backslash\{0\}$. From what we argued above, the probability of the event $Q^{*} \cdot\left(Q_{u}\right)^{\omega}$ (resp. $\left.\{f \geq u\} \cap Q^{*} \cdot\left(Q_{u}\right)^{\omega}\right)$ is the same if we intersect it with the fact that the strategy $s_{A}^{\prime}$ only resets finitely often. Furthermore, if the strategy does not reset anymore from some point on, and all states have the same value $u>0$, then the strategy is, somehow, subgame optimal. It follows that the probability of $\{f \geq u\}$ is 1 by Theorem 3.12. We can then conclude by applying Corollary 3.14.

### 3.4 Reduction to turn-based games: finite-choice strategies

In this section, we focus on how to transfer already existing results on turn-based games to standard concurrent games. Note that it is different from what we did in Subsection 3.3 .1 since, here we do not prove results on turnbased games but rather use already existing ones. We establish such transfers in the second subsection (and also in Chapter 6), whereas the first subsection, which is quite heavy on notations, gives the necessary definitions and lemmas to prove these results.

### 3.4.1 . Sequentialization of standard concurrent games

To use what already exists in turn-based games, we define how to sequentialize a concurrent game into a turn-based game. That is, we make Player A play first, and then Player B respond - therefore, she has more information
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Figure 3.10: A concurrent arena.
when playing than in the original concurrent arena. This transformation is defined on standard games that need not be finite. Note that we first introduced the notion of sequentialization of standard concurrent games in [38], along with the notions of parallelization of sequentialization of strategies that we will consider later in this subsection. We will come back to that paper, and to the results of this section, in Chapter 6.

Definition 3.18 (Sequentialization of concurrent games). Consider a standard concurrent arena $\mathcal{C}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \subseteq \prod_{q \in Q} \Sigma_{\text {A }}^{q}$ of sets of Player-A GF-strategies, another set of colors $\mathrm{K}^{\prime}$ and a function $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$. The turn-based arena $\mathcal{C}(\Lambda, \eta)$ that is the sequentialization of $\mathcal{C}$ w.r.t. $\Lambda$ and $\eta$ is defined by $\mathcal{C}(\Lambda, \eta):=\left\langle Q_{A} \cup Q_{\mathrm{B}}, \mathrm{F}^{\Lambda}, \mathrm{K}^{\eta}\right.$, col $\left.{ }^{\eta}\right\rangle$ where:

- $Q_{\mathrm{A}}:=Q$ and $Q_{\mathrm{B}}:=\cup_{q \in Q} \cup_{\sigma_{\mathrm{A}} \in \Lambda_{q}}\left(q, \sigma_{\mathrm{A}}\right)$;
- for all Player-A states $q \in Q_{\mathrm{A}}, \mathrm{F}^{\Lambda}(q):=\left\langle\Lambda_{q},\{*\}, Q_{\mathrm{B}}, \operatorname{Next}_{q}^{\Lambda}\right\rangle_{\mathrm{s}}$ where for all $\sigma_{\mathrm{A}} \in \Lambda_{q}$, we have $\operatorname{Next}_{q}^{\Lambda}\left(\sigma_{\mathrm{A}}\right)\left(\left(q, \sigma_{\mathrm{A}}\right)\right):=1$. Note that the strategies available to Player $A$ at such a state is equal to $\mathcal{D}\left(\Lambda_{q}\right)$.
- for all Player-B states $\left(q, \sigma_{\mathrm{A}}\right) \in Q_{\mathrm{B}}, \mathrm{F}^{\Lambda}(q):=\left\langle\{*\}, \operatorname{Act}_{\mathrm{B}}^{q}, Q_{\mathrm{A}}, \mathbb{E}\left(\varrho_{q}\left(\sigma_{\mathrm{A}}, \cdot\right)\right)\right\rangle_{\mathrm{s}}$.
- $\mathrm{K}^{\eta}:=\mathrm{K} \uplus \mathrm{K}^{\prime}$, col ${ }^{\eta}$ coincides with col on $Q=Q_{\mathrm{A}}$ and, for all $\left(q, \sigma_{\mathrm{A}}\right) \in Q_{\mathrm{B}}$, we have $\operatorname{col}^{\eta}\left(\left(q, \sigma_{\mathrm{A}}\right)\right):=\eta \circ \operatorname{col}(q)$.

Consider now a game $\mathcal{G}=\langle\mathcal{C}, f\rangle$. The sequentialization $f_{\eta}:\left(\mathrm{K}^{\eta}\right)^{\omega} \rightarrow[0,1]$ of the payoff function $f$ w.r.t. $\eta$ is such that, for all $\rho \in \mathrm{K}^{\omega}$ :

$$
f_{\eta}(\rho):= \begin{cases}0 & \text { if } \rho \notin\left(\mathrm{K} \cup \mathrm{~K}^{\prime}\right)^{*} \cdot\left(\mathrm{~K} \cdot \mathrm{~K}^{\prime}\right)^{\omega} \\ f_{\mathrm{K}, \mathrm{~K}^{\prime}}\left(\rho^{\prime}\right) & \text { otherwise, for } \rho^{\prime} \text { the longest suffix of } \rho \in\left(\mathrm{K} \cdot \mathrm{~K}^{\prime}\right)^{\omega}\end{cases}
$$

where $f_{\mathrm{K}, \mathrm{K}^{\prime}}$ comes from Definition 1.8. We denote by $\mathcal{G}(\Lambda, \eta):=\left\langle\mathcal{C}(\Lambda, \eta), f_{\eta}\right\rangle$ the sequentialization of the game $\mathcal{G}$ w.r.t. $\Lambda$ and $\eta$.

Example 3.2. We have depicted in Figure 3.11 two possible sequentializations of the concurrent arena depicted in Figure 3.10. In both cases, we make Player A (she owns square-shaped states) play first, and then Player B respond


Figure 3.11: The sequentialization of the arena of Figure 3.10 with $\Lambda_{q_{0}}=$ $\left\{a_{1}, a_{2}\right\}$ on the left and with $\Lambda_{q_{0}}=\left\{\frac{a_{1}+a_{2}}{2}\right\}$ on the right.
(she owns diamond-shaped states). Note that, in the sequentialization on the right of Figure 3.11, the choices of Player B lead to the same outcome since Player A plays both rows with uniform probability. Hence, regardless of what Player B does, both states $x$ and $y$ are reached with uniform probability.

We would like to relate what happens in a concurrent game and its sequentialized version. To do so, we translate strategies back and forth between the two games. Let us first define the parallelization of strategies, that is the transfer of strategies from the sequentialized version $\mathcal{C}(\Lambda, \eta)$ of a concurrent arena $\mathcal{C}$ back to that concurrent arena. In the following, we will consider two cases: the parallelization of Player-A deterministic strategies - along with a parallelization of Player-B arbitrary strategies, w.r.t. a Player-A deterministic strategy - and the parallelization of Player-A finite-memory strategies which will not induce a parallelization of Player-B strategies. We first focus on the case of Player-A deterministic strategies, we will consider the case of finite-memory Player-A strategies at the end of this subsection. We define how to extend a finite path in the concurrent arena $\mathcal{C}$ into a path in its sequentialized version $\mathcal{C}(\Lambda, \eta)$, given such a Player- $A$ deterministic strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$. Recall that such a strategy $\mathrm{s}_{\mathrm{A}}$ is such that, for all $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$, we have $\mathrm{s}_{\mathrm{A}}(\rho) \in \Lambda_{\rho_{\mathrm{t}}}$, which allows to define such an extension of finite paths.
Definition 3.19 (Parallelization of strategies w.r.t. a deterministic Player-A strategy). Consider a standard concurrent arena $\mathcal{C}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in$ $\prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. Consider a Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$. We define the function $\theta^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right): Q^{+} \rightarrow\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$ inductively such that, for all $\rho \in Q^{+}$, we have $\theta^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right)(\rho)_{\mathrm{lt}}=\rho_{\mathrm{lt}}$. Specifically, for all $q \in Q$, we set $\theta^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right)(q):=q$. Furthermore, for all $\rho \cdot q \in Q^{+}$, we set:

$$
\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(\rho \cdot q):=\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(\rho) \cdot\left(\rho_{\mathrm{lt}}, \mathrm{~s}_{\mathrm{A}}\left(\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(\rho)\right)\right) \cdot q
$$

We then define $\theta^{\mathrm{B}}\left(\mathrm{s}_{\mathrm{A}}\right): Q^{+} \rightarrow\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{+}$by, for all $\rho \in Q^{+}: \theta^{\mathrm{B}}\left(\mathrm{s}_{\mathrm{A}}\right)(\rho):=$ $\theta^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right)(\rho) \cdot\left(\rho_{\mathrm{lt}}, \mathrm{s}_{\mathrm{A}}\left(\theta^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}\right)(\rho)\right)\right)$.

Consider now a deterministic Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ (resp. and an arbitrary Player-B strategy $s_{B} \in S_{B}^{\mathcal{C}(\Lambda, \eta)}$ ). We let $\operatorname{Pr}_{A}^{\Lambda}\left(s_{A}\right) \in S_{A}^{\mathcal{C}}$ (resp. $\operatorname{Pr}_{\mathrm{B}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\right) \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ ) be the parallelization of the strategy $\mathrm{s}_{\mathrm{A}}$ (resp. of the strategy $\mathrm{s}_{\mathrm{B}}$ w.r.t. $\mathrm{s}_{\mathrm{A}}$ ) such that, for all $\rho \in Q^{+}$, we have:

$$
\left.\begin{array}{rl}
\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)(\rho) & :=\mathrm{s}_{\mathrm{A}}\left(\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(\rho)\right) \\
\operatorname{Pr}_{\mathrm{B}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\right)(\rho) & :=\Lambda_{\rho_{\mathrm{lt}}} \subseteq \mathcal{D}\left(\operatorname{sct}_{\mathrm{B}}\left(\theta^{\mathrm{B}}\left(\mathrm{~s}_{\mathrm{A}}\right)(\rho)\right)\right)
\end{array}\right) \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{B}}^{\rho_{\mathrm{A}}}\right),
$$

We can then relate the expected value of the payoff functions in a concurrent arena and its sequentialized version w.r.t. to the above-defined parallelization of strategies.

Lemma 3.29 (Proof 3.6.8). Consider a standard concurrent game $\mathcal{G}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. For all Player-A deterministic strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$, Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}(\Lambda, \eta)}$ in $\mathcal{C}(\Lambda, \eta)$ and states $q \in Q=Q_{\mathrm{A}}$, we have:

$$
\mathbb{E}_{\mathcal{C}, q}^{\mathrm{Pr}_{\mathrm{A}}^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right), \mathrm{Pr}_{\mathrm{B}}^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\right)}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(\left(f_{\eta}\right)_{\left.\mathcal{C}(\Lambda, \eta))^{q}\right]}\right.\right.
$$

Let us now define a way to translate strategies from a concurrent arena to its sequentialized version, which is called the sequentialization of strategies. In this direction, it suffices to consider a projection of the paths $\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{+}$into paths in $Q_{\mathrm{A}}^{+}=Q^{+}$. Note that, when doing so for Player B , there is loss of information since she no longer knows what Player A has played before making her move - which is the situation in the concurrent setting.
Definition 3.20 (Sequentialization of strategies). Consider a standard concurrent arena $\mathcal{C}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. Consider a Player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$ and a Player-C strategy $\mathrm{t}_{\mathrm{C}} \in \mathrm{S}_{\mathrm{C}}^{\mathcal{C}}$. We let $\mathrm{s}_{\mathrm{C}}\left(\mathrm{t}_{\mathrm{C}}\right) \in \mathrm{S}_{\mathrm{C}}^{\mathcal{C}(\Lambda, \eta)}$ be such that, for all $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q^{\mathrm{C}}\left(\right.$ where $Q^{\mathrm{A}}:=Q_{\mathrm{A}}$ and $\left.Q^{\mathrm{B}}:=\epsilon\right)$, we have:

$$
\mathrm{s}_{\mathrm{C}}\left(\mathrm{t}_{\mathrm{C}}\right)(\rho):=\mathrm{s}_{\mathrm{C}} \circ \phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(\rho)
$$

The strategy $\mathrm{s}_{\mathrm{C}}\left(\mathrm{t}_{\mathrm{C}}\right) \in \mathrm{S}_{\mathrm{C}}^{\mathcal{C}(\Lambda, \eta)}$ is defined arbitrarily, in a deterministic way, on any other path.

Interestingly, the sequentialization and parallelization of strategies relate.
Lemma 3.30 (Proof 3.6.9). Consider a standard concurrent arena $\mathcal{C}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. For all Player-A strategies $\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ generated by $\Lambda$, the strategy $\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ is deterministic and we have:

$$
\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\right)=\mathrm{t}_{\mathrm{A}}
$$

Furthermore, for all Player-B strategies $\mathrm{t}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, we have $\mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right) \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}(\Lambda, \eta)}$ and for all Player-A deterministic strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$, we have:

$$
\operatorname{Pr}_{\mathrm{B}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\right)=\mathrm{t}_{\mathrm{B}}
$$

We can now compare the change in values of the games after this sequentialization. Let us first consider Player B. After this sequentialization, Player $B$ has more information when playing than before since she knows the GFstrategy played by Player A in the current state of the game. Hence, the Player-B value of the game, after sequentialization, has not increased (i.e. it has not worsen, from Player B's point of view), as stated in the lemma below.

Proposition 3.31. For all standard concurrent games $\mathcal{G}$, collections $\Lambda=$ $\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$, we have for all $q \in Q=Q_{\mathrm{A}}, \chi_{\mathcal{G}}[\mathrm{B}](q) \geq \chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{B}](q)$.

Proof. Consider any Player- $B$ strategy $t_{B} \in S_{B}^{\mathcal{C}}$ and the Player- $B$ strategy $\mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right) \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}(\Lambda, \eta)}$ in the turn-based arena $\mathcal{C}(\Lambda, \eta)$. Let us show that $\chi_{\mathcal{G}}\left(\mathrm{t}_{\mathrm{B}}\right)(q) \geq$ $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\right)(q)$. Consider any Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$. Let $t_{A}:=\operatorname{Pr}_{A}^{\Lambda}\left(s_{A}\right) \in S_{A}^{\mathcal{C}}$ be a Player-A strategy in the arena $\mathcal{C}$. By Lemma 3.29, we have:

$$
\mathbb{E}_{\mathcal{C}, q}^{\mathrm{t}_{\mathrm{A}}, \mathrm{P}_{\mathrm{B}} r^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\right)}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{A}, \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)}\left[\left(\left(f_{\eta}\right)_{\left.\mathcal{C}(\Lambda, \eta))^{q}\right]}\right.\right.
$$

By Lemma 3.30, we have $\operatorname{Pr}_{\mathrm{B}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\right)=\mathrm{t}_{\mathrm{B}}$. Hence:

$$
\chi_{\mathcal{G}}\left(\mathrm{t}_{\mathrm{B}}\right)(q) \geq \mathbb{E}_{\mathcal{C}, q}^{\mathrm{t}_{\mathrm{A}}, \mathrm{t}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]
$$

As this holds for all Player-A deterministic strategies $s_{A} \in S_{A}^{\mathcal{C}(\Lambda, \eta)}$ and since deterministic strategies achieve the same values that all strategies in turnbased games by Corollary 2.17, it follows that $\chi_{\mathcal{G}}\left(\mathrm{t}_{\mathrm{B}}\right)(q) \geq \chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\right)(q) \geq$ $\chi_{\mathcal{G}(\Lambda, \eta)}[B](q)$. As this holds for all Player- $B$ strategies $t_{B} \in S_{B}^{\mathcal{C}}$, it follows that $\chi_{\mathcal{G}}[\mathrm{B}](q) \geq \chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{B}](q)$.

The case of Player A is not exactly symmetrical. Indeed, she cannot achieve the same value in $\mathcal{G}(\Lambda, \eta)$ than in $\mathcal{G}$ because she has less available strategies, and Player B knows what she played before playing. Hence, the Player-A value of the game, after sequentialization, has not increased. However, this value in the sequentialization is at least the supremum of the values of strategies generated by $\Lambda$.

Proposition 3.32. Consider a standard game $\mathcal{G}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in$ $\prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. Let $q \in Q=Q_{\mathrm{A}}$. We denote by $\mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)$ the set of Player-A strategies generated by
$\Lambda$ in the arena $\mathcal{C}$. For all deterministic Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$, the Player-A strategy $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ is generated by $\Lambda$ and is such that:

$$
\chi_{\mathcal{G}(\Lambda, \eta)}\left(s_{\mathrm{A}}\right)(q) \leq \chi_{\mathcal{G}}\left(\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)(q)
$$

In fact, we have:

$$
\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q)=\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{~S}_{A}^{\mathcal{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q) \leq \chi_{\mathcal{G}}[\mathrm{A}](q)
$$

Proof. Consider such a Player-A deterministic strategy $s_{A} \in S_{A}^{\mathcal{C}(\Lambda, \eta)}$ and the Player-A strategy $\operatorname{Pr}_{A}^{\Lambda}\left(s_{A}\right) \in S_{A}^{\mathcal{C}}(\Lambda)$ in the concurrent arena $\mathcal{C}$. Note that $\operatorname{Pr}_{A}^{\Lambda}\left(s_{A}\right) \in S_{A}^{\mathcal{C}(\Lambda, \eta)}$ straightforwardly from the definition. Let us show that $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q) \leq \chi_{\mathcal{G}}\left(\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)(q)$. Consider any Player-B strategy $\mathrm{t}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. Let $s_{B}^{\prime}:=s_{B}\left(t_{B}\right) \in S_{B}^{\mathcal{C}}(\Lambda, \eta)$ be a Player-B strategy in the arena $\mathcal{C}(\Lambda, \eta)$. By Lemma 3.29, we have:

Furthermore, we have $s_{B}^{\prime}=s_{B}\left(t_{B}\right)$, hence by Lemma 3.30, we have $\operatorname{Pr}_{B}^{\Lambda}\left(s_{A}, s_{B}^{\prime}\right)=$ $t_{B}$. Hence:

$$
\mathbb{E}_{\mathcal{C}, q}^{\mathrm{P}_{\hat{A}}^{\hat{A}}\left(s_{\mathrm{A}}\right), \mathrm{t}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}, s_{\mathrm{s}}^{\prime}}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right] \geq \chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q)
$$

As this holds for all Player-B strategies $\mathrm{t}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, it follows that $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q) \leq$ $\chi_{\mathcal{G}}\left(\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)(q) \leq \sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q)$, since $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)$.

Furthermore, since this holds for all Player-A deterministic strategies $S_{A} \in$ $S_{A}^{\mathcal{C}(\Lambda, \eta)}$ and since deterministic strategies achieve the same values that all strategies in turn-based games by Corollary 2.17, it follows that $\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q) \leq$ $\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathrm{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q)$.

Consider now a Player-A strategy $t_{A} \in S_{A}^{\mathcal{C}}$ generated by $\Lambda$ (i.e. $t_{A} \in$ $\left.S_{A}^{\mathcal{C}}(\Lambda)\right)$. Consider then the Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ in the turn-based arena $\mathcal{C}(\Lambda, \eta)$. Let us show that $\chi_{\mathcal{G}}\left(\mathrm{t}_{\mathrm{A}}\right)(q) \leq \chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\right)(q)$. Consider any Player- $B$ strategy $s_{B} \in S_{B}^{\mathcal{C}(\Lambda, \eta)}$. Let $t_{B}:=\operatorname{Pr}_{B}^{\Lambda}\left(s_{A}\left(t_{A}\right), s_{B}\right) \in S_{B}^{\mathcal{C}}$ be a Player-B strategy in the arena $\mathcal{C}$. By Lemma 3.29, we have:

$$
\mathbb{E}_{\mathcal{C}, q}^{\operatorname{Pr}_{A}^{A}\left(s_{A}\left(\mathrm{t}_{\mathrm{A}}\right)\right), \mathrm{t}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{A}\right), \mathrm{s}_{\mathrm{B}}}\left[\left(\left(f_{\eta}\right){ }_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]
$$

By Lemma 3.30, we have $\operatorname{Pr}_{A}^{\Lambda}\left(s_{A}\left(t_{A}\right)\right)=t_{A}$. Hence:

$$
\chi_{\mathcal{G}}\left(\mathrm{t}_{\mathrm{A}}\right)(q) \leq \mathbb{E}_{\mathcal{C}, q}^{\mathrm{t}_{A}, \mathrm{t}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right) \mathrm{s}_{\mathrm{B}}}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]
$$

As this holds for all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$, it follows that $\chi_{\mathcal{G}}\left(\mathrm{t}_{\mathrm{A}}\right)(q) \leq$ $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\right)(q) \leq \chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q)$. As this holds for all Player-A strategies $\mathrm{t}_{\mathrm{A}} \in$ $S_{A}^{\mathcal{C}}(\Lambda)$ generated by $\Lambda$, it follows that $\sup _{\mathrm{t}_{\mathrm{A}} \in S_{\mathrm{A}}^{\mathcal{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q) \leq \chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q)$.

Since $S_{A}^{\mathcal{C}}(\Lambda) \subseteq S_{\mathrm{A}}^{\mathcal{C}}$ and $\chi_{\mathcal{G}}[\mathrm{A}](q)=\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q)$, it follows that we also have $\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q) \leq \chi_{\mathcal{G}}[\mathrm{A}](q)$.

Example 3.3. Let us illustrate these lemmas on the sequentializations of Figure 3.11. Assume that the objective of Player A is to reach $x$, while Player B wants to avoid it. In that case, the value of the original concurrent game of Figure 3.10 is $\frac{1}{2}$ and both players have optimal strategies: it suffices to play uniformly over their pair of actions. Now, consider the sequentialization on the left of Figure 3.11. Here, the value of the game is 0 . Indeed, since Player B has the information of the action chosen by Player A, she can enforce going to state $y$ surely. Note that, in this game, it is useless for Player A to play non-deterministic strategies. Consider now the sequentialization on the right of Figure 3.11. In that game, the value is $\frac{1}{2}$ since regardless of what the players do, the states $x$ and $y$ will be reached with probability $\frac{1}{2}$. Note that the optimal Player-A strategy in the game of Figure 3.11 that consists in playing both rows with probability $\frac{1}{2}$ is generated by $\Lambda_{q_{0}}=\left\{\frac{a_{1}+a_{2}}{2}\right\}$, which has induced the sequentialization on the right.

Finite-memory strategies. Since we ultimately want to transfer results from turn-based games to standard concurrent games, we want to be able to parrallelize finite-memory strategies - recall Definition 1.36 - ideally while keeping the same amount of memory state. Given some set of colors $\mathrm{K}^{\prime}$ and some $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$, consider a Player-A finite-memory strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ (on the set of color $\left.\mathrm{K} \cup \mathrm{K}^{\prime}\right)$. One can notice that, by definition of the arena $\mathcal{C}(\Lambda, \eta)$, given a state $q \in Q_{\mathrm{A}}$ of $\operatorname{color} \operatorname{col}(q)=\operatorname{col}^{\eta}(q):=k \in \mathrm{~K}$, then the color of all Player-B states reachable from $q$ is the same, and is equal to $\eta(k) \in \mathrm{K}^{\prime}$. The parallelization of Player-A finite-memory strategies $\mathrm{s}_{\mathrm{A}}$ therefore only amounts to properly handling the memory update.

Definition 3.21 (Parallelization of Player-A finite-memory strategies). Consider a standard concurrent arena $\mathcal{C}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. Consider a Player-A finite-memory strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ that is implemented by a memory skeleton $\mathrm{M}=\left\langle M, m_{\mathrm{init}}, \mu\right\rangle$ on $\mathrm{K} \cup \mathrm{K}^{\prime}$ and an action map $\lambda: M \times\left(Q_{\mathrm{A}} \cup Q_{\mathrm{B}}\right) \rightarrow$ $\cup_{q \in Q} \Sigma_{\mathrm{A}}\left(\mathrm{F}^{\Lambda}(q)\right)$.

We denote by $\operatorname{Pr}_{A}^{\eta}(\mathrm{M})$ the memory skeleton $\operatorname{Pr}_{A}^{\eta}(\mathrm{M}):=\left\langle M, m_{\text {init }}, \operatorname{Pr}_{\mathrm{A}}^{\eta}(\mu)\right\rangle$ on K such that, for all $m \in M$ and $k \in \mathrm{~K}$, we have $\operatorname{Pr}_{\mathrm{A}}^{\eta}(\mu)(m, k):=\mu(\mu(m, k), \eta(k)) \in$ $M$. Then, we denote by $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}(\lambda): M \times Q \rightarrow \cup_{q \in Q} \Sigma_{\mathrm{A}}(\mathrm{F}(q))$ the action map defined by, for all $m \in M$ and $q \in Q$, we have $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}(\lambda)(m, q):=\lambda(m, q) \in \mathcal{D}\left(\Lambda_{q}\right) \subseteq$ $\mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}^{q}\right)$. We denote by $\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ the Player-A strategy implemented by $\operatorname{Pr}_{\mathrm{A}}^{\eta}(\mathrm{M})$ and $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}(\lambda)$.

In fact, one has to check that the above definition is well-defined. Indeed, a Player-A finite-memory strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ could be implemented with different memory skeletons and action maps. One has to check that regardless of the pair implementing the strategy on which is done the parallelization, the resulting Player-A strategy in $S_{A}^{\mathcal{C}}$ is the same. This is done in the lemma below.

Lemma 3.33 (Proof 3.6.10). Consider a standard concurrent arena $\mathcal{C}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow$ $\mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$. For all memory skeletons M on $\mathrm{K}^{\prime}$ and action maps $\lambda: M \times\left(Q_{\mathrm{A}} \cup Q_{\mathrm{B}}\right) \rightarrow \cup_{q \in Q_{\mathrm{A}} \cup Q_{\mathrm{B}}} \Sigma_{\mathrm{A}}\left(\mathrm{F}^{\Lambda}(q)\right)$ implementing $\mathrm{s}_{\mathrm{A}}$, the strategy in $\mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ implemented by $\operatorname{Pr}_{\mathrm{A}}^{\eta}(\mathrm{M})$ and $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}(\lambda)$ is the same.

Then, letting $\mathrm{t}_{\mathrm{A}}:=\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)$, for all $\pi \in Q^{*}$, there is some $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*}$ such that $\phi_{Q_{A}, Q_{B}}(\rho)=\pi$ and such that $\mathrm{t}_{\mathrm{A}}^{\pi}=\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(s_{\mathrm{A}}^{\rho}\right)$.

Similarly to what is done in Lemma 3.29, we can relate the expected values of the payoff functions in a concurrent arena and its sequentialized version w.r.t. to the parallelization of Player-A finite-memory strategies and the sequentialization of Player-B strategies.

Lemma 3.34 (Proof 3.6.11). Consider a standard concurrent game $\mathcal{G}$, a collection $\Lambda=\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta$ : $\mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. For all Player-A finite-memory strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ in $\mathcal{C}(\Lambda, \eta)$, Player-B strategies $\mathrm{t}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ in $\mathcal{C}$ and states $q \in Q$, we have:

$$
\mathbb{E}_{\mathcal{C}, q}^{\mathrm{P}_{, \text {, }}^{\mathrm{r}_{1}^{\prime,}}\left(\mathrm{s}_{\mathrm{A}}\right), \mathrm{t}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{t}}\right)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]
$$

Interestingly, we can then deduce that the value of the parallelization of a finite-memory strategy is at least the value of that finite-memory strategy.
Proposition 3.35. Consider a standard concurrent game $\mathcal{G}$, a collection $\Lambda=$ $\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. For all Player-A finite-memory strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ in $\mathcal{C}(\Lambda, \eta)$ and states $q \in Q=Q_{\mathrm{A}}$, we have:

$$
\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q) \leq \chi_{\mathcal{G}}\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)(q)
$$

Proof. Consider any Player- $B$ strategy $t_{B} \in S_{B}^{\mathcal{C}}$. By Lemma 3.34, we have $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q) \leq \mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]=\mathbb{E}_{\mathcal{C}, q}^{\mathrm{P}_{,}^{\mathrm{P}_{n}, \lambda}\left(\mathrm{~s}_{\mathrm{A}}\right), \mathrm{t}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]$. As this for all Player-B strategies $t_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, it follows that $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q) \leq \chi_{\mathcal{G}}\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)(q)$.

### 3.4.2 . Finite-choice strategies

Recall that the goal of this section is to retrieve results already existing in turn-based games in the context of concurrent games. We are especially interested in results existing in finite turn-games, since infinite stochastic turnbased games are hard to handle. To be able to transfer results from finite turn-based games, we focus on a special type of Player-A strategy. To gain an intuition on what the strategies we will consider are, let us consider the


Figure 3.12: A parity game.
parity game of Figure 3.12. Note that this game was already described in [47]. We will also come back to that game in Chapter 5 and prove formally, in Proposition 5.14, the informal statements we make below. This is a parity game where the objective of Player A is to see $q_{2}$ infinitely often, while seeing $q_{3}$ only finitely often. In this game there is a subgame almost-surely winning strategy for Player A. However, one can realize that all positional Player-A strategies have value 0 . Indeed, if a Player-A positional strategy $s_{A}$ plays the bottom row with positive probability, then Player-B can positionally play the right column and ensure seeing $q_{3}$ infinitely often almost-surely. Furthermore, if $s_{\mathrm{A}}$ does not play the bottom row with positive probability, Player B can positionally play the left column with probability 1 and ensure looping indefinitely on $q_{1}$ without ever seeing $q_{2}$.

Let us now informally describe a Player-A subgame almost-surely winning strategy. Such a strategy could play the top row with probability $1-\varepsilon_{k}$ and the bottom row with probability $\varepsilon_{k}>0$ with $\varepsilon_{k}$ going to 0 when $k$ goes to $\infty$, where $k$ denotes the number of times the states $q_{2}$ and $q_{3}$ are seen. Then, considering any Player-B strategy, the probability to see $q_{3}$ infinitely often is 0 if $\varepsilon_{k}$ goes to 0 sufficiently fast. Furthermore, the probability to ever loop indefinitely on $q_{1}$ without ever seeing $q_{2}$ is also 0 thanks to the fact that $k$ counts the number of times a state that is not $q_{1}$ is seen. Indeed, as long as the game loops on $q_{1}, \varepsilon_{k}$ does not change and therefore there is probability (at least) $\varepsilon_{k}>0$ to see $q_{2}$. That is, not seeing $q_{2}$ anymore does not happen, almost-surely.

What happens in this parity game of Figure 3.12 is frustrating since, although there are subgame optimal strategies, such subgame optimal strategies prescribe infinitely many different probability distributions at $q_{1}$ and cannot be found among positional optimal. This is strikingly different from the situation in finite turn-based games where there are always positional (subgame) optimal strategies [27, 28].

In fact, the issue in concurrent games lies exactly in the fact that achieving a value is that complicated - i.e. that it requires such a convoluted strategy that plays infinitely many different probability distributions. We introduce
the opposite notion, that is what we call finite-choice strategies. These are strategies that, at each state, may play only among a finite set of GF-strategies.

Definition 3.22 (Finite-choice strategy). Let $\mathcal{C}$ be a concurrent arena. $A$ Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ has finite choice if, for all $q \in Q$, there is a finite set $\Sigma_{q}\left(\mathrm{~s}_{\mathrm{A}}\right) \subseteq \Sigma_{\mathrm{A}}^{q}$ such that, for all $\rho \in Q^{*}$, we have $\mathrm{s}_{\mathrm{A}}(\rho \cdot q) \in \Sigma_{q}\left(\mathrm{~s}_{\mathrm{A}}\right)$. Otherwise, the strategy has infinite choice. The definition is analogous for Player B.

Remark 3.1. Note that finite-memory - and in particular positional strategies have finite choice. Therefore, all infinite-memory strategies are not finite-choice strategies. It is also the case for deterministic strategies (since Player A has finitely many actions). In addition, in finite-state arenas, finitechoice strategies are positively-bounded.

In fact, when finite-choice strategies achieve a value in a finite concurrent standard game with a specific objective, then we can use the already existing results in turn-based games via sequentialization. However, when doing so we add intermediate states with a color given by col : $Q \rightarrow \mathrm{~K}$ and $\eta: \mathrm{K} \rightarrow$ $K^{\prime}$. Let us define pairs of payoff functions that can be made equal after the sequentialization.

Definition 3.23 (Payoff functions equal up to adequate interleaving). Consider two non-empty sets of colors K and $\mathrm{K}^{\prime}$ along with two PI payoff functions $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and $g:\left(\mathrm{K} \cup \mathrm{K}^{\prime}\right)^{\omega} \rightarrow[0,1]$. We say that $f$ and $g$ are equal up to adequate interleaving if there is a $\operatorname{map} \eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ and an affine increasing function $\psi:[0,1] \rightarrow[0,1]$, such that, for all $\rho \in K^{\omega}$ :

$$
f(\rho)=\psi \circ g\left(\rho_{0} \cdot \eta\left(\rho_{0}\right) \cdot \rho_{1} \cdot \eta\left(\rho_{1}\right) \cdots\right)
$$

Given a memory skeleton M , we extend the notion of being $\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$ SAW (recall subgame almost-surely winnable, where $\mathrm{TB}_{f}(\mathrm{O})$ refers to the set of finite turn-based game forms) to payoff functions after the sequentialization by using the above definition. This is done below in Definition 3.24.
Definition 3.24 (Seq- $\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$-SAW payoff function). Consider two nonempty sets of colors K and $\mathrm{K}^{\prime}$ and a memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ on $\mathrm{K} \cup \mathrm{K}^{\prime}$. A PI payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ is said to be M -subgame almostsurely winnable after sequentialization (Seq-M-SAW for short) if there is a PI upward well-founded payoff function $g:\left(\mathrm{K} \cup \mathrm{K}^{\prime}\right)^{\omega} \rightarrow[0,1]$ that is $\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$ SAW such that $f$ and $g$ are equal up to adequate interleaving. When $|M|=1$, the payoff function $f$ is said to be positionally subgame almost-surely winnable after sequentialization (Seq-PSAW for short). This last notion does not depend on the set of colors $\mathrm{K}^{\prime}$.

Let us apply this definition to parity objectives.

Proposition 3.36. For all sets of colors $\mathbf{K}:=\llbracket m, n \rrbracket \subseteq \mathbb{N}$ for some $m \leq n \in$ $\mathbb{N}$, the parity objective Parity $_{K}$ - seen as the payoff function $f:=\mathbb{1}_{\text {Parity }_{K}}$ is Seq-PSAW.

Proof. We let $\mathrm{K}^{\prime}:=\mathrm{K}, \eta: \mathrm{K} \rightarrow \mathrm{K}$ be such that $\eta[\mathrm{K}]:=\{m\}$ and $g:=f=$ $\mathbb{1}_{\text {Parity }_{K}}$. Since positional optimal strategies always exist in finite turn-based parity games [27, 28], $g$ is $\left(\mathrm{TB}_{f}(\mathrm{O})\right)$-PSAW. Furthermore, since the parity objective only considers the highest color seen infinitely often, for all $\rho \in \mathrm{K}^{\omega}$, we have $f(\rho)=g\left(\rho_{0} \cdot m \cdot \rho_{1} \cdot m \cdots\right)$ since $m=\min \mathrm{K}$. Hence, the pair $(f, g)$ is equal up to adequate interleaving.

Before stating the main result of this section, we need to define below the notion of B-finite standard concurrent game.
Definition 3.25 (B-finite standard concurrent game). Consider a standard concurrent game $\mathcal{G}$. We say that it is B -finite if the set of states $Q$ is finite and, for all $q \in Q$, the set of Player-B actions Act ${ }_{\mathrm{B}}^{q}$ at state $q$ is finite.

We can finally state the memory transfer from turn-based games to standard concurrent games w.r.t. finite-choice strategies.
Theorem 3.37. Let $\mathrm{K}, \mathrm{K}^{\prime}$ be two arbitrary sets of colors, $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ be a finite memory skeleton on $\mathrm{K} \cup \mathrm{K}^{\prime}$ and $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ be a PI payoff function that is $\mathrm{Seq}-\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$-SAW.

Then, for all B-finite standard concurrent games $\mathcal{G}=\langle\mathcal{C}, f\rangle$, for all PlayerA finite-choice strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, there is a Player-A strategy $\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ implementable by a memory skeleton using as many memory states as M such that, for all $\pi \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{t}(\pi)}\right]\left(\pi_{\mid \mathrm{t}}\right) \leq \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}^{\mathrm{t}(\pi)}\right]\left(\pi_{\mid \mathrm{t}}\right)$.
Proof. First, as the payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ is $\operatorname{Seq}-\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$-SAW, let us consider a PI upward well-founded function $g:\left(\mathrm{K} \cup \mathrm{K}^{\prime}\right)^{\omega} \rightarrow[0,1]$ that is $\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)-\mathrm{SAW}$ such that $f$ and $g$ are equal up to adequate interleaving. Let us also consider an affine increasing (and therefore invertible) function $\psi:[0,1] \rightarrow[0,1]$ and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ from Definition 3.23.

Consider now such a finite-choice strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. For all $q \in Q$, we let $\Lambda_{q}:=\left\{\mathrm{s}_{\mathrm{A}}(\rho \cdot q) \mid \rho \in Q^{*}\right\} \subseteq \mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}^{q}\right)$ be a finite set - since the strategy $\mathrm{s}_{\mathrm{A}}$ has finite choice - of Player-A GF-strategies at state $q$. Let $\Lambda:=\left(\Lambda_{q}\right)_{q \in Q}$. Let us consider the turn-based game $\mathcal{G}(\Lambda, \eta)$. It is finite by definition of $\Lambda$. Furthermore, by Proposition 3.32, for all $q \in Q$, we have $\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q)=\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\AA}^{C}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q)$. In particular, for all $q \in Q$ and $\rho \in Q^{+}$, we have $\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q) \geq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\rho}\right](q)$ since $\mathrm{s}_{\mathrm{A}}^{\rho}$ is generated by $\Lambda$.

Let us now consider the game $\mathcal{G}^{\prime}(\Lambda, \eta):=\left\langle\mathcal{C}(\Lambda, \eta)^{\prime}, g\right\rangle$ where the arena $\mathcal{C}(\Lambda, \eta)^{\prime}$ is obtained from the arena $\mathcal{C}(\Lambda, \eta)^{\prime}$ by changing the values of the stopping states from $u$ in $\mathcal{C}(\Lambda, \eta)$ to $\psi^{-1}(u)$ in $\mathcal{C}(\Lambda, \eta)^{\prime 13}$. Otherwise, the arena

[^19]is unchanged. We denote by SeqAlt $\subseteq\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{+}$the set:
\[

$$
\begin{gathered}
\text { SeqAlt }:=\{\epsilon\} \cup\left\{q_{0} \cdot\left(q_{0}, \sigma_{q_{0}}\right) \cdot q_{1} \cdot\left(q_{1}, \sigma_{q_{1}}\right) \cdots q_{n} \cdot\left(q_{n}, \sigma_{q_{n}}\right) \mid\right. \\
\left.\forall 0 \leq i \leq n, q_{i} \in Q_{\mathrm{A}}, \sigma_{q_{i}} \in \Lambda_{q_{i}}\right\}
\end{gathered}
$$
\]

By definition of the arenas $\mathcal{C}(\Lambda, \eta)$ and $\mathcal{C}(\Lambda, \eta)^{\prime}$, all finite paths that are not in SeqAlt (up to omitting the last state of the path) have probability 0 to occur in the arenas $\mathcal{C}(\Lambda, \eta)$ and $\mathcal{C}(\Lambda, \eta)^{\prime}$ regardless of the strategies of the players. Furthermore, for any infinite path $\rho \in \operatorname{SeqAlt}{ }^{\omega}$, we have $\psi^{-1} \circ f_{\eta}(\rho)=g(\rho)$ with $\psi^{-1}$ an affine function, which therefore commutes with the expected value: for all states $q \in Q$ and pair of strategies $\left(x_{\mathrm{A}}, x_{\mathrm{B}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)} \times \mathrm{S}_{\mathrm{B}}^{\mathcal{C}(\Lambda, \eta)}$, we have:

$$
\psi^{-1}\left(\mathbb{E}_{\mathcal{C}(\Lambda, \eta), q}^{x_{\mathrm{A}}, x_{\mathrm{B}}}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]\right)=\mathbb{E}_{\mathcal{C}(\Lambda, \eta)^{\prime}, q}^{x_{\mathrm{A}}, x_{\mathrm{B}}}\left[\left(g_{\left.\left.\mathcal{C}(\Lambda, \eta)^{\prime}\right)^{q}\right]}\right]\right.
$$

Hence, since $\psi$ is increasing and continuous - since it is affine, we can deduce that for all states $q \in Q$, for all Player-A strategies $x_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, we have $\psi^{-1}\left(\chi_{\mathcal{G}(\Lambda, \eta)}\left[x_{\mathrm{A}}\right](q)\right)=\chi_{\mathcal{G}(\Lambda, \eta)}\left[x_{\mathrm{A}}\right](q)$ and $\psi^{-1}\left(\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}](q)\right)=\chi_{\mathcal{G}(\Lambda, \eta)^{\prime}}[\mathrm{A}](q)$.

Furthermore, since the PI function $g$ is $\left(\mathrm{TB}_{f}(\mathrm{O}), \mathrm{M}\right)$-SAW, by Corollary 3.25 , there is a subgame almost-surely winning strategy in $\mathcal{G}(\Lambda, \eta)^{\prime}$ and by Corollary 3.23 , it can be found among M -implementable strategies. Therefore, we consider a Player-A strategy $x_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)^{\prime}}=\mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ that is subgame optimal in $\mathcal{G}(\Lambda, \eta)^{\prime}$ and M -implementable. Consider then its parrallelization $t_{A}:=\operatorname{Pr}_{A}^{\Lambda, \eta}\left(x_{A}\right) \in S_{A}^{\mathcal{C}}$. By definition (recall Definition 3.21), it is implementable with a finite memory skeleton with as many memory states as M .

Consider now any finite path $\pi \in\left(Q_{\mathrm{ns}}\right)^{+}$. By (the second part of) Proposition 3.33, there is a finite path $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*}$ such that $\mathrm{t}_{\mathrm{A}}^{\mathrm{tl}(\pi)}=\operatorname{Pr}_{\mathrm{A}}^{\Lambda, \eta}\left(x_{\mathrm{A}}^{\rho}\right)$ such that $\phi_{Q_{A}, Q_{B}}(\rho)=\pi$, and therefore $\rho$ does not visit any stopping state in $\mathcal{C}(\Lambda, \eta)$, or equivalently in $\mathcal{C}(\Lambda, \eta)^{\prime}$. Furthermore, the strategy $x_{\mathrm{A}}$ is subgame optimal in the game $\mathcal{G}(\Lambda, \eta)^{\prime}$ with a PI upward well founded payoff function. Hence, $\psi^{-1}\left(\chi_{\mathcal{G}(\Lambda, \eta)}\left[x_{\mathrm{A}}^{\rho}\right]\left(\pi_{\mid \mathrm{t}}\right)\right)=\chi_{\mathcal{G}(\Lambda, \eta)^{\prime}}\left[x_{\mathrm{A}}^{\rho}\right]\left(\pi_{\mid \mathrm{t}}\right)=\chi_{\mathcal{G}(\Lambda, \eta)^{\prime}}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right)=$ $\psi^{-1}\left(\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right)\right)$. Furthermore, we have $\chi_{\mathcal{G}(\Lambda, \eta)}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right) \geq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)}\right]\left(\pi_{\mathrm{tt}}\right)$. In addition, by Proposition 3.35, we have $\chi_{\mathcal{G}(\mathcal{C}, \eta)}\left[x_{\mathrm{A}}^{\rho}\right]\left(\pi_{\mathrm{It}}\right) \leq \chi_{\mathcal{G}}\left[\operatorname{Pr}_{\mathrm{A}}^{\Lambda, \eta}\left(x_{\mathrm{A}}^{\rho}\right)\right]\left(\pi_{\mathrm{It}}\right)=$ $\chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}^{\mathrm{t}(\pi)}\right]\left(\pi_{\mathrm{It}}\right)$. Overall, we do obtain, $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{t}(\pi)}\right]\left(\pi_{\mid \mathrm{t}}\right) \leq \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}^{\mathrm{t}(\pi)}\right]\left(\pi_{\mathrm{It}}\right)$.

We obtain a simpler statement when applying to the special case of parity objectives.

Corollary 3.38. Consider any B-finite standard concurrent parity game. For all Player-A finite-choice strategies $s_{A} \in S_{A}^{\mathcal{C}}$, there is a Player-A positional strategy $\mathrm{t}_{\mathrm{A}}$ such that, for all $\rho \in Q^{+}$, we have $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](\rho) \leq \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](\rho)$. Hence, if $\mathrm{s}_{\mathrm{A}}$ is subgame optimal, so is $\mathrm{t}_{\mathrm{A}}$.

Proof. This is a direct consequence of Theorem 3.37 and Proposition 3.36.

### 3.5 Discussion and open question

In this chapter, we have established various results on subgame optimal strategies. As mentioned at the beginning of this part, we believe that Theorem 3.12 and its Corollaries 3.14 and 3.16 are important results on concurrent games and are essential to this dissertation. We also believe that Theorem 3.17 gives significant insight on why concurrent concurrent games behave so much more badly than turn-based games. Indeed, as discussed in Page 137, this theorem identifies exactly the reason why there does not always exist subgame optimal strategies in concurrent games: when restricting to locally optimal strategies, the value of some states may drop to 0 .

That is not to say that the other results we have shown in this chapter have no interest. In particular, an important notion we have introduced in this chapter is the notion of finite-choice strategies, with the main result proved on finite-choice strategies being Theorem 3.37. Roughly, Theorem 3.37 states that if a finite-choice strategy achieves a value in a standard finite concurrent game with a payoff function $f$, then a simple strategy can achieve the same value; where simple means what is required to be optimal in turn-based games with $f$ as payoff function. This holds for various objectives. As stated in Corollary 3.38 , for a parity objective, simple means positional. Hence, in a standard finite concurrent parity game, if there is a subgame optimal strategy that is finite-choice, then there is one that is positional. The question then is: can the finite choice assumption be weakened? We know that it cannot be dropped entirely, since, as exemplified by the game depicted in Figure 3.12, subgame optimal strategies may require infinite choice. However, we believe that it may hold if finite choice is replaced by positively bounded.

Open Question 3.1. Does it hold that in all standard finite concurrent parity games, if there is a subgame optimal strategy that is positively bounded, then there is one that is positional?

The reason why we think Open Question 3.1 could be answered positively is because the parity objective is a qualitative objective, in the sense that what matters is only what is seen infinitely often, regardless of the frequency (contrary to a mean-payoff objective). In addition, with positively bounded strategies, what occurs infinitely often in the game is what occurs infinitely often in the support of the strategy. Therefore, it seems that what matters with a positively bounded strategy is not the exact probability distribution played, but rather the support of this distribution - though this statement should be taken cautiously. With standard finite local interactions, there are only finitely many different supports; and therefore it may be possible to use the same kind of arguments we used to prove Theorem 3.37.

### 3.6 Appendix

### 3.6.1 . Proof of Lemma 3.2

We consider a game $\mathcal{G}=\langle\mathcal{C}, g\rangle$ and we let $f:=g_{\mathcal{C}}$.
To prove this lemma, we will need the notion of covering formally defined below in Definition 3.26.

Definition 3.26 (Covering). For all $n \in \mathbb{N}$, an $n$-covering is a non-empty subset $A \subseteq \Omega_{\bar{C}}^{\leq n}$ of finite non-empty paths such that $\uplus_{\pi \in A} \operatorname{Cyl}(\pi)=Q^{\omega}$ (i.e. the union is disjoint).

The probability of any covering, given two strategies, is 1 . Furthermore, the expected value of any Player-A strategy does not decrease over coverings, against all strategies. This is stated formally in the lemma below.

Lemma 3.39. Consider any Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ and Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. For all $n \in \mathbb{N}$, $n$-coverings $A \subseteq \Omega_{\overline{\mathcal{C}}}^{\leq n}$ and any finite path $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have:

$$
\sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{SA}_{\mathrm{A}, \mathrm{SB}}}(\pi)=1
$$

and

$$
\chi_{\mathcal{G}^{\mathrm{t}(\rho)}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{tt}}\right) \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot \chi_{\mathcal{G}^{\mathrm{t}(\rho \cdot \pi)}}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{t}\left(\rho_{\mathrm{It}} \cdot \pi\right)}\right]\left((\rho \cdot \pi)_{\mathrm{lt}}\right)
$$

Proof. Let us prove this lemma by induction on $n \in \mathbb{N}$. This straightforwardly holds for $n=0$ since in that case $A=\{\epsilon\}$. Let us show it for $n=1$. That is, let us consider some $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and a 1 -covering $\{\epsilon\} \neq A \subseteq \Omega_{\overline{\mathcal{C}}}^{\leq 1}$ and a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. Since $A$ is a covering, it must be that $A=Q$. Hence, we have $\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}(q)=\sum_{q \in Q}$ out $\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right)=1$. Now assume towards a contradiction that:

$$
\varepsilon:=\chi_{\mathcal{G}}{ }^{\mathrm{t}(\rho)}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{t} \mid(\rho)}\right]\left(\rho_{\mathrm{It}}\right)-\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathcal{C}}, s_{\mathrm{B}}}(q) \cdot \chi_{\mathcal{G}^{\rho}}\left[\mathrm{s}_{\mathrm{A}}^{\rho}\right](q)>0
$$

Consider any Player-B strategy $s \in S_{B}^{\mathcal{C}}$ such that $s\left(\rho_{\mathrm{lt}}\right)=\mathrm{s}_{\mathrm{B}}(\rho)$ and such that,
for all $q \in Q$, we have $\mathbb{E}_{\mathcal{C}, q}^{s_{\mathcal{S}}^{\rho}, s^{\rho_{\mid t}}}\left[f^{\rho \cdot q}\right] \leq \chi_{\mathcal{G}_{\rho}}\left[\mathbf{s}_{\mathrm{A}}^{\rho}\right](q)+\frac{\varepsilon}{2}$. Then, we have:

$$
\begin{aligned}
& =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{S_{A}, s_{\mathrm{B}}}(q) \cdot \mathbb{E}_{\mathcal{C}, q}^{s_{A}^{\rho_{A}, s^{\rho_{\mathrm{lt}}}}}\left[f^{\rho \cdot q}\right] \\
& \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathcal{L}}, \mathrm{S}_{\mathrm{B}}}(q) \cdot\left(\chi_{\mathcal{G}^{\rho}}\left[\mathrm{S}_{\mathrm{A}}^{\rho}\right](q)+\frac{\varepsilon}{2}\right) \\
& =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathbf{S A}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q) \cdot \chi_{\mathcal{G}^{\rho}}\left[\mathrm{s}_{\mathrm{A}}^{\rho}\right](q)+\frac{\varepsilon}{2} \\
& =\chi_{\mathcal{G}^{\mathrm{H}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{t}(\rho)}\right]\left(\rho_{\mathrm{lt}}\right)-\varepsilon+\frac{\varepsilon}{2}<\chi_{\mathcal{G}^{\mathrm{t}(\rho)}}\left[\mathrm{S}_{\mathrm{A}}^{\mathrm{tl}(\rho)}\right]\left(\rho_{\mathrm{lt}}\right)
\end{aligned}
$$

This in contradiction with the definition of $\chi_{\mathcal{G}^{\mathrm{t}}(\rho)}\left[\mathrm{S}_{\mathrm{A}}^{\mathrm{tl}(\rho)}\right]\left(\rho_{\text {It }}\right)$. In fact, we have $\chi_{\mathcal{G}^{\mathrm{H}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho)}\right]\left(\rho_{\mathrm{It}}\right) \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}(q) \cdot \chi_{\mathcal{G}^{\rho}}\left[\mathrm{s}_{\mathrm{A}}^{\rho}\right](q)$, and therefore the property holds for $n=1$.

Assume now that it holds for all $k \leq n$ for some $n \geq 1$. Consider an $n+1$-covering $A \subseteq \Omega_{\overline{\mathcal{C}}}^{\leq n+1}$ and some $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$. Let $X_{n}:=A \cap \Omega_{\overline{\mathcal{C}}}^{\leq n} \subseteq A$ and $X_{n+1}:=A \backslash X_{n}$. We let $Y_{n}:=\left\{\pi_{\leq n-1} \in\left(Q_{\mathrm{ns}}\right)^{n} \mid \pi \in X_{n+1}\right\}$. In fact, the set $A_{n}:=X_{n} \cup Y_{n} \subseteq \Omega_{\mathcal{C}}^{\leq n}$ is an $n$-covering. Indeed, for all $\rho \in Q^{\omega}$, either there is some $i \leq n-1$ such that $\rho_{\leq i} \in A$ and therefore $\rho_{\leq i} \in X_{n}$. Or, since $A$ is a covering, we have $\rho_{\leq n} \in X_{n+1}$, and in that case $\rho_{\leq n-1} \in Y_{n}$. In any case, we have $\rho \in \cup_{\pi \in A_{n}} \mathrm{Cyl}(\pi)$. Furthermore, consider some $\pi \neq \pi^{\prime} \in A_{n}$. If $\pi, \pi^{\prime} \in X_{n} \subseteq A$, we have $\operatorname{Cyl}(\pi) \cap \operatorname{Cyl}\left(\pi^{\prime}\right)=\emptyset$ since $A$ is a covering. If $\pi, \pi^{\prime} \in Y_{n}$, by definition of $Y_{n}$ we have $|\pi|=\left|\pi^{\prime}\right|$ and therefore $\operatorname{Cyl}(\pi) \cap \operatorname{Cyl}\left(\pi^{\prime}\right)=\emptyset$. Assume now that $\pi \in X_{n} \subseteq A$ and $\pi^{\prime} \in Y_{n}$. Then, $|\pi| \leq\left|\pi^{\prime}\right|$. Furthermore, there is some $q \in Q$ such that we have $\pi^{\prime} \cdot q \in A$. Hence, it cannot be that $\pi \sqsubseteq \pi^{\prime}$ since $A$ is a covering. Therefore, we also have $\operatorname{Cyl}(\pi) \cap \operatorname{Cyl}\left(\pi^{\prime}\right)=\emptyset$. We can conclude that the set $A_{n}$ is a covering.

In addition, for all $\pi \in Y_{n}$ and for all $q \in Q$, we have $\pi \cdot q \in A$ (since $A$ is a covering and there is no prefix of $\pi$ in $A$ ). Furthermore, $Q$ is a 1-covering, therefore we have:

$$
\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \rho}^{\mathrm{SA}_{A}, \mathrm{~s}_{\mathrm{B}}}(q)=1
$$

and

$$
\chi_{\mathcal{G}^{\mathrm{H}}(\rho \cdot \pi)}\left[\mathrm{S}_{\mathrm{A}}^{\mathrm{t}(\rho \cdot \pi)}\right]\left(\pi_{\mid \mathrm{t}}\right) \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{S}_{\mathcal{C}}, \mathrm{S}_{\mathrm{B}}}(q) \cdot \chi_{\mathcal{G}^{\rho \cdot \pi}}\left[\mathrm{s}_{\mathrm{A}}^{\rho \cdot \pi}\right](q)
$$

Now, for all $\pi \in A \cup A_{n}$, we let $v(\pi):=\chi_{\mathcal{G}^{\mathrm{tt}(\rho \cdot \pi)}}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho \cdot \pi)}\right]\left(\rho \cdot \pi_{\mid \mathrm{t}}\right) \in[0,1]$. The above equation therefore rewrites, for all $\pi \in Y_{n}$ :

$$
v(\pi) \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathbf{S}_{A}, \mathrm{~S}_{\mathrm{B}}}(q) \cdot v(\pi \cdot q)
$$

By applying our induction hypothesis to $A_{n}$, we obtain:

$$
\begin{aligned}
\sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) & =\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi)+\sum_{\pi \in X_{n+1}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \\
& =\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi)+\sum_{\pi \in Y_{n}} \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi \cdot q) \\
& =\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi)+\sum_{\pi \in Y_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot\left(\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q)\right) \\
& =\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi)+\sum_{\pi \in Y_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \\
& =\sum_{\pi \in A_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi)=1
\end{aligned}
$$

Furthermore:

$$
\begin{aligned}
& \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{C}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)=\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\sum_{\pi \in X_{n+1}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{C}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi) \\
& =\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{C}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\sum_{\pi \in Y_{n}} \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi \cdot q) \cdot v(\pi \cdot q) \\
& =\sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\sum_{\pi \in Y_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot\left(\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{S}_{\mathrm{B}},,_{\mathrm{B}}}(q) \cdot v(\pi \cdot q)\right) \\
& \geq \sum_{\pi \in X_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathcal{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\sum_{\pi \in Y_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi \cdot q) \cdot v(\pi) \\
& =\sum_{\pi \in A_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)=\sum_{\pi \in A_{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot \chi_{\mathcal{G}^{\mathrm{H}}(\rho \cdot \pi)}\left[\mathrm{S}_{\mathrm{A}}^{\mathrm{tl}(\rho \cdot \pi)}\right]\left(\rho \cdot \pi_{\mathrm{It}}\right) \\
& \geq \chi_{\mathcal{G}^{\mathrm{t}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho)}\right]\left(\rho_{\mathrm{It}}\right)
\end{aligned}
$$

Hence, the inductive hypothesis also holds at index $n+1$. The lemma follows.

We can now proceed to the proof of Lemma 3.2. The proof contains three parts, that are indicated in bold.

Proof. Let $\varepsilon>0$ and $\mathrm{s}_{\mathrm{A}}:=\mathrm{s}_{\varepsilon, \text { Rst }}$. Consider any finite path $\rho \in \Omega_{\mathcal{C}}^{+}$and a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. If $\rho_{\mathrm{lt}} \in Q_{\mathrm{s}}$, then straightforwardly, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is optimal from $\rho$. Assume now that $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$. For all $\pi \in \Omega_{\mathcal{C}}^{*}$, we let $\operatorname{NbU}(\pi):=\left|\left\{\pi^{\prime} \in \Omega_{\mathcal{C}}^{*} \mid \pi^{\prime} \sqsubset \pi, \mathrm{U}_{\varepsilon}\left(\rho \cdot \pi^{\prime}\right)=\rho \cdot \pi^{\prime}\right\}\right|$.

For all $\theta \in \Omega_{\mathcal{C}}^{+}$, we let $v(\theta):=\chi_{\mathcal{G}^{\mathrm{t}}(\rho \cdot \theta)}\left[\mathrm{S}_{\left.\varepsilon, \mathrm{U}_{\varepsilon} \mathrm{tl\mid}(\rho \cdot \theta)\right)}^{\mathrm{Pl}(\mathrm{t}(\rho \cdot \theta))}\right]\left(\theta_{\mathrm{tt}}\right)$. This expression is complicated but it expresses something simple: consider the last update $x:=\mathrm{U}_{\varepsilon}(\mathrm{t}(\rho \cdot \theta))$ of the path $\rho \cdot \theta$ disregarding if there is an update at $\rho \cdot \theta$. This value $v(\theta)$ is in fact equal to the value of the residual strategy $\mathbf{s}_{\varepsilon, x}$ after the history $\mathrm{PI}(\rho \cdot \theta)$.

First part: Let us show by induction on $k \geq 1$ the property $\mathcal{P}(k)$ : for all $k$-coverings $\{\epsilon\} \neq A \subseteq \Omega_{\overline{\mathcal{C}}}^{\leq k}$, we have:

$$
\begin{equation*}
\chi_{\mathcal{G}^{\mathrm{tl}(\rho)}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-2 \cdot \varepsilon \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot(v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon) \tag{3.1}
\end{equation*}
$$

Let us show $\mathcal{P}(1)$. Let $\{\epsilon\} \neq A \subseteq \Omega_{\mathcal{C}}^{\leq 1}$ be a 1 -covering. If there is an update at $\rho$ (i.e. $\mathrm{U}_{\varepsilon}(\rho):=\rho$ ), then for all $q \in Q$, we have $\operatorname{NbU}(q)=1$ and the strategy at $\rho$ is $\varepsilon$-optimal. That is, we have $\chi_{\mathcal{G}^{\mathrm{tI}(\rho)}}\left[\mathbf{s}_{\varepsilon, \rho}\right]\left(\rho_{\mathrm{lt}}\right) \geq \chi_{\mathcal{G}^{\mathrm{tl}(\rho)}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-\varepsilon$, by definition of the strategy $\mathbf{s}_{\varepsilon, \rho}$. Hence, by Lemma 3.39, we have:

$$
\chi_{\mathcal{G}^{\mathrm{t}}(\rho)}\left[\mathbf{s}_{\varepsilon, \rho}\right]\left(\rho_{\mathrm{lt}}\right) \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho_{\mathrm{lt}}}^{\mathbf{s}_{\varepsilon, \rho}, \mathbf{s}_{\mathrm{B}}^{\mathrm{t}(\rho)}}(q) \cdot \chi_{\mathcal{G}^{\rho}}\left[\mathbf{s}_{\varepsilon, \rho}^{\rho_{\mathrm{lt}}}\right](q)=\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho_{\mathrm{lt}}}^{\mathbf{s}_{\varepsilon,, \rho}, \mathrm{s}_{\mathrm{B}}^{\mathrm{t}(\rho)}}(q) \cdot v(q)
$$

Furthermore, since $\mathrm{s}_{\mathrm{A}}(\rho)=\mathbf{s}_{\varepsilon, \rho}\left(\rho_{\mathrm{lt}}\right)$ and $\mathrm{s}_{\mathrm{B}}(\rho)=\mathrm{s}_{\mathrm{B}}^{\mathrm{t}(\rho)}\left(\rho_{\mathrm{It}}\right)$, it follows that for all $q \in Q$, we have $\mathbb{P}_{\mathcal{C}, \rho_{\text {It }}}^{\mathbf{s}_{\varepsilon}, \rho_{\mathrm{B}}} \mathrm{s}_{\mathrm{B}}^{\mathrm{t}(\rho)}(q)=\mathbb{P}_{\mathcal{C}, \rho}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}(q)$. Equation 3.1 follows. Similarly, if there is no update at $\rho$ (i.e. if $\mathrm{U}_{\varepsilon}(\rho) \neq \rho$ ), we have, for all $q \in Q, \operatorname{NbU}(q)=0$ and, by definition of the update function $\mathrm{U}_{\varepsilon}, \chi_{\mathcal{G}^{\mathrm{tl}(\rho)}}\left[\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho))}^{\mathrm{Pl}(\mathrm{tl}(\rho))}\right]\left(\rho_{\mathrm{It}}\right) \geq \chi_{\mathcal{G}^{\mathrm{t} \mid(\rho)}}[\mathrm{A}]\left(\rho_{\mathrm{It}}\right)-2 \cdot \varepsilon$. Again, by Lemma 3.39 and as for the previous case, we have:

$$
\begin{aligned}
& =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q) \cdot v(q)
\end{aligned}
$$

Indeed, since there was no update at $\rho$, we have $\mathrm{U}_{\varepsilon}(\operatorname{tl}(\rho))=\mathrm{U}_{\varepsilon}(\rho)$ and $\operatorname{PI}(\rho)=$ $\mathrm{Pl}\left(\mathrm{tl}(\rho) \cdot \rho_{\mathrm{lt}}\right)$ and therefore $\mathrm{s}_{\mathrm{A}}(\rho)=\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho))}\left(\mathrm{Pl}\left(\mathrm{tl}(\rho) \cdot \rho_{\mathrm{lt}}\right)\right)$. Hence, Equation 3.1 follows.

In any case, the property $\mathcal{P}(1)$ holds.
Assume now that $\mathcal{P}(k)$ holds for some $k \geq 1$. Consider a $k+1$-covering $\{\epsilon\} \neq A \subseteq \Omega_{\mathcal{C}}^{\leq k+1}$. The covering we define to apply our induction hypothesis is similar to the one used in the proof of Lemma 3.39. Let $X_{k}:=A \cap Q^{\leq k} \subseteq A$ and $X_{k+1}:=A \backslash X_{k}$. We let $Y_{k}:=\left\{\pi_{\leq k-1} \in\left(Q_{\mathrm{ns}}\right)^{k} \mid \pi \in X_{k+1}\right\}$.

In fact, the set $A_{k}:=X_{k} \cup Y_{k} \subseteq \Omega_{\mathcal{C}}^{\leq k}$ is a $k$-covering. Indeed, for all $\rho \in Q^{\omega}$, either there is some $i \leq k-1$ such that $\rho_{\leq i} \in A$ and therefore $\rho_{\leq i} \in X_{k}$. Or, since $A$ is a covering, we have $\rho_{\leq k} \in X_{k+1}$, and in that case $\rho_{\leq k-1} \in Y_{k}$. In any case, we have $\rho \in \cup_{\pi \in A_{k}} \operatorname{Cyl}(\pi)$. Furthermore, consider some $\pi \neq \pi^{\prime} \in A_{k}$. If $\pi, \pi^{\prime} \in X_{k} \subseteq A$, we have $\operatorname{Cyl}(\pi) \cap \operatorname{Cyl}\left(\pi^{\prime}\right)=\emptyset$ since $A$ is a covering. If $\pi, \pi^{\prime} \in Y_{k}$, by definition of $Y_{k}$ we have $|\pi|=\left|\pi^{\prime}\right|$ and therefore $\operatorname{Cyl}(\pi) \cap \operatorname{Cyl}\left(\pi^{\prime}\right)=\emptyset$. Assume now that $\pi \in X_{k} \subseteq A$ and $\pi^{\prime} \in Y_{k}$. Then, $|\pi| \leq\left|\pi^{\prime}\right|$. Furthermore, there is some $q \in Q$ such that we have $\pi^{\prime} \cdot q \in A$. Hence, it cannot be that $\pi \sqsubseteq \pi^{\prime}$ since $A$ is a covering. Therefore, we also have $\operatorname{Cyl}(\pi) \cap \operatorname{Cyl}\left(\pi^{\prime}\right)=\emptyset$. We can conclude that the set $A_{k}$ is a $k$-covering.

We can therefore apply $\mathcal{P}(k)$ to it. We have:

$$
\chi_{\mathcal{G}^{\mathrm{t}(\rho)}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-2 \cdot \varepsilon \leq \sum_{\pi \in A_{k}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot(v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon)
$$

Let $\pi \in A_{k}$. Let $A_{\pi}:=\left\{\theta \in Q^{*} \mid \pi \cdot \theta \in A\right\}$ be the set of finite paths leading from $\pi$ to a path in $A$. Let us show that:

$$
\begin{equation*}
v(\pi) \leq \sum_{\theta \in A_{\pi}} \mathbb{P}_{\mathcal{C},(\cdot \cdot \pi}^{\mathrm{S}_{\mathrm{A}}, \mathrm{SB}_{\mathrm{B}}}(\theta) \cdot(v(\pi \cdot \theta)-(\mathrm{NbU}(\pi \cdot \theta)-\mathrm{NbU}(\pi)) \cdot \varepsilon) \tag{3.2}
\end{equation*}
$$

There are two possibilities:

- Either $\pi \in X_{k}$, in which case $A_{\pi}=\{\epsilon\}$ and Equation 3.2 straightforwardly holds.
- Or, $\pi \in Y_{k}$, in which case $A_{\pi}=Q$, since $A$ is a covering and no prefix of $\pi$ is in $A$. There are again two possibilities:
- Either there is an update at $\rho \cdot \pi \in \Omega_{\mathcal{C}}^{+}$. That is, we have $\mathrm{U}_{\varepsilon}(\rho \cdot \pi)=$ $\rho \cdot \pi$. This implies that, for all $q \in Q, \operatorname{NbU}(\rho \cdot \pi \cdot q)=\operatorname{NbU}(\rho \cdot \pi)+1$. In addition, since there is an update at $\rho \cdot \pi$, it means that:

$$
v(\pi)=\chi_{\mathcal{G}^{\mathrm{t}}(\rho \cdot \pi)}\left[\mathrm{S}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{t} \mid(\rho(\rho \cdot \pi))}^{\mathrm{P}(\rho)}\right]\left(\pi_{\mid \mathrm{t}}\right)<\chi_{\mathcal{G}^{\mathrm{H}}(\rho \cdot \pi)}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right)-2 \cdot \varepsilon
$$

Furthermore, we have $\chi_{\left.\mathcal{G}^{t(\rho} \cdot \pi\right)}[\mathrm{A}]\left(\pi_{\mid t}\right)-\varepsilon \leq \chi_{\mathcal{G}^{\mathrm{tl}(\rho \cdot \pi)}}\left[\mathrm{s}_{\varepsilon, \rho \cdot \pi}\right]\left(\pi_{\mid t}\right)$, by definition of the strategy $\mathrm{s}_{\varepsilon, \rho \cdot \pi}$. In addition, by Lemma 3.39, we have:

$$
\chi_{\mathcal{G}^{H}(\rho \cdot \pi)}\left[s_{\varepsilon, p \cdot \pi}\right]\left(\pi_{\mid t}\right) \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \pi_{\mathrm{It}}}^{\mathrm{s}_{, \text {, }}, s_{B}^{\mathrm{tl}(\rho \cdot \pi)}}(q) \cdot \chi_{\mathcal{G}^{\rho \cdot \pi}}\left[\mathbf{s}_{\varepsilon, \rho \cdot \pi}^{\pi_{\mid t}}\right](q)
$$

with $\chi_{\mathcal{G}^{\rho \cdot \pi}}\left[\mathbf{s}_{\varepsilon, \rho \cdot \boldsymbol{t}}^{\pi_{k}}\right](q)=v(\pi \cdot q)$. Since we have $\mathbf{s}_{\mathrm{A}}(\rho \cdot \pi)=\mathbf{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho \cdot \pi)}(\mathrm{PI}(\rho$. $\pi))=\mathbf{s}_{\varepsilon, \rho \cdot \pi}\left(\pi_{1 t}\right)$, it follows that, for all $q \in Q$, we have $\mathbb{P}_{\mathcal{C}, \pi_{\text {It }}}^{\left.\mathbf{s}_{\varepsilon, \rho \cdot \pi}, \boldsymbol{s}_{B}^{\mathrm{tl}} \cdot \cdot \cdot \pi\right)}(q)=$ $\mathbb{P}_{\mathcal{C}, p \cdot \pi}^{\mathbf{S A}_{A}, \mathcal{S}_{\boldsymbol{B}}}(q)$. Overall, we have:

$$
\begin{aligned}
& v(\pi)<\chi_{\mathcal{G}^{\mathrm{H}}(\rho \cdot \pi)}[\mathrm{A}]\left(\pi_{\mathrm{It}}\right)-2 \cdot \varepsilon \leq \chi_{\mathcal{G}^{\mathrm{H}}(\rho \cdot \pi)}\left[\mathrm{s}_{\varepsilon, \rho \cdot \pi}\right]\left(\pi_{\mathrm{It}}\right)-\varepsilon \\
& \left.\leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathbf{S}_{\mathrm{A}}, \mathcal{S}_{\mathrm{B}}}(q) \cdot \chi_{\mathcal{G}^{\rho} \cdot \pi}\left[s_{\varepsilon, \rho \cdot \pi}^{\pi_{\mathrm{t}}}\right]\right](q)-\varepsilon=\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathcal{S}_{\mathrm{B}}}(q) \cdot(v(\pi \cdot q)-\varepsilon)
\end{aligned}
$$

We obtain Equation 3.2 since, for all $q \in Q$, we have $\operatorname{NbU}(\pi \cdot q)=$ $\operatorname{NbU}(\pi)+1$.

- Or, there is no update at $\rho \cdot \pi$, that is $\mathrm{U}_{\varepsilon}(\rho \cdot \pi) \neq \rho \cdot \pi$. In that case, for all $q \in Q$, we have $\operatorname{NbU}(\pi \cdot q)=\operatorname{NbU}(\pi)$. By Lemma 3.39, we have:

$$
\begin{aligned}
& v(\pi)=\chi_{\mathcal{G}^{\mathrm{t}}(\rho \cdot \pi)}\left[\mathrm{S}_{\left.\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl} \mid(\rho \cdot \pi))\right]}^{\mathrm{Pl}\left(\mathrm{t}\left(\pi_{\mid \mathrm{t}}\right)\right.}\right.
\end{aligned}
$$

Furthermore, we have $\mathrm{U}_{\varepsilon}(\operatorname{tl}(\rho \cdot \pi))=\mathrm{U}_{\varepsilon}(\rho \cdot \pi)$ and therefore $\mathrm{PI}(\operatorname{tl}(\rho \cdot$ $\pi)) \cdot \pi_{\mathrm{lt}}=\mathrm{PI}(\rho \cdot \pi)$. Hence, for all $q \in Q$, we have $\chi_{\mathcal{G}^{\rho \cdot \pi}}\left[\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho \cdot \pi))}^{\mathrm{PI}\left(\mathrm{tI}(\rho \cdot \pi) \cdot \pi_{\mathrm{lt}}\right.}\right](q)=$ $\chi_{\mathcal{G}^{\rho \cdot \pi}}\left[\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho \cdot \pi)}^{\mathrm{PI}(\rho \cdot \pi)}\right](q)=v(\pi \cdot q)$. In addition, we have:

$$
\mathrm{s}_{\mathrm{A}}(\rho \cdot \pi)=\mathbf{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho \cdot \pi)}(\mathrm{Pl}(\rho \cdot \pi))=\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{t} \mid(\rho \cdot \pi))}^{\mathrm{Pl}(\mathrm{t}(\rho \cdot \pi))}\left(\pi_{\mid \mathrm{t}}\right)
$$

 is:

$$
v(\pi) \leq \sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q) \cdot v(\pi \cdot q)
$$

We obtain Equation 3.2 since, for all $q \in Q, \operatorname{NbU}(\pi \cdot q)=\operatorname{NbU}(\pi)$.
We have established Equation 3.2 for all $\pi \in A_{k}$. We can deduce that, for all $\pi \in A_{k}$ :

$$
v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon \leq \sum_{\theta \in A_{\pi}} \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\theta) \cdot(v(\pi \cdot \theta)-\mathrm{NbU}(\pi \cdot \theta) \cdot \varepsilon)
$$

Hence:

$$
\begin{aligned}
\sum_{\pi \in A_{k}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot(v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon) & \leq \sum_{\pi \in A_{k}} \sum_{\theta \in A_{\pi}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi \cdot \theta) \cdot(v(\pi \cdot \theta)-\mathrm{NbU}(\pi \cdot \theta) \cdot \varepsilon) \\
& =\sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot(v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon)
\end{aligned}
$$

Overall, with our induction hypothesis, we obtain:

$$
\chi_{\mathcal{G}^{\mathrm{tl}(\rho)}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-2 \cdot \varepsilon \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot(v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon)
$$

That is, we obtain Equation 3.1, and the property $\mathcal{P}(k+1)$ follows. Therefore, the property $\mathcal{P}(n)$ holds for all $n \in \mathbb{N}$.

Second part: For all $\pi \in \Omega_{\mathcal{C}}^{+}$, we let $\operatorname{UAft}(\pi):=\left\{\theta \in Q^{+} \mid \pi \cdot \theta \in\right.$ $\left.\Omega_{\mathcal{C}}^{+}, \mathrm{U}_{\varepsilon}(\rho \cdot \pi \cdot \theta)=\rho \cdot \pi \cdot \theta\right\}$ be the finite set of paths for which there is an update after $\pi$. Note that, if $\pi_{\mathrm{lt}} \in Q_{\mathrm{s}}$, we have $\operatorname{UAft}(\pi)=\emptyset$. Let us show the equation below:

$$
\begin{equation*}
v(\pi) \leq \mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{+} \backslash \mathrm{UAft}(\pi)\right)^{\omega}}\right]+\mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[\operatorname{UAft}(\pi)] \tag{3.3}
\end{equation*}
$$

Let $\pi \in \Omega_{\mathcal{C}}^{+}$. If $\pi_{\mathrm{It}} \in Q_{\mathrm{s}}$, we have $v(\pi)=\operatorname{val}\left(\pi_{\mid \mathrm{t}}\right)=\mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{+} \backslash \mathrm{UAft}(\pi)\right)^{\omega}}\right]$ with $\mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}[\operatorname{UAft}(\pi)]=0$. Hence, the equation holds. Assume now that $\pi_{\mathrm{lt}} \notin$ $Q_{\mathrm{s}}$, i.e. $\pi \in\left(Q_{\mathrm{ns}}\right)^{+}$. Let $\mathrm{s}_{\pi}:=\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho \cdot \pi)}^{\mathrm{tl}(\mathrm{Pl}(\rho \cdot \pi))}$. For all $\theta \in \Omega_{\mathcal{C}}^{*} \backslash \operatorname{UAft}(\pi) \cdot Q^{*}$, we have $\mathrm{U}_{\varepsilon}(\rho \cdot \pi \cdot \theta)=\mathrm{U}_{\varepsilon}(\rho \cdot \pi)$ and $\operatorname{PI}(\rho \cdot \pi \cdot \theta)=\operatorname{PI}(\rho \cdot \pi) \cdot \theta$. Hence,
$\mathrm{s}_{\pi}\left(\pi_{\mathrm{It}} \cdot \theta\right)=\mathbf{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho \cdot \pi)}(\mathrm{PI}(\rho \cdot \pi \cdot \theta))=\mathrm{s}_{\mathrm{A}}(\rho \cdot \pi \cdot \theta)=\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\rho \cdot \pi)}\left(\pi_{\mathrm{It}} \cdot \theta\right)$. Therefore, we have:

$$
\mathbb{E}_{\mathcal{C}, \pi_{\mid \mathrm{t}}}^{\mathrm{s}_{\mathrm{t}}^{\mathrm{t}(\rho \cdot \pi)}, \mathrm{s}_{\mathrm{B}}^{\mathrm{t}(\rho \cdot \pi)}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left.\left(Q^{*} \backslash \operatorname{UAft}(\pi)\right)^{\omega}\right]}\right]=\mathbb{E}_{\mathcal{C}, \pi_{\mid \mathrm{t}}}^{\mathbf{s}_{\pi}, \mathrm{s}_{\mathrm{B}}^{\mathrm{tl}}(\rho \cdot \pi)}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left.\left(Q^{*} \backslash \operatorname{UAft}(\pi)\right)^{\omega}\right]}\right]
$$

and

$$
\mathbb{P}_{\mathcal{C}, \pi_{\mathrm{It}}}^{\mathrm{S}_{\mathrm{t}}^{\mathrm{t}(\rho \cdot \pi)}, \mathrm{s}_{\mathrm{B}}^{\mathrm{t}(\rho \cdot \pi)}}[\operatorname{UAft}(\pi)]=\mathbb{P}_{\mathcal{C}, \pi_{\mathrm{It}}}^{\mathrm{s}_{\pi}, \mathrm{s}_{\mathrm{t}}^{\mathrm{t}(\rho \cdot \pi)}}[\operatorname{UAft}(\pi)]
$$

Hence:

$$
\begin{aligned}
& \chi_{\mathcal{G}^{\mathrm{t}(\rho \cdot \pi)}}\left[\mathbf{s}_{\pi}\right]\left(\pi_{\mathrm{lt}}\right) \leq \mathbb{E}_{\mathcal{C}, \pi_{\mathrm{It}}}^{\mathbf{s}_{\boldsymbol{s},}, \mathrm{s}_{\mathrm{B}}^{\mathrm{t}(\rho \cdot \pi)}}\left[f^{\rho \cdot \pi}\right] \\
& =\mathbb{E}_{\mathcal{C}, \pi_{\mathrm{lt}}}^{\mathbf{s}_{\pi},,_{\mathrm{B}}^{\mathrm{t}(\rho \cdot \pi)}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{*} \backslash \mathrm{UAft}(\pi)\right)^{\omega}}\right]+\mathbb{E}_{\mathcal{C}, \pi_{\mid \mathrm{t}}}^{\mathbf{s}_{\pi}, \mathrm{s}_{\mathrm{B}}^{\mathrm{tt}(\rho \cdot \pi)}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\mathrm{UAft}(\pi)}\right] \\
& \leq \mathbb{E}_{\mathcal{C}, \pi_{\mathrm{lt}}}^{\mathbf{s}_{\pi}, \mathrm{s}_{\mathrm{B}}^{\mathrm{tl}(\rho \cdot \pi)}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left.\left(Q^{*} \backslash \mathrm{UAft}(\pi)\right)^{\omega}\right]}\right] \mathbb{P}_{\mathcal{C}, \pi_{\mathrm{lt}}}^{\mathbf{s}_{\pi}, \mathbf{s}_{\mathrm{B}}^{\mathrm{t}(\rho \cdot \pi)}}[\operatorname{UAft}(\pi)]
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{+} \backslash \mathrm{UAft}(\pi)\right)^{\omega}}\right]+\mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[\mathrm{UAft}(\pi)]
\end{aligned}
$$

Now, as before, there are two cases:

- Either, there is an update at $\rho \cdot \pi$. That is, we have $\mathrm{U}_{\varepsilon}(\rho \cdot \pi)=\rho$. $\pi$. This means that $v(\pi)=\chi_{\mathcal{G}^{\mathrm{tl}}(\rho \cdot \pi)}\left[\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho \cdot \pi))}^{\mathrm{Pl}(\mathrm{t}(\rho \cdot \pi))}\right]\left(\pi_{\mid \mathrm{t}}\right)<\chi_{\mathcal{G}^{\mathrm{tl}}(\rho \cdot \pi)}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right)-$ $2 \cdot \varepsilon$. Furthermore, by definition of the strategy $\mathbf{s}_{\pi}=\mathbf{s}_{\varepsilon, \rho \cdot \pi}$, we have $\chi_{\mathcal{G}^{\mathrm{tl}(\rho \cdot \pi)}}[\mathrm{A}]\left(\pi_{\mid \mathrm{t}}\right)-\varepsilon \leq \chi_{\mathcal{G}^{\mathrm{tt}}(\rho \cdot \pi)}\left[\mathbf{s}_{\pi}\right]\left(\pi_{\mid \mathrm{t}}\right)$. Overall, we obtain:

$$
v(\pi) \leq \chi_{\mathcal{G}^{\mathrm{t}(\rho \cdot \pi)}}\left[\mathrm{s}_{\pi}\right]\left(\pi_{\mathrm{lt}}\right) \leq \mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{+} \backslash \mathrm{UAft}(\pi)\right) \omega}\right]+\mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[\mathrm{UAft}(\pi)]
$$

- Or, there is no update at $\pi, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho \cdot \pi))=\mathrm{U}_{\varepsilon}(\rho \cdot \pi)$ and therefore $\operatorname{PI}(\mathrm{tl}(\rho \cdot \pi)) \cdot \pi_{\mathrm{lt}}=\mathrm{PI}(\rho \cdot \pi)$. Since we also have $\mathrm{tl}(\operatorname{PI}(\rho \cdot \pi)) \cdot \pi_{\mathrm{lt}}=\operatorname{PI}(\rho \cdot \pi)$, it follows that $\mathrm{Pl}(\mathrm{tl}(\rho \cdot \pi))=\operatorname{tl}(\operatorname{PI}(\rho \cdot \pi))$. Therefore, $\mathrm{s}_{\pi}=\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\rho \cdot \pi)}^{\mathrm{tl}(\mathrm{PI}(\rho \cdot \pi))}=$ $\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho \cdot \pi))}^{\mathrm{PI}(\mathrm{t}(\rho) \pi)}$. Hence, $v(\pi)=\chi_{\mathcal{G}^{\mathrm{tl} \mid \rho \cdot \pi)}}\left[\mathrm{s}_{\varepsilon, \mathrm{U}_{\varepsilon}(\mathrm{tl}(\rho \cdot \pi))}^{\mathrm{Pl}(\mathrm{t}(\rho \cdot \pi))}\right]\left(\pi_{\mid \mathrm{t}}\right)=\chi_{\mathcal{G}^{\mathrm{tl}(\rho \cdot \pi)}}\left[\mathrm{s}_{\pi}\right]\left(\pi_{\mid \mathrm{t}}\right)$. Hence, we have:

$$
v(\pi)=\chi_{\mathcal{G}^{\mathrm{t} \mid(\rho \cdot \pi)}}\left[\mathrm{s}_{\pi}\right]\left(\pi_{\mathrm{lt}}\right) \leq \mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{+} \backslash \mathrm{UAft}(\pi)\right)^{\omega}}\right]+\mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[\mathrm{UAft}(\pi)]
$$

This proves that Equation 3.3 holds for all $\pi \in Q^{+}$.
Third part: Since, for all $\pi \in \Omega_{\mathcal{C}}^{+}, v(\pi) \in[0,1]$ it follows directly from Equation 3.1 that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[\mathrm{NbU} \geq n]=0 \tag{3.4}
\end{equation*}
$$

Let $\delta>0$. We let $\operatorname{NoMrU}_{\delta} \subseteq \Omega_{\mathcal{C}}^{+}$be the set of finite paths such that with probability at most $\delta$ that is another update afterwards. That is: $\mathrm{NoMrU}_{\delta}:=$ $\left\{\pi \in \Omega_{\mathcal{C}}^{+} \mid \mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}[\mathrm{UAft}(\pi)] \leq \delta\right\}$. In fact, $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(Q^{*} \backslash \operatorname{NoMrU}_{\delta}\right)^{\omega}\right]=0$. Indeed, for all $n \in \mathbb{N}$, we have $\mathbb{P}_{\mathcal{C}, \rho}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(Q^{*} \backslash \operatorname{NoMrU}_{\delta}\right)^{\omega} \cap(\mathrm{NbU} \geq n)\right]=\mathbb{P}_{\mathcal{C}, \rho}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(Q^{*} \backslash \mathrm{NoMrU}_{\delta}\right)^{\omega}\right]$
since, given $\left(Q^{*} \backslash \operatorname{NoMrU}_{\delta}\right)^{\omega}$, there is infinitely often a probability greater than $\delta>0$ that there is one more update. We can then deduce from Equation 3.4 that $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(Q^{*} \backslash \mathrm{NoMrU}_{\delta}\right)^{\omega}\right]=0$.

Consider now some $n_{\delta} \in \mathbb{N}$ such that $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{sA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\operatorname{NoMrU}_{\delta} \cap \Omega_{\mathcal{C}}^{\leq n_{\delta}}\right] \geq \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{s}_{\mathrm{B}}}\left[\mathrm{NoMrU}_{\delta}\right]-$ $\delta=1-\delta$. Let $A \subseteq \operatorname{NoMrU}_{\delta} \cap \Omega_{\mathcal{C}}^{\leq n \delta}$ denote the set of finite paths of $\operatorname{NoMrU}_{\delta} \cap$ $\Omega_{\mathcal{C}}^{\leq n_{\delta}}$ with no prefix in $\operatorname{NoMrU}_{\delta}$. By definition, we have $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{s}_{\mathrm{B}}}\left[\mathrm{NoMrU}_{\delta} \cap \Omega_{\mathcal{C}}^{\leq n_{\delta}}\right]=$ $\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}[A] \geq 1-\delta$. We also let $X \subseteq \Omega_{\mathcal{C}}^{n_{\delta}}$ be the set of finite paths in $\Omega_{\mathcal{C}}^{n_{\delta}}$ with no prefix in $A: X:=\Omega_{\mathcal{C}}^{n_{\delta}} \backslash\left(\cup_{\pi \in A} \pi \cdot Q^{*}\right)$. By construction, the set $X \cup A$ is a $n_{\delta}$-covering. We can therefore apply Equation 3.1 to it:

$$
\begin{aligned}
\chi_{\mathcal{G}^{\mathrm{t} \mid \rho)}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-2 \cdot \varepsilon & \leq \sum_{\pi \in X \cup A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot(v(\pi)-\mathrm{NbU}(\pi) \cdot \varepsilon) \\
& \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\left(1-\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[A]\right) \\
& \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\delta
\end{aligned}
$$

Furthermore, for all $\pi \in A$, we have, by Equation 3.3:

$$
v(\pi) \leq \mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f^{\rho \cdot \pi} \cdot \mathbb{1}_{\left(Q^{+} \backslash \mathrm{UAft}(\pi)\right)^{\omega}}\right]+\delta \leq \mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f^{\rho \cdot \pi}\right]+\delta
$$

Hence:

$$
\begin{aligned}
\chi_{\mathcal{G}^{\mathrm{t}(\rho)}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-2 \cdot \varepsilon & \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot v(\pi)+\delta \\
& \leq \sum_{\pi \in A} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\pi) \cdot\left(\mathbb{E}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[f^{\rho \cdot \pi}\right]+\delta\right)+\delta \\
& \leq \mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{~S}_{\mathrm{B}}}\left[f^{\rho}\right]+2 \cdot \delta
\end{aligned}
$$

As this holds for all $\delta>0$, it follows that $\chi_{\mathcal{G}^{\mathrm{tl}}(\rho)}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right)-2 \cdot \varepsilon \leq \mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[f^{\rho}\right]$. As this holds for all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathcal{S}_{\mathrm{B}}^{\mathcal{C}}$ and finite paths $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, it follows that the Player-A strategy $S_{A}$ is subgame $2 \varepsilon$-optimal.

### 3.6.2 . Proof of Lemma 3.5

Proof. We prove the result for upward well-founded functions, it is symmetrical for downward well-founded ones. Assume that $f$ is upward well-founded. Let $x \in(0,1]$. For all $n \in \mathbb{N}$, we let $\varepsilon_{n}:=\frac{1}{2^{n+1}}>0$. If, for all $n \in \mathbb{N}$, we have $\left[x-\varepsilon_{n}, x\right) \cap E \neq \emptyset$, it follows that can build an infinite ascending chain in $E$, which is not possible by assumption. Hence, there is some $n \in \mathbb{N}$ such that $\left[x-\varepsilon_{n}, x\right) \cap E=\emptyset$.

Let us now prove the other direction. Assume towards a contradiction that there is an infinite ascending chain $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $E$. Let $x:=\sup _{n \in \mathbb{N}} x_{n} \in[0,1]$. Since the chain is ascending, we have $x>x_{n}$ for all $n \in \mathbb{N}$. By assumption, there is some $\varepsilon>0$ such that $[x-\varepsilon, x) \cap E=\emptyset$. That is, for all $n \in \mathbb{N}$, we have


Figure 3.13: A reachability game.
$x_{n} \leq x-\varepsilon<x$. This is in contradiction with the fact that $x=\sup _{n \in \mathbb{N}} x_{n} \in$ $[0,1]$.
3.6.3 Optimal strategy that is locally optimal but not subgame optimal
Consider the game of Figure 3.13: it is a reachability game, that is if it loops indefinitely on $q_{0}$, the value is 0 . The value of the state $q_{0}$ is $1 / 2$, it is achieved by a Player A positional strategy playing the two top rows with probability $1 / 2$ and by a Player B positional strategy playing the two leftmost columns with probability $1 / 2$.

However, denoting $a_{1}, a_{2}$ and $a_{3}$ the three actions available to Player A at state $q_{0}$ from top to bottom, consider the following Player-A strategy $\mathrm{s}_{\mathrm{A}}$ : $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{1}\right)=\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{2}\right):=1 / 2$ and $\mathrm{s}_{\mathrm{A}}\left(q_{0}^{n+1}\right)\left(a_{3}\right):=1$ for all $n \geq 1$. Then, this strategy is locally optimal and it is optimal. Indeed, if the game loops at least once on $q_{0}$, then there was the same probability to loop on $q_{0}$ and to reach outcome 1 . Hence, the mean of the values is at least $1 / 2$ which is the value of the state $q_{0}$. However, it is not subgame optimal since after the game loops once on $q_{0}$, then Player B can ensure value 0 by playing indefinitely the left column with probability 1 .

### 3.6.4 . Proof of Proposition 3.9 and Proposition 3.10

In fact, we first prove Proposition 3.10 and then use it to prove Proposition 3.9.

We prove Proposition 3.10.

Proof. Recall Definition 3.3, the valuation $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}: Q \rightarrow[0,1]$ is such that, for all $q \in Q$, we have $\chi_{\mathcal{G}}\left[s_{\mathrm{A}}\right]^{\rho}(q)=\chi_{\mathcal{G}^{\rho}}\left[s_{\mathrm{A}}^{\rho}\right](q)$. Let $\varepsilon>0$. Consider a Player- B
strategy $\mathrm{S}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that the GF-strategy $\mathrm{S}_{\mathrm{B}}(\rho) \in \Sigma_{\mathrm{B}}^{\rho_{\mathrm{H}}}$ is such that:

$$
\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)+\frac{\varepsilon}{2}
$$

and for all $q \in Q$, we have

$$
\mathbb{E}_{\mathcal{C}, \rho \cdot q}^{\mathbf{s}_{A}, \boldsymbol{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho \cdot q}\right] \leq \chi_{\mathcal{G}^{\rho}}\left[\mathbf{s}_{\mathrm{A}}^{\rho}\right](q)+\frac{\varepsilon}{2}=\chi_{\mathcal{G}}\left[\mathbf{s}_{\mathrm{A}}\right](\rho \cdot q)+\frac{\varepsilon}{2}
$$

We have:

$$
\begin{aligned}
\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho}\right] & =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathcal{C}}, \mathrm{s}_{\mathrm{B}}}(q) \cdot \mathbb{E}_{\mathcal{C}, \rho \cdot q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{s}}}\left[\left(f_{\mathcal{C}}\right)^{\rho \cdot q}\right] \\
& =\sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\rho_{\mathrm{It}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \cdot \mathbb{E}_{\mathcal{C}, \rho \cdot q}^{\mathrm{s}_{\mathrm{A}}, s_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho \cdot q}\right] \\
& \leq \sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\rho_{\mathrm{It}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \cdot\left(\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](\rho \cdot q)+\frac{\varepsilon}{2}\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}\left[\mathbf{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right)+\frac{\varepsilon}{2} \\
& \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)+\varepsilon
\end{aligned}
$$

Since this holds for all $\varepsilon>0$, it follows that $\chi_{\mathcal{G}^{\mathrm{H}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\text {It }}\right) \leq \mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho}\right] \leq$ $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)$. Since $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho} \leq \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}$ by definition of the value, it follows that $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)$.

If $\mathrm{s}_{\mathrm{A}}$ is subgame optimal, for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](\rho)=\chi_{\mathcal{G}^{\mathrm{t}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{It}}\right) \leq$ $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)$, and therefore the Player-A strategy is locally optimal.

We can now prove Proposition 3.9.

Proof. By Proposition 3.10, for all Player-A strategies $s_{A} \in S_{A}^{\mathcal{C}}$, we have $\chi_{\mathcal{G}^{\mathrm{tt}}(\rho)}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{lt}}\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{tt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right](\mathrm{A})$. Therefore, $\chi_{\mathcal{G}}[\mathrm{A}](\rho)=\chi_{\mathcal{G}^{\mathrm{t} \mid \rho}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right](\mathrm{A})$.

Now, let $\varepsilon>0$. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ such that the GF-strategy $\mathrm{s}_{\mathrm{A}}(\rho) \in \Sigma_{\mathrm{A}}^{\rho_{\mathrm{At}}}$ is such that:

$$
\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right](\mathrm{A})-\frac{\varepsilon}{2}
$$

and for all $q \in Q$, we have

$$
\chi_{\mathcal{G}^{\rho}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \geq \chi_{\mathcal{G}^{\rho}}[\mathrm{A}](q)-\frac{\varepsilon}{2}=\chi_{\mathcal{G}}[\mathrm{A}](\rho \cdot q)-\frac{\varepsilon}{2}
$$

For all Player- $B$ strategies $s_{B} \in S_{B}^{\mathcal{C}}$, we have:

$$
\begin{aligned}
\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{S}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho}\right] & =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q) \cdot \mathbb{E}_{\mathcal{C}, \rho \cdot q}^{\mathrm{s}_{\mathrm{A}}, s_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho \cdot q}\right] \\
& =\sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\rho_{\mathrm{lt}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \cdot \mathbb{E}_{\mathcal{C}, \rho \cdot \boldsymbol{q}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{\rho \cdot q}\right] \\
& \geq \sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\rho_{\mathrm{lt}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \cdot\left(\chi_{\mathcal{G}}[\mathrm{A}](\rho \cdot q)-\frac{\varepsilon}{2}\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right)+\frac{\varepsilon}{2} \\
& \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\right)-\varepsilon \\
& \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right](\mathrm{A})-\varepsilon
\end{aligned}
$$

As this holds for all Player- B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, it follows that $\chi_{\mathcal{G}^{\mathrm{tl}(\rho)}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{lt}}\right) \geq$ $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)-\varepsilon$. As this holds for $\varepsilon>0$, it follows that $\chi_{\mathcal{G}}[\mathrm{A}](\rho)=$ $\chi_{\mathcal{G}^{\mathrm{t}(\rho)}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(\rho_{\mathrm{It}}\right) \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right](\mathrm{A})$.

### 3.6.5 . Proof of Lemma 3.11

Proof. Coonsider a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ and some $\pi \in \Omega_{\mathcal{C}}^{+}$. Let $\rho \in Q^{*}$. If $\rho \in Q^{*} \cdot Q_{\mathrm{s}} \cdot Q^{*}$, then the inequality straightforwardly holds. Assume now that $\rho \in\left(Q_{\mathrm{ns}}\right)^{*}$. We have, by Lemma 1.10 and Definition 1.28:

$$
\begin{aligned}
\left(v_{\mathbf{s}}\right)^{\pi}(\rho)=v(\pi \cdot \rho) & \leq \operatorname{val}\left[\left\langle\mathrm{F}\left((\pi \cdot \rho)_{\mathrm{t}}\right), v^{\pi \cdot \rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi \cdot \rho)\right) \\
& \leq \operatorname{out}\left[\left\langle\mathrm{F}\left((\pi \cdot \rho)_{\mathrm{lt}}\right), v^{\pi \cdot \rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi \cdot \rho), \mathrm{s}_{\mathrm{B}}(\pi \cdot \rho)\right) \\
& =\sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left((\pi \cdot \rho)_{\mathrm{lt}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi \cdot \rho), \mathrm{s}_{\mathrm{B}}(\pi \cdot \rho)\right) \cdot v^{\pi \cdot \rho}(q) \\
& =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q) \cdot v(\pi \cdot \rho \cdot q) \\
& =\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(q) \cdot\left(v_{\mathbf{s}}\right)^{\pi}(\rho \cdot q)
\end{aligned}
$$

That is, the valuation $\left(v_{\mathbf{s}}\right)^{\pi}$ is non-decreasing from $\pi$.

### 3.6.6. Proof of Proposition 3.26

We would like to mention that the transformation of priority games into parity games that we used in this proof was already introduced in [63, Corollary 3.8].

Proof. Let $E:=f_{\mathrm{Par}}(\mathrm{K}, g)\left[\mathrm{K}^{\omega}\right]$. The function $f_{\mathrm{Par}}(\mathrm{K}, g)$ is straightforwardly upward well-founded since $E$ is finite. Furthermore, it is PI since it only depends on the set of colors seen infinitely often. Now, consider some $\alpha \in[0,1]$. We have:

$$
f_{\mathrm{Par}}(\mathrm{~K}, g)^{-1}[[0, \alpha]]=\bigcup_{i \in \mathrm{~K}, g(i) \leq \alpha}\{\max \operatorname{lnfOtf}(\rho)=i\} \in \operatorname{Borel}(\mathrm{K})
$$

Hence, the function $f_{\mathrm{Par}}(\mathrm{K}, g)$ is measurable.
Let us now define a function $h_{\alpha}: \mathrm{K} \rightarrow \mathbb{N}$ such that, for all $i \in \mathrm{~K}$, we have:

$$
h_{\alpha}(i):= \begin{cases}2 \cdot i & \text { if } g(i) \geq \alpha \\ 2 \cdot i+1 & \text { otherwise }\end{cases}
$$

Then, we have, for all $\rho \in \mathrm{K}^{\omega}$ :

$$
f_{\operatorname{Par}}(\mathrm{K}, g)(\rho) \geq \alpha \Leftrightarrow h_{\alpha}(\operatorname{lnfOtf}(\rho)) \in \operatorname{Parity}_{h_{\alpha}[\mathrm{K}]}
$$

Indeed, let $x:=\max \operatorname{lnfOtf}(\rho)$. First, note that the function $h_{\alpha}$ is monotone (i.e. for all $i, j \in \mathrm{~K}$, we have $i<j$ if and only if $h_{\alpha}(i)<h_{\alpha}(j)$ ). Therefore, $h_{\alpha}(x)=\max \operatorname{lnfOtf}(\rho)$. Hence, we have $f_{\mathrm{Par}}(\mathrm{K}, g)(\rho) \geq \alpha$ iff $g(x) \geq \alpha$ iff $h_{\alpha}(x)$ is even iff $h_{\alpha}(\operatorname{lnfOtf}(\rho)) \in \operatorname{Parity}_{h_{\alpha}[\mathbf{K}]}$.

Hence, in finite turn-based games on the set of colors K, playing optimally for the objective Parity $h_{h_{\alpha}[\mathrm{K}]}$ where all colors $i \in \mathrm{~K}$ are replaced by the color $h_{\alpha}(i)$ is also playing optimally for the objective $\{f \geq \alpha\}$. Therefore both players have positional optimal strategies (this also holds for the objective $\{f \leq \alpha\}$ ). Hence, the function $f_{\mathrm{Par}}(\mathrm{K}, g): \mathrm{K}^{\omega} \rightarrow[0,1]$ is $\operatorname{Std}_{f}(\mathrm{O})$-PSAW (for both players) since in finite turn-based games with parity objectives, there are always positional optimal strategies [27, 28].

### 3.6.7. Proof of Theorem 3.28

Proof. Let us denote by $\mathrm{s}_{\mathrm{pb}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ an optimal positively bounded Player-A strategy generated by $\Lambda$. Let us define a Player-A subgame optimal strategy $\mathrm{s}_{\mathrm{Rst}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. To do so, we define a map on finite paths Rst : $Q^{+} \rightarrow Q^{+}$such that for all $q \in Q$, we let $\operatorname{Rst}(q):=q$ and for all $\rho \cdot q \in Q^{+}$, we let:

$$
\operatorname{Rst}(\rho \cdot q):= \begin{cases}\operatorname{Rst}(\rho) \cdot q & \text { if } \chi_{\mathcal{G}}\left[\operatorname{SRst}_{\mathrm{Rst}}(\rho)\right](q)=\chi_{\mathcal{G}}(q) \\ q & \text { otherwise }\end{cases}
$$

Note that, this the game is PI, both functions $\chi_{\mathcal{G}}: Q \rightarrow[0,1]$ and $\chi_{\mathcal{G}^{\rho}}: Q \rightarrow$ $[0,1]$ are the same. Informally, the map Rst resets whenever the strategy $\mathrm{s}_{\mathrm{pb}}$ is not optimal anymore. We can now define the strategy $\mathrm{S}_{\text {Rst }}$ in the following way, for all $\rho \in Q^{+}$:

$$
\mathrm{s}_{\mathrm{Rst}}(\rho):=\mathrm{s}_{\mathrm{pb}}(\operatorname{Rst}(\rho)) \in \Sigma_{\mathrm{A}}\left(\rho_{\mathrm{lt}}\right)
$$

Since the strategy $\mathrm{s}_{\mathrm{pb}}$ is positively bounded and generated by $\Lambda$, it follows that the strategy $s_{\text {Rst }}$ also is. Let us show that it is subgame optimal by applying Corollary 3.14.

Let $\rho \in Q^{+}$. We have $\rho_{\mathrm{lt}}=\operatorname{Rst}(\rho)_{\mathrm{lt}}$. Furthermore, the strategy $\mathrm{s}_{\mathrm{pb}}^{\mathrm{tl}(\operatorname{Rst}(\rho))}$ is optimal from $\operatorname{Rst}(\rho)_{\text {lt }}$. Hence, by Lemma 3.10 - and since the game is PI -
we have:

$$
\begin{aligned}
\chi_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right) & =\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}^{\mathrm{tl}(\operatorname{Rst}(\rho))}\right]\left(\rho_{\mathrm{lt}}\right) \\
& \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{pb}}(\operatorname{Rst}(\rho))\right) \\
& =\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{Rst}}(\rho)\right)
\end{aligned}
$$

In fact, the strategy $\mathrm{s}_{\text {Rst }}$ is locally optimal.
Let us now show that it ensures the second property of Corollary 3.14. Let $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and consider a Player-B deterministic strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. For all $\pi \in Q^{*}$, we denote by $\mathrm{s}_{\mathrm{A}}^{\pi}$ the residual strategy $\mathrm{s}_{\mathrm{Rst}}^{\mathrm{t}(\rho \cdot \pi)}$ and by $\mathrm{s}_{\mathrm{B}}^{\pi}$ the residual strategy $\mathrm{s}_{\mathrm{B}}^{\mathrm{tl}(\rho \cdot \pi)}$. We also denote $\mathbb{P}_{\mathcal{C}, \rho \cdot \pi}^{\mathrm{s}_{\mathrm{Rt}}, \mathrm{s}_{\mathrm{B}}}$ by $\mathbb{P}^{\pi} —$ when $\pi=\epsilon$, we omit it. Consider some value $u \in V^{\mathcal{G}} \backslash\{0\}$. We introduce two notations:

- we denote by $\mathrm{MayEx}_{u} \subseteq Q^{+}$the set of finite paths ending in $Q_{u}$ with a positive probability to exit this value slice: $\mathrm{MayEx}_{u}:=\left\{\pi \in Q^{*} \cdot Q_{u} \mid\right.$ $\left.\mathbb{P}^{\pi}\left[Q \backslash Q_{u}\right]>0\right\}$.
- we also denote by Deviate $\subseteq Q^{+}$the set of finite paths where the strategy $\mathrm{s}_{\mathrm{pb}}$ is not optimal: Deviate $:=\left\{\pi \in Q^{+} \mid \operatorname{Rst}(\rho \cdot \pi)=\pi_{\mathrm{lt}}\right\}$.

Let us show the three following facts:
(a). $\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap\left(Q^{*} \cdot \mathrm{MayEx}_{u}\right)^{\omega}\right]=0$;
(b). $\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot\left(Q \backslash \mathrm{MayEx}_{u}\right)^{\omega}\right] \leq \mathbb{P}^{\mathrm{s}, \mathrm{s}_{\mathrm{B}}}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot(Q \backslash \text { Deviate })^{\omega}\right] ;$
(c). $\mathbb{P}\left[Q^{*} \cdot\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right]=\mathbb{P}\left[\{f \geq u\} \cap Q^{*} \cdot\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right]$.

If we assume that all these facts hold, then we obtain:

$$
\begin{aligned}
\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega}\right] & =\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot\left(Q \backslash \text { MayEx }_{u}\right)^{\omega}\right] & & \text { by fact }(\mathrm{a}) \\
& \leq \mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot(Q \backslash \text { Deviate })^{\omega}\right] & & \text { by fact }(\mathrm{b}) \\
& =\mathbb{P}\left[Q^{*} \cdot\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right] & & \\
& =\mathbb{P}\left[\{f \geq u\} \cap Q^{*} \cdot\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right] & & \text { by fact }(\mathrm{c}) \\
& \leq \mathbb{P}\left[\{f \geq u\} \cap Q^{*} \cdot\left(Q_{u}\right)^{\omega}\right] & & \\
& \leq \mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega}\right] & &
\end{aligned}
$$

In fact, all these inequalities are equalities. We can then apply Corollary 3.14 to conclude. Let us now show all these facts one by one.
(a). Consider some $\pi \in \mathrm{MayEx}_{u}$. We have $\mathbb{P}^{\pi}\left[Q \backslash Q_{u}\right]>0$. Let $b:=\mathrm{s}_{\mathrm{B}}(\rho$. $\pi) \in \operatorname{Act}_{\mathrm{B}}^{\pi_{\mathrm{lt}}}$ (recall that $\mathrm{s}_{\mathrm{B}}$ is a deterministic strategy) and let $A_{Q \backslash Q_{u}}:=$ $\left\{a \in \operatorname{Act}_{\mathrm{A}}^{\pi_{\mathrm{lt}}} \mid \varrho_{\pi_{\mathrm{lt}}}(a, b)\left[Q \backslash Q_{u}\right]>0\right\}$. Then, $\mathrm{s}_{\mathrm{A}}^{\pi}\left(\pi_{\mathrm{lt}}\right)\left[A_{Q \backslash Q_{u}}\right]>0$ hence $\mathrm{s}_{\mathrm{A}}^{\pi}\left(\pi_{\mathrm{lt}}\right)\left[A_{Q \backslash Q_{u}}\right] \geq c$ for some fixed $c>0$ (since $\mathrm{s}_{\mathrm{Rst}}$ is positively bounded).
We let:

$$
x:=\min _{q \in Q} \min _{(a, b) \in \operatorname{Act}_{\mathrm{A}}^{q} \times \operatorname{Act}_{\mathrm{B}}^{q}} \min _{q^{\prime} \in \operatorname{Sp}\left(\varrho_{q}(a, b)\right)} \varrho_{q}(a, b)\left(q^{\prime}\right)>0
$$

We have $\mathbb{P}^{\pi}\left[Q \backslash Q_{u}\right]=\operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{\mid \mathrm{t}}\right), \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}^{\pi}\left(\pi_{\mid \mathrm{tt}}\right), b\right) \geq c \cdot x$. In fact, this holds for all $\pi \in \mathrm{MayEx}_{u}$. Hence, for all $\pi \in Q^{*}$, we have $\mathbb{P}^{\pi}\left[\left(Q_{u}\right)^{\omega} \mid\right.$ $\left.\left(Q^{*} \cdot \operatorname{MayEx}_{u}\right)^{\omega}\right] \leq \lim _{n \rightarrow \infty}(1-c \cdot x)^{n}=0$. It follows that $\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap\right.$ $\left.\left(Q^{*} \cdot \mathrm{MayEx}_{u}\right)^{\omega}\right]=0$.
(b). Let us show that $\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot\left(Q \backslash \operatorname{MayEx}_{u}\right)^{\omega} \cap\left(Q^{*} \cdot \text { Deviate }\right)^{\omega}\right]=0$. Let $\theta \in Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot\left(Q \backslash \operatorname{MayEx}_{u}\right)^{\omega} \cap\left(Q_{\mathrm{ns}}\right)^{\omega}$. Let $n \in \mathbb{N}$ be an index such that $\theta_{\geq n} \in\left(Q_{u} \backslash \mathrm{MayEx}_{u}\right)^{\omega}$. Consider, assuming it exists, the least index $i \geq n+1$ such that $\theta_{i} \in$ Deviate. By definition, we have $\chi_{\mathcal{G}}\left[\mathrm{r}_{\mathrm{pb}}^{\mathrm{Rst}\left(\rho \cdot \theta_{\leq i-1}\right)}\right]\left(\theta_{i}\right)<\chi_{\mathcal{G}}\left(\theta_{i}\right)$ and $\chi_{\mathcal{G}}\left[\mathrm{R}_{\mathrm{pb}}^{\mathrm{Rst}(\rho \cdot \theta \leq i-2)}\right]\left(\theta_{i-1}\right)=\chi_{\mathcal{G}}\left(\theta_{i-1}\right)$. We let $\varepsilon:=\chi_{\mathcal{G}}\left(\theta_{i}\right)-\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}^{\mathrm{Rst}\left(\rho \cdot \theta_{\leq i-1}\right)}\right]\left(\theta_{i}\right)>0$. Furthermore, by Lemma 3.10 - and since the game is PI - we have, for $b:=\mathrm{s}_{\mathrm{B}}\left(\rho_{\mathrm{lt}} \cdot \theta_{\leq i-1}\right)$ (recall that $\mathrm{s}_{\mathrm{B}}$ is deterministic):

$$
\begin{aligned}
& u=\chi_{\mathcal{G}}\left(\theta_{i-1}\right)=\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}^{\mathrm{Rst}}\left(\cdot \theta_{\leq i-2}\right)\right]\left(\theta_{i-1}\right) \\
& \leq \operatorname{val}\left[\left\langle\mathcal{F}\left(\theta_{i-1}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}\right]^{\operatorname{Rst}\left(\rho \cdot \theta_{\leq i-2}\right)}\right\rangle\right]\left(\mathrm{s}_{\mathrm{pb}}\left(\operatorname{Rst}\left(\rho \cdot \theta_{\leq i-1}\right)\right)\right) \\
& =\operatorname{val}\left[\left\langle\mathrm{F}\left(\theta_{i-1}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}\right]^{\operatorname{Rst}(\rho \cdot \theta \leq i-2)}\right\rangle\right]\left(\mathrm{S}_{\mathrm{A}}^{\theta^{\prime} \leq i-1}\left(\theta_{i-1}\right)\right) \\
& \leq \operatorname{out}\left[\left\langle\mathrm{F}\left(\theta_{i-1}\right), \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}\right]^{\operatorname{Rst}\left(\rho \cdot \theta_{\leq i-2}\right)}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}^{\theta_{\mathrm{A}} \leq i-1}\left(\theta_{i-1}\right), b\right) \\
& =\sum_{q \in Q} \mathbb{P}^{\theta \leq i-1}(q) \cdot \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{pb}}\right]^{\mathrm{Rst}(\rho \cdot \theta \leq i-2)}(q) \\
& \leq \sum_{q \in Q} \mathbb{P}^{\theta \leq i-1}(q) \cdot \chi_{\mathcal{G}}(q)-\varepsilon \cdot \mathbb{P}^{\rho \cdot \theta_{\leq i-1}}\left(\theta_{i}\right) \\
& =\operatorname{out}\left[\left\langle\mathcal{F}\left(\theta_{i-1}\right), \chi_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\text {Rst }}\left(\rho \cdot \theta_{\leq i-1}\right), b\right)-\varepsilon \cdot \mathbb{P}^{\theta \leq i-1}\left(\theta_{i}\right)
\end{aligned}
$$

Hence, if $\mathbb{P}^{\theta} \theta_{i-1}\left[\theta_{i}\right]>0$, we have out $\left[\left\langle\mathcal{F}\left(\theta_{i-1}\right), \chi_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}} \theta^{\leq i-1}\left(\theta_{i-1}\right), b\right)>u$. In that case, at $\theta_{\leq i-1}$, there is a non-zero probability to reach a state of value different from $u$, i.e. $\mathbb{P}^{\theta} \leq i-1\left[Q \backslash Q_{u}\right]>0$. That is, $\theta_{i-1} \in$ $\mathrm{May}_{\mathrm{Ex}}^{u}$. That is a path - with a positive probability to occur - that does not visit $\mathrm{MayEx}_{u}$ does not visit Deviate as well. (Note that, if at some point a stopping state is seen, then Deviate and $\mathrm{MayEx}_{u}$ will not occur anymore). Hence, almost-surely, a path visiting $\mathrm{MayEx}_{u}$ only finitely often visits Deviate only finitely often. It follows that $\mathbb{P}\left[Q^{*}\right.$. $\left.\left.\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot\left(Q \backslash \mathrm{May}^{\mathrm{Ex}}\right)^{\omega}\right)^{\omega} \cap\left(Q^{*} \cdot \text { Deviate }\right)^{\omega}\right]=0$. That is:

$$
\begin{aligned}
\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega}\right. & \left.\cap Q^{*} \cdot\left(Q \backslash \text { MayEx }_{u}\right)^{\omega}\right] \\
& =\mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot\left(Q \backslash \text { MayEx }_{u}\right)^{\omega} \cap Q^{*} \cdot(Q \backslash \text { Deviate })^{\omega}\right] \\
& \leq \mathbb{P}\left[Q^{*} \cdot\left(Q_{u}\right)^{\omega} \cap Q^{*} \cdot(Q \backslash \text { Deviate })^{\omega}\right]
\end{aligned}
$$

(c). Consider any $\pi \in\left(Q_{\mathrm{ns}}\right)^{*}$ such that $\pi_{\mathrm{lt}} \in Q_{u}$ and $\pi \notin$ Deviate. We let $Q_{\mathrm{ch}} \subseteq\left(Q_{\mathrm{ns}}\right)^{+}$be such that $Q_{\mathrm{ch}}:=\left\{\theta \in\left(Q_{\mathrm{ns}}\right)^{+}, \theta_{\mathrm{lt}} \notin Q_{u}\right.$, or $\pi \cdot \theta \in$ Deviate $\}$. Let us now define a new game $\mathcal{G}_{\pi}^{\text {stop }}=\left\langle\mathcal{C}_{\pi}^{\text {stop }}, f\right\rangle$ that behaves
exactly like $\mathcal{G}$ (from $\rho \cdot \pi$ ) as long as we stay outside of $Q_{\mathrm{ch}}$, while any path $\pi \in Q_{\mathrm{ch}}$ is replaced by a stopping state of value $\chi_{\mathcal{G}}[\mathrm{A}](\pi)$. Clearly, for all $\pi \in Q_{\mathrm{ch}}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](\rho \cdot \pi \cdot \theta)=\chi_{\mathcal{G}_{\pi}^{\text {stop }}}[\mathrm{A}](\theta)$. It follows that all finite paths in $Q^{+} \backslash Q_{\mathrm{ch}}$ have the same value $u$ than in the game $\mathcal{G}$. Consider now the strategy $\mathrm{s}_{\text {Rst }}$ in that game (note that it is uniquely defined on $Q_{\mathrm{ch}}$ ). Clearly, it is optimal from all states in $Q_{\mathrm{ch}}$. Furthermore, by definition of Deviate, the strategy $s_{\text {Rst }}$ is also optimal after every finite path in $Q^{+} \backslash Q_{\mathrm{ch}}$. That is, it is subgame optimal in the game $\mathcal{G}_{\pi}^{\text {stop }}$. Hence, by Theorem 3.12, in the arena $\mathcal{C}_{\pi}^{\text {stop }}$, it satisfies that against all Player- B , the probability that $f_{\mathcal{C}}$ is at least $u$ given that the game stays in $Q^{+} \backslash Q_{\text {ch }}$ is 1 . It follows that: $\mathbb{P}_{\pi}\left[\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right]=\mathbb{P}_{\pi}[\{f \geq$ $\left.u\} \cap\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right]$. Since this holds for all such $\pi \in\left(Q_{\mathrm{ns}}\right)^{*}$ such that $\pi_{\mathrm{lt}} \in Q_{u}$ and $\pi \notin$ Deviate, it follows that: $\mathbb{P}\left[Q^{*} \cdot\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right]=$ $\mathbb{P}\left[Q^{*} \cdot\{f \geq u\} \cap\left(Q_{u} \backslash \text { Deviate }\right)^{\omega}\right]$.

Note that we can indeed consider only Player-B deterministic strategies since, once the Player-A strategy is fixed, we obtain an MDP where Player B plays alone. Hence, $\varepsilon$-optimal Player-B strategies can be found among deterministic strategies, by Corollary 2.17.

### 3.6.8 . Proof of Lemma 3.29

We first show the lemma below.
Lemma 3.40. Consider a standard concurrent game $\mathcal{G}$, a collection $\Lambda=$ $\left(\Lambda_{q}\right)_{q \in Q} \in \prod_{q \in Q} \Sigma_{\mathrm{A}}^{q}$ of sets of Player-A GF-strategies and $\eta: \mathrm{K} \rightarrow \mathrm{K}^{\prime}$ for some set $\mathrm{K}^{\prime}$. For all pairs of strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ and $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}(\Lambda, \eta)}$, denoting $\mathcal{T}^{\mathcal{C}(\Lambda, \eta)}:=\mathcal{T}_{\mathcal{C}(\Lambda, \eta)}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}$, we have:

$$
\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}\right]
$$

Proof. The equality straightforwardly holds if $q \in Q_{\mathrm{s}}$. Assume now that $q \in$ $Q_{\text {ns }}$. Since the stochastic tree $\mathcal{T}^{\mathcal{C}(\Lambda, \eta)}$ is $\left(Q_{\mathrm{A}}, Q_{\mathrm{B}}\right)$-alternating, we have:

$$
\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q} \cdot \mathbb{1}_{\left.\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{\omega}\right]}\right]
$$

and

$$
\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q} \cdot \mathbb{1}_{\left.\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{\omega}\right]}\right]
$$

Furthermore, consider some $\rho \in\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{\omega}$. If $\rho$ ever reaches a stopping state, denoting $q_{\mathrm{s}} \in Q_{\mathrm{s}} \in Q_{\mathrm{A}}$ (since there is no stopping states in $Q_{\mathrm{B}}$ ) the first one reached, we have:

$$
\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}(\rho)=\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}(q \cdot \rho)=\operatorname{val}\left(q_{\mathrm{s}}\right)=\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(q \cdot \rho)=\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}(\rho)
$$

Assume now that $\rho$ never reaches any stopping state. We have:

$$
\begin{aligned}
\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}(\rho) & =\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}(q \cdot \rho)=f_{\eta} \circ\left(\operatorname{col}^{\eta}\right)(q \cdot \rho) \\
& =f_{\eta}\left(\operatorname{col}(q) \cdot \eta \circ \operatorname{col}\left(\rho_{0}\right) \cdot \operatorname{col}\left(\rho_{1}\right) \cdot \eta \circ \operatorname{col}\left(\rho_{2}\right) \cdots\right) \\
& =f\left(\operatorname{col}(q) \cdot \operatorname{col}\left(\rho_{1}\right) \cdot \operatorname{col}\left(\rho_{3}\right) \cdots\right) \\
& =f \circ \operatorname{col}^{\omega}\left(q \cdot \rho_{1} \cdot \rho_{3} \cdots\right)=f_{\mathcal{C}} \circ \phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(q \cdot \rho) \\
& =\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(\rho)
\end{aligned}
$$

That is, the functions $\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}$ and $\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}$ coincide on $\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{\omega}$. Hence, we have

$$
\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}\right]
$$

We can now proceed to the proof of Lemma 3.29.

Proof. The equality straightforwardly holds if $q \in Q_{\mathbf{s}}$. Assume now that $q \in$ $Q_{\text {ns. }}$. We want to apply Lemma 1.7. We let $\mathcal{T}^{\mathcal{C}}:=\mathcal{T}_{\mathcal{C}, q}^{\operatorname{Pr}_{A}^{A}\left(s_{A}\right), \mathrm{P}_{\mathrm{B}}^{\wedge}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\right)}$ and $\mathcal{T}^{\mathcal{C}(\Lambda, \eta)}:=\mathcal{T}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}$.

For all $\pi \in\left(Q_{\mathrm{A}}\right)^{*}$, we have:

$$
\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left[\cup_{\pi^{\prime} \in \mathrm{T}(\pi)} \mathrm{Cyl}\left(\pi^{\prime}\right)\right]=\sum_{\pi^{\prime} \in \mathrm{T}(\pi) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\pi^{\prime}\right)
$$

Let us show by induction on $n \in \mathbb{N}$ the following property: for all $\pi \in\left(Q_{\mathrm{A}}\right)^{\leq n}$, we have:

$$
\mathbb{P}_{q}^{\mathcal{C}}(\pi)=\sum_{\pi^{\prime} \in \mathbf{T}(\pi) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\pi^{\prime}\right)=\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(q^{-1} \cdot \theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \pi)\right)
$$

where, for all $q \cdot \rho \in\left(Q_{\mathrm{A}} \cup Q_{\mathrm{B}}\right)^{*}$, we let $q^{-1} \cdot(q \cdot \rho):=\rho$. This straightforwardly holds for $n=0$. Assume now that this holds for some $n \in \mathbb{N}$. Let $\pi \in\left(Q_{\mathrm{A}}\right)^{n+1}$. We have:

$$
\mathrm{T}(\pi) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}:=\left\{\rho \cdot q^{\prime} \cdot \pi_{\mathrm{lt}} \mid \rho \in \mathrm{T}(\mathrm{t}(\pi)) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}, q^{\prime} \in Q_{\mathrm{B}}\right\}
$$

Hence, letting $p:=\sum_{\pi^{\prime} \in \mathbf{T}(\pi) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\pi^{\prime}\right)$, we have:

$$
\begin{aligned}
& p=\sum_{\rho \in \mathbf{T}(\mathrm{t} \mid(\pi)) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}} \sum_{q^{\prime} \in Q_{\mathrm{B}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\rho \cdot q^{\prime} \cdot \pi_{\mid \mathrm{t}}\right) \\
& =\sum_{\rho \in \mathrm{T}(\mathrm{t} \mid(\pi)) \cap\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}(\rho) \cdot \sum_{q^{\prime} \in Q_{\mathrm{B}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \rho)}\left(q^{\prime} \cdot \pi_{\mathrm{lt}}\right) \\
& =\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(q^{-1} \cdot \theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right) \cdot \sum_{q^{\prime} \in Q_{\mathrm{B}}} \mathbb{P}_{\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))}^{\mathcal{C}\left(,, q^{\prime}\right.}\left(\pi_{\mathrm{lt}}\right) \\
& =\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(q^{-1} \cdot \theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right) \cdot \mathbb{P}_{\theta^{\mathrm{A}}(q \cdot \mathrm{l}(\pi))}^{\mathcal{C}(\Lambda, \eta)}\left(\left(\mathrm{t}(\pi)_{\mathrm{lt}}, \mathrm{~s}_{\mathrm{A}}\left(\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right)\right) \cdot \pi_{\mathrm{lt}}\right) \\
& \left(=\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(q^{-1} \cdot \theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \pi)\right)\right) \\
& =\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(q^{-1} \cdot \theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}\left(\mathrm{tl}(\pi)_{\mathrm{tt}}\right), \pi_{\mathrm{It}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right), \mathrm{s}_{\mathrm{B}}\left(\theta^{\mathrm{B}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right)\right) \\
& =\mathbb{P}_{q}^{\mathcal{C}}(\Lambda, \eta)\left(q^{-1} \cdot \theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi))\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}\left(\mathrm{t} \mid(\pi)_{\mid \mathrm{t}}\right), \pi_{\mid \mathrm{t}}\right\rangle\right]\left(\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi)), \operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\right)(q \cdot \mathrm{tl}(\pi))\right) \\
& =\mathbb{P}_{q}^{\mathcal{C}}(\mathrm{tl}(\pi)) \cdot \mathbb{P}_{q \cdot \mathrm{tl}(\pi)}^{\mathcal{C}}\left(\pi_{\mid \mathrm{t}}\right)=\mathbb{P}_{q}^{\mathcal{C}}(\pi)
\end{aligned}
$$

Thus the property holds at $n+1$. Therefore, it holds for all $n \in \mathbb{N}$. Hence, we can apply Lemma 1.7 to obtain that $\mathbb{E}^{\mathcal{C}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}\right]$. With Lemma 3.40, it follows that $\mathbb{E}^{\mathcal{C}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]$.

### 3.6.9. Proof of Lemma 3.30

Proof. First, for all $\rho \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{*} \cdot Q_{\mathrm{A}}$, we have $\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)(\rho)=\mathrm{t}_{\mathrm{A}}\left(\rho_{0} \cdot \rho_{2} \cdots \rho_{\mathrm{lt}}\right) \in$ $\Lambda_{\rho_{1 t}}$. Hence, the strategy $\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)$ is indeed deterministic. Furthermore, for all $\rho \in Q^{+}$, we have, for all Player-A deterministic strategies $x_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}\left(\Lambda, k_{n}\right)}$ straightforwardly from the definition - $\phi_{Q_{A}, Q_{\mathrm{B}}}\left(\theta^{\mathrm{A}}\left(x_{\mathrm{A}}\right)(\rho)\right)=\phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\left(\theta^{\mathrm{B}}\left(x_{\mathrm{A}}\right)(\rho)\right)=$ $\rho$. Hence, for all $\rho \in Q^{+}$, we have:

$$
\operatorname{Pr}_{A}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\right)(\rho)=\mathrm{s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\left(\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\right)(\rho)\right)=\mathrm{t}_{\mathrm{A}} \circ \phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\left(\theta^{\mathrm{A}}\left(\mathrm{~s}_{\mathrm{A}}\left(\mathrm{t}_{\mathrm{A}}\right)\right)(\rho)\right)=\mathrm{t}_{\mathrm{A}}(\rho)
$$

Similarly, for any deterministic Player-A strategy $x_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}\left(\Lambda, k_{n}\right)}$, we have:

$$
\operatorname{Pr}_{\mathrm{B}}^{\Lambda}\left(x_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\right)(\rho)=\mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\left(\theta^{\mathrm{B}}\left(x_{\mathrm{A}}\right)(\rho)\right)=\mathrm{t}_{\mathrm{B}} \circ \phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\left(\theta^{\mathrm{B}}\left(x_{\mathrm{A}}\right)(\rho)\right)=\mathrm{t}_{\mathrm{B}}(\rho)
$$

We obtain the desired equalities.

### 3.6.10 . Proof of Lemma 3.33

Proof. Consider any memory skeleton $\mathrm{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ and any actions map $\lambda: M \times\left(Q_{\mathrm{A}} \cup Q_{\mathrm{B}}\right) \rightarrow \sum_{q \in Q_{\mathrm{A}} \cup Q_{\mathrm{B}}} \Sigma_{\mathrm{A}}(q)$ that implement the strategy $\mathrm{s}_{\mathrm{A}}$.

Consider any finite $\rho \in Q^{+}=Q_{\mathrm{A}}^{+}$with $n:=|\rho| \in \mathbb{N}$ and, for all $0 \leq i \leq$ $n-2$, let $k_{i}:=\operatorname{col}\left(\rho_{i}\right)$. Then, for all $0 \leq i \leq n-1$, for all $\sigma_{i} \in \Lambda_{\rho_{i}}$, we have:

$$
\begin{aligned}
\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)(\rho) & =\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}(\lambda)\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}(\mu)\left(m_{\text {init }}, \operatorname{col}^{*}(\operatorname{tl}(\rho))\right), \rho_{\mathrm{lt}}\right) \\
& =\lambda\left(\mu^{*}\left(m_{\text {init }}, k_{0} \cdot \eta\left(k_{0}\right) \cdots k_{n-2} \cdot \eta\left(k_{n-2}\right)\right), \rho_{\mathrm{lt}}\right) \\
& =\mathrm{s}_{\mathrm{A}}\left(\rho_{0} \cdot\left(\rho, \sigma_{0}\right) \cdots \rho_{n-2} \cdot\left(\rho_{n-2}, \sigma_{n-2}\right) \cdot \rho_{n-1}\right)
\end{aligned}
$$

Hence, the definition of $\operatorname{Pr}_{A}^{\eta, \Lambda}\left(s_{A}\right)$ does not depend on the memory skeleton $M$ or on the action map $\lambda$ chosen to implement $\mathrm{s}_{\mathrm{A}}$, only on the strategy $\mathrm{s}_{\mathrm{A}}$ itself.

Now, consider some $\pi \in Q^{*}$. If $\pi=\epsilon$, it suffices to consider $\rho:=\epsilon$. Consider assume that $\pi \in Q^{+}$, we let $n:=|\pi| \geq 1$, that is $\pi=\pi 0 \cdots \pi_{n-1}$. We consider the finite path $\rho:=\pi_{0}\left(\pi_{0}, \sigma_{0}\right) \cdots-\pi_{n-1} \cdot\left(\pi_{n-1}, \sigma_{n-1}\right) \in\left(Q_{\mathrm{A}} \cdot Q_{\mathrm{B}}\right)^{+}$, where for all $0 \leq i \leq n-1$, we have $\sigma_{i} \in \Lambda_{\pi_{i}}$. With this choice, we have $\phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(\rho)=\pi$. For all $0 \leq i \leq n-1$, we let $k_{i}:=\operatorname{col}\left(\pi_{i}\right)$.

Let us now consider a memory skeleton and action map that implement the strategy $\mathrm{s}_{\mathrm{A}}^{\rho}$. In fact, for all $\theta \in\left(Q_{\mathrm{A}} \cup Q_{\mathrm{B}}\right)^{+}$, we have:

$$
\begin{aligned}
\mathrm{s}_{\mathrm{A}}^{\rho}(\theta) & =\mathrm{s}_{\mathrm{A}}(\rho \cdot \theta) \\
& =\lambda\left(\mu^{*}\left(m_{\mathrm{init}},\left(\operatorname{col}^{\eta}\right)^{*}(\mathrm{tl}(\rho \cdot \theta))\right), \theta_{\mathrm{lt}}\right) \\
& \left.=\lambda\left(\mu^{*}\left(\mu^{*}\left(m_{\mathrm{init}},\left(\operatorname{col}^{\eta}\right)^{*}(\rho)\right), \mathrm{tl}(\theta)\right)\right), \theta_{\mathrm{lt}}\right)
\end{aligned}
$$

Hence, letting $m:=\mu^{*}\left(m_{\text {init }},\left(\operatorname{col}^{\eta}\right)^{*}(\rho)\right) \in M$, the memory skeleton $\langle M, m, \mu\rangle$ and the action map $\lambda$ implement the strategy $\mathrm{s}_{\mathrm{A}}^{\rho}$. Consider now some $\theta \in Q^{+}$. Let $k:=|\theta| \in \mathbb{N}$ and for all $0 \leq j \leq k-1$, we let $c_{j}:=\operatorname{col}\left(\theta_{j}\right)$. Then, we have:

$$
\begin{aligned}
\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)^{\pi}(\theta) & =\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}(\lambda)\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}(\mu)\left(m_{\text {init }}, \operatorname{col}^{*}(\mathrm{tl}(\pi \cdot \theta))\right), \theta_{\mathrm{lt}}\right) \\
& =\lambda\left(\mu^{*}\left(m_{\text {init }}, k_{0} \cdot \eta\left(k_{0}\right) \cdots k_{n-1} \cdot \eta\left(k_{n-1}\right) \cdot c_{0} \cdot \eta\left(c_{0}\right) \cdots c_{k-2} \cdot \eta\left(c_{k-2}\right)\right), \theta_{\mathrm{lt}}\right) \\
& =\lambda\left(\mu^{*}\left(m, c_{0} \cdot \eta\left(c_{0}\right) \cdots c_{k-2} \cdot \eta\left(c_{k-2}\right)\right), \theta_{\mathrm{lt}}\right) \\
& =\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}(\lambda)\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}(\mu)\left(m, \operatorname{col}^{*}(\mathrm{tl}(\theta))\right), \theta_{\mathrm{lt}}\right) \\
& =\left(\operatorname{Pr}_{\mathrm{A}}^{\eta, \Lambda}\left(\mathrm{s}_{\mathrm{A}}^{\rho}\right)\right)(\theta)
\end{aligned}
$$

We obtain the desired result.

### 3.6.11 . Proof of Lemma 3.34

Proof. This proof is quite similar to the proof of Lemma 3.29.
The equality straightforwardly holds if $q \in Q_{\mathrm{s}}$. Assume now that $q \in Q_{\mathrm{ns}}$. We want to apply Lemma 1.7. We let $\mathcal{T}^{\mathcal{C}}:=\mathcal{T}^{\operatorname{Pr}_{\mathrm{A}}^{\Lambda, \eta}\left(\mathrm{s}_{\mathrm{A}}\right), \mathrm{t}_{\mathrm{B}}}$ and $\mathcal{T}^{\mathcal{C}(\Lambda, \eta)}:=$ $\mathcal{T}_{\mathcal{C}(\Lambda, \eta), q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)}$.

We denote by SeqAlt ${ }_{\mathrm{A}} \subseteq\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{+}$the set:

$$
\begin{aligned}
\operatorname{SeqAlt}_{\mathrm{A}}:=\left\{\left(q_{0}, \sigma_{q_{0}}\right) \cdot q_{1} \cdot\left(q_{1}, \sigma_{q_{1}}\right) \cdots q_{n} \mid\right. & q_{0}=q, \forall 1 \leq i \leq n, q_{i} \in Q_{\mathrm{A}} \\
& \left.\forall 0 \leq i \leq n-1, \sigma_{q_{i}} \in \Lambda_{q_{i}}\right\}
\end{aligned}
$$

and by $\operatorname{Seq}^{\prime} \mathrm{Alt}_{\mathrm{B}} \subseteq\left(Q_{\mathrm{B}} \cdot Q_{\mathrm{A}}\right)^{*} \cdot Q_{\mathrm{B}}$ the set:

$$
\text { SeqAlt }_{\mathrm{B}}:=\left\{\rho \cdot\left(\rho_{\mathrm{lt}}, \sigma\right) \mid \rho \in \operatorname{SeqAlt}_{\mathrm{A}}, \sigma \in \Lambda_{\rho_{\mathrm{lt}}}\right\}
$$

For all $\pi \in Q^{+}$, we let $\operatorname{SeqAlt}_{\mathrm{A}}(\pi):=\left\{\rho \in \operatorname{SeqAlt}_{\mathrm{A}} \mid \phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(\rho)=\pi\right\}$.

For all $\pi \in Q^{*}$ and $\rho \in \mathrm{T}(\pi) \cap$ SeqAlt $_{\mathrm{A}}$, letting $n:=|\rho| \in \mathbb{N}$ and $k_{2 i+1}:=$ $\operatorname{col}\left(\rho_{2 i+1}\right)=\operatorname{col}\left(\pi_{i}\right)$ for all $i \geq 0$ such that $2 i+1<n$, we have:

$$
\begin{aligned}
\mathrm{s}_{\mathrm{A}}(q \cdot \rho) & =\lambda\left(\mu^{*}\left(m_{\text {init }}, \operatorname{col}^{\eta}(\mathrm{tl}(q \cdot \rho))\right), \rho_{\mathrm{lt}}\right) \\
& =\lambda\left(\mu\left(m_{\text {init }}, \operatorname{col}(q) \cdot \eta(\operatorname{col}(q)) \cdot k_{1} \cdot \eta\left(k_{1}\right) \cdots k_{n-3} \cdot \eta\left(k_{n-3}\right) \cdot k_{n-1}\right), \rho_{\mathrm{lt}}\right) \\
& =\operatorname{Pr}_{\mathrm{A}}^{\Lambda}(\lambda)\left(\operatorname{Pr}_{\mathrm{A}}^{\eta}(\mu)\left(m_{\text {init }}, \operatorname{col}(q) \cdot k_{1} \cdots k_{n-3} \cdot k_{n-1}\right), \rho_{\mathrm{lt}}\right) \\
& =\operatorname{Pr}_{\mathrm{A}}^{\Lambda}(\lambda)\left(\operatorname{Pr}_{\mathrm{A}}^{\eta}(\mu)^{*}\left(m_{\text {init }}, \operatorname{col}(q \cdot \pi)\right), \pi_{\mathrm{lt}}\right) \\
& =\operatorname{Pr}_{\mathrm{A}}^{\Lambda, \eta}\left(\mathbf{s}_{\mathrm{A}}\right)(q \cdot \pi)
\end{aligned}
$$

Similarly, for all $\rho \in \mathrm{T}(\pi) \cap$ SeqAlt $_{\mathrm{B}}$, we have:

$$
\mathrm{s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)(q \cdot \rho)=\mathrm{t}_{\mathrm{B}} \circ \phi_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}(q \cdot \rho)=\mathrm{t}_{\mathrm{B}}(\pi)
$$

Now, for all $\pi \in\left(Q_{\mathrm{A}}\right)^{*}$ and by definition of the arena $\mathcal{C}(\Lambda, \eta)$, we have:

$$
\mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left[\cup_{\pi^{\prime} \in \mathbf{T}(\pi)} \operatorname{Cyl}\left(\pi^{\prime}\right)\right]=\sum_{\pi^{\prime} \in \mathbf{T}(\pi) \cap \operatorname{Seq} A \mathrm{It}_{\mathrm{A}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\pi^{\prime}\right)
$$

Let us show by induction on $n \in \mathbb{N}$ the property: for all $\pi \in\left(Q_{\mathrm{A}}\right)^{\leq n}$, we have:

$$
\mathbb{P}_{q}^{\mathcal{C}}(\pi)=\sum_{\pi^{\prime} \in \mathbf{T}(\pi) \cap \operatorname{SeqAlt}_{\mathrm{A}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\pi^{\prime}\right)
$$

This straightforwardly holds for $n=0$. Assume now that this holds for some $n \in \mathbb{N}$. Let $\pi \in\left(Q_{\mathrm{A}}\right)^{n+1}$. We have:

$$
\mathrm{T}(\pi) \cap \operatorname{Seq}^{\operatorname{Alt}} \mathrm{A}_{\mathrm{A}}:=\left\{\rho \cdot\left((q \cdot \rho)_{\mathrm{lt}}, \sigma\right) \cdot \pi_{\mid \mathrm{t}} \mid \rho \in \mathrm{T}(\mathrm{t} \mid(\pi)) \cap \operatorname{Seq}^{2 l \mathrm{Al}_{\mathrm{A}}}, \sigma \in \Lambda_{(q \cdot \rho)_{\mathrm{lt}}}\right\}
$$

Hence, letting $p:=\sum_{\pi^{\prime} \in \mathbf{T}(\pi) \cap \text { SeqAlt }}^{A} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\pi^{\prime}\right)$, we have:

$$
\begin{aligned}
& p=\sum_{\rho \in \mathrm{T}(\mathrm{tl}(\pi)) \cap \mathrm{Seq}_{\mathrm{eqlt}}^{A}} \sum_{\sigma \in \Lambda_{(q \cdot \rho)}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}\left(\rho \cdot\left((q \cdot \rho)_{\mathrm{lt}}, \sigma\right) \cdot \pi_{\mathrm{lt}}\right) \\
& =\sum_{\rho \in \mathrm{T}(\mathrm{t} \mid(\pi)) \cap \mathrm{Seq} A \mathrm{It}_{\mathrm{A}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}(\rho) \cdot \sum_{\sigma \in \Lambda_{(q \cdot \rho))_{\mathrm{t}}}} \mathbb{P}_{q \cdot \rho}^{\mathcal{C}(\Lambda, \eta)}\left(\left((q \cdot \rho)_{\mathrm{lt}}, \sigma\right) \cdot \pi_{\mathrm{lt}}\right) \\
& =\sum_{\rho \in \mathrm{T}(\mathrm{tl}(\pi)) \cap \operatorname{Seq}^{2} \mathrm{Alt}_{\mathrm{A}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}(\rho) \cdot \sum_{\sigma \in \Lambda_{(q \cdot \rho)}} \mathrm{s}_{\mathrm{A}}(q \cdot \rho)(\sigma) \cdot \mathbb{P}_{q \cdot \rho \cdot\left(\cdot(q \cdot \rho)_{\mathrm{t}}, \sigma\right)}^{\mathcal{C}(\Lambda, \eta)}\left(\pi_{\mathrm{It}}\right) \\
& =\sum_{\rho \in \mathrm{T}(\mathrm{t}(\pi)) \cap \mathrm{Seq}^{2 l t t_{\mathrm{A}}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}(\rho) \cdot \sum_{\sigma \in \Lambda_{(q \cdot \rho)}} \mathrm{s}_{\mathrm{A}}(q \cdot \rho)(\sigma) \\
& \times \sum_{b \in A \mathrm{Act}_{\mathrm{B}}^{\rho_{\mathrm{t}}}} \mathrm{~s}_{\mathrm{B}}\left(\mathrm{t}_{\mathrm{B}}\right)\left(q \cdot \rho \cdot\left((q \cdot \rho)_{\mathrm{lt}}, \sigma\right)\right)(b) \cdot \mathbb{E}\left(\varrho_{(q \cdot \rho)_{\mathrm{lt}}}(\sigma, b)\right)\left(\pi_{\mathrm{lt}}\right) \\
& =\sum_{\rho \in \mathrm{T}(\mathrm{t}(\pi))) \cap \operatorname{Seq}^{\mathrm{Alt}} \mathrm{~A}_{\mathrm{A}}} \mathbb{P}_{q}^{\mathcal{C}(\Lambda, \eta)}(\rho) \cdot \mathbb{E}\left(\varrho_{(q \cdot \rho)_{\mathrm{tt}}}\left(\operatorname{Pr}_{\mathrm{A}}^{\Lambda, \eta}\left(\mathrm{s}_{\mathrm{A}}\right)(q \cdot \mathrm{tl}(\pi)), \mathrm{t}_{\mathrm{B}}(q \cdot \mathrm{tl}(\pi))\right)\right)\left(\pi_{\mid \mathrm{t}}\right) \\
& =\mathbb{P}_{q}^{\mathcal{C}}(\mathrm{tl}(\pi)) \cdot \mathbb{P}_{q \cdot \mathrm{tl}(\pi)}^{\mathcal{C}}\left(\pi_{\mathrm{tt}}\right)=\mathbb{P}_{q}^{\mathcal{C}}(\pi)
\end{aligned}
$$

Thus the property holds at $n+1$. Therefore, it holds for all $n \in \mathbb{N}$. Hence, we can apply Lemma 1.7 to obtain that $\mathbb{E}^{\mathcal{C}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\mathcal{C}}\right)_{Q_{\mathrm{A}}, Q_{\mathrm{B}}}\right)^{q}\right]$. With Lemma 3.40 , it follows that $\mathbb{E}^{\mathcal{C}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=\mathbb{E}^{\mathcal{C}(\Lambda, \eta)}\left[\left(\left(f_{\eta}\right)_{\mathcal{C}(\Lambda, \eta)}\right)^{q}\right]$.

## Part II

## Concurrent parity games

Contrary to the previous part in which we studied concurrent games with arbitrary payoff functions (into $[0,1]$ ), in this part, we focus on the existence and nature of optimal strategies in finite-state parity games. The situation in turn-based games is rather simple to describe: in such games, both players have positional optimal strategies [27, 28]. Recall that these positional strategies are also subgame optimal since parity objectives are prefix-independent. The situation in the more general setting of concurrent parity games is much more heterogeneous, depending on the exact parity objective considered, i.e. on the number of colors involved. We study different questions regarding the existence of, and the simplest type of strategies among which we can find, (subgame and/or $\varepsilon$-)optimal strategies. The goal of this part is to both provide new results and use them to (almost) complete the picture of how concurrent parity games behave. In particular, we intend to give an overview of how concurrent parity games behave, mostly by gathering already-existing results in the literature. However, it may be interesting as a future work to study in more detail what exact kind of strategies are necessary and sufficient to play (subgame or almost) optimally. (More specifically, we could go beyond the infinite-choice class of strategies.)

The results are summarized in Table 3.1. The rows of this table refer to the objectives considered, whereas the columns of this table (except the rightmost one) refer to a property on finite-state concurrent games with these objectives. Specifically, the two leftmost columns 1 and 2 specify which objective is considered, and what type of local interactions we are considering: Max. refers to local interactions which are maximizable w.r.t. Player A, Arb. refers to arbitrary local interactions that are not necessarily maximizable w.r.t. Player A. Then, the four middle columns $(3,4,5,6)$ refer to some properties on the corresponding games. Specifically, the $\exists$ Opt. ? (3) column is a yes-or-no question about whether there always exist optimal strategies. Furthermore, the three columns $(4,5,6)$ refer to the nature of the "simplest" strategies which can achieve the requirements of the columns, i.e. being:
4. $\varepsilon$-Opt.: $\varepsilon$-optimal strategy for all positive $\varepsilon>0$;
5. Optimal: optimal (recall that such strategies are optimal from every state), when it is possible;
6. SubG. Opt.: subgame optimal, when it is possible.

As one can see, the cells in these three columns are filled with either positional - recall, those are strategies that only depend on the current state of the game - or $\infty$-choice, recall Definition 3.22: these are strategies that, in at least some state of the game, play infinitely many different GF-strategies. Note that, if we restricted the setting to standard games, this duality positional/ $\propto$-choice would be a direct consequence of Corollary 3.38 . This is not the case here since
we consider general games with arbitrary local interactions. In the following, we call positive results the cells with (green) "yes" and "positional". The other results are called negative.

For $k \in\{c, n\}$, we call ${ }^{k}$-results the results with ${ }^{k}$ next to them in Table 3.1. The novel results that we establish in this part are the ${ }^{n}$-results. On the other hand, the ${ }^{c}$-results are both new and straightforward consequences of ${ }^{n}$-results. All the other results of Table 3.1 are straightforward adaptations of results previously existing in the literature. Specifically, they either extend results on standard finite concurrent games to the more general setting of arbitrary finitestate concurrent games; or strengthen the results in the literature stating that no finite-memory strategy has a desirable property, by stating that neither has any finite-choice strategy.

There is one positive already existing result with standard finite game form, the cell (coBuchi, 4), that we did not extend into the more general case of arbitrary local interaction maximizable w.r.t. Player A, either as a positive or as a negative result. For all other positive results, including those already known when all local interactions are standard finite, we provide complete proofs that hold even with arbitrary local interactions. We also exhibit examples witnessing negative results (most of these examples are already known). Note that all negative results are witnessed by games with only one non-trivial local interaction that is standard. This local interaction is finite for most negative results. However, it is not the case for the three cells (Safety, 4), (co-Büchi, 4) and (co-Büchi, 6) where, in the non-trivial local interaction, Player A has infinitely many actions, while Player B has only finitely many. As can be read in the table, it would not have been possible to witness these results with a standard finite local interaction. Finally, the rightmost column (7) contains a reference to the theorem summarizing the results for the corresponding objective. In the summarizing proof of these theorems at the end of each section, we refer to all previously known results for the corresponding objective.

This part contains two chapters. In Chapter 4, we focus on the safety and reachability objectives whereas in Chapter 5 we deal with Büchi, co-Büchi and parity objectives.

| 1 | $\begin{gathered} \text { GF } \\ 2 \end{gathered}$ | $\begin{gathered} \exists \text { Opt. ? } \\ 3 \end{gathered}$ | $\underset{4}{\varepsilon \text {-Opt. }}$ | $\begin{gathered} \text { Optimal } \\ 5 \end{gathered}$ | $\begin{gathered} \text { SubG. Opt. } \\ 6 \end{gathered}$ | $\begin{gathered} \text { Thm. } \\ 7 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Safety | $\begin{aligned} & \text { Max. } \\ & \text { Arb. } \end{aligned}$ | $\begin{aligned} & \text { Yes } \\ & \text { No } \end{aligned}$ | Positional $\infty$-choice | Positional | Positional | 4.5 |
| Reach | M./A. | No | Positional | Positional ${ }^{n}$ | Positional ${ }^{\text {c }}$ | 4.12 |
| Buchi | M./A. | No | $\infty$-choice | Positional ${ }^{n}$ | Positional ${ }^{\text {c }}$ | 5.5 |
| coBuchi | $\begin{aligned} & \text { Max. } \\ & \text { Arb. } \end{aligned}$ | No | Pos*/? $\infty \text {-choice }$ | $\infty$-choice ${ }^{n}$ | Pos $^{* n} / \infty$-choice $\infty$-choice | 5.13 |
| Parity | M./A. | No | $\infty$-choice | $\infty$-choice | $\infty$-choice | 5.15 |

Table 3.1: A table summarizing the situation in finite-state concurrent games with several objectives where the local interactions are maximizable for Player A (rows 'Max.') and arbitrary (rows 'Arb.'). When there is only one row for an objective, it means that the results are the same whether we assume that the local interactions are maximizable or not, written M./A. The results Pos* hold with standard finite local interactions, but do not pertain (a priori) to arbitrary local interactions maximizable w.r.t. Player A. Finally, ${ }^{n}$-results are the novel results proved in this part while the ${ }^{c}$-results are new and are straightforward consequences of ${ }^{n}$-results.

## 4 - Safety and Reachability objectives

In this chapter, we focus on safety and reachability games. In [48], the authors study the safety and reachability objectives in infinite MDPs, turnbased and standard concurrent games. In particular, they specify in a more precise way than what we do in this chapter the exact quantity of memory necessary and sufficient to play optimally ${ }^{1}$, almost-optimally, etc. On the other hand, we focus almost entirely on finite-state games and we study how the game behaves depending on the type of (non necessarily standard) game forms occurring in the game, i.e. whether they are maximizable or not.

We first focus on safety objectives. In fact, we first study the well-known notion of upper semi-continuous payoff functions, which can be seen as a generalization of safety objectives. More specifically, we characterize such payoff functions (Proposition 4.1) with subgame optimal strategies and local optimality in infinite games. We then use this result to give the complete picture of how arbitrary finite-state concurrent safety games behave (Theorem 4.5).

We then consider reachability objectives in finite-state games. We first show that, in finite-state reachability games, the Player-A value can be computed with a least fixed point, even with arbitrary game forms (Proposition 4.7). We then describe a procedure to distinguish from which states Player A has an optimal strategy, and from which states she does not. This, in turn, gives that, whenever there is an optimal Player-A strategy in finite-state reachability games, there is one that is positional (Theorem 4.11). We are then able to give the complete picture of how arbitrary finite-state concurrent reachability games behave (Theorem 4.12).

### 4.1 Safety objectives and upper semi-continuous payoff functions

### 4.1.1 . Upper semi-continuous functions

Before considering safety objectives, we start by considering those payoff functions w.r.t. which Player A has always subgame optimal strategies, when all local interactions are maximizable w.r.t. to Player A. In turns out that these payoff functions are exactly the ones for which, in all arbitrary games, a Player-A strategy is subgame optimal if and only if it is locally optimal. Therefore, let us consider the necessary and sufficient condition for a PlayerA strategy to be subgame optimal stated in Corollary 3.14 (for $v:=\chi_{\mathcal{G}}[\mathrm{A}]$ ).

[^20]We are looking for those payoff functions for which the second condition of Corollary 3.14 always holds. Let us first introduce below the notion of limit of a sequence of infinite sequence of colors.

Definition 4.1 (Limit of a sequence of infinite sequences of colors). Consider a non-empty set K , some infinite sequence of colors $\rho \in \mathrm{K}^{\omega}$ and $\left(\rho^{n}\right)_{n \in \mathbb{N}} \in$ $\left(\mathrm{K}^{\omega}\right)^{\mathbb{N}}$. We say that $\rho$ is the limit of $\left(\rho^{n}\right)_{n \in \mathbb{N}}$ if, for all $k \in \mathbb{N}$, there is some $n_{k} \in \mathbb{N}$ such that for all $n \geq n_{k}$, we have $\rho_{\leq k}=\left(\rho^{n}\right)_{\leq k}$.

We can now define formally the notion of payoff function we are interested in. These functions $f$ are the ones for which the value $f(\rho)$ of any infinite path $\rho$ that is the limit of $\left(\rho^{n}\right)_{n \in \mathbb{N}}$ is at least limsup $\left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}}$. This corresponds to the known notion of upper semi-continuous payoff functions. See for instance [64, 65] for examples of use of this notion in game theory. We define it formally below in Definition 4.2.

Definition 4.2 (Upper semi-continuous payoff functions). Consider a nonempty set of colors $K$ and a payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$. It is upper semi-continuous if, for all $\rho \in \mathrm{K}^{\omega}$ that is the limit of $\left(\rho^{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$, we have $\limsup \left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}} \leq f(\rho)$.

Remark 4.1. We make two remarks here. First, this notion is incomparable in strength with upward well-foundedness from Definition 3.5. Furthermore, we would recover exactly the same functions if upper semi-continuous payoff functions were defined with liminf instead of limsup ${ }^{2}$.

In fact, as formally stated below, upper semi-continuous payoff functions are exactly the payoff functions for which, in all games, subgame optimal strategies are exactly locally optimal strategies. Equivalently, upper semi-continuous payoff functions are exactly the payoff functions for which Player A always has subgame optimal strategies in games with maximizable (w.r.t. Player A) games forms. In fact, both these statements remain true if we only consider MDPs instead of concurrent games. These equivalences hold only when considering games without stopping states with positives values. This constitutes a one-to-two-player lift as the result can be read as follows: if a payoff function behaves properly in all one-player game, then it also does in all two-player games. See for instance [66] for another (much stronger) one-to-two-player lift.

[^21]Proposition 4.1. Consider a set of colors K and a payoff function $f: \mathrm{K}^{\omega} \rightarrow$ $[0,1]$. The assertions below are equivalent, assuming that the games and MDPs we consider are without stopping states with positive value:
a. the function $f$ is upper semi-continuous;
b. in all arbitrary concurrent games $\langle\mathcal{C}, f\rangle$, Player A subgame optimal strategies coincide with locally optimal strategies;
c. in all arbitrary MDPs $\langle\mathcal{C}, f\rangle$, Player A subgame optimal strategies coincide with locally optimal strategies;
d. in all arbitrary concurrent games $\langle\mathcal{C}, f\rangle$ maximizable w.r.t. to Player A, Player A has subgame optimal strategies;
e. in all arbitrary MDPs $\langle\mathcal{C}, f\rangle$ maximizable w.r.t. to Player A, Player A has subgame optimal strategies.

As a side remark, the equivalences $\mathrm{b} . \Leftrightarrow \mathrm{c}$. and d. $\Leftrightarrow$ e. provide a one-to-two-player lift. That is, one can infer properties on two-player games from properties on one-player games (i.e. MDPs).

Proof. Let us first show the implication $a . \Rightarrow b$.. Assume that $f$ is upper semi-continuous. Consider a concurrent game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ without stopping states of positive value (i.e. all stopping states have value 0 ) and a PlayerA strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. By Proposition 3.10, if $\mathrm{s}_{\mathrm{A}}$ is subgame optimal, then it is also locally optimal. Assume now that $\mathrm{s}_{\mathrm{A}}$ is locally optimal. We want to apply Theorem 3.12 to show that $\mathrm{s}_{\mathrm{A}}$ is subgame optimal. Consider an infinite path $\rho \in Q^{\omega}$. If it ever reaches a stopping state $q$, then we have $\limsup _{\chi_{\mathcal{G}}[\mathrm{A}]}(\rho)=\operatorname{val}(q)=f_{\mathcal{C}}(\rho)$. Hence, we do have $f_{\mathcal{C}}(\rho) \geq \limsup _{\chi_{\mathcal{G}}[\mathrm{A}]}(\rho)$. Assume now that $\rho$ does not visit any stopping state. Let $u:=\limsup _{\chi_{\mathcal{G}}[\mathrm{A}]}(\rho)$. If $u=0$, then straightforwardly $f_{\mathcal{C}}(\rho) \geq \limsup _{\chi_{\mathcal{G}}[\mathrm{A}]}(\rho)$. Assume now that $u>0$. For all $n \in \mathbb{N}$, we let $i_{n} \in \mathbb{N}$ be such that $\chi_{\mathcal{G}}[\mathrm{A}]\left(\rho_{\leq i_{n}}\right) \geq u-\frac{1}{n}$ (which exists by definition limsup). Let $\pi^{n}:=\operatorname{col}^{+}\left(\rho_{\leq i_{n}}\right) \in \mathrm{K}^{+}$be the corresponding finite sequence of colors. Since there is no stopping states of positive values and $\chi_{\mathcal{G}}[\mathrm{A}]\left(\rho_{\leq i_{n}}\right) \geq u-\frac{1}{n}$, it follows that there is some $\theta^{n} \in \mathrm{~K}^{\omega}$ with $\theta^{n} \in$ $\operatorname{Cyl}\left(\pi^{n}\right)$ and $f\left(\theta^{n}\right) \geq u-\frac{1}{2 n}$. Consider then the sequence $\left(\theta^{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$ of infinite sequences of colors. By construction, we have $\limsup \left(f\left(\theta^{n}\right)\right)_{n \in \mathbb{N}} \geq u$ and $\operatorname{col}^{\omega}(\rho)$ is equal to the limit of $\left(\theta_{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$. Hence, since $f$ is upper semi-continuous, it follows that $f_{\mathcal{C}}(\rho)=f \circ \operatorname{col}^{\omega}(\rho) \geq u$. Since this holds for all positive $u \in(0,1]$, it follows that $\limsup _{\chi_{\mathcal{G}}[\mathcal{A}]}(\rho) \leq f_{\mathcal{C}}(\rho)$, which holds for all $\rho \in Q^{\omega}$. Hence, the first and the second conditions of Theorem 3.12 are ensured. Therefore, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is subgame optimal.

Clearly, we then have $b . \Rightarrow c$. We also have $b . \Rightarrow d$. Indeed, consider any game $\langle\mathcal{C}, f\rangle$ maximizable w.r.t. Player A without stopping states of positive value. Then, Player A has a locally optimal strategy: it amounts to play opti-


Figure 4.1: An MDP where Player A plays alone, with $r_{i}:=1-p_{i}$.
mally at each local interaction, which is possible since they are all maximizable w.r.t. Player A. Then, by assumption $b$., the Player-A locally optimal strategy is subgame optimal. Furthermore, we also have straightforwardly that $d . \Rightarrow e$..

Let us now show that $c . \Rightarrow a$. and $e . \Rightarrow a$., the construction is the same for both points. Assume that $f$ is not upper semi-continuous. Hence, there is some $\rho \in \mathrm{K}^{\omega}$ and $\left(\rho^{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$ such that $\rho$ is the limit of $\left(\rho^{n}\right)_{n \in \mathbb{N}}$ and $\limsup \left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}}>f(\rho)$. Let $\delta:=\limsup \left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}}-f(\rho)>0$. For all $n \in \mathbb{N}$, we let $i_{n} \in \mathbb{N}$ be such that $\rho_{\leq n}^{i_{n}}=\rho_{\leq n}$ and $f\left(\rho^{i_{n}}\right) \geq f(\rho)+\delta / 2$. We then define an MDP $\Gamma=\langle\mathcal{C}, f\rangle$ on the set of colors K where Player A plays alone. In that MDP, there is an infinite chain of states $\left(q_{n}\right)_{n \in \mathbb{N}}$ such that, for all $n \in \mathbb{N}$, we have $\operatorname{col}\left(q_{n}\right):=\rho_{n}$. Furthermore, for all $n \in \mathbb{N}$, at state $q_{n}$, Player A has two available actions, one, called $a_{n}^{\text {cont }}$, that makes the game continue on the chain to $q_{n+1}$ with probability 1 and another one, called $a_{n}^{\text {stop }}$, that visits with probability $p_{n} \in[0,1]$ (not yet defined) the infinite path $\rho_{n+1}^{i_{n}} \cdot \rho_{n+2}^{i_{n}} \cdots \in \mathrm{~K}^{\omega}$ with probability $p_{n}$ and that goes to a sink state of value 0 with probability $1-p_{n}$. The probability $p_{n} \in[0,1]$ is chosen such that $p_{n} \cdot f\left(\rho^{i_{n}}\right)=f(\rho)+\frac{\delta}{2}-\frac{1}{2^{n}}$. An illustration of this game is given in Figure 4.1. Then, the value of all states $q_{n}$ for $n \in \mathbb{N}$ is equal to $f(\rho)+\delta / 2$. Indeed, for all $N \in \mathbb{N}$, from any state $q_{n} \in Q$, Player A can, with a deterministic strategy, play the actions $a_{k}^{\text {cont }}$ for $k \leq N-1$ steps until reaching the state $q_{N}$ from which she can play the action $a_{N}^{\text {stop }}$ to ensure (at least) the value $f(\rho)+\frac{\delta}{2}-\frac{1}{2^{n}}$. However, to be locally optimal, a Player-A strategy has to play, for all $n \in \mathbb{N}$, deterministically the actions $a_{n}^{\text {cont }}$ after the sequence $q_{0} \cdots q_{n}$. However, the value of such a strategy is equal to $f(\rho)<f(\rho)+\delta / 2$. That is, no locally optimal strategy is (subgame) optimal. Hence, both $c$. and $e$. do not hold.

### 4.1.2 . Safety objectives

Before considering the safety objective, we would like to mention that, in all the games we will consider later on in this chapter (i.e. the subsequent safety and reachability games), we will not consider any stopping state. The reason for that is twofold: first, since we want to study specific objectives, we do not want stopping states to interfere with how an objectives behaves - for instance, in a safety game, once the target is reached, the game should have
value 0 , which may not happen if a stopping state is reached subsequently. Second, stopping states can be straightforwardly implemented with Nature states and two self-looping states, one of value 1 and the other of value 0 , so this is without loss of generality.

Let us now come back to the safety objective. In fact, the associated payoff function is upper semi-continuous. This is a general property ensured by win/lose payoff functions whose winning set is closed. This is stated in the lemma below.

Lemma 4.2. Consider a non-empty set of colors K and win/lose payoff function $f: \mathrm{K}^{\omega} \rightarrow\{0,1\}$. It is upper semi-continuous if and only if the set $f^{-1}[\{1\}]$ is closed.

Proof. We let $W_{1}:=f^{-1}[\{1\}]$ and $W_{0}:=f^{-1}[\{0\}]$. Now, recall that the set $W_{1}$ is closed if and only if its complement $W_{0}$ is open, that is the set $W_{0}$ can be written as an arbitrary union of cylinders.

Let us assume that $W_{0}$ is open. That is, there is some set $A \subseteq \mathrm{~K}^{*}$ such that $W_{0}=\cup_{\pi \in A} \operatorname{Cyl}(\pi)$. Consider an infinite path $\rho \in \mathrm{K}^{\omega}$ and a sequence $\left(\rho^{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$ such that $\rho$ is the limit of $\left(\rho^{n}\right)_{n \in \mathbb{N}}$. If $f(\rho)=1$, then we have $\limsup \left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}} \leq f(\rho)$. Assume now that $f(\rho)=0$, that is $\rho \in W_{0}$. Then, there is some $\pi \in A$ such that $\rho \in \operatorname{Cyl}(\pi)$. Hence, there is some $k \in \mathbb{N}$ such that, for all $n \geq k$, we have $\rho^{n} \in \operatorname{Cyl}(\pi) \subseteq W_{0}$. Therefore, $\limsup \left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}}=$ $0 \leq f(\rho)$. Therefore, $f$ is upper semi-continuous.

Assume now that $f$ is upper semi-continuous. We let $A:=\left\{\pi \in \mathrm{K}^{*} \mid\right.$ $\left.\operatorname{Cyl}(\pi) \subseteq W_{0}\right\}$. We claim that $\cup_{\pi \in A} \operatorname{Cyl}(\pi)=W_{0}$. By definition, we have $\cup_{\pi \in A} \operatorname{Cyl}(\pi) \subseteq W_{0}$. Consider now some $\rho \in W_{0}$. Assume towards a contradiction that, for all $n \in \mathbb{N}$, the finite path $\rho_{\leq n} \notin A$. Then, for all $n \in \mathbb{N}$, there is an infinite path $\theta^{n} \in \operatorname{Cyl}\left(\rho_{\leq n}\right)$ such that $\theta^{n} \notin W_{0}$, that is such that $f\left(\theta^{n}\right)=1$. Then, the infinite path $\rho$ is the limit of the sequence $\left(\theta^{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$ and $\limsup \left(f\left(\theta^{n}\right)\right)_{n \in \mathbb{N}}=1$. Hence, since $f$ is upper semi-continuous, $f(\rho)=1$ and $\rho \notin W_{0}$. Hence the contradiction. In fact, there is some $n \in \mathbb{N}$ such that $\rho_{\leq n} \in A$. That is, $\rho \in \cup_{\pi \in A} \operatorname{Cyl}(\pi)$. In fact, $W_{0}=\cup_{\pi \in A} \operatorname{Cyl}(\pi)$, and it is therefore an open set.

We therefore deduce as a corollary of what is done in the previous subsection that in all safety games (without stopping states) where each local interactions are maximizable w.r.t. Player A, Player A has a subgame optimal strategy. Moreover, this strategy can be chosen positional. This is stated in the corollary below.

Corollary 4.3. Consider an arbitrary concurrent safety game $\mathcal{G}$ - whose set of states need not be finite - without stopping states. Let $T:=\operatorname{col}^{-1}[\{1\}] \subseteq Q$ be the target that Player A wants to avoid. Assume either that all local interactions outside of $T$ are maximizable w.r.t. Player A, or that there is a

Player A has an optimal strategy. Then, Player A has a positional strategy that is subgame optimal in $\mathcal{G}$.

Proof. Since the reachability winning set is an open set - as it can be written as the union of the cylinders of paths that reach the target - the safety winning set is a closed set. Therefore, by Lemma 4.2 and Proposition 4.1, all Player-A locally optimal strategies are subgame optimal. Consider the valuation $\chi_{\mathcal{G}}[\mathrm{A}]: Q^{+} \rightarrow[0,1]$. Let us argue that there is a positional PlayerA strategy $\mathrm{s}_{\mathrm{A}}$ that is locally optimal, i.e. such that, for all $\rho \in Q^{+}$, we have $\chi_{\mathcal{G}}[\mathrm{A}]\left(\rho_{\mathrm{lt}}\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(\rho_{\mathrm{lt}}\right)\right)$. First, note that for all $\rho \in Q^{*} \cdot T \cdot Q^{*}$, we have $\chi_{\mathcal{G}}[\mathrm{A}]^{\rho}: Q \rightarrow\{0\}$. In addition, for all $\rho \in(Q \backslash T)^{+}$, we have $\chi_{\mathcal{G}}[\mathrm{A}]^{\rho}=\chi_{\mathcal{G}}[\mathrm{A}]$. Second, by Proposition 3.9, we have, for all $q \in Q, \chi_{\mathcal{G}}[\mathrm{A}](q)=$ $\operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]^{q}\right\rangle\right][\mathrm{A}]$. If we assume that all local interactions outside $T$ are maximizable w.r.t. Player $A$, then such a Player-A strategy $s_{A}$ does exist (note that it can play arbitrarily at states in $T$, of value 0 ). Assume now that Player A has an optimal strategy $\mathrm{s}_{\mathrm{A}}^{\prime}$ in $\mathcal{G}$. Then, by Lemma 3.10, we have, for all $q \in Q, \chi_{\mathcal{G}}[\mathrm{A}](q)=\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\prime}\right](q) \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]^{q}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}^{\prime}(q)\right)$. In fact, we have $\chi_{\mathcal{G}}[\mathrm{A}](q) \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}^{\prime}(q)\right)$. Therefore, a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ such that, for all $q \in Q$, we have $\mathrm{s}_{\mathrm{A}}(q):=\mathrm{s}_{\mathrm{A}}^{\prime}(q)$ ensures that, for all $q \in Q$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q) \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right)$. Hence, in any case, there is a Player-A positional strategy that is locally optimal, and therefore also subgame optimal.

Note that, as soon as we drop the assumption that all local interactions are maximizable w.r.t. Player A, then the above corollary fails. Indeed, there is an MDP where Player A plays alone and where playing $\varepsilon$-optimally requires infinite choice. An example is provided in Figure 4.2, formally defined in Definition 4.3 below, and argued in Proposition 4.4. Note that a similar example is given in [48, Prop. 28].

Definition 4.3. The game of Figure 4.2 is in fact an MDP $\Gamma$ where Player A plays alone with two states: $Q:=\left\{q_{0}, \perp\right\}$. The state $\perp$ is a self-looping sink and, at state $q_{0}$, Player A may play any integer $n \in \mathbb{N}$ which leads to a distribution $d_{n}:=\left\{q_{0} \mapsto 1-\frac{1}{2^{n}} ; \perp \mapsto \frac{1}{2^{n}}\right\} \in \mathcal{D}(Q)$. Player A has a safety objective Safe with $\mathrm{K}=\{0,1\}$ and $\operatorname{col}\left(q_{0}\right):=0$ and $\operatorname{col}(\perp):=1$, i.e. Player A wants to avoid the state $\perp$.

Proposition 4.4. In the safety game $\mathcal{G}$ of Definition 4.2, the state $q_{0}$ has value 1 but Player A has no optimal strategy from $q_{0}$ and any finite-choice strategy has value 0 from $q_{0}$.

Proof. First, consider any positional Player-A strategy $\mathrm{s}_{\mathrm{A}}$. Consider some $n \in$ $\mathbb{N}$ such that $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)(n)>0$. Then, at each step, there is probability at least $\frac{\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)(n)}{2^{n}}$ to reach the target $\perp$, otherwise the game loops back on $q_{0}$. Hence, almost-surely, the state $\perp$ is reached. In fact, all Player-A positional strategies


Figure 4.2: An MDP where Player A plays alone and wants to avoid the state $\perp$, with $p_{i}:=\frac{1}{2^{2}}$ : she does not have an optimal stategy, and playing almost-optimally requires infinite choice.
have value 0 . Therefore, since this MDP is B-finite (recall, finitely many states, and Player B has finitely many actions), by Corollary 3.38, all finite-choice strategies have value 0 from $q_{0}$.

Consider some positive $\varepsilon>0$. Let us build a Player-A strategy $\mathrm{s}_{\mathrm{A}}^{\varepsilon}$ of value at least $1-\varepsilon$. Let $N \in \mathbb{N}$ be such that $\frac{1}{2^{N}} \leq \varepsilon$. For all $n \in \mathbb{N}$, we have $\mathrm{s}_{\mathrm{A}}\left(q_{0}^{n}\right):=\{N+n \mapsto 1\}$. That way, denoting $\mathrm{s}_{\mathrm{B}}$ the only Player- B strategy in $\Gamma$, we have:

$$
\mathbb{P}_{\Gamma, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(q_{0}^{*} \cdot \perp\right)=\sum_{n \in \mathbb{N}} \mathbb{P}_{\Gamma, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \boldsymbol{s}_{\mathrm{B}}}\left(q_{0}^{n} \cdot \perp\right) \leq \sum_{n \in \mathbb{N}} \frac{1}{2^{N+n+1}}=\frac{1}{2^{N}} \leq \varepsilon
$$

Therefore, the value of this Player-A strategy $s_{A}$ is at least $1-\varepsilon$.
Theorem 4.5. In arbitrary finite-state concurrent safety games without stopping states:

- if the game is maximizable w.r.t. Player A, there is always a subgame optimal strategy that can be found among positional strategies;
- if not, there may not be optimal strategies and playing almost-optimally may require infinite choice;
- in any case if there is an optimal strategy, there is a subgame optimal positional one.

These results are summarized in Table 4.1.

|  | GF | $\exists$ Opt. ? | $\varepsilon$-Opt. | Optimal | SubG. Opt. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Safety | Max. | Yes | Positional | Positional | Positional |
|  | Arb. | No | $\infty$-choice |  |  |

Table 4.1: Summary of how concurrent safety games behave.

Proof. - This result is already known in the context of standard finite game local interactions, see [32, Theorem 1]. Corollary 4.3 above generalizes this result to arbitrary local interactions that are still maximizable w.r.t. Player A.

- It is already known that, in this context, infinite memory may be required for Player A, see [67, Theorem 3]. Note that, by using Corollary 3.38 on the examples provided to prove [67, Theorem 3], we would obtain that infinite-choice strategies is required to be almost-optimal. We also provide an example in Definition 4.3, argued in Proposition 4.4, where infinite-choice is required.
- This is given by Corollary 4.3.


### 4.2 Reachability games

In this section, we focus on reachability games - without stopping states, as for safety games - where the local interactions considered are arbitrary. Recall that, in such games, the goal of Player A is to reach a target, whereas Player B wants to avoid it. In all this section, given a reachability game $\mathcal{G}$, we will denote by $T:=\operatorname{col}^{-1}[\{1\}] \subseteq Q$ the set of states that Player A wants to reach and we let $W_{T}:=\left(\mathrm{col}^{\omega}\right)^{-1}($ Reach $) \subseteq Q^{\omega}$ be the corresponding winning set for Player A. Without loss of generality, we assume that all states in the target $T$ are self-looping sinks. It does not change the game since, once the target is reached, Player A has won regardless of what happens afterwards since there are no stopping states. Therefore, the game can be seen as PI since the reachability objective $W_{T}$ can be seen as a Büchi objective (where Player A wants to see infinitely often the target $T$ ) without changing the game since reaching once the target is equivalent to reaching it infinitely often. Hence, we may use Corollary 3.14 and Corollary 3.16 from the previous chapter, which only apply to PI games.

This section is an adaptation of the first part of [39] where, instead of considering only standard game forms with finitely many actions, we consider games with arbitrary interactions.

### 4.2.1 . Computing the Player-A value of reachability games

It is known for a long time that the values in reachability games can be computed with a least fixed point operator [10, 68], including with non-standard game forms in [10]. However, even in [10], the game forms considered were assumed valuable. Therefore, the reachability games considered had a value. We do not make such an assumption on local interactions in this subsection, and we show that it still holds that the Player-A value of the game can be computed with a least fixed point regardless of the local interactions involved.

First, we define the operator on which we will consider a least fixed point.

Definition 4.4. Consider an arbitrary finite-state concurrent reachability game $\mathcal{G}$ without stopping states. We let $\mathrm{Val}_{T}:=\{v: Q \rightarrow[0,1] \mid v[T]=\{1\}\}$ be the set of valuations mapping each state in the target to 1 . We let $\Delta_{\mathcal{G}}$ : $\mathrm{Val}_{T} \rightarrow \mathrm{Val}_{T}$ be such that, for all $v \in \mathrm{Val}_{T}$ and $q \in Q$, we have:

$$
\Delta_{\mathcal{G}}(v)(q):= \begin{cases}1 & \text { if } q \in T \\ \operatorname{val}[\langle\mathrm{~F}(q), v\rangle][\mathrm{A}] & \text { otherwise }\end{cases}
$$

Hence, we do have $\Delta_{\mathcal{G}}(v) \in \mathrm{Val}_{T}$.
This operator ensures several useful properties that we describe below.
Lemma 4.6. For all arbitrary finite-state concurrent reachability games $\mathcal{G}$ without stopping states, the operator $\Delta_{\mathcal{G}}$ ensures the following:

- it is non-decreasing, i.e. for all $v, v^{\prime} \in \mathrm{Va}_{T}$ such that $v \leq v^{\prime}$, we have $\Delta_{\mathcal{G}}(v) \leq \Delta_{\mathcal{G}}\left(v^{\prime}\right) ;$
- it is 1-Lipschitz, i.e. for all $v, v^{\prime} \in \operatorname{Val}_{T}$, we have $\left\|\Delta_{\mathcal{G}}(v)-\Delta_{\mathcal{G}}\left(v^{\prime}\right)\right\|_{\infty} \leq$ $\left\|v-v^{\prime}\right\|_{\infty} ;$
- for all $n \in \mathbb{N}$ and $v \in \mathrm{Val}_{T}$, we denote by $\Delta_{\mathcal{G}}^{(n)}(v) \in \mathrm{Val}_{T}$ the vector obtained from $v$ after $n$ applications of the operator $\Delta_{\mathcal{G}}$. Denoting by $v_{0} \in \mathrm{Val}_{T}$ the valuation such that $v_{0}[Q \backslash T]:=0$, we have that the sequence $\left(\Delta_{\mathcal{G}}^{(n)}\left(v_{0}\right)\right)_{n \in \mathbb{N}}$ has a limit in $\mathrm{Val}_{T}$ that is equal to the least fixed point of the operator $\Delta_{\mathcal{G}}$.

Proof. The two first properties come from Lemma 1.19. The third point comes from Kleene least fixed point theorem.

Definition 4.5 (Notation least fixed point $\Delta_{\mathcal{G}}$ ). For all arbitrary finite-state reachability games $\mathcal{G}$ without stopping states, we denote by $\mathrm{m}_{\mathcal{G}}: Q \rightarrow[0,1]$ the least fixed point of the operator $\Delta_{\mathcal{G}}$ (whose existence is ensured by Lemma 4.6).

In fact, in all reachability games, this least fixed point is equal to the Player-A value of the game.

Proposition 4.7. For all arbitrary finite-state reachability games $\mathcal{G}$ without stopping states, we have $\mathrm{m}_{\mathcal{G}}=\chi_{\mathcal{G}}[\mathrm{A}]: Q \rightarrow[0,1]$.

Proof. Let $n \in \mathbb{N}$. Taking the notation of Lemma 4.6, let us show that $\chi_{\mathcal{G}}[\mathrm{A}] \geq$ $\Delta_{\mathcal{G}}^{(n)}\left(v_{0}\right)$. Let $\varepsilon>0$. We let $v: Q^{+} \rightarrow[0,1]$ be such that, for all $\rho \in Q^{+}$, letting $k:=|\rho|-1$ :

$$
v(\rho):= \begin{cases}1 & \text { if } \exists i \leq k, \rho_{i} \in T \\ \max \left(\Delta_{\mathcal{G}}^{(n-k)}\left(v_{0}\right)(\rho)-\frac{\varepsilon}{2^{k}}, 0\right) & \text { otherwise, if } k<n \\ 0=v_{0}(\rho) & \text { otherwise }\end{cases}
$$

Let us define a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ dominating this valuation. Let $\rho \in$ $Q^{+}$and $k:=|\rho|-1$. If $v(\rho)=0$, then $\mathrm{s}_{\mathrm{A}}(\rho) \in \Sigma_{\mathrm{A}}^{\rho_{\mathrm{lt}}}$ is defined arbitrarily. Assume now that $v(\rho)>0$. If $k \geq n, \mathrm{~s}_{\mathrm{A}}(\rho)$ is also defined arbitrarily. Indeed, since $v(\rho)>0$, this implies $v(\rho)=1$ and therefore $v(\rho \cdot q)=1$ for all $q \in Q$. Hence, $1=\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left[\mathrm{s}_{\mathrm{A}}(\rho)\right] \geq v(\rho)=1$. Assume now that it is not the case, that is $k<n$ and $v(\rho)>0$. This means that $v(\rho)=\Delta_{\mathcal{G}}^{(n-k)}\left(v_{0}\right)(\rho)-\frac{\varepsilon}{2^{k}}$. Furthermore, $\Delta_{\mathcal{G}}^{(n-k-1)}\left(v_{0}\right)-\frac{\varepsilon}{2^{k+1}} \leq v^{\rho}$ (with $\left.\Delta_{\mathcal{G}}^{(0)}\left(v_{0}\right)=v_{0}\right)$. Hence, by Lemma 1.19, we have $\Delta_{\mathcal{G}}^{(n-k)}\left(v_{0}\right)(\rho)=\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \Delta_{\mathcal{G}}^{(n-k+1)}\left(v_{0}\right)\right\rangle\right][\mathrm{A}] \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right][\mathrm{A}]+$ $\frac{\varepsilon}{2^{k+1}}$. That is, $v(\rho) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), v^{\rho}\right\rangle\right][\mathrm{A}]-\frac{\varepsilon}{2^{k+1}}$. We let $\mathrm{s}_{\mathrm{A}}(\rho) \in \Sigma_{\mathrm{A}}^{\rho_{\mathrm{lt}}}$ be such that $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left[\mathrm{S}_{\mathrm{A}}(\rho)\right] \geq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right][\mathrm{A}]-\frac{\varepsilon}{2^{k+1}}$, which therefore ensures that $v(\rho) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left[\mathrm{s}_{\mathrm{A}}(\rho)\right]$. This concludes the definition of $\mathrm{s}_{\mathrm{A}}$ which indeed dominates the valuation $v$.

Let us show that this strategy guarantees the valuation $v$ by applying Theorem 3.12. The first condition of this theorem is satisfied. Furthermore, for all $\rho \in Q^{\omega}$, we have $\limsup _{v}(\rho) \in\{0,1\}$ with $\limsup _{v}(\rho)=1$ if and only if $\rho \in W_{T}$. Therefore, the second condition of this theorem is also satisfied. Hence, the strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$ with, for all $q \in Q, v(q) \geq$ $\Delta_{\mathcal{G}}^{(n)}\left(v_{0}\right)(q)-\varepsilon$. As this holds for all $\varepsilon>0$, it follows that $\chi_{\mathcal{G}}[\mathrm{A}] \geq \Delta_{\mathcal{G}}^{(n)}\left(v_{0}\right)$. As this holds for all $n \in \mathbb{N}$ and $\mathrm{m}_{\mathcal{G}}=\lim _{n \rightarrow \infty} \Delta_{\mathcal{G}}^{(n)}\left(v_{0}\right)$, it follows that $\chi_{\mathcal{G}}[\mathrm{A}] \geq \mathrm{m}_{\mathcal{G}}$.

Let us now show that $\chi_{\mathcal{G}}[A] \leq m_{\mathcal{G}}$. Fix a Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}}$. Consider some $\varepsilon>0$. For all $i \in \mathbb{N}$, we let $w_{i}: Q \rightarrow[0,1]$ be such that, we have: $w_{i}:=\min \left(\mathrm{m}_{\mathcal{G}}+\frac{\varepsilon}{2^{i}}, 1\right)$ and we let $v: Q^{+} \rightarrow[0,1]$ be such that, for all $\rho \in Q^{+}$, we have $v(\rho):=1$ is $\rho$ has visited $T$ and $v(\rho):=w_{|\rho|-1}\left(\rho_{\mathrm{lt}}\right) \in[0,1]$ otherwise. Let us define a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. For all $\rho \in Q^{+}$: if $v(\rho)=1$, then $\mathrm{s}_{\mathrm{B}}(\rho)$ is defined arbitrarily and therefore out $\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \leq$ $v(\rho)$. Otherwise, we have $v(\rho)=\mathrm{m}_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right)+\frac{\varepsilon}{2^{|\rho|-1}}$. In addition, we have $v^{\rho} \leq \mathrm{m}_{\mathcal{G}}+\frac{\varepsilon}{2^{|\rho|}}$. Furthermore, we have $\mathrm{m}_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right)=\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \mathrm{m}_{\mathcal{G}}\right\rangle\right][\mathrm{A}]$. Hence, $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \leq \mathrm{m}_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right)$. We deduce that $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right) \leq$ $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho)\right)+\frac{\varepsilon}{2|\rho|} \leq \mathrm{m}_{\mathcal{G}}\left(\rho_{\mathrm{lt}}\right)+\frac{\varepsilon}{2^{|\rho|}}<v(\rho)$. We set $\mathrm{s}_{\mathrm{B}}(\rho) \in \Sigma_{\mathrm{B}}^{\rho_{\mathrm{lt}}}$ such that out $\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right), v^{\rho}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \leq v(\rho)$. This concludes the definition of the strategy $\mathrm{s}_{\mathrm{B}}$. From its definition, we can deduce that in the stochastic tree
$\mathcal{T}_{\mathcal{C}}^{\mathrm{s}_{A}, \mathrm{~s}_{\mathrm{B}}}$ induced by $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$, the valuation $v$ is non-increasing (recall Definition 2.3). Therefore, by Proposition 2.9 with a non-increasing valuation, for all $q \in Q$, we have $\mathrm{m}_{\mathcal{G}}(q)+\varepsilon \geq v(q) \geq \mathbb{E}_{\mathcal{C}, q}^{\mathrm{SA}_{\mathrm{A}}} \mathrm{s}_{\mathrm{B}}\left[\right.$ limsup $\left._{v}\right]$. Furthermore, for all infinite paths $\rho \in Q^{\omega}$, we have if $\rho \in W_{T}$, then $\limsup _{v}(\rho)=1$. Hence, $\limsup _{v} \geq \mathbb{1}_{W_{T}}$. Therefore, $\mathrm{m}_{\mathcal{G}}(q)+\varepsilon \geq \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, s_{\mathrm{B}}}\left[W_{T}\right] \geq \chi_{\mathcal{G}}\left(\mathrm{s}_{\mathrm{A}}\right)[q] \geq \chi_{\mathcal{G}}(\mathrm{A})[q]$. Since this holds for all positive $\varepsilon>0$, it follows that $\mathrm{m}_{\mathcal{G}} \geq \chi_{\mathcal{G}}(\mathrm{A})$. Hence, $\mathrm{m}_{\mathcal{G}}=\chi_{\mathcal{G}}(\mathrm{A})$.

We conclude this subsection by stating a very useful proposition that we will apply in the next subsection to the valuation $m_{\mathcal{G}}=\chi_{\mathcal{G}}[\mathrm{A}]$. The proof of this proposition is not long, but is very technical, and hence is postponed to the appendix.
Proposition 4.8 (Proof 4.4.1). Let $n \geq 1$. Consider a function $g:[0,1]^{n} \rightarrow$ $[0,1]^{n}$ that is non-decreasing and 1-Lipschitz. Assume that its least fixed point $\mathrm{m} \in[0,1]$ is such that, for all $i \in \llbracket 1, n \rrbracket$, we have $\mathrm{m}(i)>0$. Then, for all $\varepsilon>0$, there exists a valuation $v \in[0,1]^{n}$ such that $v \leq \mathrm{m},\|\mathrm{m}-v\|_{\infty} \leq \varepsilon$ and for all $i \in \llbracket 1, n \rrbracket: g(v)(i)>v(i)$.

### 4.2.2 . Computing the set of maximizable states

Recall that in the snow-ball reachability (standard) game of Definition 3.6, Player A does not have an optimal strategy, even if the game has finitely many states. The aim of this subsection and the next is, given a finite-state concurrent reachability game to determine exactly from which states Player A has an optimal strategy. This, in turn, will give that whenever she has an optimal strategy, she has one that is positional. This extends Everett [10] (the existence of positional $\varepsilon$-optimal strategies). Note that in [10], arbitrary game forms are considered (not only standard ones), though they are assumed valuable.

In this subsection, we present the definitions and arguments in standard finite concurrent games - in particular, all local interactions are standard and finite. We also illustrate these definitions on examples. This subsection directly comes from [39]. In the Appendix 4.4.2, we give the formal definitions well suited for arbitrary game forms along with the formal proofs of correctness. Note that, although the underlying ideas are not too complicated, the formal proofs are quite technical. This is mainly due to the fact that we need to deal with infinite-memory strategies.

For the remainder of this subsection and the next, we consider an arbitrary finite-state concurrent reachability game $\mathcal{G}$, without stopping states. We still denote by $T:=\operatorname{col}^{-1}[\{1\}] \subseteq Q$ the set of states that Player A wants to reach, and by $W_{T}:=\left(\operatorname{col}^{\omega}\right)^{-1}($ Reach $) \subseteq Q^{\omega}$ the set of infinite sequences of states reaching the set $T$. Let us first introduce some terminology that is relevant regardless of the game forms considered.

Definition 4.6 (Maximizable and sub-maximizable states). A state $q \in Q$
from which Player A has (resp. does not have) an optimal strategy is called maximizable (resp. sub-maximizable). The set of such states is denoted OptQ ${ }_{A}$ (resp. SubOptQ ${ }_{\mathrm{A}}$ ).

Remark 4.2. One has to careful here: we have already used the "maximizable" terminology in this dissertation. Recall, this refers to the game forms where a player has optimal GF-strategies in all the games in normal form induced from that game form. The terminology we have defined above refers to states in a reachability game. In particular, the local interactions of maximizable states may not be maximizable for any player. The two notions are completely unrelated.

For the remainder of this subsection, we assume that the game $\mathcal{G}$ is standard (and that all standard local interactions in $\mathcal{G}$ are finite). We want to build an optimal (and positional) strategy for Player A when possible. Recall Corollary 3.16: to be optimal, a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ has to play optimally at each local interaction $\mathrm{F}(q)$ (for $q \in Q$ ) with respect to the valuation $\chi_{\mathcal{G}}[\mathrm{A}]: Q \rightarrow[0,1]$. However, it is not sufficient: in the snow-ball game of Figure 3.1, when Player A plays optimally in $\mathrm{F}\left(q_{0}\right)$ w.r.t. the valuation $\chi_{\mathcal{G}}[\mathrm{A}]$ (that is, plays the top row with probability 1), Player B can enforce the game never to leave the state $q_{0} \notin T$. Hence, locally, we want to have strategies that not only play locally optimally but also, regardless of the actions of Player B, have a non-zero probability to get closer to the target $T$. Such strategies will be called progressive strategies. To properly define this notion on standard game forms, we first introduce the notion of optimal Player- B actions.
Definition 4.7 (Optimal Player-B actions). Let $q \in Q$ be a state of the game. Consider the game in normal form $\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle$. For all GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathrm{F}(q))$, we define the set $\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q) \subseteq \operatorname{Act}_{\mathrm{B}}^{q}$ of optimal actions of Player B w.r.t. the GF-strategy $\sigma_{\mathrm{A}}$ by

$$
\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q):=\left\{b \in \operatorname{Act}_{\mathrm{B}}^{q} \mid \operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)\right\}
$$

In Figure 4.3, the set $\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$ of optimal Player-B actions w.r.t. the strategy $\sigma_{\mathrm{A}}$ are represented in bold purple: the expected values of these actions is the value of the GF-strategy: $1 / 2$.

We can now define the set of progressive strategies on standard finite game forms, see Page 207 for a definition on arbitrary game forms.

Definition 4.8 (Progressive strategies in standard finite game forms). Consider a state $q \in Q$ and a set of good states $\mathrm{Gd} \subseteq Q$ that Player A wants to reach. We let $\mathrm{Gd}_{\mathcal{D}} \subseteq \mathcal{D}(Q)$ be the set of distributions over states with a non-zero probability to reach the set $\mathrm{Gd}: \mathrm{Gd}_{\mathcal{D}}:=\{d \in \mathcal{D}(Q) \mid \operatorname{Sp}(d) \cap \mathrm{Gd} \neq \emptyset\}$. The set of progressive strategies $\operatorname{Prog}_{q}(\mathrm{Gd})$ at state $q$ w.r.t. Gd is defined by

$$
\operatorname{Prog}_{q}(\mathrm{Gd}):=\left\{\sigma_{\mathrm{A}} \in \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{~F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right) \mid \forall b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q), \exists a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right), \delta_{q}(a, b) \in \operatorname{Gd}_{\mathcal{D}}\right\}
$$

In Figure 4.3, the distributions over states in $\mathrm{Gd}_{\mathcal{D}}$ are arbitrarily chosen for the example and circled in green. The depicted Player-A GF-strategy is progressive as, for all bold purple actions, there is a green-circled outcome in the support of the strategy (the circled 3/4).

Progressive strategies are not enough. In reachability games in general, some states may be sub-maximizable. In that case, playing optimally implies avoiding these states. Given a set $\mathrm{Bd} \subseteq Q$ of states to avoid, an optimal GFstrategy that has a non-zero probability to reach that set of states Bd with an optimal Player-B action is called risky. We give and illustrate below the definition of risky strategies in standard finite game forms, see Page 208 for a definition on arbitrary game forms.
Definition 4.9 (Risky strategy in standard finite game forms). Let $q \in Q$ be a state of the game and $\mathrm{Bd} \subseteq Q$ be a set of states that Player A wants to avoid. The set of distributions over states $\operatorname{Bd}_{\mathcal{D}} \subseteq \mathcal{D}(Q)$ is defined similarly to $\mathrm{Gd}_{\mathrm{D}}$ in Definition 4.8: $\mathrm{Bd}_{\mathcal{D}}:=\{d \in \mathcal{D}(Q) \mid \operatorname{Sp}(d) \cap \mathrm{Bd} \neq \emptyset\}$. Then, the set of risky strategies $\operatorname{Risk}_{q}(\mathrm{Bd})$ at state $q$ w.r.t. Bd is defined by
$\operatorname{Risk}_{q}(\mathrm{Bd}):=\left\{\sigma_{\mathrm{A}} \in \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right) \mid \exists b \in \operatorname{Act}_{\mathrm{B}}^{q}, \exists a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right), \delta_{q}(a, b) \in \mathrm{Bd}_{\mathrm{D}}\right\}$
In Figure 4.3, the set of distributions over states $\mathrm{Bd}_{\mathcal{D}}$ are also arbitrarily chosen for the example and circled in red. The GF-strategy $\sigma_{\mathrm{A}}$ is not risky since no red-squared outcome appears in the intersection of the support of $\sigma_{\mathrm{A}}$ and the purple actions in $\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$.

Overall, we want for local strategies to be efficient, that is both progressive and not risky.
Definition 4.10 (Efficient strategies in arbitrary game forms). Let $q \in Q$ be a state of the game and $\mathrm{Gd}, \mathrm{Bd} \subseteq Q$ be sets of states. The set of efficient strategies $\mathrm{Eff}_{q}(\mathrm{Gd}, \mathrm{Bd})$ at state $q$ w.r.t. Gd and Bd is defined by $\mathrm{Eff}_{q}(\mathrm{Gd}, \mathrm{Bd}):=$ $\operatorname{Prog}_{q}(\mathrm{Gd}) \backslash \operatorname{Risk}_{q}(\mathrm{Bd})$.

In Figure 4.3, the GF-strategy $\sigma_{\mathrm{A}}$ is efficient as it is both progressive and not risky.

We can now compute inductively the set of maximizable and sub-maximizable states. First, given a set of sub-maximizable states Bd, we define iteratively below a set of secure states w.r.t. Bd, they are the states with a non-zero probability to get closer to the target $T$ while avoiding the set Bd. The construction is illustrated in Figure 4.4.
Definition 4.11 (Secure states). Consider a set of states $\mathrm{Bd} \subseteq Q$. We set $\operatorname{Sec}_{0}(\mathrm{Bd}):=T$ and, for all $i \geq 0, \operatorname{Sec}_{i+1}(\mathrm{Bd}):=\operatorname{Sec}_{i}(\mathrm{Bd}) \cup\{q \in Q \backslash$ $\left.\mathrm{Bd} \mid \mathrm{Eff}_{q}\left(\operatorname{Sec}_{i}(\mathrm{Bd}), \mathrm{Bd}\right) \neq \emptyset\right\}$. The set $\operatorname{Sec}(\mathrm{Bd})$ of states secure w.r.t. Bd is: $\operatorname{Sec}(\mathrm{Bd}):=\cup_{n \in \mathbb{N}} \operatorname{Sec}_{n}(\mathrm{Bd}) \cup\left(\mathrm{m}_{\mathcal{G}}\right)^{-1}[0]$.

Note that, as there are finitely many states, this procedure terminates in at most $n=|Q|$ steps. Furthermore, the states of value 0 are added since


Figure 4.3: A game in normal form with an optimal GF-strategy depicted in brown on the left. Its value is $1 / 2=1 / 2 \cdot 3 / 4+1 / 2 \cdot 1 / 4$.


Figure 4.4: The construction of Definition 4.11 of the set of states $\operatorname{Sec}(\mathrm{Bd})$ : it is the reunion of the blue and green vertical stripe areas.
any state of value 0 is maximizable. The benefit of this construction lies in the lemma below: if all states in Bd are sub-maximizable, then all states in $Q \backslash \operatorname{Sec}(\mathrm{Bd})$ also are.
Lemma 4.9 (Proof Page 209). Assume that a set of states $\mathrm{Bd} \subseteq Q$ is such that $\mathrm{Bd} \subseteq \mathrm{SubOptQ}_{\mathrm{A}}$. Then, the set of states $Q \backslash \operatorname{Sec}(\mathrm{Bd})$ is such that $Q \backslash$ $\mathrm{Sec}(\mathrm{Bd}) \subseteq \mathrm{SubOpt}_{\mathrm{A}}$ (these correspond to the red horizontal stripe areas in Figure 4.4).

Proof sketch. For an arbitrary Player A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ to be optimal, it roughly needs, on all relevant paths, to be optimal. More precisely, on any finite path $\pi \in Q^{+}$with a non-zero probability to occur if Player B plays optimal actions (recall Definition 4.7) against the strategy $\mathrm{s}_{\mathrm{A}}$ - the path $\pi \in Q^{+}$is called a relevant path - the strategy $s_{\mathrm{A}}$ needs to play an optimal GF-strategy in the local interaction $F\left(\pi_{\mathrm{It}}\right)$ and the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)}$ has to be optimal from $\pi_{\mathrm{lt}}$ in the reachability game $\mathcal{G}$. Therefore, on all relevant paths, the strategy $\mathrm{s}_{\mathrm{A}}$ has to play optimal GF-strategies that are not risky. However, in any local interaction of a state $q \in Q \backslash \operatorname{Sec}(\mathrm{Bd})$, there is no efficient strategies available to Player A. Therefore, if the game starts from a state $q \in Q \backslash \operatorname{Sec}(\mathrm{Bd})$ an optimal strategy $\mathrm{s}_{\mathrm{A}}$ for Player A (which therefore is locally optimal but not progressive) would allow Player B to ensure staying in the set $Q \backslash \operatorname{Sec}(\mathrm{Bd})$ while playing optimal actions. In that case, the game never leaves the set $Q \backslash \operatorname{Sec}(\mathrm{Bd})$, which induces a value of 0 , whereas $\chi_{\mathcal{G}}[\mathrm{A}](q)>0$ since $q \notin \operatorname{Sec}(\mathrm{Bd})$. Thus, there is no optimal strategy for Player A from a state in $Q \backslash \mathrm{Sec}(\mathrm{Bd})$.

We can now define inductively the set of bad states (which, in turn, will correspond to the set of sub-maximizable states).


Figure 4.5: An illustration of the proof of Lemma 4.10 on the MDP induced by the strategy $\mathrm{s}_{\mathrm{A}}$. Labels $v_{1}, \ldots, v_{4}$ is the value of the corresponding states given by the valuation $v$.

Definition 4.12 (Set of sub-maximizable states). Let $\operatorname{Bad}_{0}:=\emptyset$ and, for all $i \geq 0, \operatorname{Bad}_{i+1}:=Q \backslash \operatorname{Sec}\left(\operatorname{Bad}_{i}\right)$. Then, the set Bad of bad states is equal to Bad $:=\cup_{n \in \mathbb{N}} \operatorname{Bad}_{n}$ for $n=|Q|$.

Note that, as in the case of the set of secure states, since the game $\mathcal{G}$ is finite, this procedure ends in at most $n=|Q|$ steps.

Lemma 4.9 above ensures that the set of states Bad is included in SubOptQ $A_{A}$. In addition, we have that there exists a Player A positional strategy optimal from all states $q$ in its complement $\operatorname{Sec}(\mathrm{Bad})=Q \backslash \mathrm{Bad}$, as stated in the lemma below.

Lemma 4.10 (Proof Page 215). For all $\varepsilon>0$, there is a positional strategy $s_{A} \in S_{A}^{\mathcal{C}}$ such that:

- for all $q \in \operatorname{Sec}(\mathrm{Bad})$, we have $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q)=\chi_{\mathcal{G}}[\mathrm{A}](q)$;
- for all $q \in \operatorname{Bad}$, we have $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \geq \chi_{\mathcal{G}}[\mathrm{A}](q)-\varepsilon$.

In particular, it follows that $\mathrm{Sec}(\mathrm{Bad}) \subseteq \mathrm{OptQ}_{\mathrm{A}}$.
Proof sketch. To prove this lemma, we define a Player-A positional strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, a valuation $v \in[0,1]^{Q}$ of the states, we prove that the strategy $\mathrm{s}_{\mathrm{A}}$ dominates that valuation and we prove that the only ECs compatible with $\mathrm{s}_{\mathrm{A}}$ that are not the target have value 0 . (Recall that all states in the target $T$ are assumed self-looping sinks.) This will show that the
strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$ by applying Corollary 3.16. Recall that $\chi_{\mathcal{G}}[\mathrm{A}]=\mathrm{m}_{\mathcal{G}}$ by Proposition 4.7. As we want the strategy $\mathrm{s}_{\mathrm{A}}$ to be optimal from all secure states, we consider a partial valuation $v$ such that $\left.v\right|_{\operatorname{Sec}(\mathrm{Bad})}:=\left.\mathrm{m}\right|_{\operatorname{Sec}(\mathrm{Bad})}$ (we will define it later on Bad). Then, on all secure states $q \in \operatorname{Sec}_{i}(\mathrm{Bad}) \backslash \operatorname{Sec}_{i-1}(\mathrm{Bad})$, we set $\mathrm{s}_{\mathrm{A}}(q)$ to be an efficient strategy w.r.t. $\operatorname{Sec}_{i-1}(\mathrm{Bad})$ and Bad , i.e. $\mathrm{s}_{\mathrm{A}}(q) \in \mathrm{Eff}_{q}\left(\mathrm{Sec}_{i-1}(\mathrm{Bad}), \mathrm{Bad}\right)$. In particular, the GF-strategy $\mathrm{s}_{\mathrm{A}}(q)$ is optimal in the game form $\mathrm{F}(q)$ w.r.t. the valuation $\mathrm{m}_{\mathcal{G}}$. However, we know that no strategy can be optimal from states in Bad. Hence, we consider a valuation $v$ that is $\varepsilon$-close to the valuation $\mathrm{m}_{\mathcal{G}}$ on states in Bad for a well-chosen $\varepsilon>0$. This $\varepsilon$ is chosen such that, for all $q \in \operatorname{Sec}(\mathrm{Bad})$, the value of the GF-strategy $\mathrm{s}_{\mathrm{A}}(q) \in \Sigma_{\mathrm{A}}^{q}$ in the game in normal form $\langle\mathrm{F}(q), v\rangle$ is at least $v(q)^{3}$. We can now define the valuation $v$ and the strategy $\mathrm{s}_{\mathrm{A}}$ on Bad such that $\left\|v-\mathrm{m}_{\mathcal{G}}\right\|_{\infty} \leq \varepsilon$ and, for all $q \in \operatorname{Bad}$, the value of $\mathrm{s}_{\mathrm{A}}(q)$ in $\mathbf{F}(q)$ w.r.t. $v$ is greater than $v(q): \operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q)\right)>v(q)$. Note that this is where Proposition 4.8 comes into play. The valuation $v$ and the strategy $\mathrm{s}_{\mathrm{A}}$ are now completely defined on $Q$. By definition, the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$.

The MDP induced by the strategy $s_{A}$ is schematically depicted in Figure 4.5. The different split arrows appearing in the figure correspond to the actions (or columns in the local interactions) available to Player B. Black +-labeled-split arrows correspond to the actions of Player B that increase the value of $v$, i.e. in a state $q$, such that the expected value w.r.t. to the probabilities chosen by the strategy $\mathrm{s}_{\mathrm{A}}$ - of the values of the successor states of $q$ given by $v$ is greater than $v(q)$. For instance, we have $v_{2}<p \cdot v_{4}+(1-p) \cdot 0$, where the probability $p \in[0,1]$ is set by the strategy $\mathrm{s}_{\mathrm{A}}$. On the other hand, purple $=$-labeled-split arrows correspond to the actions whose values are equal to the value of the state. For instance $v_{4}=\left(1-p^{\prime}\right) \cdot 0+p^{\prime} \cdot 1$. We can see that the only split arrows exiting states in Bad (the red horizontal stripe area) are black (since $\operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q)\right)>v(q)$ for all $q \in \operatorname{Bad}$ ). However, from a secure state $q \in \operatorname{Sec}(\mathrm{Bad})$ (the green and blue vertical stripe areas) there are also purple split arrows. Note that, in these secure states $q \in \operatorname{Sec}(\mathrm{Bad})$, purple split arrows correspond to the optimal actions $\operatorname{Resp}_{\mathrm{S}_{\mathrm{A}}(q)}^{\mathrm{B}}(q)$ at the local interaction $\mathrm{F}(q)$. Furthermore, these split arrows cannot exit the set of secure states $\operatorname{Sec}(\mathrm{Bad})$ since the local strategy $\mathrm{s}_{\mathrm{A}}(q)$ is not risky.

We can then prove that the strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$ by applying Corollary 3.16: since $\mathrm{s}_{\mathrm{A}}$ locally dominates the valuation $v$, it remains to show that all the ECs different that are not in the target $T$ have only states of value 0 . In the figure, this corresponds to having ECs only in the blue upper circle and dark green bottom right inner circle areas. In fact, Corollary 3.15 gives that any state $q$ in an EC ensures $\operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q)\right)=v(q)$, which

[^22]|  | $\exists$ Opt. ? | -Opt. | Optimal | SubG. Opt. |
| :---: | :---: | :---: | :---: | :---: |
| Reach | No | Positional | Positional | Positional |

Table 4.2: The summary of the situation in finite-state arbitrary concurrent reachability games.
implies that no state in Bad can be in an EC. This can be seen in the figure between the states of value $v_{1}$ and $v_{2}$ : because of the black arrow from $v_{1}$ to $v_{2}$, we necessarily have $v_{1}<v_{2}$. Then, $v_{2}$ cannot loop (with probability one) to $v_{1}$ since this would imply $v_{2}<v_{1}$. As all the split arrows are black for states in Bad, no EC can occur in this region. Furthermore, the optimal actions in the secure states always have a non-zero probability to get closer to the target $T$. In the figure, this corresponds to the fact that there is always one tip of a purple split arrow that goes down in the $\left(\operatorname{Sec}_{i}(\operatorname{Bad})\right)_{i \in \mathbb{N}}$ hierarchy (since the strategy $\mathrm{s}_{\mathrm{A}}(q)$ is progressive): in the example, from $v_{3}$ to $v_{4}$ and from $v_{4}$ to the target $T$. Therefore, the only loop (with probability one) that can occur in the set $\left(\operatorname{Sec}_{i}(\operatorname{Bad})\right)_{i \in \mathbb{N}}$ is at the target $T$ (recall that all states in the target $T$ are assumed self-looping). We conclude by applying Corollary 3.16.

Overall, we obtain the theorem below summarizing the results proved in this section. Note that we state it with arbitrary local interactions since it is what will be proved in Appendix 4.4.2, however we only argued the standard case in this subsection.

Theorem 4.11. In an arbitrary finite-state concurrent reachability game $\mathcal{G}$ without stopping states, we have $\mathrm{Bad}=\mathrm{SubOptQ}_{\mathrm{A}}$ and $\operatorname{Sec}(\mathrm{Bad})=\mathrm{OptQ}_{\mathrm{A}}$. Furthermore, for all $\varepsilon>0$, there is a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ optimal from all states in $\mathrm{OptQ}_{\mathrm{A}}$ and $\varepsilon$-optimal from all states in $\mathrm{SubOptQ}_{\mathrm{A}}$.

Proof. Initially, $\operatorname{Bad}_{0}=\emptyset \subseteq$ SubOptQ $_{\mathrm{A}}$. Then, by Lemma 4.9, for all $i \geq 0$, we have $\operatorname{Bad}_{i+1}=Q \backslash \operatorname{Sec}\left(\operatorname{Bad}_{i}\right) \subseteq \operatorname{SubOptQ}_{\mathrm{A}}$. In particular, Bad $=\operatorname{Bad}_{n} \subseteq$ $S_{\text {SubOptQ }}^{A}$. Furthermore, by Lemma 4.10, there exists a Player-A optimal strategy from all states in $\operatorname{Sec}(\mathrm{Bad})=Q \backslash \mathrm{Bad}$. Hence, $\operatorname{Sec}(\mathrm{Bad}) \subseteq \mathrm{OptQ}_{\mathrm{A}}$. As we have $Q=\operatorname{Bad} \uplus \operatorname{Sec}(\mathrm{Bad})=\mathrm{OptQ}_{\mathrm{A}} \uplus \operatorname{SubOpt} \mathrm{Q}_{\mathrm{A}}$, it follows that: Bad $=\operatorname{SubOptQ} \mathrm{A}_{\mathrm{A}}$ and $\operatorname{Sec}(\mathrm{Bad})=\mathrm{OptQ}_{\mathrm{A}}$. Then the result is straightforwardly deduced from Lemma 4.10.

We summarize the results in reachability games in the theorem below.
Theorem 4.12. In arbitrary finite-state concurrent reachability games without stopping states:

- there does not always exist optimal strategies, which can be witnessed by a standard finite game;
- for all positive $\varepsilon>0$, there is a positional strategy that is $\varepsilon$-optimal;


Figure 4.6: An infinite concurrent reachability game $\mathcal{C}$ (the Nature states are omitted). The probabilities $p_{k}$ are such that, for all $i \geq 1$, the value of the state $s_{i}$ is $\chi^{\mathcal{C}}\left(s_{i}\right)=\prod_{k=1}^{i} p_{k}=\left(1 / 2+1 / 2^{i}\right)$.

- whenever there exists an optimal strategy, there is one that is positional. This also holds for subgame optimal strategies.

These results can be seen in Table 4.2.
Proof. - This was originally shown in [10]. We provide an example in the snow-ball game of Definition 3.6, with its properties detailed in Proposition 3.8.

- This was first shown in [10] with valuable local interactions, non-necessarily standard ones. Theorem 4.11 above generalizes this results to arbitrary local interactions.
- The existence of a (subgame) optimal strategy implies that all states are maximizable. Hence, the same Theorem 4.11 gives that there exists a positional optimal strategy. Note that it is also subgame optimal since it is positional.

Infinite arenas. We conclude this section and chapter by showing that Theorem 4.11 fails in concurrent reachability with infinitely many states. This is already known, see for instance [48, Proposition 21]. Hence, we give here only informal explanations.

In Figure 4.6, we have depicted an infinite concurrent reachability game where the state $q_{0}$ is maximizable but, from $q_{0}$, Player A does not have any positional optimal strategy. Indeed, in state $s$ is plugged the snow-Ball game of Definition 3.6 - the target is therefore denoted $\top$ - whose value is 1 but Player A does not have an optimal strategy. Then, for all $i \geq 0$, the probability to reach $s$ from $s_{i}$ is equal to $v_{i}=\left(1 / 2+1 / 2^{i}\right)>1 / 2$. Hence, if Player A plays an $0<\varepsilon_{i}$-optimal strategy in $s$ such that $\left(1-\varepsilon_{i}\right) \cdot q_{i}>1 / 2$, then the value of the state $s_{i}$ is greater than $1 / 2$. In that case, in the states $c_{i}$, Player B plays
the second columns obtaining the value $1 / 2$. This induces that the value in all states $q_{i}$ is $1 / 2$. However, this is only possible if Player A has (infinite) memory, since the greater the index $i$ considered, the smaller the value of $\varepsilon_{i}$ needs to be to ensure $\left(1-\varepsilon_{i}\right) \cdot q_{i} \geq 1 / 2$ while still ensuring $\varepsilon_{i}>0$ (since Player A does not have an optimal strategy from $s$ ). In particular, for any Player A positional strategy $\mathrm{s}_{\mathrm{A}}$ from $q_{0}$ that is $0<\varepsilon$-optimal in $s$, the value - w.r.t. the strategy $\mathrm{s}_{\mathrm{A}}$ - of all states $\mathrm{s}_{i}$ for indexes $i$ such that $(1-\varepsilon) \cdot q_{i}<1 / 2$ is smaller than $1 / 2$. In which case, Player B plays the first column in $c_{i}$, thus obtaining a value smaller than $1 / 2$. It follows that the value of all states $\left(q_{n}\right)_{n \geq 0}$ - w.r.t. the strategy $s_{A}$ - is smaller than $1 / 2$. Hence, any Player A positional strategy is not optimal from $q_{0}$.

### 4.3 Discussion

The main result of this chapter is Theorem 4.11: in finite-state reachability games, for all positive $\varepsilon>0$, Player A has a positional strategy that is optimal from every state where it is possible to be, and $\varepsilon$-optimal from all other states. Such a theorem does not hold in safety games, since playing almost-optimally may require infinite choice. However, it may be possible to to prove an adaptation of this theorem in safety games. We discuss it further in the discussion of the next chapter, i.e. in Section 5.4.

In fact, with Theorem 4.11, we can actually show that it is decidable if a given state is maximizable w.r.t. Player A. The reason why is because in a standard finite reachability game, given a pair of positional strategies, one for each player, it can be encoded in a decidable theory what is the outcome of the game (i.e. what is the probability to reach the target) with these strategies from any given state. This decidable theory is the first order theory of reals ${ }^{4}$. We have formally proved this result in [69, Theorem 30], which is the arXiv version of [39], on which Section 4.2 of this chapter is based.

### 4.4 Appendix

### 4.4.1 . Proof of Proposition 4.8

Proof. First, let us show by induction on $k$ the following property $\mathcal{P}(k)$ : assume that there exists a vector $w \in[0,1]^{Q}$ such that $w \leq m, w \leq g(w)$ and for all $i \in \llbracket 1, n \rrbracket, w(i)<g^{(k)}(w)(i)$. Then, there exists $w^{\prime} \in[0,1]^{n}$ such that $w \leq w^{\prime} \leq \mathrm{m}$ and for all $i \in \llbracket 1, n \rrbracket, w^{\prime}(i)<g\left(w^{\prime}\right)(i)$.

The property $\mathcal{P}(1)$ straightforwardly holds. Consider now some $k \geq 1$

[^23]and assume that $\mathcal{P}(k)$ holds and assume that there is a $w \in[0,1]^{n}$ such that $w \leq \mathrm{m}, w \leq g(w)$ and for all $i \in \llbracket 1, n \rrbracket, w(i)<g^{(k+1)}(w)(i)$. Note that for all $j \in \mathbb{N}$, we have $g^{j}(w) \leq \mathrm{m}$. Now, let $n_{=}=\left\{i \in \llbracket 1, n \rrbracket \mid w(i)=g^{(k)}(i)\right\}$ and $n_{\uparrow}=\llbracket 1, n \rrbracket \backslash n_{=}=\left\{i \in \llbracket 1, n \rrbracket \mid w(i)<g^{(k)}(w)(i)\right\}$. We define:
$$
m_{=}:=\min _{i \in n_{=}} g^{(k+1)}(w)(i)-g^{(k)}(w)(i)=\min _{i \in n_{=}} g^{(k+1)}(w)(i)-w(i)>0
$$
and:
$$
m_{\uparrow}:=\min _{i \in n_{\uparrow}} g^{(k)}(w)(i)-w(i)>0
$$

Let $m:=\min \left(m_{=}, m_{\uparrow}\right)$ and $w^{\prime} \in[0,1]^{n}$ be such that:

- $\left.w^{\prime}\right|_{n_{=}}=\left.w\right|_{n_{=}}=\left.g^{(k)}(w)\right|_{n_{=}} ;$
- $\left.w^{\prime}\right|_{n_{\uparrow}}=\left.g^{(k)}(w)\right|_{n_{\uparrow}}-m / 2 \geq\left. w\right|_{n_{\uparrow}}$.

With this choice, we have $w^{\prime} \leq g^{(k)}(w) \leq \mathrm{m}$. Furthermore, we have:

- $w \leq w^{\prime}$;
- $g^{(k)}(w)-m / 2 \leq w^{\prime}$.

Furthermore, note that:

$$
\left\|g^{(k+1)}(w)-g\left(g^{(k)}(w)-m / 2\right)\right\|_{\infty} \leq\left\|g^{(k)}(w)-\left(g^{(k)}(w)-m / 2\right)\right\|_{\infty}=m / 2
$$

Hence, for all $i \in \llbracket 1, n \rrbracket$, we have: $g^{(k+1)}(w)(i)-m / 2 \leq g\left(g^{(k)}(w)-m / 2\right)(i)$. Now, let us show that $w^{\prime} \leq g\left(w^{\prime}\right)$. Let $i \in \llbracket 1, n \rrbracket$ :

- if $i \in n_{=}: w^{\prime}(i)=w(i) \leq g(w)(i) \leq g\left(w^{\prime}\right)(i)$;
- if $i \in n_{\uparrow}: w^{\prime}(i)=g^{(k)}(w)(i)-m / 2 \leq g^{(k+1)}(w)(i)-m / 2 \leq g\left(g^{(k)}(w)-\right.$ $m / 2)(i) \leq g\left(w^{\prime}\right)(i)$.

We used the fact that $g^{(k)}(w)(i) \leq g^{(k+1)}(w)(i)$, which comes from the fact that $w \leq g(w)$, and the fat that $g$ is non-decreasing. Finally, let us show that, for all $i \in \llbracket 1, n \rrbracket$, we have $w^{\prime}(i)<g^{(k)}\left(w^{\prime}\right)(i)$. Let $i \in \llbracket 1, n \rrbracket$.

- if $i \in n_{=}: w^{\prime}(i)=w(i) \leq g^{(k+1)}(w)(i)-m<g^{(k+1)}(w)(i)-m / 2 \leq$ $g\left(g^{(k)}(w)-m / 2\right)(i) \leq g\left(w^{\prime}\right)(i) \leq g^{(k)}\left(w^{\prime}\right)(i) ;$
- if $i \in n_{\uparrow}: w^{\prime}(i)=g^{(k)}(w)(i)-m / 2<g^{(k)}(w)(i) \leq g^{(k)}\left(w^{\prime}\right)(i)$.

Again, we used the fact that $g\left(w^{\prime}\right) \leq g^{(k)}\left(w^{\prime}\right)$, which comes from the fact that $w^{\prime} \leq g\left(w^{\prime}\right)$ and $g$ is non-decreasing. We can then apply $\mathcal{P}(k)$ on $w^{\prime}$ to exhibit a vector $w^{\prime \prime} \in[0,1]^{Q}$ such that $w \leq w^{\prime} \leq w^{\prime \prime} \leq \mathrm{m}, w^{\prime \prime} \leq g\left(w^{\prime \prime}\right)$ and for all $i \in \llbracket 1, n \rrbracket, w^{\prime \prime}(i)<g\left(w^{\prime \prime}\right)(i)$. Overall, $\mathcal{P}(k+1)$ holds and therefore $\mathcal{P}(j)$ holds for all $j \in \mathbb{N}$.

Consider some positive $\varepsilon>0$. Let $\eta:=\min _{i \in \llbracket 1, n \rrbracket} \mathrm{~m}(i)>0, \iota:=\min (\eta, \varepsilon)>$ 0 and $w \in[0,1]^{n}$ be the valuation such that for all $i \in \llbracket 1, n \rrbracket$, we have $w(i):=\mathrm{m}(i)-\iota<\mathrm{m}(i)$. First, let us argue that $w \leq g(w)$. Assume towards a contradiction that there is some $i \in \llbracket 1, n \rrbracket$ such that $g(w)(i)<w(i)$. Then, $g(w)(i) \leq g(\mathrm{~m})(i)$ since $w \leq \mathrm{m}$. Furthermore:

$$
\mathrm{m}(i)=g(\mathrm{~m})(i) \leq g(w)(i)+\|\mathrm{m}-w\|<w(i)+\iota=\mathrm{m}(i)
$$

Hence the contradiction. In fact, $w(i) \leq g(w)(i)$ for all $i \in \llbracket 1, n \rrbracket$. Thus, $w \leq g(w)$. Now, consider the sequence $\left(w_{n}\right)_{n \in \mathbb{N}}$ defined by $w_{0}:=w$ and for all $k \in \mathbb{N}, w_{k+1}:=g\left(w_{k}\right)=g^{(k+1)}\left(w_{0}\right)$. We have, for all $k \in \mathbb{N}, w_{k} \leq w_{k+1}$. Hence, this sequence converges. In fact, its limit is equal to $m$ (this directly derives from Kleene fixed-point theorem).

We can conclude that there exists a $k \in \mathbb{N}$ such that, for all $i \in \llbracket 1, n \rrbracket$, we have $w(i)<w_{k}(i)=g^{(k)}(w)(i)$ since $w(i)<\mathrm{m}(i)$. We can then apply $\mathcal{P}(k)$ to obtain a valuation $v \in[0,1]^{n}$ such that $w \leq v \leq \mathrm{m}$ and for all $i \in \llbracket 1, n \rrbracket$, $g(v)(i)>v(i)$. Furthermore, since $\|\mathrm{m}-v\| \leq \varepsilon$, we have $\|\mathrm{m}-v\| \leq \varepsilon$.
4.4.2 . Computing the set of maximizable states: formal proofs with arbitrary game forms

In this subsection, we give a detailed proof of Theorem 4.11. To prove this theorem, we will adapt the definitions of the previous subsection to the case of arbitrary game forms and prove the same intermediate lemmas, that is Lemmas 4.9 and 4.10.

## Progressive strategies

First, we define the notion of progressive Player-A GF-strategy on arbitrary game forms, as we cannot use Definition 4.8 as is. Indeed, there is no underlying action set in arbitrary game forms, hence, we cannot consider optimal Player-B actions. However, to grasp the idea behind the generalization of Definition 4.8, let us consider a standard game form with infinitely many Player-B actions. Even in that case, where the notion of optimal Player-B actions is defined, there are still two issues with Definition 4.8. First, we should not distinguish between optimal and non-optimal Player-B actions. The reason why is that Player B could have non-optimal actions, such that the gap between its values and the value of the Player-A GF-strategy is arbitrarily close to 0 (which cannot happen if she has only finitely many actions). Second, only requiring that, regardless Player-B GF-strategy, there is a positive probability to reach a good state in Gd is not enough as Player B could have strategies to ensure that this probability is arbitrarily close to 0 . This is solved by requiring that the infimum, considered over all Player-B GF-strategies, of the maximum of both of these quantities is positive. With such a generalization, we do obtain a definition that carries
over to arbitrary game forms. Before formally defining it, let us first introduce two notations we will use throughout this subsection.

Definition 4.13 (Two Notations). Consider a state $q \in Q$. For all Player-A GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$, Player-B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$ and subsets $S \subseteq Q$ of states, we let:

- $v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right):=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \geq 0 ;$
- $p_{S}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right):=\varrho_{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)[S]=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{S}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$.

Definition 4.14 (Progressive strategies in arbitrary game forms). Consider a state $q \in Q$. Given a set of good states $\mathrm{Gd} \subseteq Q$ that Player A wants to reach, the set of progressive strategies $\operatorname{Prog}_{q}(\mathrm{Gd})$ at state $q$ w.r.t. Gd is defined by

$$
\operatorname{Prog}_{q}(\mathrm{Gd}):=\left\{\sigma_{\mathrm{A}} \in \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{~F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right) \mid \inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}} \max \left(v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right), p_{\mathrm{Gd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right)>0\right\}
$$

In Page 218, we show that both definitions of progressive GF-strategies (i.e. Definition 4.8 and Definition 4.14) coincide on standard finite game forms.

## Risky strategies

As for progressive strategies, Definition 4.9 of risky strategies in standard game forms does not carry over to arbitrary game forms. Consider a Player-A GFstrategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ at a state $q \in Q$. The idea is that, given a Player-B GFstrategy, for the GF-strategy $\sigma_{\mathrm{A}}$ not to be risky, sub-maximizable states may be seen with positive probability only if the outcome of the game in normal with both GF-strategies $\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}$ is greater than the value of the GF-strategy $\sigma_{\mathrm{A}}$. However, it is not sufficient to allow that, for any Player-B GF-strategy $\sigma_{\mathrm{B}}$, a sub-maximizable is reachable with positive probability as soon as there is an increase in value with $\sigma_{\mathrm{B}}$, since that increase may be arbitrarily small. In fact, we need to consider the exact ratio between the gap between the outcome with both GF-strategies $\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}$ and the value of the GF-strategy $\sigma_{\mathrm{A}}$ and the probability to reach the set of states Bd. This is formally defined below in Definition 4.15 .

Definition 4.15 (Risky strategies in arbitrary game forms). Consider a state $q \in Q$ and a set of bad states $\mathrm{Bd} \subseteq Q$ that Player A wants to avoid. For all Player-A GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$, we let $\operatorname{PosPrb}_{\mathrm{Bd}}\left(q, \sigma_{\mathrm{A}}\right):=\left\{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q} \mid\right.$ $\left.p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0\right\}$ be the set of Player-B GF-strategies that induce, with the GF-strategy $\sigma_{\mathrm{A}}$, a positive probability to reach the set Bd . The set of risky strategies $\operatorname{Risk}_{q}(\mathrm{Gd})$ at state $q$ w.r.t. Bd is defined by

$$
\operatorname{Risk}_{q}(\mathrm{Bd}):=\left\{\sigma_{\mathrm{A}} \in \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{~F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right) \left\lvert\, \inf _{\sigma_{\mathrm{B}} \in \operatorname{PosPrb}_{\mathrm{Bd}}\left(q, \sigma_{\mathrm{A}}\right)} \frac{v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}{p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}=0\right.\right\}
$$

In Page 219, we show that the two definitions of risky GF-strategies (i.e. Definition 4.9 and Definition 4.15) coincide on standard finite game forms.

## Proof of Lemma 4.9

The formal proof of Lemma 4.9 is quite technical and we will need two intermediary lemmas. Contrary to the standard finite game forms case (recall the proof of sketch of Lemma 4.9), we cannot define relevant paths as paths that can occur with positive probability with a Player-B strategy that would play only optimal actions, since we do not consider this notion with arbitrary game forms. Instead, we define below relevant successors (and consequently relevant paths) as successors that Player-B can enforce with positive probability while ensuring an increase in value arbitrarily small.
Definition 4.16 (Relevant successors). Consider a state $q \in Q$ and a PlayerA GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$. A state $q^{\prime} \in Q$ is a relevant successor of $q$ w.r.t. $\sigma_{\mathrm{A}}$ if there is some positive $\delta>0$ such that for all $\varepsilon>0$, there is some $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$ such that:

$$
v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \leq \varepsilon \text { and } p_{\left\{q^{\prime}\right\}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq \delta
$$

We denote by $\operatorname{Rel} \operatorname{Succ}^{q}\left(\sigma_{\mathrm{A}}\right) \subseteq Q$ the set of all relevant successors of $q$ w.r.t. $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$.

Then, given a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, we let RelPath $\left(\mathrm{s}_{\mathrm{A}}\right) \subseteq Q^{+}$denote the set of relevant paths w.r.t. $\mathrm{s}_{\mathrm{A}}$, i.e. the set of finite sequences of states with only relevant successors:

$$
\operatorname{RelPath}\left(\mathrm{s}_{\mathrm{A}}\right):=\left\{\pi \in Q^{+}\left|\forall 1 \leq i<|\pi|-1, \pi_{i} \in \operatorname{RelSucc}{ }^{\pi_{i-1}}\left(\mathrm{~s}_{\mathrm{A}}\left(\pi_{\leq i-1}\right)\right)\right\}\right.
$$

We also define the set of finite paths after which a Player-A strategy does not play either an optimal GF-strategy nor a non-risky GF-strategy (called a problematic path).
Definition 4.17 (Problematic paths). Given a set of states $\mathrm{Bd} \subseteq Q$ that Player A wants to avoid, for all Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, we denote by $\operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}\right) \subseteq Q^{+}$the set of problematic paths, $\operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right):=\left\{\pi \in Q^{+} \mid \mathrm{s}_{\mathrm{A}}(\pi) \notin\right.$ $\left.\operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{F}\left(\pi_{\mathrm{lt}}\right), \mathrm{m}_{\mathcal{G}}\right\rangle\right) \backslash \operatorname{Risk}_{\pi_{\mid \mathrm{t}}}(\mathrm{Bd})\right\}$.

In fact, a Player-A strategy cannot be optimal after any problematic path, as stated in Lemma 4.13 below.

Lemma 4.13. Assume that a set of states $\mathrm{Bd} \subseteq Q$ is such that $\mathrm{Bd} \subseteq$ SubOptQ $\mathrm{A}_{\mathrm{A}}$. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}}$. For all $\pi \in \operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right)$, the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)}$ is not optimal from $\pi_{\mathrm{lt}}$.

Proof. By Lemma 3.10, this holds as soon as $\mathrm{s}_{\mathrm{A}}(\pi) \notin \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{F}\left(\pi_{\mid \mathrm{t}}\right), \mathrm{m}_{\mathcal{G}}\right\rangle\right)$. Assume now that $\mathrm{s}_{\mathrm{A}}(\pi) \in \operatorname{Risk}_{\pi_{\mid \mathrm{t}}}(\mathrm{Bad})$. For all states $q \in \operatorname{Bad}$, we let $\varepsilon_{q}>0$ be such that:

$$
\varepsilon_{q}:=\chi_{\mathcal{G}}[\mathrm{A}](q)-\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\pi}\right](q)
$$

Note that $\varepsilon_{q}>0$ since $\mathrm{Bd} \subseteq \operatorname{SubOptQ}_{\mathrm{A}}$. Let $\varepsilon=\min _{q \in \operatorname{Bd}} \varepsilon_{q}>0$ since $Q$ is finite. We now define a Player-B strategy $S_{B} \in S_{B}^{\mathcal{C}}$ as follows:


Figure 4.7: An illustration of the finite path $\pi$ from the proof of Lemma 4.14.

- Since $\mathrm{s}_{\mathrm{A}}(\pi) \in \operatorname{Risk}_{\pi_{\mathrm{tt}}}(\operatorname{Bad})$ there is some $\sigma_{\mathrm{B}} \in \operatorname{PosPrb} \mathrm{Bd}_{\mathrm{Bd}}\left(q, \mathrm{~s}_{\mathrm{A}}(\pi)\right)$ such that $\frac{v^{\pi / t}\left(s_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)}{p_{\mathrm{Bd}}^{\mathrm{ta}}\left(s_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)} \leq \frac{\varepsilon}{3}$. We set $\mathrm{s}_{\mathrm{B}}\left(\pi_{\mathrm{lt}}\right):=\sigma_{\mathrm{B}}$.
- We let $x:=\frac{\varepsilon}{3} \cdot p_{\mathrm{Bd}}^{\pi_{\mathrm{t}}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$. For all $q \in Q$, the residual strategy $\mathrm{s}_{\mathrm{B}}^{\pi_{\mathrm{tt}}}$ is chosen so that it is $x$-optimal against the strategy $\mathrm{s}_{\mathrm{A}}$, that is for all


We obtain, denoting $p:=\mathbb{P}_{\mathcal{C}, \pi_{\mathrm{lt}}}^{\mathbb{S}_{\mathrm{t}}^{(1 / \pi)}, s_{\mathrm{B}}}[$ Reach $]$ :

$$
\begin{aligned}
& p=\sum_{q \in Q} \mathbb{P}^{\mathrm{S}_{\mathcal{C}}(\pi), \mathrm{s}_{\mathrm{B}}\left(\pi_{\mathrm{tt}}\right)}\left(\pi_{\mathrm{lt}}, q\right) \cdot \mathbb{P}_{\mathcal{C}, q}^{\mathbb{S}_{\mathcal{A}}^{\mathrm{S}^{\pi}, s_{\mathrm{B}}} \pi_{\mathrm{t}}}[\text { Reach }] \\
& \leq \sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\pi_{\mathrm{It}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi), \mathrm{s}_{\mathrm{B}}\left(\pi_{\mathrm{It}}\right)\right) \cdot \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\pi}\right](q)+x \\
& \leq \sum_{q \in \mathrm{Bd}} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\pi_{\mathrm{It}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \cdot\left(\chi_{\mathcal{G}}[\mathrm{A}](q)-\varepsilon\right) \\
& +\sum_{q \in Q \backslash \mathrm{Bd}} \operatorname{out}\left[\left\langle\mathcal{F}\left(\pi_{\mathrm{lt}}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+x \quad \text { by Def. of } \mathrm{s}_{\mathrm{B}} \\
& =\operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{\mathrm{tt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)-p_{\mathrm{Bd}}^{\pi_{\mathrm{Hd}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \cdot \varepsilon+x \quad \text { by Def. of } p_{\mathrm{Bd}}^{\pi_{\mathrm{t}}} \\
& =v^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)+\operatorname{val}\left[\left\langle\mathrm{F}\left(\pi_{\mid \mathrm{t}}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\pi)\right)-p_{\mathrm{Bd}}^{\pi_{\mathrm{td}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \cdot \frac{2 \varepsilon}{3} \quad \text { by Def. of } v^{\pi_{\mathrm{tt}}} \\
& \leq v^{\pi_{\mathrm{tt}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)+\chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{\mathrm{It}}\right)-p_{\mathrm{Bd}}^{\pi_{\mathrm{td}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \cdot \frac{2 \varepsilon}{3} \quad \text { by Prop. 3.9 } \\
& \leq \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{\mathrm{lt}}\right)-p_{\mathrm{Bd}}^{\pi_{\mathrm{ld}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \cdot \frac{\varepsilon}{3} \quad \text { by Def. of } \sigma_{\mathrm{B}}
\end{aligned}
$$

That is, $\mathbb{P}_{\mathcal{C}, \pi_{\mid t}}^{\mathrm{s}_{\mathrm{t}(\pi)}, s_{\mathrm{B}}}[\operatorname{Reach}]<\chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{\mathrm{tt}}\right)$ since $p_{\mathrm{Bd}}^{\pi_{\mathrm{td}}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0$ as $\sigma_{\mathrm{B}} \in \operatorname{PosPrb}_{\mathrm{Bd}}\left(q, \sigma_{\mathrm{A}}\right)$. Therefore, the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)}$ is not optimal from $\pi_{l \mathrm{t}}$.

Furthermore, as soon as for a Player-A strategy, there is a relevant path w.r.t. that strategy that is problematic, then this strategy is not optimal (given that the set of states that Player A wants to avoid is a subset of submaximizable states).

Lemma 4.14. Assume that a set of states $\mathrm{Bd} \subseteq Q$ is such that $\mathrm{Bd} \subseteq$ SubOptQ ${ }_{A}$. Consider a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ and a state $q_{0} \in Q \backslash T$. Assume that $\operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right) \cap \operatorname{RelPath}\left(\mathrm{s}_{\mathrm{A}}\right) \cap q_{0} \cdot(Q \backslash T)^{*} \neq \emptyset$. Then, the strategy $\mathrm{s}_{\mathrm{A}}$ is not optimal from $q_{0}$.

Proof. Consider a path $\pi \in \operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right) \cap \operatorname{ReIPath}\left(\mathrm{s}_{\mathrm{A}}\right) \cap q_{0} \cdot(Q \backslash T)^{*}$. Let $n:=|\pi|$. Recall Definition 4.16: for all $0 \leq i \leq n-2$, we let $r_{i}>0$ be such that, for all $\theta>0$, there is some $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{\pi_{i}}$ such that:

$$
\begin{equation*}
v^{\pi_{i}}\left(\mathrm{~s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \sigma_{\mathrm{B}}\right) \leq \theta \text { and } p_{\left\{\pi_{i+1}\right\}}^{\pi_{i}}\left(\mathrm{~s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \sigma_{\mathrm{B}}\right) \geq r_{i} \tag{4.1}
\end{equation*}
$$

Let $r:=\Pi_{i=0}^{n-2} r_{i}>0$. Since, by Lemma 4.13, the residual strategy $\mathrm{s}_{\mathrm{A}}^{\mathrm{tl}(\pi)}=$ $\mathrm{s}_{\mathrm{A}}^{\pi \leq n-2}$ is not optimal from $\pi_{\mathrm{lt}}=\pi_{n-1}$, we let $\varepsilon:=\chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{n-1}\right)-\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\pi \leq n-2}\right]\left(\pi_{n-1}\right)>$ 0 . Let also $\eta:=\frac{\varepsilon \cdot r}{(n-1) \cdot 3}>0$ and $x:=\frac{\varepsilon \cdot r}{3}>0$. For all $0 \leq i \leq n-2$, we let $\sigma_{\mathrm{B}}^{i} \in \Sigma_{\mathrm{B}}^{\pi_{i-1}}$ as in Equation 4.1 for $\theta:=\eta$. We can now define a Player-B strategy $s_{B} \in S_{B}^{\mathcal{C}}$ in the following way:

- for all $0 \leq i \leq n-2$, we set $\mathrm{s}_{\mathrm{B}}\left(\pi_{\leq i}\right):=\sigma_{\mathrm{B}}^{i}$;
- for all $0 \leq i \leq n-3$, the residual strategy $\mathrm{s}_{\mathrm{B}}^{\pi_{\leq i}}$ is chosen $x$-optimal against $\underset{\mathrm{s}_{\mathrm{A}}}{ }$ from $\pi_{\leq i}$ all states but $\pi_{i+1}$ : that is, for all $q \in Q \backslash\left\{\pi_{i+1}\right\}$, we have: $\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}} \leq i}, \mathrm{~s}_{\mathrm{B}}^{\pi_{\mathrm{B}} \leq i}[$ Reach $] \leq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\pi_{\leq i}}\right](q)+x \leq \chi_{\mathcal{G}}[\mathrm{A}](q)+x$.
- the residual strategy $\mathrm{S}_{\mathrm{B}}^{\pi_{\leq n-2}}$ is chosen $x$-optimal against $\mathrm{s}_{\mathrm{A}}$ : that is, for

An illustration of the paths and some quantities involved in this proof is given in Figure 4.7. Roughly, this can read as follows. From $\pi_{0}$, there is probability at least $r_{0}$ to go to $\pi_{1}$. If another state is reached, then the Player-B strategy is chosen so that the value from there increases of at most $x$ compared to the Player-A value of the state. Furthermore, by the choice of the strategy $\mathrm{s}_{\mathrm{B}}\left(\pi_{0}\right)$, the expected Player-A value of the successors of $\pi_{0}$ has increased by at most $\eta$ w.r.t. the Player-A value of $\pi_{0}$. This is repeated all along the path until $\pi_{\mathrm{lt}}=\pi_{n-1}$ is reached, from which we know that the Player-A strategy is not optimal. (The value of the Player-A strategy at $\pi_{\mathrm{lt}}$ is equal to the value of the Player-A value of $\pi_{\mathrm{lt}}$ minus $\varepsilon$.) These quantities are chosen so that $r \cdot \varepsilon>x+(n-1) \cdot \eta$ where $r=\Pi_{0}^{n-2} r_{i}$, i.e. the expected loss in the value - due to the Player-A strategy not being optimal at $\pi_{\mathrm{It}}$ is greater then the increase in the value due to how the Player-B strategy $s_{B}$ is defined.

Now let us show the equation below, for all $0 \leq i \leq n-2$ :

$$
\begin{equation*}
\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i} \cdot q\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q) \leq \eta+\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{i}\right) \tag{4.2}
\end{equation*}
$$

where, $\pi_{1 \ldots i}$ refers to the finite path $\pi_{1} \cdots \pi_{i}$ - it is equal to $\epsilon$ when $i=0$. Informally, this equation states that the expected value of the successors of $\pi_{i}$
is at most the Player- A value of the state $\pi_{i}$ plus $\eta$, which is the margin in the increase of value that we chose for $\sigma_{\mathrm{B}}^{i}$ (since it was chosen from Equation 4.1 with $\theta=\eta$ ).

Let $0 \leq i \leq n-2$. Letting $p:=\sum_{q \in Q} \mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left(\pi_{1 \ldots i} \cdot q\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)$, we have:

$$
\begin{aligned}
p & =\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot\left(\sum_{q \in Q} \mathbb{P}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \mathrm{s}_{\mathrm{B}}\left(\pi_{\leq i}\right)}\left(\pi_{i}, q\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)\right) \\
& =\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot\left(\sum_{q \in Q} \operatorname{out}\left[\left\langle\mathrm{~F}\left(\pi_{i}\right), q\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \mathrm{s}_{\mathrm{B}}\left(\pi_{\leq i}\right)\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)\right) \\
& =\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{i}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \mathrm{s}_{\mathrm{B}}\left(\pi_{\leq i}\right)\right) \\
& =\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{A}_{\mathrm{A}}, \pi_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}\left(\pi_{i}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \sigma_{\mathrm{B}}^{i}\right) \\
& =\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot\left(\operatorname{val}\left[\left\langle\mathrm{F}\left(\pi_{i}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(\pi_{\leq i}\right)\right)+v^{\pi_{i}}\left(\mathrm{~s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \sigma_{\mathrm{B}}^{i}\right)\right) \\
& \leq \mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{A}_{0}, \pi_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot \operatorname{val}\left[\left\langle\mathrm{F}\left(\pi_{i}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right][\mathrm{A}]+\eta \\
& =\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right) \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{i}\right)+\eta
\end{aligned}
$$

where the last equality comes from Proposition 3.9. We do obtain Equation 4.2. Now, for the readability of the series of (in)equalities below, we let $p:=\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathbf{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}[$ Reach $]$ and, for all $0 \leq i \leq n-1$ and $q \in Q, p_{i}(q):=\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left(\pi_{1 \ldots i} \cdot q\right)$
and $p_{i}:=\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left(\pi_{1 \ldots i}\right)$. We have:

$$
\begin{align*}
& p=\sum_{i=0}^{n-2} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot \mathbb{P}_{\mathcal{C}, q}^{s_{\mathrm{A}} \leq i},,_{\mathrm{B}}^{\pi_{\mathrm{B}} \leq i}[\text { Reach }]+p_{n-1} \cdot \mathbb{P}_{\mathcal{C}, \pi_{n-1}}^{\mathrm{S}_{\mathrm{A}} \leq n-2}, \mathrm{~S}_{\mathrm{B}} \leq n-2,[\text { Reach }] \\
& \leq \sum_{i=0}^{n-2} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot\left(\chi_{\mathcal{G}}[\mathrm{A}](q)+x\right)+p_{n-1} \cdot\left(\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}^{\pi^{\leq n-2}}\right]\left(\pi_{n-1}\right)+x\right) \\
& =\sum_{i=0}^{n-2} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+p_{n-1} \cdot\left(\chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{n-1}\right)-\varepsilon\right)+x  \tag{0}\\
& =\sum_{i=0}^{n-3} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+\sum_{q \in Q} p_{n-2}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+x-\varepsilon \cdot p_{n-1}  \tag{1}\\
& \leq \sum_{i=0}^{n-3} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+p_{n-2} \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{n-2}\right)+\eta+x-\varepsilon \cdot p_{n-1} \\
& =\sum_{i=0}^{n-4} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+\sum_{q \in Q} p_{n-3}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+\eta+x-\varepsilon \cdot p_{n-1}  \tag{2}\\
& \leq \sum_{i=0}^{n-4} \sum_{q \in Q \backslash\left\{\pi_{i+1}\right\}} p_{i}(q) \cdot \chi_{\mathcal{G}}[\mathrm{A}](q)+p_{n-3} \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{n-3}\right)+2 \cdot \eta+x-\varepsilon \cdot p_{n-1} \\
& \text {... } \\
& \leq p_{0} \cdot \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{0}\right)+(n-1) \cdot \eta+x-\varepsilon \cdot p_{n-1} \\
& =\chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{0}\right)+\frac{\varepsilon \cdot r}{3}+\frac{\varepsilon \cdot r}{3}-\varepsilon \cdot p_{n-1}
\end{align*}
$$

The equalities from (0) to (1) and from (1') to (2) are obtained by realizing that $p_{n-1}=p_{n-2}\left(\pi_{n-1}\right)$ and $p_{n-2}=p_{n-3}\left(\pi_{n-2}\right)$. Furthermore, the inequalities from (1) to ( $1^{\prime}$ ) and from for (2) to ( $2^{\prime}$ ) are obtained by applying Equation 4.2. This is by iterating the application of this equation that we obtain the last inequality. In addition, we have:

$$
\begin{aligned}
p_{n-1} & =\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}} \mathrm{~s}_{\mathrm{B}}}(\pi)=\Pi_{i=0}^{n-2} \mathbb{P}_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \mathrm{s}_{\mathrm{B}}\left(\pi_{\leq i}\right)}\left(\pi_{i}, \pi_{i+1}\right) \\
& =\Pi_{i=0}^{n-2} p_{\left\{\pi_{i+1}\right\}}^{\pi_{i}}\left(\mathrm{~s}_{\mathrm{A}}\left(\pi_{\leq i}\right), \sigma_{\mathrm{B}}^{i}\right) \geq \Pi_{i=0}^{n-1} r_{i}=r
\end{aligned}
$$

Overall, we obtain:

$$
\mathbb{P}_{\mathcal{C}, \pi_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[\text { Reach }] \leq \chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{0}\right)-\frac{\varepsilon \cdot r}{3}<\chi_{\mathcal{G}}[\mathrm{A}]\left(\pi_{0}\right)
$$

Hence, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is not optimal from $\pi_{0}=q_{0}$.

We can now proceed to the proof of Lemma 4.9.

Proof. Consider a state $q_{0} \in Q \backslash \operatorname{Sec}(\mathrm{Bd})$ and a Player-A strategy $\mathrm{s}_{\mathrm{A}}$. Let $u:=\chi_{\mathcal{G}}[\mathrm{A}]\left(q_{0}\right)>0$. If we have $\operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right) \cap \operatorname{RelPath}\left(\mathrm{s}_{\mathrm{A}}\right) \cap q_{0} \cdot(Q \backslash T)^{*} \neq \emptyset$, then Lemma 4.14 gives that the strategy $s_{\mathrm{A}}$ is not optimal from $q$. Hence, let us assume that $\operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right) \cap \operatorname{RelPath}\left(\mathrm{s}_{\mathrm{A}}\right) \cap q_{0} \cdot(Q \backslash T)^{*}=\emptyset$.

We let $\operatorname{Path}\left(\mathrm{s}_{\mathrm{A}}\right):=\left\{\rho \in(Q \backslash \operatorname{Sec}(\mathrm{Bd}))^{*} \mid q_{0} \cdot \rho \in \operatorname{RelPath}\left(\mathrm{~s}_{\mathrm{A}}\right)\right\}$. We also consider a sequence $\left(\varepsilon_{n}\right)_{n \geq 1}$ of positive reals such that $\sum_{n \geq 1} \varepsilon_{n}<u$. Let us define a Player-B strategy $\mathrm{S}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, by induction on $i \in \mathbb{N}$, on paths in $Q^{i} \cap \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)$ starting at state $q_{0}$ ensuring:

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{i} \backslash \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)\right] \leq \sum_{n=1}^{i} \varepsilon_{n}
$$

Informally, this means that Player B is able to ensure that, with very large probability, only relevant non-secure states are seen. Hence, Player B will be able to ensure that the probability to reach the target from $q_{0}$ is less than $u$.

This straightforwardly holds for $i=0$ since $\epsilon \in \operatorname{Path}\left(\mathrm{s}_{\mathrm{A}}\right)$. Assume now that this holds for some $i \in \mathbb{N}$. Let $\rho \in Q^{i} \cap \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)$ and $\pi:=q_{0} \cdot \rho$. The goal is to define a Player-B GF-strategy $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{\pi_{\mathrm{tt}}}$ such that:

$$
\begin{equation*}
p_{\mathrm{Sec}(\mathrm{Bd}) \cup Q \backslash \operatorname{RelSucc}^{\pi_{\mathrm{lt}}}\left(\mathrm{~S}_{\mathrm{A}}(\pi)\right)}\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \leq \varepsilon_{i+1} \tag{4.3}
\end{equation*}
$$

Let $k:=\left|Q \backslash \operatorname{RelSucc}{ }^{\pi_{t}}\left(\mathrm{~s}_{\mathrm{A}}(\pi)\right)\right|+1 \in \mathbb{N}$. For all $q \in Q \backslash \operatorname{RelSucc}{ }^{\pi_{t \mathrm{t}}}\left(\mathrm{s}_{\mathrm{A}}(\pi)\right)$, there is some $\varepsilon_{q}>0$ such that, for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{\pi_{\mathrm{t}}}$, if $v^{\pi_{\mathrm{t}}}\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \leq \varepsilon_{q}$ then $\left.p_{\{q\}}^{\pi_{\mathrm{t}}( } \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)<\frac{\varepsilon_{i+1}}{k}$. Let $\varepsilon:=\min _{q \in Q \backslash \text { RelSucc }} \mathrm{F}_{\mathrm{It}}\left(\mathrm{s}_{\mathrm{A}}(\pi)\right) \varepsilon_{q}$.

Furthermore, since $\pi \in \operatorname{RelPath}\left(\mathrm{s}_{\mathrm{A}}\right) \cap q_{0} \cdot(Q \backslash T)^{*}($ since $T \subseteq \operatorname{Sec}(\mathrm{Bd}))$, we have by assumption $\pi \notin \operatorname{Prbl}\left(\mathrm{s}_{\mathrm{A}}, \mathrm{Bd}\right)$. That is, $\mathrm{s}_{\mathrm{A}}(\pi) \in \operatorname{Opt}_{\mathrm{A}}\left(\left\langle\mathrm{F}\left(\pi_{\mathrm{lt}}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right) \backslash$ Risk $_{\pi_{\mathrm{t}}}(\mathrm{Bd})$. However, since $\pi_{\mathrm{lt}} \in Q \backslash \operatorname{Sec}(\mathrm{Bd})$, it must be that $\mathrm{s}_{\mathrm{A}}(\pi) \notin$ $\operatorname{Prog}_{\pi \mid t}(\operatorname{Sec}(B d))$. Hence,

$$
\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}\left(\mathrm{~F}\left(\pi_{\mathrm{t}}\right)\right)} \max \left(v^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right), p_{\mathrm{Sec}(\mathrm{Bd})}^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)\right)=0
$$

We can therefore consider some $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{\pi_{\mathrm{t}}}$ such that:

$$
\max \left(v^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right), p_{\mathrm{Sec}(\mathrm{Bd})}^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right)\right) \leq \min \left(\varepsilon, \frac{\varepsilon_{i+1}}{k}\right)
$$

In particular, this GF-strategy ensures that, we have $p_{\operatorname{Sec}(\mathrm{Bad})}^{\pi_{\mathrm{tt}}}\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \leq$ $\frac{\varepsilon_{i+1}}{k}$. Furthermore, for all $q \in Q \backslash \operatorname{RelSucc}^{\pi_{\mathrm{t}}}\left(\mathrm{s}_{\mathrm{A}}(\pi)\right)$, by definition of $\varepsilon_{q}$ and $\varepsilon$, we also have $p_{\{q\}}^{\pi_{\mathrm{tt}}}\left(\mathrm{s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \leq \frac{\varepsilon_{i+1}}{k}$. For such a GF-strategy $\sigma_{\mathrm{B}}$ we have:

$$
\begin{aligned}
& p_{\mathrm{Sec}(\mathrm{Bd}) \cup Q \backslash \operatorname{Rel} \operatorname{Succ} \pi^{\pi_{\mathrm{It}}\left(\mathrm{~s}_{\mathrm{A}}(\pi)\right)}}^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \leq p_{\operatorname{Sec}(\mathrm{Bd})}^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \\
& +p_{Q \backslash \operatorname{ReISucc} \pi^{\pi_{t}}\left(s_{\mathrm{A}}(\pi)\right)}^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \\
& \leq \frac{\varepsilon_{i+1}}{k}+\sum_{q \in Q \backslash \operatorname{RelSucc} c^{\pi_{\mathrm{t}}}\left(s_{\mathrm{A}}(\pi)\right)} p_{q}^{\pi_{\mathrm{t}}}\left(\mathrm{~s}_{\mathrm{A}}(\pi), \sigma_{\mathrm{B}}\right) \\
& \leq \frac{\varepsilon_{i+1}}{k}+\sum_{q \in Q \backslash \operatorname{RelSucc}} \sum_{\boldsymbol{T}_{\mathrm{t}}\left(\mathrm{~s}_{\mathrm{A}}(\pi)\right)} \frac{\varepsilon_{i+1}}{k}=\varepsilon_{i+1}
\end{aligned}
$$

We obtain Equation 4.3. We set $\mathrm{s}_{\mathrm{B}}(\pi):=\sigma_{\mathrm{B}}$. This is done for all paths $\pi:=q_{0} \cdot \rho$ for $\rho \in Q^{i} \cap \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)$. We obtain:

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{i+1} \backslash \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)\right]=\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{\leq i} \backslash \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)\right] \\
& \left.+\sum_{\rho \in Q^{i} \cap \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)} \sum_{\substack{q \in \operatorname{Sec}(\mathrm{Bd}) \\
\cup Q \backslash \operatorname{RelSuc} c_{s_{\mathrm{A}}}^{\pi_{\mathrm{A}}(\pi)}}} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{S}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot p_{q}^{\rho_{\mathrm{t}}\left(\mathrm{~s}_{\mathrm{A}}\right.}\left(q_{0} \cdot \rho\right), \mathrm{s}_{\mathrm{B}}\left(q_{0} \cdot \rho\right)\right) \\
& \leq \sum_{n=1}^{i} \varepsilon_{n}+\sum_{\rho \in Q^{i} \cap \operatorname{Path}\left(\mathbf{s}_{\mathrm{A}}\right)} \mathbb{P}_{\mathcal{C},\left(q_{0}\right.}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot \varepsilon_{i+1}=\sum_{n=1}^{i+1} \varepsilon_{n}
\end{aligned}
$$

Hence, the property holds at index $i+1$. In fact, it holds for all $i \in \mathbb{N}$. With such a strategy $\mathrm{s}_{\mathrm{B}}$, we have:

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{*} \backslash \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)\right] \leq \sum_{n=1}^{\infty} \varepsilon_{n}<u
$$

Furthermore, since $\operatorname{Path}\left(\mathrm{s}_{\mathrm{A}}\right) \subseteq(Q \backslash \operatorname{Sec}(\mathrm{Bd}))^{*}$ and $T \subseteq \operatorname{Sec}(\mathrm{Bd})$, we have

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\operatorname{Reach} \cap \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)^{\omega}\right]=0
$$

That is:

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[\operatorname{Reach}] \leq \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[Q^{*} \backslash \operatorname{Path}\left(\mathrm{~s}_{\mathrm{A}}\right)\right]<u=\chi_{\mathcal{G}}[\mathrm{A}](q)
$$

That is, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is not optimal from $q \in Q \backslash \operatorname{Sec}(\mathrm{Bd})$.

## Proof of Lemma 4.10

The idea of the proof of this lemma is close to the informal ideas given as proof sketch. However, the exact details are quite technical, although we do not need intermediate lemmas to establish this result.

Proof. Let $\varepsilon>0$. We define a positional Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}}$ along with a valuation of states $v: Q \rightarrow[0,1]$. First, we let $\left.v\right|_{\sec (\mathrm{Bad})}:=\left.\mathrm{m}_{\mathcal{G}}\right|_{\mathrm{Sec}(\mathrm{Bad})}$. For all $q \in \operatorname{Sec}(\operatorname{Bad})$, if $\mathrm{m}_{\mathcal{G}}(q)=0$, we define $\mathrm{s}_{\mathrm{A}}(q)$ arbitrarily. It is also the case is $q \in T$, since all states in $T$ are assume self-looping sinks. Otherwise, we let $i_{q} \in \mathbb{N}$ be the least integer such that $q \in \operatorname{Sec}_{i_{q}}(\operatorname{Bad})$. We let $\mathrm{s}_{\mathrm{A}}(q) \in$ $\mathrm{Eff}_{q}\left(\operatorname{Sec}_{i_{q-1}}(\mathrm{Bad}), \mathrm{Bad}\right)$. Since $\mathrm{s}_{\mathrm{A}}(q) \notin \mathrm{Risk}_{q}(\mathrm{Bad})$, it follows that:

$$
e_{q}:=\inf _{\sigma_{\mathrm{B}} \in \operatorname{PosPrb} \mathrm{Bad}_{\mathrm{Bad}}\left(q, \mathrm{~s}_{\mathrm{A}}(q)\right)} \frac{v^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)}{p_{\mathrm{Bad}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)}>0
$$

We then let $e:=\min _{q \in \operatorname{Sec}(\mathrm{Bad})} e_{q}>0$. We use Proposition 4.8 to define the valuation $v$ on the states in Bad. Indeed, since the operator $\Delta_{\mathcal{G}}$ is nondecreasing and 1-Lipschitz (by Lemma 4.6), it follows that we can define $\left.v\right|_{\text {Bad }}$ such that:

- $\left.\mathrm{m}_{\mathcal{G}}\right|_{\mathrm{Bad}}-\min (e, \varepsilon) \leq\left. v\right|_{\mathrm{Bad}} \leq\left. v\right|_{\mathrm{m}_{\mathcal{G}}} ;$
- for all $q \in \operatorname{Bad}$, we have $v(q)<\Delta_{\mathcal{G}}(v)(q)$.

For all $q \in \operatorname{Bad}$, since $\Delta_{\mathcal{G}}(v)(q)=\operatorname{val}[\langle\mathrm{F}(q), v\rangle](\mathrm{A})$, we can then define $\mathrm{s}_{\mathrm{A}}(q) \in$ $\Sigma_{\mathrm{A}}^{q}$ such that $v(q)<\operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q)\right)$.

This concludes the definitions of $v$ and $\mathrm{s}_{\mathrm{A}}$. Let us show that the strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$ by applying Corollary 3.14. First, let us show that the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$. This holds for all states in Bad. Consider now some state $q \in \operatorname{Sec}(\mathrm{Bad})$ and Player-B GF-strategy $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$. There are two possibilities:

- Assume that $\sigma_{\mathrm{B}} \notin \operatorname{PosPrb}_{\mathrm{Bad}}\left(q, \mathrm{~s}_{\mathrm{A}}(q)\right)$, that is we have $p_{\text {Bad }}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)=$ $\varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)[\mathrm{Bad}]=0$. In that case, we have:

$$
\begin{aligned}
\operatorname{out}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) & =\sum_{q^{\prime} \in Q} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot v\left(q^{\prime}\right) \\
& =\sum_{q^{\prime} \in \operatorname{Sec}(\mathrm{Bad})} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot v\left(q^{\prime}\right) \\
& =\sum_{q^{\prime} \in \operatorname{Sec}(\operatorname{Bad})} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot \mathrm{m}_{\mathcal{G}}\left(q^{\prime}\right) \\
& \left.=\operatorname{out}\left[\operatorname{FF}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq \operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right) \\
& =\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right](\mathrm{A})=\Delta\left(\mathrm{m}_{\mathcal{G}}\right)(q)=\mathrm{m}_{\mathcal{G}}(q)=v(q)
\end{aligned}
$$

Note that we have $\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right)=\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right](\mathrm{A})$ because $\mathrm{s}_{\mathrm{A}}(q) \in \operatorname{Opt}_{\mathrm{A}}\left(\operatorname{val}\left[\left\langle\mathcal{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\right)$.

- Assume now that $\sigma_{\mathrm{B}} \in \operatorname{PosPrb}_{\mathrm{Bad}}\left(q, \mathrm{~s}_{\mathrm{A}}(q)\right)$. This implies

$$
v^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq e \cdot p_{\mathrm{Bad}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)
$$

with

$$
v^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right) \geq 0
$$

and $\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right)=\mathrm{m}_{\mathcal{G}}(q)=v(q)$. Therefore, we have:

$$
\begin{aligned}
\operatorname{out}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) & =\sum_{q^{\prime} \in Q} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot v\left(q^{\prime}\right) \\
& \geq \sum_{q^{\prime} \in \operatorname{Sec}(\mathrm{Bad})} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot \mathrm{m}_{\mathcal{G}}\left(q^{\prime}\right) \\
& +\sum_{q^{\prime} \in \operatorname{Bad}} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot\left(\mathrm{m}_{\mathcal{G}}\left(q^{\prime}\right)-\min (e, \varepsilon)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)-p_{\mathrm{Bad}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \cdot \min (e, \varepsilon) \\
& \geq \operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right)+p_{\mathrm{Bad}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \cdot(e-\min (e, \varepsilon)) \\
& \geq \operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right)=v(q)
\end{aligned}
$$

In both cases, we have out $[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq v(q)$. As this holds for all $q \in \operatorname{Sec}(\mathrm{Bad})$, it follows that the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$.

Let us now consider the second condition of Corollary 3.14
By definition of the strategy $\mathrm{s}_{\mathrm{A}}$, for all $q \in \operatorname{Bad}$, we have $d_{q}:=\operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q)\right)-$ $v(q)>0$. We let $d:=\min _{q \in \operatorname{Bad}} d_{q}>0$. Furthermore, for all $u \in v[Q]$, we let $Q_{>u}^{v}:=\{q \in Q \mid v(q)>u\}$ and $Q_{\leq u}^{v}:=Q \backslash Q_{>u}^{v}$. Consider now some state $q \in \operatorname{Bad}$. Let $u:=v(q)$. For any Player-B GF-strategy $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$, we have:

$$
\begin{aligned}
u+d \leq \operatorname{out}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) & =\sum_{q^{\prime} \in Q} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot v\left(q^{\prime}\right) \\
& \leq \sum_{q^{\prime} \in Q_{>u}^{v}} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right)+\sum_{q^{\prime} \in Q_{\leq u}^{v}} \varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\left(q^{\prime}\right) \cdot u \\
& =p_{Q_{>u}^{v}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)+\left(1-p_{Q_{>u}^{v}}^{v}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\right) \cdot u \\
& =p_{Q_{>u}^{v}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \cdot(1-u)+u
\end{aligned}
$$

Hence, $p_{Q_{>u}^{v}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq \frac{d}{1-u} \geq d>0$. This holds for all Player-B GFstrategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$ and state $q \in$ Bad. Furthermore, recall Definition 1.28: for all $q \in \operatorname{Bad}$, letting $u:=v(q)$, Player-B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$ and Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that $\mathrm{s}_{\mathrm{B}}(q)=\sigma_{\mathrm{B}}$, we have:

$$
\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q_{>u}^{v}\right]=p_{Q_{>u}^{v}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq d
$$

Hence, for any Player-B strategy with the Player-A strategy $s_{A}$, if the state $q \in$ Bad is seen infinitely often, almost surely, the set $Q_{>u}^{v}$ is seen infinitely often almost-surely. Furthermore, by Corollary 3.13, almost-surely all states visited infinitely often have the same values w.r.t. $v$. That is, for any Player-B strategy, almost-surely the state $q \in \operatorname{Bad}$ is seen only finitely often. Note that, alternatively, we could have invoked Corollary 3.15.

Let us now deal with the states in $\operatorname{Sec}(\operatorname{Bad})$. Let $q \in \operatorname{Sec}(\mathrm{Bad}) \backslash\left(T \cup v^{-1}[0]\right)$. We have $q \in \operatorname{Sec}_{i_{q}}(\mathrm{Bad})$ (with $\left.i_{q} \geq 1\right)$ and $\mathrm{s}_{\mathrm{A}}(q) \in \operatorname{Eff}_{q}\left(\operatorname{Sec}_{i_{q}-1}\right.$ (Bad), Bad). Therefore, $\mathrm{s}_{\mathrm{A}}(q) \in \operatorname{Prog}_{q}\left(\operatorname{Sec}_{i_{q}-1}(\mathrm{Bad})\right)$. Hence,

$$
y:=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}} \max \left(v^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right), p_{\mathrm{Sec}_{i_{q}-1}(\mathrm{Bad})}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)\right)>0
$$

As above, for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$, if $v^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq y$, then $p_{Q_{>u}^{v}}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq y>0$. Fix a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{q}^{\mathcal{C}}$. We let $\operatorname{lncVal}_{q}(y):=\left\{\rho \in Q^{+} \mid v^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(\rho\right.\right.$. $q)) \geq y\}$ and $\operatorname{Prog}_{q}(y):=\left\{\rho \in Q^{+} \mid p_{\operatorname{Sec}_{i_{q-1}( }(\mathrm{Bad})}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \geq y\right\}$. As for the states in Bad, we have that if the set $\operatorname{IncVal}{ }_{q}(y)$ occurs infinitely often then almost-surely the state $q$ is seen infinitely often and almost-surely the set $Q_{>u}^{v}$ is seen infinitely often. Furthermore, as mentioned above for states in Bad, by Corollary 3.13 , almost-surely all states visited infinitely often have the same values w.r.t. $v$. Hence the set $\operatorname{IncVal}_{q}(y)$ almost-surely is seen finitely often.

Therefore, the definition of $y$ implies that, if $q$ is seen infinitely often, then so is the set $\operatorname{Prog}_{q}(y)$ almost-surely. Furthermore, recall Definition 1.28: for all Player-B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$ and Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that $\mathrm{s}_{\mathrm{B}}(q)=\sigma_{\mathrm{B}}$, we have:

$$
\mathbb{P}_{\mathcal{C}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\operatorname{Sec}_{i_{q}-1}(\mathrm{Bad})\right]=p_{\mathrm{Sec}_{i_{q}-1}(\mathrm{Bad})}^{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)
$$

Therefore, if the set $\operatorname{Prog}_{q}(y)$ occurs infinitely often, then almost-surely the set $\operatorname{Sec}_{i_{q}-1}(\mathrm{Bad})$ also occurs infinitely often. Overall, we obtain that if the state $q$ is seen infinitely often, then the set $\operatorname{Sec}_{i_{q}-1}(\mathrm{Bad})$ is also seen infinitely often almost-surely. This holds for all $q \in \operatorname{Sec}(\mathrm{Bad}) \backslash\left(T \cup v^{-1}[0]\right)$. Hence, it follows that if the game does not settle in $Q_{0}^{v}$, then almost-surely the set $\mathrm{Sec}_{0}(\mathrm{Bad})=T$ is seen infinitely often. That is, Player A wins the reachability game. Hence, the second condition of Corollary 3.14 is satisfied by the strategy $\mathrm{s}_{\mathrm{A}}$ w.r.t. the valuation $v$. We can therefore apply Corollary 3.14 to obtain that the strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v$.

## The two definitions of progressive GF-strategies coincide

Lemma 4.15. Consider a standard finite concurrent reachability game $\mathcal{G}$. Then, for all sets of good states $\mathrm{Gd} \subseteq Q$ that Player A wants to reach, for all $q \in Q$, a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ is progressive w.r.t. Gd in the sense of Definition 4.8 if and only if it is in the sense of Definition 4.14.

Proof. Recall that, since the standard game $\mathcal{G}$ is finite, then the set of Player-B actions Act ${ }_{B}^{q}$ at state $q$ is finite. Furthermore, in both definitions of progressive, the GF-strategy considered is optimal in game in normal form $\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle$.

Now, consider a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ and assume that it is progressive w.r.t. Gd in the sense of Definition 4.8. For all Player-B actions $b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$, we let $p_{b}:=\sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \sigma_{\mathrm{A}}(a) \cdot \varrho_{q}(a, b)[\mathrm{Gd}]>0$ and $p:=\min _{b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} p_{b}>0$. Furthermore, for all Player-B actions $b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash$ $\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$, we let $v_{b}:=v^{q}\left(\sigma_{\mathrm{A}}, b\right)>0$ (in the sense of Definition 4.13) and $v:=\min _{b \in \operatorname{Act}_{8}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} v_{b}>0$. We let $\delta:=\min (v, p) / 2$. Now, consider any Player-B GF-strategy $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{B}}^{q}\right)$. There are two possibilities:

- Assume that $\sigma_{\mathrm{B}}\left[\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right] \geq \frac{1}{2}$. Then, we have:

$$
\begin{aligned}
p_{\mathrm{Gd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\varrho_{q}\left(\mathrm{~s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right)[\mathrm{Gd}] \\
& \geq \sum_{b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot \sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \sigma_{\mathrm{A}}(a) \cdot \varrho_{q}(a, b)[\mathrm{Gd}] \\
& \geq \sum_{b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot p \\
& =\sigma_{\mathrm{B}}\left[\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right] \cdot p \geq p / 2 \geq \delta
\end{aligned}
$$

- Assume now that $\sigma_{\mathrm{B}}\left[\operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right]<\frac{1}{2}$. In that case, $\sigma_{\mathrm{B}}\left[\operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right] \geq$ $\frac{1}{2}$. Hence:

$$
\begin{aligned}
v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \\
& =\sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot\left(\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)\right) \\
& +\sum_{b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot\left(\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)\right) \\
& \geq \sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot v^{q}\left(\sigma_{\mathrm{A}}, b\right) \geq \sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot v \\
& =\sigma_{\mathrm{B}}\left[\operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right] \cdot v \geq v / 2 \geq \delta
\end{aligned}
$$

That is, in any case, we have $\max \left(p_{\mathrm{Gd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right), v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right) \geq \delta>0$. That is, the Player-A GF-strategy is progressive w.r.t. Gd in the sense of Definition 4.8.

Assume now that the GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ is not progressive in the sense of Definition 4.8. Consider some Player-B action $b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$ such that, for all $a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)$, we have $\varrho_{q}(a, b)[\mathrm{Gd}]=0$. Then, we have out $\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=$ $\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)$, hence $v^{q}\left(\sigma_{\mathrm{A}}, b\right)=0$. Furthermore, we have $p_{\mathrm{Gd}}^{q}\left(\sigma_{\mathrm{A}}, b\right)=$ $\sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \varrho_{q}\left(\sigma_{\mathrm{A}}, b\right)[\mathrm{Gd}]=0$. That is, $\max \left(v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right), p_{\mathrm{Gd}}^{q}\left(\sigma_{\mathrm{A}}, b\right)\right)=0$. Therefore the player-A GF-strategy $\sigma_{\mathrm{A}}$ is not progressive in the sense of Definition 4.14.

## The two definitions of risky GF-strategies coincide

Lemma 4.16. Consider a standard finite concurrent reachability game $\mathcal{G}$. Then, for all sets of bad states $\mathrm{Bd} \subseteq Q$ that Player A wants to avoid, for all $q \in Q$, a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ is risky w.r.t. Bd in the sense of Definition 4.9 if and only if it is in the sense of Definition 4.15.

Proof. As for the case of progressive strategies, recall that, since the standard game $\mathcal{G}$ is finite, then the set of Player-B actions $\operatorname{Act}_{\mathrm{B}}^{q}$ at state $q$ is finite. Furthermore, in both definitions of risky, the GF-strategy considered is optimal in game in normal form $\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle$.

Assume now that the GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ is risky in the sense of Definition 4.8. Consider some Player-B action $b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$ such that there is some $a_{b} \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)$ such that $\varrho_{q}\left(a_{b}, b\right)[\mathrm{Bd}]>0$. Then, we have out $\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=$ $\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)$, hence $v^{q}\left(\sigma_{\mathrm{A}}, b\right)=0$. Furthermore, $p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, b\right) \geq \varrho_{q}\left(a_{b}, b\right)[\mathrm{Bd}]>$ 0. That is, $\sigma_{\mathrm{B}} \in \operatorname{PosPrb}_{\mathrm{Bd}}\left(q, \sigma_{\mathrm{A}}\right)$ and $\frac{v^{q}\left(\sigma_{\mathrm{A}}, b\right)}{\left.p_{\mathrm{Bd}}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}, b\right)\right)}=0$. Therefore the Player-A GF-strategy $\sigma_{\mathrm{A}}$ is risky in the sense of Definition 4.14.

Assume now that the GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ is not risky in the sense of Definition 4.8. Hence, for all Player-B actions $b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$ and for all $a \in$ $\operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)$, we have $\varrho_{q}(a, b)[\mathrm{Bd}]=0$. For all Player-B actions $b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)$,
we let $p_{b}:=p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, b\right)=\sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \varrho_{q}(a, b)[\mathrm{Bd}]$ and $v_{b}:=v^{q}\left(\sigma_{\mathrm{A}}, b\right)>0$. Let $p:=\max _{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Ress}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} p_{b}$ and $v:=\min _{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Ress}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} v_{b}>0$. If $p=0$, then for all Player-B GF-strategies $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{B}}^{q}\right)$, we have $p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, b\right)=0$, hence $\operatorname{PosPrb}_{\mathrm{Bd}}\left(q, \sigma_{\mathrm{A}}\right)=\emptyset$ and therefore $\sigma_{\mathrm{A}}$ is not risky in the sense of Definition 4.15. Assume now that $p>0$. We let $\delta:=\frac{v}{p}$. Consider any Player-B GF-strategy $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{B}}^{q}\right)$. We have:

$$
\begin{aligned}
p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\sum_{b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot \sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \varrho_{q}(a, b)[\mathrm{Bd}] \\
& +\sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot \sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \varrho_{q}(a, b)[\mathrm{Bd}] \\
& =\sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot \sum_{a \in \operatorname{Sp}\left(\sigma_{\mathrm{A}}\right)} \varrho_{q}(a, b)[\mathrm{Bd}] \\
& \leq \sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot p=\sigma_{\mathrm{B}}\left[\operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right] \cdot p
\end{aligned}
$$

Furthermore:

$$
\begin{aligned}
v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \\
& =\sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}} \sigma_{\mathrm{B}}(b) \cdot\left(\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)\right) \\
& +\sum_{b \in \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot\left(\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)-\operatorname{val}\left[\left\langle\mathrm{F}(q), \mathrm{m}_{\mathcal{G}}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)\right) \\
& =\sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot v^{q}\left(\sigma_{\mathrm{A}}, b\right) \geq \sum_{b \in \operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)} \sigma_{\mathrm{B}}(b) \cdot v \\
& =\sigma_{\mathrm{B}}\left[\operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right] \cdot v
\end{aligned}
$$

Hence, whenever $\sigma_{\mathrm{B}} \in \operatorname{PosPrb}_{\mathrm{Bd}}\left(q, \sigma_{\mathrm{A}}\right)$, we have $\sigma_{\mathrm{B}}\left[\operatorname{Act}_{\mathrm{B}}^{q} \backslash \operatorname{Resp}_{\sigma_{\mathrm{A}}}^{\mathrm{B}}(q)\right]>0$ and therefore $\frac{v^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)}{p_{\mathrm{Bd}}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)} \geq \frac{v}{p}>0$. That is, the GF-strategy $\sigma_{\mathrm{A}}$ is not risky.

## 5 - Büchi, co-Büchi and parity objectives

In this chapter, we study finite-state concurrent games with arbitrary local interactions, with Büchi, co-Büchi and parity objectives. Contrary to the previous chapter, we now consider games with stopping states. Note that in this chapter, whenever we exhibit a game to witness a negative result, we will invoke Corollary 3.38. Indeed, thanks to this result, it suffices to show that positional strategies are not enough to achieve a value to show that finite choice strategies, and in particular finite-memory strategies, cannot achieve it either.

We first focus on Büchi games. The positive result we show is that, as for reachability games, whenever there is an optimal strategy, there is one that is positional (which is therefore also subgame optimal). This is a generalization of what we did in [40] with standard finite local interactions. We also exhibit a standard finite concurrent game where playing almost-optimally requires infinite choice. Note that this game was already used in the litterature to show that infinite memory is needed to play almost-optimally. We can then complete the picture of how arbitrary concurrent Büchi games behave, see Theorem 5.5.

We then consider co-Büchi games. The main positive result for this objective is that, with standard finite game forms, positional strategies are enough to be almost-optimal. This was proved in [50, Theorem 3.1]. It is an open question if this still holds in games with arbitrary game forms which are maximizable w.r.t. Player A. The other positive result is that playing subgame optimally in standard finite games can be done positionally. This is a direct consequence of Corollary 3.23 . As for the negative results, we show that infinite choice is required for playing almost-optimally with arbitrary game forms - it is a direct corollary of the fact that this is already the case for safety objectives. We also show that playing optimally in standard finite games requires infinite choice. This is exemplified by a co-Büchi game we have already discussed twice in this dissertation. We also exhibit an arbitrary concurrent game, with local interactions maximizable w.r.t. Player A, where playing subgame optimally requires infinite choice. Overall, all the results summarizing how arbitrary concurrent co-Büchi games behave are gathered in Theorem 5.13.

Finally, we consider parity objectives with at least 3 colors. These objectives inherit all the negative results of the objectives studied before in this chapter. In fact, it only remains to exhibit a standard finite game where playing subgame optimally requires infinite choice. This example is already known, and we have already briefly discussed it in Subsection 3.4.2. The results are gathered in Theorem 5.15

Seeing finitely and infinitely often a set of states. Before diving into how each objective behaves, we recall how to write with union and intersection


Figure 5.1: A deterministic standard concurrent Büchi game $\mathcal{G}=$ $\langle\mathcal{C}$, Buchi〉 where Player A wants to visit the state $T$ infinitely often.
the event that a set of states is seen (in)finitely often. This will be particularly useful in this section when considering the probability of such events.

Given a set of states $Q$ and subset of states $T \subseteq Q$, the event where the set of states $T$ is seen infinitely often can be written as follows:

$$
\left(Q^{*} \cdot T\right)^{\omega}=\bigcap_{n \in \mathbb{N}}\left(Q^{*} \cdot T\right)^{n}
$$

Symmetrically, the event where the set of states $T$ is seen only finitely often can be written as follows:

$$
\bigcup_{n \in \mathbb{N}} Q^{n} \cdot(Q \backslash T)^{\omega}
$$

### 5.1 Büchi objectives

Let us first deal with Büchi objectives. Recall that we only consider games with finitely many states. Since there does not always exist optimal strategies in reachability games - even when all local interactions are standard finite - it is also the case for Büchi games. Furthermore, we have shown in the previous chapter that almost-optimal strategies can always be found among positional strategies in reachability games, without any assumptions on the local interactions. This does not hold in Büchi games, since in general infinitechoice strategies may be required to be almost-optimal. We provide a Büchi game witnessing this fact below in Figure 5.1 and Definition 5.1. Note that this Büchi game is very close to the snow ball reachability game of Figure 3.1. The only difference is that the target $T$ that Player A wants to visit infinitely often loops back on $q_{0}$, instead of self-looping. In addition, note that this example is already known and comes from [47, Figure 1].

Definition 5.1 (Game described in Figure 5.1). Consider the game depicted in Figure 5.1. This game $\mathcal{G}=\langle\mathcal{C}$, Buchi $\rangle$ is standard and deterministic. There is only one non-trivial state: $q_{0}$. The set of colors considered is $\mathrm{K}:=\{0,1\}$
and the colors of the states $q_{0}, \top, \perp$ are given in red near them: $\operatorname{col}\left(q_{0}\right):=0$, $\operatorname{col}(\perp):=0$ and $\operatorname{col}(T):=1$. This game is win/lose with a Büchi objective (recall Definition 1.25): Player A wins if and only if the state $T$ is visited infinite often. The Player-A set of actions at state $q_{0}$ is $\mathrm{Act}_{\mathrm{A}}^{q_{0}}:=\left\{a_{1}, a_{2}\right\}$ where $a_{1}$ refers to the top row and $a_{2}$ refers to the bottom row and similarly we have Act $_{\mathrm{B}}^{q_{0}}:=\left\{b_{1}, b_{2}\right\}$ where $b_{1}$ refers to the leftmost column and $b_{2}$ refers to the rightmost column.

Proposition 5.1. The standard finite concurrent Büchi game $\mathcal{G}$ from Definition 5.1 is such that:

- The value of the game from $q_{0}$ is 1 ;
- Player A has no optimal strategy;
- All finite-choice Player-A strategies have value 0 from $q_{0}$.

Proof. Let us first show the third item. Consider any positional Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. Let $p:=\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{1}\right) \in[0,1]$ be the probability that the strategy $\mathrm{s}_{\mathrm{A}}$ plays the top row in $q_{0}$. If $p=1$, then a Player-B deterministic positional strategy that plays action $b_{1}$ in $q_{0}$ (the left column) ensures that the game never leaves the state $q_{0}$, and therefore never reaches the state $T$. Hence, such a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ has value 0 . Assume now that $p<1$. Then, a Player-B deterministic positional strategy that plays action $b_{2}$ in $q_{0}$ (the right column) ensures that, at each step, there is probability $1-p>0$ to reach the sink state $\perp$ of value 0 . Otherwise, the state $T$ is reached, and the game loops back to $q_{0}$ and has once again probability $1-p>0$ to reach the sink state $\perp$. Hence, almost surely, with both of these strategies, the sink state $\perp$ is reached. Therefore, this Player-A strategy $\mathrm{s}_{\mathrm{A}}$ has value 0 from $q_{0}$. In fact, all Player-A positional strategies have value 0 from $q_{0}$. Therefore, by Corollary 3.38, all Player-A finite-choice strategies have value 0 from $q_{0}$.

Consider now the first item. Let $\varepsilon>0$. Let us define a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ of value at least $1-\varepsilon$. Consider a sequence $\left(\varepsilon_{k}\right)_{k \in \mathbb{N}}$ such that, for all $k \in \mathbb{N}$, we have $\varepsilon_{k}>0$ and $\sum_{k \in \mathbb{N}} \varepsilon_{k} \leq \varepsilon$. Furthermore, for all $\rho \in\left\{q_{0}, \top, \perp\right\}^{+}$, we let $|\rho|_{T} \in \mathbb{N}$ denote the number of times the state $T$ occurred in $\rho$. We now define $\mathrm{s}_{\mathrm{A}}$, as follows. For all $\rho \in\left\{q_{0}, \top, \perp\right\}^{+}$such that $\rho_{\mathrm{lt}}=q_{0}$, we let

$$
\mathrm{s}_{\mathrm{A}}(\rho):=\left\{a_{1} \mapsto 1-\varepsilon_{|\rho|_{\mathrm{T}}}, a_{2} \mapsto \varepsilon_{|\rho|_{\mathrm{T}}}\right\}
$$

Clearly, this strategy has infinite choice. Consider any Player-B strategy $\mathrm{s}_{\mathrm{B}} \in$ $S_{B}^{\mathcal{C}}$. We have:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(q_{0} \cup \top\right)^{*} \cdot \perp\right] & =\sum_{k \in \mathbb{N}} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(q_{0} \cup \top\right)^{k} \cdot \perp\right] \leq \sum_{k \in \mathbb{N}} \sum_{\rho \in\left(q_{0} \cup T\right)^{k}} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot \mathrm{s}_{\mathrm{A}}(\rho)\left(a_{2}\right) \\
& \leq \sum_{k \in \mathbb{N}} \sum_{\rho \in\left(q_{0} \cup T\right)^{k}} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot \varepsilon_{k} \leq \sum_{k \in \mathbb{N}} \varepsilon_{k} \leq \varepsilon
\end{aligned}
$$

Furthermore, we have - by Proposition 1.3 (the continuity of probability function) for the third equality:

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(q_{0} \cup \mathrm{~T}\right)^{*} \cdot q_{0}^{\omega}\right]=\sum_{k \in \mathbb{N} \rho \in\left(q_{0} \cup T\right)^{*},|\rho|_{T}=k} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot \mathbb{P}_{\mathcal{C}, q_{0} \cdot \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(q_{0}^{\omega}\right) \\
& =\sum_{k \in \mathbb{N}} \sum_{\rho \in\left(q_{0} \cup T\right)^{*},|\rho| T=k} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(\rho) \cdot \mathbb{P}_{\mathcal{C}, q_{0} \cdot \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\bigcap_{n \in \mathbb{N}} q_{0}^{n}\right) \\
& =\sum_{k \in \mathbb{N} \rho \in\left(q_{0} \cup T\right)^{*},|\rho|_{T}=k} \mathbb{P}_{\mathcal{C}, q_{0}}^{s_{\mathcal{S}}, \mathrm{s}_{\mathrm{B}}}(\rho) \cdot\left(\lim _{n \rightarrow \infty} \mathbb{P}_{\mathcal{C}, q_{0} \cdot \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(q_{0}^{n}\right)\right) \\
& =\sum_{k \in \mathbb{N} \rho \in\left(q_{0} \cup T\right)^{*},|\rho|_{T}=k} \mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot\left(\lim _{n \rightarrow \infty}\left(1-\varepsilon_{k}\right)^{n}\right)=0
\end{aligned}
$$

Overall, we obtain that:

$$
\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{A}, \mathrm{SB}_{\mathrm{B}}}\left[\left(q_{0}^{*} \cup T\right)^{\omega}\right]=1-\left(\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{A}, \mathrm{~S}_{\mathrm{B}}}\left[\left(q_{0} \cup T\right)^{*} \cdot \perp\right]+\mathbb{P}_{\mathcal{C}, q_{0}}^{\mathrm{S}_{A}, \mathrm{~S}_{\mathrm{B}}}\left[\left(q_{0} \cup T\right)^{*} \cdot q_{0}^{\omega}\right]\right) \geq 1-\varepsilon
$$

As this holds for all Player- $B$ strategies $s_{B}$, it follows that the strategy $s_{A}$ has value at least $1-\varepsilon$ from $q_{0}$. In fact, the value of the game from $q_{0}$ is 1 .

As for the second item, since in the snow-ball game of Figure 3.1 Player-A has no optimal strategy (i.e. strategy of value 1 ) from $q_{0}$, then it is also the case for this game.

Hence, playing almost-optimally can be very costly in Büchi games, whereas it is not the case in reachability games. However, whenever it is possible to play optimally in Büchi games, just like in reachability games, it can be done with a positional strategy.

Proposition 5.2. In all arbitrary finite-state concurrent Büchi games, when there is an optimal strategy, there is one that is positional. (This strategy is therefore subgame optimal.)

To prove this result, we will transform a Büchi game into a reachability game, and use the result already existing on reachability games. We define below how to translate a Büchi game into a reachability game. Informally, this is done by replacing every state $q$ in the target by a trivial state with only one possible outcome: a probability distribution that goes with probability $\chi_{\mathcal{G}}[\mathrm{A}](q)$ to the new target (in the reachability game) and with probability $1-\chi_{\mathcal{G}}[\mathrm{A}](q)$ to a sink state of value 0 .
Definition 5.2. Consider an arbitrary finite-state Büchi game $\mathcal{G}=\langle\mathcal{C}$, Buchi $\rangle$. We let $T:=\operatorname{col}^{-1}[\{1\}] \subseteq Q$ and $Q_{\mathrm{ch}}:=T \cup Q_{\mathrm{ns}}$. We define the reachability game $\mathcal{G}^{\text {Reach }}:=\left\langle\mathcal{C}^{\text {Reach }}\right.$, Reach $\rangle$ with $\mathcal{C}^{\text {Reach }}:=\left\langle Q \uplus\{\top\} \uplus\{\perp\}, \mathrm{F}^{\text {Reach }}, \mathrm{K}\right.$, col $\left.{ }^{\text {Reach }}\right\rangle$ as follows:

- $\{\top\}$ and $\{\perp\}$ are two fresh states not in $Q$;
- all states $q \in Q_{\mathrm{ch}}$ are made into trivial states with only one outcome: $\mathrm{F}^{\text {Reach }}(q):=\left\langle *, *,\left\{\mathrm{~T} \mapsto \chi_{\mathcal{G}}[\mathrm{A}](q), \perp \mapsto 1-\chi_{\mathcal{G}}[\mathrm{A}](q)\right\}, *\right\rangle ;$
- all states $q \in Q \backslash Q_{\text {ch }}$ are left unchanged: $\mathrm{F}(q):=\mathrm{F}^{\text {Reach }}(q)$;
- both states $\top$ and $\perp$ are self-looping sinks;
- $\operatorname{col}^{\text {Reach }}(\top):=1$ and $\operatorname{col}^{\text {Reach }}[Q \cup \perp]:=\{0\}$;

Remark 5.1. From the definition of the arena $\mathcal{C}^{\text {Reach }}$, one can realize that there are no stopping states in $\mathcal{C}^{\text {Reach. }}$. This is done so that we can use the results from Chapter 4 that only apply to games without stopping states.

Furthermore, the game $\mathcal{G}^{\text {Reach }}$ would be identical if we changed it into Büchi game with the same target, since this target is a self-looping sink.

This transformation ensures the lemma below.
Lemma 5.3. Consider an arbitrary finite-state Büchi game $\mathcal{G}=\langle\mathcal{C}$, Buchi $\rangle$ and the reachability game $\mathcal{G}^{\text {Reach }}$. Then, for all $q \in Q$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q)=$ $\chi_{\mathcal{G} R e a c h}[\mathrm{~A}](q)$. Furthermore, if Player-A has an optimal strategy in $\mathcal{G}$, then she also has one in $\mathcal{G}^{\text {Reach }}$.

Proof. We want to apply Lemma 1.16, Page 48. However, our transformation does not fit exactly the statement of Lemma 1.16. First, we have replaced the states in $Q_{\mathrm{ch}}$ with trivial states instead of stopping states. However, it is rather straightforward that if we had replaced every state $q \in Q_{\text {ch }}$ by a stopping states of value $\chi_{\mathcal{G}}[\mathrm{A}](q)$, all the values of the states in the game $\mathcal{G}^{\text {Reach }}$ would stay the same. Second, we changed the objective from Büchi to reachability. However, since the games $\mathcal{G}$ and $\mathcal{G}^{\text {Reach }}$ can be seen as over once a state in $Q_{\text {ch }}$ is reached, what matters is what happens if no state in $Q_{\mathrm{ch}}$ is reached. In both games $\mathcal{G}$ and $\mathcal{G}^{\text {Reach, }}$, what happens in that case is the same: Player A loses. Hence, we can apply Lemma 1.16 to obtain the desired statement.

Furthermore, we have also the following lemma.
Lemma 5.4. Consider an arbitrary finite-state Büchi game $\mathcal{G}=\langle\mathcal{C}$, Buchi $\rangle$ and the reachability game $\mathcal{G}^{\text {Reach }}$. Assume that there is an optimal strategy in $\mathcal{G}^{\text {Reach }}$ and, for all $q \in T \backslash Q_{\mathrm{ns}}$, Player A has GF-strategies in $\Sigma_{\mathrm{A}}^{q}$ that are optimal in the game in normal form $\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle$. Then, Player-A has a positional optimal strategy in $\mathcal{G}$.

Proof. By Theorem 4.11, since Player A has an optimal strategy in the reachability game $\mathcal{G}^{\text {Reach }}$, then she has one $\mathrm{s}_{\mathrm{A}}^{\text {Reach }}$ that is positional. Let us now define a Player-A positional strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ that is optimal. For all $q \in Q \backslash Q_{\mathrm{ch}}$, we let $\mathrm{s}_{\mathrm{A}}(q):=\mathrm{s}_{\mathrm{A}}^{\text {Reach }}(q) \in \Sigma_{\mathrm{A}}^{q}$. Furthermore, for all $q \in T \backslash Q_{\mathrm{ns}}$, we let $\mathrm{s}_{\mathrm{A}}(q)$ be a Player-A GF-strategy that is optimal in the game in normal form
$\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle$. Let us show that the positional Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is (subgame) optimal in $\mathcal{G}$ by applying Corollary $3.14^{1}$. Consider the first condition of this corollary: that is, let us show that the strategy $\mathrm{s}_{\mathrm{A}}$ is locally optimal. By Lemma 5.3 and since the Player-A strategy $\mathrm{s}_{A}^{\text {Reach }}$ is optimal in $\mathcal{G}^{\text {Reach }}$, for all $q \in Q \backslash Q_{\mathrm{ch}}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q) \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q)\right)$. This also holds for all $q \in T \backslash Q_{\mathrm{ns}}$ by definition of the strategy $\mathrm{s}_{\mathrm{A}}$ and by Lemma 3.9. Hence, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is locally optimal in $\mathcal{G}$. Consider now the second condition of Corollary 3.14. We let $V:=\chi_{\mathcal{G}}[\mathrm{A}][Q] \subseteq[0,1]$ and for all $u \in V$, we let $Q_{u}:=\left\{q \in Q \mid \chi_{\mathcal{G}}[\mathrm{A}](q)=u\right\}$. When applied to a Büchi game, the second condition of Corollary 3.14 states that, against all Player-B strategies, if the game loops ever indefinitely on states of the same positive value, then the target is seen infinitely often almost surely. Said otherwise, the probability of, at some point, always seeing states of the same positive value while avoiding the target is 0 . Since the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is positional, this amounts to show that, from every state $q \in Q \backslash Q_{\mathrm{ch}}$ of value $u>0$, the probability to always see $Q_{u}$ and never $Q_{\mathrm{ch}}$ is 0 . Formally, we show that, for all Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, for all $u \in V \backslash\{0\}$ and $q \in Q_{u}$, we have:

$$
\begin{equation*}
\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left(Q_{u} \backslash Q_{\mathrm{ch}}\right)^{\omega}\right]=0 \tag{5.1}
\end{equation*}
$$

This actually comes straightforwardly from Corollary 3.14 applied to the (subgame) optimal strategy $s_{A}^{\text {Reach }}$ in $\mathcal{G}^{\text {Reach }}$, because the strategies $s_{A}$ and $s_{A}^{\text {Reach }}$ coincide on $Q \backslash Q_{\mathrm{ch}}$. Note that Corollary 3.14 only applies to games with PI payoff functions, however, as mentioned in Remark 5.1, the game $\mathcal{G}^{\text {Reach }}$ can be seen as a Büchi game since the target is a self-looping sink. Let $u \in V \backslash\{0\}$, $q \in Q_{u}$ and $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. The Player- B strategy $\mathrm{s}_{\mathrm{B}}$ can be seen as a strategy in the arena $S_{B}^{\text {Reach }}$. We have:

$$
\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left(Q_{u} \backslash Q_{\mathrm{ch}}\right)^{\omega}\right]=\mathbb{P}_{\mathcal{C}}^{\mathrm{R}^{\mathrm{R}^{\text {Reach }}, \mathrm{S}_{\mathrm{B}}}, q}\left[\left(Q_{u} \backslash Q_{\mathrm{ch}}\right)^{\omega}\right]
$$

Furthermore, if $\mathbb{P}_{\mathcal{C}^{\text {Reacach }, q}}^{\text {Reach }_{\text {Re }}}\left[\left(Q_{u} \backslash Q_{\mathrm{ch}}\right)^{\omega}\right]>0$, then the second condition of Corollary 3.14 would not hold for the strategy $\mathrm{s}_{\mathrm{A}}^{\text {Reach }}$ in the game $\mathcal{G}^{\text {Reach }}$, since
 Corollary 3.14 the Player-A positional $\mathrm{s}_{\mathrm{A}}$ is (subgame) optimal in $\mathcal{G}$.

We can now proceed to the proof of Proposition 5.2.
Proof. By Lemma 5.3, Player A has an optimal strategy in the game $\mathcal{G}^{\text {Reach }}$. Furthermore, consider the Player-A optimal strategy $t_{\mathrm{A}}$ in $\mathcal{G}$. For all states $q \in T \backslash Q_{\mathrm{ns}}$, we have $\mathrm{t}_{\mathrm{A}}(q) \in \Sigma_{\mathrm{A}}^{q}$. By Lemma 3.10, for all $q \in T \backslash Q_{\mathrm{ns}}$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q)=\chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q) \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]^{q}\right\rangle\right]\left(\mathrm{t}_{\mathrm{A}}(q)\right)=\operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{t}_{\mathrm{A}}(q)\right) \leq$ $\operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right][\mathrm{A}]=\chi_{\mathcal{G}}[\mathrm{A}](q)$. This last equality comes from Lemma 3.9.

[^24]|  | $\exists$ Opt. ? | $\varepsilon$-Opt. | Optimal | SubG. Opt. |
| :---: | :---: | :---: | :---: | :---: |
| Buchi | No | $\infty$-choice | Positional | Positional |

Table 5.1: The summary of the situation in arbitrary finite-state concurrent Büchi games.

Hence, the Player-A GF-strategy $\mathrm{t}_{\mathrm{A}}(q)$ is optimal in the game in normal form $\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle$. Hence by Lemma 5.4, Player A has an optimal positional strategy in $\mathcal{G}$.

We summarize the results on Büchi games in the theorem below.
Theorem 5.5. In arbitrary finite-state concurrent Büchi games:

- there does not always exist optimal strategies;
- almost-optimal strategies may require infinite choice, which can be witnessed by a standard finite game;
- whenever there exists an optimal strategy, there is one that is positional. This also holds for subgame optimal strategies.

These results can be seen in Table 5.1.

Proof. - This is consequence of the fact that this is already the case for reachability games, see Theorem 4.12.

- It was already known that infinite memory may be required to play almost-optimally in Büchi games (see [32, Theorem 2]). We have shown this result in Proposition 5.1, by reusing an example already known (that comes from [47, Figure 1]).
- This is given by Proposition 5.2.


## 5.2 co-Büchi objectives

Let us now consider the case of co-Büchi objectives. Recall that we only consider games with finitely many states. Since there does not always exist optimal strategies in standard finite reachability games, it is also the case for co-Büchi objectives. Let us now deal with how to play almost-optimally, optimally and subgame optimally in co-Büchi games.

### 5.2.1 . Almost-optimal strategies

Consider first how to play almost-optimally in co-Büchi games. As stated in Proposition 4.4, if no assumption is made on the local interactions (i.e. if we do not assume that they are maximizable w.r.t. Player A), in safety games, infinite-choice strategies may be required to play almost-optimally. Furthermore, note that safety games can be seen as special cases of co-Büchi games where the target is self-looping. Hence, it is also the case of co-Büchi games that playing almost-optimally may require infinite choice, if no assumption is made on the local interactions.

However, in co-Büchi games where all local interactions are standard finite, then playing almost-optimally can be done positionally.

Theorem 5.6. In all standard finite concurrent co-Büchi games, for all $\varepsilon>0$, Player A has a positional strategy that is $\varepsilon$-optimal.

As mentioned at the end of Subsection 3.2.3, this result is already known, it was proved in [50, Theorem 3.1]. The proof is quite involved as it is byproduct a memory transfer result from limit-sure winning (i.e. almost-optimal for the value 1) to almost-optimal strategies.

However, what happens in arbitrary games with local interactions maximizable w.r.t. Player $A$ is unknown.

Open Question 5.1. Can playing almost-optimally be done positionally in arbitrary finite-state co-Büchi games where all local interactions are maximizable w.r.t. Player A?

### 5.2.2 . Optimal strategies

Let us now consider how to play optimally in co-Büchi games. Contrary to the Büchi case where, whenever it can be done, it can be done positionally regardless of the local interactions, playing optimally may require infinite choice in co-Büchi games even in standard finite games. This is witnessed by the co-Büchi game described in Figure 5.2. In fact, we have already discussed this game twice in this dissertation. Once, in Figure 2.5 as a slightly modified game, to witness that it is possible that action strategies ${ }^{2}$ may achieve a value that regular strategy can only approach. The second time was in Figure 3.2 to witness that there can be optimal strategies without subgame optimal strategies. For a formal description, one can consider Definition 2.19 that referred to the game of Figure 2.5. The difference with the game of Figure 5.2 is that, in Figure 2.5 , both states $q_{1}$ and $q_{1}^{\prime}$ are merged into a single state $q_{1}$. Note
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Figure 5.2: A co-Büchi game where playing optimally requires infinite choice.
that the most complicated properties ensured by this game have already been proven in Proposition 2.21 and the subsequent lemmas stated to prove it.

Proposition 5.7. The game of Figure 5.2 ensures the following:

- the state $q_{0}$ has value $\frac{1}{2}$;
- no finite-choice Player-A strategy is optimal;
- there is an infinite-choice Player-A strategy that is optimal.

Proof. - This is given by Lemma 2.22.

- Consider any positional player-A strategy $s_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. If $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{3}\right)>0$ (i.e. the bottom row is played with positive probability), then Player B can play the rightmost column with probability 1 and ensure that the expected value of the stopping states seen is less than $\frac{1}{2}$. Therefore, such a strategy has value less than $\frac{1}{2}$. Otherwise, if $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{1}\right)=1$, then Player B can play the middle column with probability 1 and ensure that the state $q_{1}^{\prime}$ will be seen infinitely often. Therefore, such a strategy has value 0 . Finally, if $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{3}\right)=0$ and $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{2}\right)>0$, then Player B can play the leftmost column with probability 1 and ensure that, almostsurely, the state $q_{1}$ will be seen infinitely often. Hence, such a strategy has also value 0 . In fact, no positional strategy can achieve the value $\frac{1}{2}$ in this game. Thus, by Corollary 3.38, all Player-A finite-choice strategies are not optimal from $q_{0}$.
- An optimal action strategy is described in Lemma 2.23. With the difference between the games of Figure 2.5 and of Figure 5.2, this can be done with a regular infinite-choice strategy.


### 5.2.3 . Subgame optimal strategies

What happens for subgame optimally depends on the local interactions in the game. First, let us consider the case of standard finite local interactions. In this context, subgame optimal strategies can be found among positional strategies.

Proposition 5.8. In all standard finite concurrent co-Büchi games, if there is a subgame optimal strategy, there is one that is positional.

Proof. Let us apply Corollary 3.24 . To do so, we need to show that in all standard finite co-Büchi games, if there is a subgame almost-surely winning strategy, there is one that is positional. Hence, consider such standard finite coBüchi game $\mathcal{G}$ and assume that Player A has a subgame almost-surely winning strategy. In that case, all states in $\mathcal{G}$ have value 1. By Theorem 5.6, there is a positional strategy $s_{A} \in S_{A}^{\mathcal{C}}$ that is $\frac{1}{2}$-optimal (from all states). Consider any Player- $B$ strategy $s_{B} \in S_{A}^{\mathcal{C}}$. Then, from all states, there is probability at least $\frac{1}{2}$ that the PI objective coBuchi holds. Hence, by Proposition $3.5^{3}$, the probability of the PI objective coBuchi is 1 from all states. That is, the positional strategy $s_{A}$ is subgame almost-surely winning. We can therefore apply Corollary 3.24 to obtain the result.

However, if the local interactions are not maximizable w.r.t. Player A, playing subgame optimally may require infinite choice. This is witnessed in the game of Figure 5.3. Note that it is very close to the game of Figure 4.2 that witnessed that playing almost-optimally may require infinite choice in safety games. The only change is that the state $\perp$ that Player A wants to see only finitely often loops back to $q_{0}$.

We described formally this game below.
Definition 5.3 (Game depicted in Figure 5.3). The game of Figure 5.3 is an MDP $\Gamma$ where Player A plays alone with two states: $Q:=\left\{q_{0}, \perp\right\}$. The state $\perp$ is trivial and loops back to $q_{0}$ and, at state $q_{0}$, Player A may play any integer $n \in \mathbb{N}$ which leads to a distribution $d_{n}:=\left\{q_{0} \mapsto 1-\frac{1}{2^{n}} ; \perp \mapsto \frac{1}{2^{n}}\right\} \in \mathcal{D}(Q)$. Player A has a co-Büchi objective coBuchi with $\mathrm{K}=\{0,1\}$ and $\operatorname{col}\left(q_{0}\right):=0$ and $\operatorname{col}(\perp):=1$, i.e. Player A wants to see the state $\perp$ only finitely often.
Proposition 5.9. In the co-Büchi game $\mathcal{G}$ of Definition 5.3:

- the state $q_{0}$ has value 1 ;
- all finite-choice Player-A strategies have value 0;
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Figure 5.3: An MDP where Player A plays alone and wants to see the state $\perp$ only finitely often, with $p_{i}:=\frac{1}{2^{i}}$.

- there is an infinite-choice Player-A strategy that is subgame almostsurely winning.

Proof. This is quite similar to the proof of Proposition 4.4. First, consider any positional Player-A strategy $\mathrm{s}_{\mathrm{A}}$. Consider some $n \in \mathbb{N}$ such that $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)(n)>0$. Then, at each step, there is probability at least $\frac{s_{A}\left(q_{0}\right)(n)}{2^{n}}$ to reach the target $\perp$, and in any case the game loops back on $q_{0}$. Hence, almost-surely, the state $\perp$ is reached infinitely often. In fact, all Player-A positional strategies have value 0 . Therefore, since this MDP is standard and B-finite (recall, finitely many states, and Player B has finitely many actions), by Corollary 3.38, all finite-choice strategies have value 0 from $q_{0}$.

Let us now build a Player-A infinite-choice strategy $s_{A} \in S_{A}^{\mathcal{C}}$ that is subgame almost-surely winning. For all $\rho \in Q^{*}$, we let $\mathrm{s}_{\mathrm{A}}(\rho):=\{|\rho|+1 \mapsto 1\}$. Let $\pi \in Q^{+}$. Denoting $\mathrm{s}_{\mathrm{B}}$ the only Player-B strategy in $\Gamma$, for all $n \in \mathbb{N}$, we have:

$$
\mathbb{P}_{\Gamma, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(Q^{n} \cdot\left(Q^{*} \cdot \perp\right)\right)=\sum_{k \in \mathbb{N}} \sum_{\rho \in \pi \cdot Q^{n}} \mathbb{P}_{\Gamma, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(q_{0}^{k} \cdot \perp\right)=\sum_{k \in \mathbb{N}} \frac{1}{2^{|\rho|+k}} \leq \sum_{k \in \mathbb{N}} \frac{1}{2^{n+k+1}}=\frac{1}{2^{n}}
$$

Hence, by Proposition 1.3 (the continuity of probability measure), we have:

$$
\mathbb{P}_{\Gamma, \pi}^{\mathrm{sA}_{\mathrm{A}, \mathrm{~s}_{\mathrm{B}}}}\left(\bigcap_{n \in \mathbb{N}} Q^{n} \cdot\left(Q^{*} \cdot \perp\right)\right)=\lim _{n \rightarrow \infty} \mathbb{P}_{\Gamma, \pi}^{\mathrm{s}_{\mathrm{N}}, \mathrm{~s}_{\mathrm{B}}}\left(Q^{n} \cdot\left(Q^{*} \cdot \perp\right)\right)=0
$$

That is, from $\pi$, the state $\perp$ is seen infinitely often with probability 0 . In other words, it is seen finitely often with probability 1 . This holds for all $\pi \in Q^{+}$. Therefore, the infinite-choice strategy $\mathrm{s}_{\mathrm{A}}$, is subgame almost-surely winning.

The fact that playing subgame optimally may require infinite choice with co-Büchi objectives can be witnessed in games where all local interactions are

$$
\mathcal{F}=\left[\begin{array}{ll}
{\left[q_{0}^{-}-q_{1}\right]} & \frac{T+q_{1}}{2} \\
{\left[\top^{-}-\perp\right]} & \frac{T+q_{1}}{2}
\end{array}\right]
$$

Figure 5.4: A standard infinite local interaction maximizable w.r.t. Player A.
maximizable w.r.t. Player A. However, the local interactions considered will not be finite, otherwise we would be in the scope of Proposition 5.8. We conclude this subsection by providing an example of such a co-Büchi game. Let us first define the only non-trivial game form occurring in that game. To do so, let us first introduce a notation for game form.

Definition 5.4 (Notation for a standard game form). Given any two outcome $x$ and $y$, the notation $\left[x^{-}-y\right]$ refers to the standard game form $\langle\mathbb{N}, *,\{x, y\}, \varrho\rangle_{\mathbf{s}}$ where Player A plays alone and, for all $n \in \mathbb{N}$, we have $\varrho(n, *):=\{x \mapsto$ $\left.1-\frac{1}{2^{n}}, y \mapsto \frac{1}{2^{n}}\right\}$.

The game form of interest for us is depicted in Figure 5.4 and formally defined in Definition 5.5 below.

Definition 5.5 (Game form depicted in Figure 5.4). The game form $\mathcal{F}=$ $\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}},\left\{q_{0}, q_{1}, \mathrm{~T}, \perp\right\}, \varrho\right\rangle_{\mathrm{s}}$ of Figure 5.4 is standard, Player A has infinitely many actions available, whereas Player B has two. We have Act $_{\mathrm{A}}:=\left\{a_{1}, a_{2}\right\} \times$ $\mathbb{N}$ and $\operatorname{Act}_{\mathrm{B}}:=\left\{b_{1}, b_{2}\right\}$. The two Player-B actions correspond to the two columns of the game form, with $b_{1}$ corresponding to the leftmost column and $b_{2}$ corresponding to the rightmost one. If Player B plays $b_{2}$, then the outcome is a uniform distribution on $T$ and $q_{1}$. Otherwise, i.e. if Player B plays $b_{1}$, for all $n \in \mathbb{N}$, if Player A plays $\left(a_{1}, n\right)$, then we obtain the outcome of the game form $\left[q_{0}^{-}-q_{1}\right]$ for the action $n$ whereas if Player A plays $\left(a_{2}, n\right)$, then we obtain the outcome of the game form $\left[\mathrm{T}^{-}-\perp\right]$ for the action $n$.

Let us first show that this game form is maximizable.
Proposition 5.10. The game form defined in Definition 5.5 is maximizable w.r.t. Player A.

Proof. We let $\mathrm{O}:=\left\{q_{0}, q_{1}, \top, \perp\right\}$. Consider a valuation $v: \mathrm{O} \rightarrow[0,1]$. Let $u:=\operatorname{val}[\langle\mathcal{F}, v\rangle]$. Clearly, since Player B can play the action $b_{2}$ we have:

$$
u \leq \frac{v\left(q_{1}\right)+v(\mathrm{~T})}{2}
$$

Furthermore, note that if $v(T)>u$, then Player A has an optimal GF-strategy in the game in normal form $\langle\mathcal{F}, v\rangle$. Indeed, it suffices to play an action $\left(a_{1}, n\right)$ with $n \in \mathbb{N}$ such that $v(T) \cdot\left(1-\frac{1}{2^{n}}\right) \geq u$. Assume now that $v(T) \leq u \leq$


Figure 5.5: A co-Büchi game where Player A wants to see only finitely often the states of color 1: $q_{1}$ and $\perp$. The local interaction at state $q_{0}$ is depicted in Figure 5.4.
$\frac{v\left(q_{1}\right)+v(T)}{2}$. It follows that we have $\frac{v\left(q_{1}\right)+v(T)}{2} \leq v\left(q_{1}\right)$. Therefore, we have $u \leq v\left(q_{1}\right)$. Hence, Player A can play the action $\left(a_{1}, 0\right)$ - if Player B plays $b_{1}$, this leads to probability 1 to go to $q_{1}$ - to be optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. In any case, Player A has an optimal GF-strategy in the game in normal form $\langle\mathcal{F}, v\rangle$.

We define below in Definition 5.6 a concurrent co-Büchi game with local interactions maximizable w.r.t. Player A where playing subgame optimally requires infinite choice.

Definition 5.6 (Game depicted in Figure 5.5). The game of Figure 5.5 has four states $q_{0}, q_{1}, \top, \perp$. The two states $\top$ and $\perp$ are stopping states, with $\top$ of value 1 and $\perp$ of value 0 . The state $q_{1}$ is looping on $q_{0}$ and the local interaction of the state $q_{0}$ in the game form of Definition 5.5. In particular, $Q_{\mathrm{ns}}=\left\{q_{0}, q_{1}\right\}$. Player A has a co-Büchi objective with $\mathrm{K}=\{0,1\}$ and $\operatorname{col}\left(q_{0}\right):=0$ and $\operatorname{col}\left(q_{1}\right):=1$.

Proposition 5.11. In the co-Büchi game $\mathcal{G}$ of Definition 5.6:

- the state $q_{0}$ has value 1 ;
- no finite-choice Player-A strategy is optimal;
- there is an infinite-choice Player-A strategy that is subgame optimal.

Proof. - Let $\varepsilon>0$. Consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ such that $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(\left(a_{2}, n\right)\right):=1$ for some $n \in \mathbb{N}$ such that $\frac{1}{2^{n}} \leq \varepsilon$. Then, if Player- B plays action $b_{1}$ (i.e. the left column), there is probability $1-\frac{1}{2^{n}} \geq 1-\varepsilon$ to see the state $T$ of value 1. Furthermore, if Player B plays action $b_{2}$ (i.e. the right column), then there is probability $\frac{1}{2}$ to go the state $T$ and probability $\frac{1}{2}$ to see the state $q_{1}$ and loop back to $q_{0}$. Hence, if this action
is played indefinitely, the state $T$ is reached almost-surely. In fact, this Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ has value at least $1-\varepsilon$. Therefore, the state $q_{0}$ has value 1.

- Consider any Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$. If it plays an action of the shape $\left(a_{2}, \cdot\right)$ with positive probability, then if Player B plays action $b_{1}$ (i.e. the left column) there is a positive probability to reach the state $\perp$ of value 0 . Therefore, such a strategy is not optimal. Otherwise, consider some $n \in \mathbb{N}$ such that $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(\left(a_{1}, n\right)\right)>0$. Then, if Player B always plays the action $b_{1}$ (i.e. the left column), at each step there is probability at least $\frac{\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(\left(a_{1}, n\right)\right)}{2^{n}}>0$ to see the state $q_{1}$. Hence, almostsurely, it seen infinitely often. Therefore, such a strategy has value 0. In fact, no positional Player-A strategy is optimal. Therefore, since this game is standard and B-finite (recall, finitely many states, and Player B has finitely many actions), by Corollary 3.38 , no finite-choice Player-A strategy can be optimal from $q_{0}$.
- Let us describe a Player A subgame optimal strategy. It is very similar to the one described in the proof of Proposition 5.9. Indeed, for all $\rho \in Q_{\mathrm{ns}}^{*}$, we let $\mathrm{s}_{\mathrm{A}}(\rho):=\left\{\left(a_{1},|\rho|+1\right) \mapsto 1\right\}$. Let $\pi \in Q_{\mathrm{ns}}^{+}$. Player B never has an interest of playing action $b_{2}$ since this leads to a stopping state of value 1 with probability $\frac{1}{2}$ and otherwise it loops back on $q_{0}$. Hence, let us denote by $s_{B}$ the Player- B strategy that always plays action $b_{1}$ in $q_{0}$, for all $n \in \mathbb{N}$, we have:

$$
\mathbb{P}_{\Gamma, \pi}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(Q_{\mathrm{ns}}^{n} \cdot\left(Q_{\mathrm{ns}}^{*} \cdot q_{1}\right)\right)=\sum_{k \in \mathbb{N}} \sum_{\rho \in \pi \cdot Q_{\mathrm{ns}}^{n}} \mathbb{P}_{\Gamma, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left(q_{0}^{k} \cdot q_{1}\right)=\sum_{k \in \mathbb{N}} \frac{1}{2^{|\rho|+k}} \leq \sum_{k \in \mathbb{N}} \frac{1}{2^{n+k+1}}=\frac{1}{2^{n}}
$$

Hence, by Proposition 1.3 (the continuity of probability measures), we have:

$$
\mathbb{P}_{\Gamma, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(\bigcap_{n \in \mathbb{N}} Q_{\mathrm{ns}}^{n} \cdot\left(Q^{*} \cdot q_{1}\right)\right)=\lim _{n \rightarrow \infty} \mathbb{P}_{\Gamma, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left(Q_{\mathrm{ns}}^{n} \cdot\left(Q_{\mathrm{ns}}^{*} \cdot q_{1}\right)\right)=0
$$

That is, from $\pi$, the state $q_{1}$ is seen infinitely often with probability 0 . Therefore, the infinite-choice Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is subgame almostsurely optimal.

It may seem that this result proves that playing almost-optimally in finitestate co-Büchi games with maximizable ${ }^{4}$ local interactions may not be done with positional strategies. Indeed, assume that it is the case, i.e. that positional strategies are sufficient to play almost-surely in such co-Büchi games.

[^27]\[

\mathcal{F}=\left[$$
\begin{array}{ll}
{\left[q_{0}^{-}-q_{1}\right]} & \frac{T+q_{1}}{2}
\end{array}
$$\right]
\]

Figure 5.6: The game form $\operatorname{Opt}(\mathcal{F}, v)$ for $\mathcal{F}$ the game form of Definition 5.5 and $v: \mathrm{O} \rightarrow[0,1]$ such that $v(\mathrm{~T})=v\left(q_{1}\right)=v\left(q_{0}\right):=1$ and $v(\perp):=0$.

This would imply, as in the proof of Proposition 5.8, that with maximizable local interactions, playing subgame almost-surely can be done positionally. Furthermore, (the second part of) Theorem 3.17 (informally) states that the amount of memory to be subgame optimal (when possible) corresponds to the amounts of memory to be subgame almost-surely winning (when possible). Hence, we would obtain that playing subgame optimally with maximizable local interactions can be done positionally, which is in contradiction with Proposition 5.11.

The issue with this argument is that the informal statement of Theorem 3.17 that we gave above is true up to a modification of the local interactions. That modification consists in only considering the Player-A GF-strategies that are optimal w.r.t. some valuations (i.e. the set of local interactions considered in $\operatorname{Opt}(\{\mathrm{F}(q) \mid q \in Q\})$, recall Definition 3.11). In fact, in the game of Definition 5.6, up to this modification, the local interaction at state $q_{0}$ is not maximizable, we show this fact below Proposition 5.12. Therefore, even if positional strategies were enough to play almost-optimally in co-Büchi games with maximizable local interactions, it would not imply that playing subgame optimally can be done with positional strategies in co-Büchi games with maximizable local interactions.

Proposition 5.12. The game form $\mathcal{F}$ of Definition 5.5 is maximizable w.r.t. Player A. However, letting $v: \mathrm{O} \rightarrow[0,1]$ such that $v(\mathrm{~T})=v\left(q_{1}\right)=v\left(q_{0}\right):=1$ and $v(\perp):=0$, the game form $\operatorname{Opt}(\mathcal{F}, v)$ is not maximizable w.r.t. Player A.

Proof. The game form $\mathcal{F}$ is maximizable w.r.t. Player A, by Proposition 5.10. Then, consider the valuation $v$. The set of optimal Player-A GF-strategies is equal to $\mathcal{D}\left(\left\{a_{1}\right\} \times \mathbb{N}\right)$. Recall that, letting $\mathcal{F}=\left\langle\mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right), \mathcal{D}\left(\mathrm{Act}_{\mathrm{B}}\right), \mathrm{O}, \varrho\right\rangle$, we have $\operatorname{Opt}(\mathcal{F}, v)=\left\langle\operatorname{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle), \mathcal{D}\left(\operatorname{Act}_{\mathrm{B}}\right), \mathrm{O}, \varrho\right\rangle$ where $\mathrm{Opt}_{\mathrm{A}}(\langle\mathcal{F}, v\rangle) \subseteq \mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right)$ denotes the set of Player-A GF-strategies optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. The game form $\operatorname{Opt}(\mathcal{F}, v)$ is depicted in Figure 5.6 and is not maximizable w.r.t. Player A. This is witnessed, for instance, by a valuation $w$ such that $w\left(q_{0}\right):=\frac{1}{2}, w(\mathrm{~T}):=1$ and $w\left(q_{1}\right):=0$.

We summarize the results on co-Büchi games in the theorem below.
Theorem 5.13. In arbitrary finite-state concurrent co-Büchi games:

|  | GF | $\exists$ Opt. ? | $\varepsilon$-Opt. | Optimal | SubG. Opt. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| coBuchi | Max. <br> Arb. | No | Pos $^{1} / ?$ <br> $\infty$-choice | $\infty$-choice | Pos $^{1} / \infty$-choice <br> $\infty$-choice |

Table 5.2: The summary of the situation in arbitrary finite-state concurrent co-Büchi games. The results ${ }^{1}$ hold with standard finite local interactions, but a priori does not with arbitrary maximizable local interactions.

- there does not always exist optimal strategies, even in standard finite games;
- with standard finite local interactions, playing almost-optimally can always be done positionally. With arbitrary local interactions, otherwise it may require infinite choice. With arbitrary local interactions maximizable w.r.t. Player A, the question is still open.
- playing optimally may require infinite choice, even with standard finite local interactions;
- when the local interactions are standard finite, playing subgame optimally can be done positionally, otherwise it may require infinite choice.

These results can be seen in Table 5.2.3.
Proof. - that is because this holds in reachability games, see Theorem 4.12;

- this is already known, see [50, Theorem 3.1]. The fact that this does not hold anymore for arbitrary local interactions is a consequence of the fact that this is the case for the safety objective, see Proposition 4.4. The case of arbitrary local interactions maximizable w.r.t. Player A is still open (see 5.1).
- we have first proved this result in [41, Section 6]. We state it in Proposition 5.7;
- We have also proved this result in [41, Corollary 1]. However, it does not hold with arbitrary local interactions, see Proposition 5.9, even if all local interactions are maximizable w.r.t. Player A, see Proposition 5.11.


### 5.3 Parity objectives

Recall that we only consider games with finitely many states. We already know that there does not always exist optimal strategies in standard finite parity games since this holds in reachability games (see 4.12). We also know


Figure 5.7: A parity game.
that playing almost-optimally may require infinite choice in standard finite parity games since this holds in Büchi games (see 5.5). Furthermore, playing optimally (when possible) may require infinite choice in standard finite parity games since this holds in co-Büchi games (see 5.13). In fact, playing subgame optimally (when possible) may also require infinite choice. That is witnessed by the game defined in Definition 5.7. Note that we already talked about this game in Subsection 3.4.2, as it was depicted in Figure 3.12.

Definition 5.7 (Game depicted in Figure 5.7). The game $\mathcal{G}$ of Figure 5.7 has three states: $Q=\left\{q_{1}, q_{2}, q_{3}\right\}$. The two states $q_{2}$ and $q_{3}$ have a trivial local interaction and loop back to $q_{1}$. We denote by $a_{1}$ and $a_{2}$ the two actions available to Player A in $q_{1}$ where $a_{1}$ refers to the top row and $a_{2}$ refers to the bottom row. Similarly, We denote by $b_{1}$ and $b_{2}$ the two actions available to Player B in $q_{1}$ where $b_{1}$ refers to the leftmost row and $b_{2}$ refers to the rightmost column. Player A has a parity objective with $\mathrm{K}=\{1,2,3\}, \operatorname{col}\left(q_{1}\right):=1$, $\operatorname{col}\left(q_{2}\right):=2$ and $\operatorname{col}\left(q_{3}\right):=3$. That is, Player A wants to see only finitely often the state $q_{3}$ while seeing infinitely often the state $q_{2}$.
Proposition 5.14. The game of Definition 5.7 is such that:

- all finite-choice Player-A strategies have value 0 from $q_{1}$;
- there is an infinite-choice Player-A strategy that is subgame almostsurely winning.

Proof. - Consider any positional Player-A strategy sA. If $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{2}\right)>0$ (i.e. if the bottom row is played with positive probability), then by playing the action $b_{2}$ (i.e. the rightmost column) Player B ensures that almost-surely the state $q_{3}$ is seen infinitely often. Otherwise, if $\mathrm{s}_{\mathrm{A}}\left(q_{0}\right)\left(a_{1}\right)=1$, then by playing the action $b_{1}$ (i.e. the leftmost column) Player B ensures that the state $q_{2}$ is never seen. In fact, the value of all Player-A positional strategies is 0 . Therefore, since this game is standard finite, by Corollary 3.38, all finite-choice Player-A strategies have value 0 from $q_{1}$.

- Let us now describe a Player-A subgame almost-surely winning strategy. For all $\rho \in Q^{+}$, we let $|\rho|_{2,3} \in \mathbb{N}$ denote the number of times the finite paths $\rho$ has visited the states $q_{2}$ and $q_{3}$. Consider also a sequence $\left(\varepsilon_{k}\right)_{k \in \mathbb{N}}$ such that, for all $k \in \mathbb{N}$, we have $\varepsilon_{k} \in(0,1]$ with $\sum_{k \in \mathbb{N}} \varepsilon_{k}<\infty$. We define a Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ as follows, for all $\rho \in Q^{+}$, we have:

$$
\mathrm{s}_{\mathrm{A}}(\rho):=\left\{a_{1} \mapsto 1-\varepsilon_{|\rho|_{2,3}}, a_{2} \mapsto \varepsilon_{|\rho|_{2,3}}\right\}
$$

Consider now any Player- $B$ deterministic strategy $s_{B} \in S_{B}^{\mathcal{C}}$ and some $\pi \in Q^{+}$. Let $n \in \mathbb{N}$. We have:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q^{n} \cdot q_{1}^{\omega}\right] & =\sum_{\rho \in \pi \cdot Q^{n}} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[q_{1}^{\omega}\right]=\sum_{\rho \in \pi \cdot Q^{n}} \lim _{k \rightarrow \infty} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[q_{1}^{k}\right] \\
& \leq \sum_{\rho \in \pi \cdot Q^{n}} \lim _{k \rightarrow \infty}\left(1-\varepsilon_{|\rho|_{2,3}}\right)^{k}=0
\end{aligned}
$$

As this holds for all $n \in \mathbb{N}$, it follows that, from $\pi$, almost-surely, the set of states $\left\{q_{2}, q_{3}\right\}$ is seen infinitely often.
Let us now show that almost-surely the state $q_{3}$ is seen only finitely often. Let $n \in \mathbb{N}$ and consider some $\rho \in\left(\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3}\right)^{n} \cdot\left\{q_{1}, q_{2}\right\}^{*}$. Since the strategy $\mathrm{s}_{\mathrm{B}}$ is deterministic, for all $i \in \mathbb{N}$, we have:

$$
\mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left\{q_{1}\right\}^{i} \cdot q_{3}\right]=0 \text { or } \mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left\{q_{1}\right\}^{i+1}\right]=0
$$

Therefore, there is at most one $i \in \mathbb{N}$ such that $\mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathbf{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[q_{1}^{i} \cdot q_{3}\right]>0$ with $\mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathbf{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[q_{1}^{i} \cdot q_{3} \mid q_{1}^{i}\right] \leq \varepsilon_{n+k}$ where $k$ denotes the number of times the state $q_{2}$ occurs in $\rho$ after the last $q_{3}$. Therefore, $\mathbb{P}_{\mathcal{C}, \pi \cdot \rho}^{\mathrm{sA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[q_{1}^{*} \cdot q_{3}\right] \leq \varepsilon_{n+k}$. It follows that, for all $\theta \in\left(\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3}\right)^{n}$ :

$$
\mathbb{P}_{\mathcal{C}, \pi \cdot \theta}^{\mathrm{s}_{\mathcal{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3}\right]=\sum_{k \in \mathbb{N}} \mathbb{P}_{\mathcal{C}, \pi \cdot \theta}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(q_{1}^{*} \cdot q_{2}\right)^{k} \cdot q_{1}^{*} \cdot q_{3}\right] \leq \sum_{k \in \mathbb{N}} \varepsilon_{n+k}
$$

Therefore, by Proposition 1.3 (the continuity of probability measures):

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\bigcap_{n \in \mathbb{N}}\left(\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3}\right)^{n}\right] & \leq \lim _{n \rightarrow \infty} \mathbb{P}_{\mathcal{C}, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3}\right)^{n+1}\right] \\
& \leq \lim _{n \rightarrow \infty} \mathbb{P}_{\mathcal{C}, \pi}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3} \mid\left(\left\{q_{1}, q_{2}\right\}^{*} \cdot q_{3}\right)^{n}\right] \\
& \leq \lim _{n \rightarrow \infty} \sum_{k \in \mathbb{N}} \varepsilon_{n+k}=0
\end{aligned}
$$

This comes from the fact that $\sum_{k \in \mathbb{N}} \varepsilon_{k}<\infty$. Therefore, the state $q_{3}$ is seen infinitely often with probability 0 . That is, against the Player-B deterministic strategy $\mathrm{s}_{\mathrm{B}}$, the parity objective is ensured almost-surely from $\pi$. Since this holds for all Player-B deterministic strategies and by Corollary 2.17 (since we obtain an MDP once Player A has fixed her

|  | GF | $\exists$ Opt. ? | $\varepsilon$-Opt. | Optimal | SubG. Opt. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Parity | M./A. | No | $\infty$-choice | $\infty$-choice | $\infty$-choice |

Table 5.3: The summary of the situation in arbitrary finite-state concurrent parity games with at least three colors.
strategy), the value of the Player-A strategy $s_{\mathrm{A}}$ is 1 from $\pi$. As this holds for all $\pi \in Q^{+}$, it follows that the infinite-choice Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is subgame almost-surely winning.

We summarize how concurrent parity games behave below:
Theorem 5.15. In arbitrary finite-state concurrent parity games:

- there does not always exist optimal strategies;
- playing almost-optimally may require infinite choice;
- playing optimally, when possible, may require infinite choice;
- playing subgame optimally, when possible, may require infinite choice.

All of these results can be witnessed by standard finite games, with at most three colors. These results can be seen in Table 5.3.

Proof. - this was already the case for reachability games, see Theorem 4.12;

- this was already the case for Büchi games, see Theorem 5.5;
- this was already the case for co-Büchi games, see Theorem 5.13;
- It was already known that playing subgame optimally may require infinite memory, see [47, Theorem 7]. We have further proved that it may require infinite choice in Proposition 5.14 by using the same game used in [47].


### 5.4 Discussion and future work

In this chapter, we have studied Büchi, co-Büchi and parity objectives. As stated in Subsection 5.2.1, we leave Open Question 5.1 unanswered. A possible direction to try and answer this question could be a local-global transfer. We discuss this notion extensively in Part III.

In the previous chapter, among other things, we have designed a procedure to compute, in reachability games, the set of states Opt ${ }_{\mathrm{A}}$ from which Player A has an optimal strategy. In turn, this allowed us to establish Theorem 4.11: for
all positive $\varepsilon>0$, Player A has a positional strategy that is optimal from all states in $\mathrm{Opt}_{\mathrm{A}}$, and $\varepsilon$-optimal from all other states in $Q \backslash \mathrm{Opt}_{\mathrm{A}}$. It seems natural to look for a similar result in the Büchi, co-Büchi and parity games we have studied in this chapter. We believe that it could be possible to obtain one for Büchi objectives: for all positive $\varepsilon>0$, Player A has a strategy that is optimal and positional ${ }^{5}$ from all states in $\mathrm{Opt}_{\mathrm{A}}$, and $\varepsilon$-optimal from all other states in $Q \backslash \mathrm{Opt}_{\mathrm{A}}$. The difference with the reachability case is that the strategy may have infinite choice at states in $Q \backslash \mathrm{Opt}_{\mathrm{A}}$. Such a result could be obtained by using arguments akin to the ones used in Section 5.1 to prove Proposition 5.2. As a corollary, we would obtain that this also holds with safety objectives, since safety games can be seen as special cases of Büchi games. However, this cannot be extended to co-Büchi objectives and to parity objectives, since, with these objectives, playing optimally may require infinite choice.

Finally, we would like to discuss a possible future work that extends some of what we have done in this chapter. In [70], the authors study Muller objectives. Given a finite set K of colors, a Muller objective is defined by a set $S \subseteq 2^{\mathrm{K}}$ of subsets of colors such that an infinite sequence of colors is winning for Player A if and only if the set of colors seen infinitely often is in $S$. In particular, Muller objectives are PI and more general than parity objectives. In that paper [70], among other things, the authors show that in finite turn-based games, for those Muller objectives that are upward-closed, positional strategies are sufficient to be almost-surely winning for Player A. A Muller objective defined by $S \subseteq 2^{\mathrm{K}}$ is upward-closed if, for all $C, C^{\prime} \in 2^{\mathrm{K}}$ if $C \in S$ and $C \subseteq C^{\prime}$, then $C^{\prime} \in S$. Note that, by [58, Theorem 4.5] - alternatively, Corollary 3.24 we can deduce that with upward-closed Muller objectives, Player A always has positional optimal strategies in finite turn-based games.

We believe that this could be extended to standard concurrent games, up to adding the assumption that optimal strategies do exist. We conjecture the following:

Conjecture 5.16. In all standard finite concurrent games with an upwardclosed Muller objective, if Player A has an optimal strategy, then she has one that is positional.

An upward-closed Muller objective can be seen as a disjunction of conjunctions of Büchi objectives. That is, Player A wants to see infinitely often as many states as possible. Therefore, we believe that, to play optimally, Player A only needs to play a locally optimal strategy whose support, at each state, is maximal (which is possible because the game is standard). We also believe that what is stated in Conjecture 5.16 gives a characterization of upward-closed Muller objectives. That is, given any Muller objective that is not upward-

[^28]closed, there is a standard finite game where Player A can play optimally, but it can only be done with infinite-choice strategies. Note that upward-closed Muller objectives are also characterized in [70].

Following a similar idea, we believe that it is possible to characterize those Muller objectives for which, in standard finite concurrent games, whenever there is a subgame optimal strategy, there is a finite-memory one. As can be seen in Table 3.1, in finite parity games with at least three colors, infinite-choice strategies may be required to play subgame optimally. Parity objectives with at least three colors can be written as a conjunction of a Büchi and a co-Büchi objective. We believe that this is the issue. We make the conjecture below.
Conjecture 5.17. In all standard finite concurrent games with a Muller objective that can be written as a disjuntion of either a conjunction of Büchi or a conjunction of co-Büchi objectives, if Player A has an optimal strategy, then she has a finite-memory one.

## Part III

## Restricting game forms in concurrent games

This final part is arguably the most important one of this dissertation: here, we adopt an entirely new approach towards concurrent games, which we believe is promising. The general idea is the following. Since concurrent (uncolored) arenas behave poorly in general, especially compared to turn-based (uncolored) arenas, see for instance the previous part, we restrict ourselves to subsets of concurrent (uncolored) arenas. These subsets will always strictly include turn-based arenas and contain only arenas enjoying some of the nice properties that turn-based arenas enjoy. To properly define these subsets, we consider a set of colors K and a win/lose objective $W \subseteq \mathrm{~K}^{\omega}$ — say a reachability objective - and a type of strategies $\tau$ — say optimal positional strategies. Then, we want to define a subset of $(W, \tau)$-well-behaved concurrent uncolored arenas. Informally, we define $(W, \tau)$-well-behaved concurrent uncolored arenas as arenas for which in all colored games with objective $W$ that can be obtained from them, there are $\tau$-strategies, for one or both of the players.

The main novelty lies in the way we define these subsets of concurrent uncolored arenas. Indeed, they are defined via the crucial notion of game form, and local interaction. That is, given an objective $W$ and a type of strategies $\tau$, the goal is to identify a set of game forms $S_{(W, \tau)}$ such that all the concurrent uncolored arenas whose local interactions are included in $S_{(W, \tau)}$ are $(W, \tau)$-well-behaved.

To define this set $S_{(W, \tau)}$, we proceed in two steps, described below.

- First, we characterize the game forms that are individually well-behaved w.r.t. $(W, \tau)$. More precisely, a game form $\mathcal{F}$ is individually well-behaved w.r.t. ( $W, \tau$ ) if all "simple arenas" that can be built from $\mathcal{F}$ are $(W, \tau)$ -well-behaved. Informally, a simple arena built from $\mathcal{F}$ is an arena with only one non-trivial local interaction, $\mathcal{F}$, which occurs in a central state $q_{\text {init }}$. Every other state is either stopping or trivial (i.e. with only one possible distributions over successor states regardless of what the players do) and looping back to $q_{\text {init }}$. That way, the only source of interaction, and therefore concurrency, in the arena comes from $\mathcal{F}$.
- Second, we prove that all concurrent arenas where all local interactions are individually well-behaved w.r.t. $(W, \tau)$ are $(W, \tau)$-well-behaved. We then define the set $S_{(W, \tau)}$ to be equal to the set of game forms individually well-behaved w.r.t. $(W, \tau)$.

When this second step is conclusive, in some cases it will be the case even for arenas with infinitely many states, however in some other cases it will be only for finite-state arenas.

Assuming that we have achieved both of these steps, the set $S_{(W, \tau)}$ of game forms can be seen as maximal w.r.t. $(W, \tau)$. Indeed, we can reformulate the two steps above as follows:

- all game forms not in $S_{(W, \tau)}$ behave poorly w.r.t. $(W, \tau)$, even individually - since, given any game form that is individually poorly-behaved (i.e. non individually well-behaved) w.r.t. ( $W, \tau$ ), there is a simple arena built on $\mathcal{F}$ that is not ( $W, \tau$ )-well-behaved;
- all game forms in $S_{(W, \tau)}$ behave well w.r.t. ( $W, \tau$ ), even collectively - since all concurrent arenas with local interactions individually wellbehaved w.r.t $(W, \tau)$ are $(W, \tau)$-well-behaved.

Alternatively, we could say that being individually well-behaved w.r.t. $(W, \tau)$ is a local necessary and sufficient condition for arenas to be ( $W, \tau$ )-well-behaved. We formally define this notion in page 247.

As argued above, the set $S_{(W, \tau)}$ of game forms can be seen as maximal w.r.t. $(W, \tau)$. However note that for various $(W, \tau)$, there exists a concurrent arena with some individually poorly-behaved local interactions that is still $(W, \tau)$-well-behaved. The only thing we claim about game forms individually poorly-behaved w.r.t. $(W, \tau)$ is that there are some simple arenas built on them that are not ( $W, \tau$ )-well-behaved. However, it is not the case of all the arenas built on them.

The main purpose of this part is to apply this two-step procedure to define sets of game forms $S_{(W, \tau)}$ for various win/lose objectives $W$ and types of strategies $\tau$. In addition, we will perform this transfer not only on win/lose objectives, but also on more general payoff functions. In fact, we will perform this transfer with sets $S$ of (non necessarily win/lose) payoff functions. In that case, a game form will be deemed individually safe w.r.t. $(S, \tau)$ if it is individually safe w.r.t. $(f, \tau)$, for all payoff functions $f \in S$.

Benefits of this characterization. Let us now give an idea of how the above characterization can be used in practice. We believe that the main benefit of characterizing the local interactions that are individually well-behaved w.r.t. payoff functions and types of strategies lies in the design of games. Indeed, when designing a game with a specification in mind - for instance, the existence of positional optimal strategies in finite-state reachability games - our characterization provides exactly the safe building blocks (i.e. local interactions) that can be used to ensure that the desired specification holds in the compound arenas. Furthermore, as long as they are individually wellbehaved, all building blocks can be used, regardless of the other individually well-behaved blocks used in the game. Hence, the design of games can be done locally, without knowing the other local components, or even the number of components involved.

As mentioned above, the desired specification holds in any compound arena whose building blocks are individually well-behaved. In addition this arena can be dynamically modified while maintaining that this specification holds. This modification may consist in adding an individually well-behaved building block
to this compound arena, removing one building block or replacing a building block by another individually well-behaved one.

Arguably, it has a second benefit, though it may not have a strong practical value. Indeed, to decide if a game $\mathcal{G}$ with objective $W$ enjoys the existence of $\tau$ strategies, one may consider every local interaction occurring in the underlying arena, decide if they are all individually well-behaved w.r.t. ( $W, \tau$ ) (assuming it is possible), and if so conclude that $\tau$-strategies exist in $\mathcal{G}$. However, it has two main drawbacks: first, this requires to handle all local interactions, which may be costly. Second, we can only conclude if all local interactions are individually well-behaved. Perhaps this approach is promising in contexts where we already know, a priori, that a large amount of the local interactions involved are individually well-behaved w.r.t. $(W, \tau)$, and there are only a few of them to check.

Some formal definitions. Before we give an overview of what we do specifically in each chapter of this part, let us formally introduce the notion of simple games built from a game form as we will use this notion throughout this part. Recall Definition 1.21: a game form $\mathcal{F}^{\prime}$ is obtained from a game form $\mathcal{F}$ if $\mathcal{F}^{\prime}$ is equal to $\mathcal{F}$ up to a - not necessarily injective - renaming of the outcomes. Also recall Definition 1.11: a game form is trivial if both players have only one available GF-strategy.
Definition 5.1 (Simple games). Consider a game form $\mathcal{F}$. A simple game built on $\mathcal{F}$ is a game $\mathcal{G}$ such that:

- there is a central state $q_{\text {init }} \in Q_{\text {ns }}$ such that $\mathrm{F}\left(q_{\text {init }}\right)$ is obtained from $\mathcal{F}$;
- all non-stopping non-central states $q \in Q_{\mathrm{ns}} \backslash\left\{q_{\text {init }}\right\}$ are trivial and looping on the state $q_{\text {init }}$.
Note that the game $\mathcal{G}$ is indeed built from $\mathcal{F}$ according to Definition 1.22.
In this part, we prove instances of what we call local-global transfers. These correspond to the (somewhat) necessary and sufficient condition discussed earlier in page 245. We define below how we will formulate these transfers in this part.
Definition 5.2 (Necessary and Sufficient Condition Transfer, NSC-Transfer). Let $X$ denote a set of payoff functions. A game with payoff function in $X$ is called an $X$ game. Let also $Y$ be a subset of game forms - for instance, it may be the set of standard game forms. Consider a predicate $\varphi$ on $X$ games and a predicate $\psi_{\mathrm{GF}}$ on $Y$ game forms. When we say that: "among $Y$ game forms, satisfying $\psi_{\mathrm{GF}}$ is an NSC-transfer for (possibly finite, possibly without stopping states) $X$ games to satisfy the property $\varphi$ ", it means that:

1. from any game form $\mathcal{F}$ in $Y$ that does not satisfy the predicate $\psi_{\mathrm{GF}}$, one can build on $\mathcal{F}$ a simple (possibly finite, possibly without stopping states) $X$ game that does not satisfy the predicate $\varphi$;
2. all (possibly finite, possibly without stopping states) $X$ games, whose local interactions are game forms in $Y$ satisfying the predicate $\psi_{\mathbf{G F}}$, satisfy the predicate $\varphi$.

We state several results in this part with the notion of NSC-transfer: Proposition 6.1, Theorem 6.6, Proposition 7.1, Theorem 7.5, Proposition 7.7 and Corollary 8.10.

Let us argue why what we have defined in Definition 5.2 is called a necessary and sufficient condition. Consider an NSC-transfer statement as in Definition 5.2: among $Y$ game forms, satisfying $\psi_{\mathrm{GF}}$ is an NSC-transfer for $X$ games to satisfy the property $\varphi$. This statement hides in fact an equivalence that could be stated as follows. Consider a non-empty set $S_{\mathrm{GF}}$ of $Y$ game forms. Then, the two following assertions are equivalent:
a. The set $S_{\mathrm{GF}}$ only contains game forms satisfying the predicate $\psi_{\mathrm{GF}}$;
b. All $X$ games built on $S_{\mathrm{GF}}$ satisfy the property $\varphi$.

Indeed, since it is an NSC-transfer, item a. implies item b. by item 2. of Definition 5.2 and item b. implies item a. by item 1. of Definition 5.2. Thus, all NSC-transfers hide an equivalence stated with sets of game forms (hence the NSC terminology).

This part contains four chapters. Chapter 6 deals with the restrictions on game forms to be used in concurrent games so that they ensure nice properties that can be directly deduced from Theorem 2.3. In particular, we provide an NSC-transfer for the existence of winning strategies in concurrent games. In the next two chapters, we state NSC-transfers for the existence of positional optimal strategies in parity games. Specifically, in Chapter 7, we consider arbitrary local interactions and show NSC-transfers for safety, reachability and Büchi objectives. In Chapter 8, we consider only standard finite game forms, but we prove NSC-transfers for arbitrary parity objectives. Finally, in Chapter 9 , we study the different classes of game forms we have defined in this part. Note that these classes are studied outside of any concurrent game context.

## 6 - Game forms for general objectives

In this chapter, we make use of the new version of Blackwell determinacy stated in Theorem 2.3. Specifically, we use items (1.a) but also (2) of this theorem to obtain two things rather straightforwardly. First, somewhat necessary and sufficient conditions on game forms that, when they are ensured by all the local interactions in a game behaves in a good way, i.e. NSC-transfer. Second, sufficient conditions on game forms that, when they are ensured by all the local interactions in a game, ensure that the game behaves in a good way In the next two paragraphs, we present the two NSC-transfers of this chapter.

We first realize that item (2) alone of Theorem 2.3 gives straightforwardly an NSC-transfer on arbitrary game forms for infinite games (with arbitrary payoff functions) to have a value. This is stated in Proposition 6.1.

We then consider the existence of winning strategies. There are very simple concurrent games in which no player has a winning strategy. We consider, among standard deterministic game forms, the ones ensuring the existence of winning strategies in infinite concurrent games. These are called determined game forms. We obtain an NSC-transfer stated in Theorem 6.6. The proof is direct from Theorem 2.3 (items (1.a), (2)). Note that we have studied determined game forms in [38]. In that paper, we have already shown (see [38, Theorem 17]) that, when used in concurrent games, determined game forms ensure the existence of winning strategies from every state for either of the players. However, in this paper, the proof is more elaborate since could not use Theorem 2.3 as we had not proved it yet. Instead, we used the notions of parallelization and sequentialization of games and strategies, that we have defined in this dissertation in Section 3.4.

Nonetheless, in [38], in addition to proving the existence of winning strategies, we also show that the memory requirement to win in concurrent games with determined local interactions is the same as in (deterministic) turn-based games. This is stated, without a proof, in Theorem 6.7. As an additional remark on determined game forms, Theorem 6.6 is a generalization of Borel determinacy (Theorem 2.1), that uses Borel determinacy as a black box in its proof.

Finally, we quickly discuss in Subsection 6.2 .2 an application of determined game forms: discrete-bidding games.

The applications of Theorem 2.3 to determined and valuable game forms actually constitute the only NSC-transfer that we will give in this chapter. In the remainder of this chapter, we will slightly modify the definition of determined game forms to obtain sometimes weaker, sometimes incomparable restrictions on game forms.

When proving Theorem 6.6, we actually use a definition (see Proposi-
tion 6.5) of determined game forms that is equivalent to the one we gave in [38], but that is more suited for the application of Theorem 2.3. Another interest of this equivalent definition is that it is easier to generalize. The first generalization we propose makes the determinacy of game forms asymmetric in the players: we obtain game forms that are semi-determined w.r.t. Player A (or Player B). When such game forms are used in concurrent games, they ensure that the game has a value, that the value of every state is either 0 or 1 , and that from every state where this value is 1 , Player A has a winning strategy. This is stated in Proposition 6.9.

The second generalization we consider induces the definition of game forms finitely maximizable w.r.t. a player. These are standard finite game forms that are maximized by a finite set of GF-strategies for Player A (or Player B), see Definition 6.3. When these game forms are used in a finite concurrent arena $\mathcal{C}$, the arena $\mathcal{C}$ behaves, somehow, like a finite turn-based arena. We give two applications. In games obtained from such arenas with a payoff function that is PI upward well-founded, Player A has a subgame optimal strategy, see Theorem 6.11. This generalizes Corollary 3.25 (the same result in the context of turn-based games). Furthermore, if this payoff function corresponds to a parity objective, Player A has a positional strategy that is optimal, see Corollary 6.12. To prove both these applications, we use the aforementioned notions of parallelization and sequentialization of games and strategies from Section 3.4.

Finally, we present a strengthening of the notion of finitely maximizable game forms: uniquely maximizable game forms. These are arbitrary game forms that are maximized by a single Player-A GF-strategy. We first show that, though this requirement is very strong, there is a natural way to construct uniquely maximizable game forms, see Proposition 6.14. We then show that, when all local interactions of an arena are uniquely maximizable w.r.t. Player A, she has a positional strategy that is (subgame) optimal regardless of the payoff function considered, see Theorem 6.15.

As mentioned above, with these last three classes of game forms, we do not state an NSC-transfer. Furthermore, everything we prove in this chapter, except what does concern determined game forms, is unpublished.

### 6.1 Valuable game forms

We start with a very brief section dealing with valuable game forms. This first local-global transfer in concurrent games is a straightforward consequence of Theorem 2.3 (item 2). Indeed, if one only considers this item, this theorem can be read as follows: as soon as all local interactions are valuable, the game has a value. Furthermore, it is straightforward that from a game form that is not valuable, one can build a simple form that does not have a value. Hence,

$$
\mathcal{F}_{1}=\left[\begin{array}{lll}
x & x & z \\
x & y & y \\
z & y & z
\end{array}\right]
$$

Figure 6.1: A game form (that is determined).

$$
\mathcal{F}_{2}=\left[\begin{array}{lll}
x & x & z \\
x & z & y \\
z & y & y
\end{array}\right]
$$

Figure 6.2: A game form (that is not determined).
we obtain the proposition below:

> Proposition 6.1. Among arbitrary game forms, being valuable is an NSCtransfer for infinite games (with measurable payoff functions into $[0,1]$ ) to have a value.

Proof. Consider any game form $\mathcal{F}$ that is not valuable. Let $v: \mathrm{O} \rightarrow[0,1]$ be a valuation of the outcomes of $\mathcal{F}$ such that the game in normal form $\langle\mathcal{F}, v\rangle$ does not have a value. We define an arena $\mathcal{C}=\langle Q, \mathrm{~F}, \mathrm{~K}$, col $\rangle$ such that $Q_{\text {ns }}:=\left\{q_{\text {init }}\right\}$ (with $q_{\text {init }} \notin \mathrm{O}$, up to a renaming of the outcomes) with $\mathrm{F}\left(q_{\text {init }}\right):=\mathcal{F}$. Furthermore, $Q_{\mathrm{s}}:=\mathrm{O}$ with, for all $q \in Q_{\mathrm{s}}, \operatorname{val}(q) \leftarrow v(q) \in[0,1]$. Furthermore, K and col are defined arbitrarily. With this construction, we have that, regardless of the payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ considered, for $\mathcal{G}:=\langle\mathcal{C}, f\rangle$, we have $\chi_{\mathcal{G}}[\mathrm{A}]\left(q_{\text {init }}\right)=\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}]$ and $\chi_{\mathcal{G}}[\mathrm{B}]\left(q_{\text {init }}\right)=\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{B}]$. Therefore, the game $\mathcal{G}$ does not have a value.

Conversely, item 2. of Theorem 2.3 gives that all concurrent game whose local interactions are valuable game forms has a value.

### 6.2 Determined game forms

In this section, we are looking for a local-global transfer to ensure that, in infinite win/lose games without stopping states, from every state, either of the player has a winning strategy. Since we are considering winning strategies (recall Definition 1.33), we only consider deterministic standard game forms. Recall that, for such a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on some set of outcomes O , we have that for all $a \in \operatorname{Act}_{\mathrm{A}}$ and $b \in \operatorname{Act}_{\mathrm{B}}, \varrho(a, b) \in \mathrm{O}$. We have studied this question in [38]. However, the main result of this section, Theorem 6.4 below, that was also central in [38] is now a direct consequence of Theorem 2.3 (in particular, of items 1.a and 2).

Compared to the conditions on game forms we will consider in the next chapter, the condition we consider in this section is rather simple to explain. Our goal is to come up with a definition of game form that ensures the existence of winning strategies. Consider some game forms such as the ones depicted in Figures 6.1, 6.2. A natural way to define win/lose games from these game forms

$$
\left\langle\mathcal{F}_{1}, v\right\rangle=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 0 & 0 \\
1 & 0 & 1
\end{array}\right] \quad\left\langle\mathcal{F}_{1}, v\right\rangle=\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Figure 6.3: The game form $\mathcal{F}_{1}$ of Figure 6.4: The game form $\mathcal{F}_{1}$ Figure 6.1 with the valuation $v$ : of Figure 6.1 with the valuation $\{x, y, z\} \rightarrow\{0,1\}$ such that $v(x)=$ $v:\{x, y, z\} \rightarrow\{0,1\}$ such that $v(z):=1, v(y):=0$. $v(x):=1, v(y)=v(z):=0$.
is the following: every outcome is mapped to either 1 (i.e. winning for Player A) or 0 (i.e. winning for Player B). Then, a Player-A winning (GF-)strategy in this game is a row on which there are only outcomes winning for her, i.e. mapped to 1 . This is the case of the top row in Figure 6.3. Symmetrically, a PlayerB winning (GF-)strategy in this game is a column on which there are only outcomes mapped to 0 . This is the case of the leftmost column in Figure 6.4. However, neither of the players has a winning (GF-)strategy in Figure 6.5. In fact, game forms for which there are always winning GF-strategies as described above are called determined and are the subject of study of this section. This notion already exists, see for instance [36], where determinacy is referred to as $(0,1)$-solvable, or [71] where determinacy is referred to as tightness.
Definition 6.1 (Determined game form). Consider a set of outcomes O and a standard deterministic game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. It is determined if, for all $w: O \rightarrow\{0,1\}:$

- either Player A has a winning (GF-)strategy, i.e. there is some $a \in \operatorname{Act}_{\mathrm{A}}$ such that $w \circ \varrho\left(a, \mathrm{Act}_{\mathrm{B}}\right)=\{1\}$;
- or Player B has a winning (GF-)strategy, i.e.there is some $b \in$ Act $_{\mathrm{B}}$ such that $w \circ \varrho\left(\operatorname{Act}_{\mathrm{A}}, b\right)=\{0\}$.

Concerning the game forms of Figure 6.1 and 6.2, one can realize that $\mathcal{F}_{1}$ is determined. One can check it by looking at all the possible valuations of the outcomes. (The winning players is the one for whom at least two elements in $\{x, y, z\}$ are mapped to her winning outcome.) However, the game form $\mathcal{F}_{2}$ is not determined, as witnessed in Figure 6.5.

Furthermore, it is straightforward that all turn-based deterministic game forms are determined.

Proposition 6.2. All turn-based deterministic game forms are determined.
Proof. Consider a turn-based deterministic game form $\mathcal{F}$. Assume Player A plays alone, the other case being symmetrical. Consider any map $O \rightarrow\{0,1\}$. If all outcomes are mapped to 0 , then clearly Player B wins. Otherwise, there is

## $\left\langle\mathcal{F}_{2}, v\right\rangle=\left[\begin{array}{lll}1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1\end{array}\right]$

Figure 6.5: The game form $\mathcal{F}_{2}$ of Figure 6.2 with the valuation $v$ : $\{x, y, z\} \rightarrow\{0,1\}$ such that $v(x)=v(y):=1, v(z):=0$.
some outcome in O mapped to 1 that Player A can enforce (as the game form is turn-based). In any case, either of the players has a winning (GF-)strategy.

It is rather straightforward that any game form that is not determined is unsafe w.r.t. the existence of winning strategies in win/lose concurrent games. This is stated below.

Proposition 6.3. Consider a set of outcomes O and a standard deterministic game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. If the game form $\mathcal{F}$ is not determined, then there is a simple win/lose game without stopping states built from $\mathcal{F}$ in which no player has a winning strategy from the state $q_{\text {init }}$.

Proof. Let $w: \mathrm{O} \rightarrow\{0,1\}$ be a valuation of the outcomes witnessing that the game form $\mathcal{F}$ is not determined. We define an arena $\mathcal{C}=\langle Q, \mathcal{F}, \mathrm{~K}$, col $\rangle$ such that $Q=Q_{\text {ns }}:=\left\{q_{\text {init }}, 1,0\right\}$ with $\mathrm{K}:=\{0,1\}$ and $\operatorname{col}\left(q_{\text {init }}\right)=\operatorname{col}(0):=0$ and $\operatorname{col}(1):=1$. In addition, denoting $\mathcal{F}=\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$, the local interaction at state $q_{\text {init }}$ is equal to $\mathrm{F}\left(q_{\text {init }}\right):=\left\langle\operatorname{Act}_{\mathrm{A}}, \operatorname{Act}_{\mathrm{B}},\{0,1\}, \mathbb{E}_{v}(\varrho)\right\rangle$. That is, given a pair of actions $(a, b) \in \operatorname{Act}_{\mathrm{A}} \times \operatorname{Act}_{\mathrm{B}}$, the next state reached after $q_{\text {init }}$ if $(a, b)$ is played is equal to $v \circ \varrho(a, b)$. Both states 1 and 0 are trivial and loop back on $q_{\text {init }}$. We consider the win/lose objective $W_{\mathrm{A}} \subseteq \mathrm{K}^{\omega}$ such that $W_{\mathrm{A}}:=\left\{0 \cdot 1 \cdot \mathrm{~K}^{\omega}\right\}$. That is, from $q_{0}$, Player A wins if and only if the next state seen is of color 1 , i.e. if the next state is 1 . Note that the game $\mathcal{G}$ is indeed a simple game built from $\mathcal{F}$, recall Definition 5.1.

Let us now show that in the game $\mathcal{G}=\left\langle\mathcal{C}, W_{\mathrm{A}}\right\rangle$, neither of the player has a (deterministic) winning strategy from $q_{\text {init }}$. Consider any deterministic PlayerA strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. By choice of the valuation $v$, there is an action $b \in \operatorname{Act}_{\mathrm{B}}$ such that $w \circ \varrho\left(\mathrm{~s}_{\mathrm{A}}\left(q_{\text {init }}\right), b\right)=0$. A deterministic Player-B strategy $\mathrm{S}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that $\mathrm{s}_{\mathrm{B}}\left(q_{\text {init }}\right):=b$ wins surely against the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ from $q_{\text {init }}$. In fact, Player A has no winning strategy from $q_{\text {init }}$. We can show similarly that Player B has no winning strategy from $q_{\text {init }}$.

The question now is, are there always winning strategies in win/lose games where all local interactions are determined. It is in fact the case, as stated in the theorem below.

Theorem 6.4. Consider a concurrent win/lose game $\mathcal{G}$ without stopping states such that, for all $q \in Q$, the local interaction $\mathrm{F}(q)$ is determined. Then, from every state $q \in Q$, either of the players have a winning strategy.

This statement corresponds to [38, Theorem 17]. In that paper, we have proved this theorem by using the notions of parallelization and sequentialization of strategies that we introduced in Section 3.4 from Chapter 3. The idea in that paper is to consider winning strategies in the sequentialized version of the game - which are ensured to exist by Theorem 2.1 (the determinacy of Borel games) - and translate them back into the original concurrent game by using the determinacy of the local interactions.

However, with the help of Theorem 2.3, it can be proved in a much quicker fashion. Specifically, we want to use item 1.a of Theorem 2.3. However, to do so, we need to express the fact that a game form is determined with the notion of sets of GF-strategies supremizing game forms. This is done in the proposition below where we give an equivalent definition of determined game forms.

Proposition 6.5. Consider a set of outcomes O and a standard deterministic game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. It is determined if and only if it is valuable and supremized w.r.t. Player A by Act $_{A}$ and w.r.t. Player B by Act ${ }_{B}$ (i.e. $\varepsilon$-optimal GF-strategies can be found among deterministic GF-strategies).

Note that, to prove Theorem 6.4, we do not need an equivalence only the implication assuming the game form is determined.

Proof. Assume that the game form $\mathcal{F}$ is determined. Consider any valuations of the outcome $v: \mathrm{O} \rightarrow[0,1]$. For all $u \in[0,1]$, we let $\mathrm{O}_{\geq u}:=\{o \in \mathrm{O} \mid$ $v(o) \geq u\}$ and $v_{\geq u}: \mathrm{O} \rightarrow\{0,1\}$ such that $v_{\geq u}^{-1}[1]:=\mathrm{O}_{\geq u}$. We then let $\operatorname{Win}_{\mathrm{A}}:=\left\{u \in[0,1] \mid \exists a \in \operatorname{Act}_{\mathrm{A}}, v_{\geq u}\left[\varrho\left(a, \operatorname{Act}_{\mathrm{B}}\right)\right]=\{1\}\right\}$. Note that $\operatorname{Win}_{\mathrm{A}} \neq \emptyset$ since $0 \in \mathrm{Win}_{\mathrm{A}}$.

Now, we let $x:=\sup \operatorname{Win}_{\mathrm{A}}$ and we claim that $\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}]=x=\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{B}]$. Let $\varepsilon>0$. There is $u \in \operatorname{Win}_{\mathrm{A}}$ such that $u \geq x-\varepsilon$. Consider some $a \in \operatorname{Act}_{\mathrm{A}}$ such that $v_{\geq u}\left[\varrho\left(a, \operatorname{Act}_{\mathrm{B}}\right)\right]=\{1\}$. Then, we have val $[\langle\mathcal{F}, v\rangle][a] \geq u$. Indeed, for all Player-B actions $b \in$ Act $_{\mathrm{B}}$, we have $v \circ \varrho(a, b) \geq u$. As this holds for all $\varepsilon>0$, it follows that $\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}] \geq x$ and approaching the value $x$ can be done with deterministic GF-strategies for Player A.

If $x=1$, we indeed have $\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}]=x=\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{B}]$. Assume now that $x<1$. Then, for all $0<\varepsilon \leq 1-x$, we have $x+\varepsilon \in[0,1] \backslash \operatorname{Win}_{A}$. Therefore, since the game form $\mathcal{F}$ is determined, there is some $b \in \operatorname{Act}_{\mathrm{B}}$ such that $v_{\geq x+\varepsilon}\left[\varrho\left(\operatorname{Act}_{\mathrm{A}}, b\right)\right]=\{0\}$. Then, we have $\operatorname{val}[\langle\mathcal{F}, v\rangle][b] \leq x+\varepsilon$. Indeed, for all Player-A actions $a \in$ Act $_{\mathrm{A}}$, we have $v \circ \varrho(a, b)<x+\varepsilon$. As this holds for all $\varepsilon>0$, it follows that $\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{B}] \leq x$ and approaching the value $x$ can be done with deterministic GF-strategies for Player B. Hence, val[ $[\mathcal{F}, v\rangle][\mathrm{A}]=$ $x=\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{B}]$.

Assume now that $\mathcal{F}$ is valuable and supremized w.r.t. Player $A$ by $A c t_{A}$ and w.r.t. Player B by $\mathrm{Act}_{\mathrm{B}}$. Consider any valuation $v: \mathrm{O} \rightarrow\{0,1\}$. Since the game form $\mathcal{F}$ is valuable, we let $x:=\operatorname{val}[\langle\mathcal{F}, v\rangle]$. Let us show that $x \in\{0,1\}$. Assume towards a contradiction that it is not the case and let $\varepsilon:=\frac{\min (x, 1-x)}{2}>0$. By assumption, Player A (resp. B) has a deterministic GF-strategy $a \in \operatorname{Act}_{\mathrm{A}}$ (resp. $b \in \mathrm{Act}_{\mathrm{B}}$ ) that is $\varepsilon$-optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. However, we have $v \circ \varrho(a, b) \in\{0,1\}$. Hence, by definition of $\varepsilon$, either $a$ or $b$ is not $\varepsilon$ optimal. Hence the contradiction. In fact, $x \in\{0,1\}$. Assume for instance that $x=1$ and consider a Player A deterministic GF-strategy $a \in \operatorname{Act}_{\mathrm{A}}$ that is $\frac{1}{2}$-optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. Then, for all $b \in \operatorname{Act}_{\mathrm{B}}$, we have $|v \circ \varrho(a, b)-1| \leq \frac{1}{2}$. Since $v[\varrho] \subseteq\{0,1\}$, it follows that $v \circ \varrho(a, b)=1$. In other words, we have $v\left[\varrho\left(a\right.\right.$, Act $\left.\left._{\mathrm{B}}\right)\right]=\{1\}$. Symmetrically, if $x=0$, we can show that there is some $b \in \operatorname{Act}_{\mathrm{B}}$ such that $v\left[\varrho\left(\operatorname{Act}_{\mathrm{A}}, b\right)\right]=\{0\}$.

We can now prove Theorem 6.4.
Proof. This proof is actually somewhat close to the second part of the proof of Proposition 6.5 but adapted to the case of win/lose graph games.

Consider such a game $\mathcal{G}$ and a state $q \in Q$. Since all local interactions are valuable (since they are determined, by Proposition 6.5), by Theorem 2.3, the game $\mathcal{G}$ has a value. Let $x:=\chi_{\mathcal{G}}(q)$. Assume towards a contradiction that $x \notin\{0,1\}$. Let $\varepsilon:=\frac{\min (x, 1-x)}{2}>0$. By Theorem 2.3, since the local interactions are supremized, w.r.t. both players, by deterministic GF-strategies by Proposition 6.5, Player A (resp. B) has a deterministic GF-strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ (resp. $\mathrm{S}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ ) that is $\varepsilon$-optimal in the game $\mathcal{G}$ from $q$. Since all local interactions are deterministic, and both strategies $s_{A}$ and $s_{B}$ are deterministic, it follows that there is a unique path $\rho \in Q^{\omega}$ such that $\mathbb{P}_{\mathcal{C}, q}^{\mathbf{S}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}[\rho]=1$. Since the game $\mathcal{G}$ has no stopping states and is win/lose, it follows that we have $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right] \in\{0,1\}$. Hence, by definition of $\varepsilon$, either $\mathrm{s}_{\mathrm{A}}\left(\right.$ if $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=0$ ) or $\mathrm{S}_{\mathrm{B}}\left(\right.$ if $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=1$ ) is not $\varepsilon$-optimal. Hence the contradiction. In fact, $x \in\{0,1\}$. Assume for instance that $x=1$ and consider a Player $A$ deterministic strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ that is $\frac{1}{2}$-optimal in the game $\mathcal{G}$ from $q$. Then, for all deterministic Player-B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{Act}_{\mathrm{B}}$, we have $\mid \mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]$ $1 \left\lvert\, \leq \frac{1}{2}\right.$. Since $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right] \in\{0,1\}$, it follows that $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=1$. In other words, for all Player- $B$ deterministic strategies $s_{B} \in S_{B}^{\mathcal{C}}$, the only path compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$ has value 1. That is, the Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}}$ is winning. Symmetrically, if $x=0$, we can show that Player B has a deterministic winning strategy.

Overall, determined game forms ensure the following.
Theorem 6.6. Among standard deterministic game forms, being determined is an NSC-transfer for the existence of winning strategies in infinite win/lose games without stopping states.

Proof. This a consequence of Proposition 6.3 and Theorem 6.4.
Memory Transfer. In [38] where we have originally considered the use of determined game forms in concurrent games, in addition to proving Theorem 6.4 , we have also proved results on the memory required to play winning strategies. We recall what was done in [38] here, without giving the formal proof (which can be found in the arXiv version [72] of [38]).

In [51], the authors proved an equivalence between the shape of a winning objective and the existence of winning strategies that can be implemented with a given memory skeleton $\mathcal{M}$ in turn-based games. They defined the properties of $\mathcal{M}$-selectivity and $\mathcal{M}$-monotony (which we recall in Section 6.6) and proved that for $\mathcal{M}$ a memory skeleton and $W \subseteq \mathrm{~K}^{\omega}$, we have that $W$ and $\mathrm{K}^{\omega} \backslash W$ are $\mathcal{M}$-monotone and $\mathcal{M}$-selective is equivalent to every deterministic finitestate turn-based game with $W$ as winning objective, winning strategies for both players that can be found among strategies implemented with memory skeleton $\mathcal{M}$ (see Theorem 6.18 in Section 6.6). This also holds in finite-state concurrent games with local interactions that are determined and finite. This is stated Theorem 6.7 below, which amounts to [38, Theorem 18].
Theorem 6.7. Let K be a non-empty set of colors, $\mathcal{M}$ be a memory skeleton on K and $W \subseteq \mathrm{~K}^{\omega}$ be an objective. The following two assertions are equivalent:

1. in every finite-state concurrent game with local interactions that are finite and determined, winning strategies for both players that can be found among strategies implemented with memory skeleton $\mathcal{M}$;
2. $W$ and $\mathrm{K}^{\omega} \backslash W$ are $\mathcal{M}$-monotone and $\mathcal{M}$-selective.

### 6.2.1 . Retrieving Theorem 2.1

We want to point out an important fact about that Theorem 6.4.
Informal Statement 6.1. Borel determinacy, that is the existence of winning strategies, from every state, in all deterministic turn-based games without stopping states (stated in Theorem 2.1) is a logical consequence of Theorem 6.4.

Proof. This comes from Proposition 6.2: deterministic turn-based game forms are determined.

Remark 6.1. Note that Borel determinacy that we have stated in Theorem 2.1 holds even for a set of states uncountable. On the other hand, the games we consider in this dissertation have a countable set of states. However, Theorem 2.3 and Proposition 6.2 would also hold with a set of states that is not countable. (Note that, even if the set of states is not countable, from any starting state, once both players have chosen a strategy, the set of states that can be visited with positive probability is countable. This is because the
distributions over states that we consider in local interactions always have a countable support.)

However, it is also very important to note the following. We have used Theorem 2.3 to prove Theorem 6.4 and we have used Theorem 2.1 to prove Theorem 2.3. Therefore, we have not given a new proof of Theorem 2.1. The only thing we can say is that Theorem 2.3 is a strengthening of Theorem 2.1.

In addition, note that we have also proved Theorem 6.4 in [38]. However, in that paper we directly used Theorem 2.1 to prove it - since we transferred already existing results in deterministic turn-based games to concurrent games with determined local interactions. Hence, in that case too, we have not given a new proof of Theorem 2.1.

### 6.2.2 . Application: discrete-bidding games

In this subsection, we would like to quickly present an application of determined game forms. More precisely, determined game forms actually appear in concurrent games of the literature. We discuss this on discrete-bidding games. These games were initially introduced in [73]. Here, we consider part of what is done in [74]. We would like to thank Guy Avni (one of the authors of [74]) for the fruitful discussion we had in Highlights 2022 on the subject of this subsection.

The games studied in that paper are finite-state concurrent two-player antagonistic games with specific local interactions. Let us explain exactly how the players interact at each state. The two players start the game with an initial budget (i.e. an integer). Then, at each step of the game, both players bid concurrently some amount of their current budget. The highest bidder pays the other player what she has bid and gets to choose the next state. The process repeats indefinitely, thus creating an infinite sequence of states. The games considered are win/lose and without stopping states.

Contrary to continuous bidding, which is another kind of concurrent games studied in the literature, how discrete-bidding games behave heavily depends on the tie-breaking mechanism used in the game. In [74], the authors present three kinds of tie-breaking mechanisms. All these mechanisms induce different local interactions in the games. Let us first consider deterministic tie-breaking mechanisms, we will discuss briefly stochastic ones at the end of this subsection. There are two deterministic tie-breaking mechanisms studied in [74]:

- Transducer-based: the game is given a transducer that, as a function of the states visited, the winners of the previous ties, the number of ties that have already occurred and past winning bids choose who is the winner of the tie.
- Advantaged based: at the start of the game, one player holds the advantage. Then, whenever there is a tie, the player holding the advantage

$$
\mathcal{F}_{\text {bid }}^{3,3}=\left[\begin{array}{llll}
v_{0,0} & v_{0,1} & v_{0,2} & v_{0,3} \\
v_{1,0} & v_{1,1} & v_{1,2} & v_{1,3} \\
v_{2,0} & v_{2,1} & v_{2,2} & v_{2,3} \\
v_{3,0} & v_{3,1} & v_{3,2} & v_{3,3}
\end{array}\right]
$$

Figure 6.6: A bidding interaction where both players have budget 3 .
may decide to either win and give the advantage to the other player or lose and keep the advantage.

Let us first discuss transducer-based tie-breaking. In this setting, we are interested in the existence of winning strategies. As stated in [74, Theorem 4.1], if the transducer has the information of whether or not a tie has occurred, then there are reachability games where neither player has winning strategies. Hence, the authors focus on transducer unaware of ties. In this setting, the authors show in all Muller games (a generalization of parity games), either player has a winning strategy [74, Theorem 4.5].

In fact, in such a setting, we believe that the local interactions involved are determined. This would imply these bidding games inherit all the nice properties that concurrent games with determined local interactions have, see Theorem 6.4 and Theorems 6.7. In particular, in all win/lose games (with Borel winning objectives), one of the players has a winning strategy.

Let us give the intuition of why we believe that the local interactions involved are determined. To do so, consider the bidding interaction $\mathcal{F}_{\text {bid }}$ depicted in Figure 6.6 in the case where both players have budget 3 . An outcome $v_{i, j}$ corresponds to a situation where Player A has bid $i$ and Player B has bid $j$. The diagonal outcomes of the shape $v_{i, i}$ correspond to ties. Furthermore, because of how bidding games are played, some of these outcomes are in fact equal. For instance, $v_{2,0}$ and $v_{2,1}$ are the same since in both cases Player A wins and pays 2 to Player B.

In fact, the bidding interaction has the shape depicted in Figure 6.7 where the outcome $v_{i, \mathrm{~A}}$ refers to the fact that Player A has won the bid and has paid 2 to Player B. Let us now consider the ties. This is where we use the unaware of ties assumption. Assume that, given the history of the game, Player A wins the next bid. Then, because the transducer considered is unaware of ties, an outcome $v_{i, i}$ is in fact equal to the outcome $v_{i, \mathrm{~A}}$. If the transducer were not unaware of ties, the outcome $v_{i, i}$ could not be compared, a priori, with either $v_{i, \mathrm{~A}}$ or $v_{i, \mathrm{~B}}$ (this can be seen in the example discussed in [74, Theorem 4.1]). With the unaware of ties assumption, the bidding interaction has the shape depicted in Figure 6.8.

Now, it is actually rather straightforward to show that the game form of

$$
\mathcal{F}_{\mathrm{bid}}^{3,3}=\left[\begin{array}{llll}
v_{0,0} & v_{1, \mathrm{~B}} & v_{2, \mathrm{~B}} & v_{3, \mathrm{~B}} \\
v_{1, \mathrm{~A}} & v_{1,1} & v_{2, \mathrm{~B}} & v_{3, \mathrm{~B}} \\
v_{2, \mathrm{~A}} & v_{2, \mathrm{~A}} & v_{2,2} & v_{3, \mathrm{~B}} \\
v_{3, \mathrm{~A}} & v_{3, \mathrm{~A}} & v_{3, \mathrm{~A}} & v_{3,3}
\end{array}\right]
$$

Figure 6.7: The same bidding interaction where the relations between outcomes are made explicit.

$$
\mathcal{F}_{\text {bid, } \mathrm{A}}^{3,3}=\left[\begin{array}{llll}
v_{0, \mathrm{~A}} & v_{1, \mathrm{~B}} & v_{2, \mathrm{~B}} & v_{3, \mathrm{~B}} \\
v_{1, \mathrm{~A}} & v_{1, \mathrm{~A}} & v_{2, \mathrm{~B}} & v_{3, \mathrm{~B}} \\
v_{2, \mathrm{~A}} & v_{2, \mathrm{~A}} & v_{2, \mathrm{~A}} & v_{3, \mathrm{~B}} \\
v_{3, \mathrm{~A}} & v_{3, \mathrm{~A}} & v_{3, \mathrm{~A}} & v_{3, \mathrm{~A}}
\end{array}\right]
$$

Figure 6.8: The bidding interaction in the case where Player A wins ties.

Figure 6.8 is determined. Indeed, recall Definition 6.1 and consider a map of the outcomes into $\{0,1\}$. For the condition of Definition 6.1 not to be met, it must be that:

- $v_{3, \mathrm{~A}}$ is mapped to 0 , and $v_{3, \mathrm{~B}}$ to 1 ;
- $v_{2, \mathrm{~A}}$ is mapped to 0 , and $v_{2, \mathrm{~B}}$ to 1 ;
- $v_{1, \mathrm{~A}}$ is mapped to 0 , and $v_{1, \mathrm{~B}}$ to 1 ;
- Finally, if $v_{0, \mathrm{~A}}$ is mapped to 0 , the leftmost column is full of 0 , and if $v_{0, \mathrm{~A}}$ is mapped to 1 , the topmost row is mapped to 1 .

Hence, the condition of Definition 6.1 is necessarily met. That is, the game form $\mathcal{F}_{\text {bid } \mathrm{A}}^{3,3}$ is determined. It seems that this reasoning can be generalized to any budget of the players, regardless of who wins the current tie. Note that all the observations and reasoning presented in this subsections are given in [74]. However, they are not used to prove the determinacy of the local interactions (since this notion is not defined). Although, it has to be noted that what is proved by the authors (called "local determinacy") is close to the notion of determinacy.

As mentioned above, there is another type of deterministic tie-breaking mechanism: advantage-based tie-breaking. In this setting, the authors prove similar results than for the transducer-based unaware of ties mechanism. It would be interesting to investigate if, also in this case, we could show that the local interactions are determined.

Finally, who wins ties may also be decided randomly. We discuss this further at the end of Section 6.3 below.

### 6.2.3 . Semi-determined game forms

In this subsection, we consider a weaker notion of determinacy for game forms that is asymmetric in the players, in the sense that we make an assumption for one player but not for the other. If we consider Definition 6.1, it does not seem possible since the resulting definition would be pointless. However, we may use the characterization of Proposition 6.5. since the notion we want to define takes the point of view of only one player, say Player A, it suffices not to make any assumption w.r.t. $\varepsilon$-optimal GF-strategies for Player B. This is what we do in the definition below.

Definition 6.2 (Semi determined game form). Consider a set of outcomes O and a standard deterministic game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. It is semi determined w.r.t. Player A if it is valuable and supremized w.r.t. Player A by Act $_{\mathrm{A}}$.

This is symmetrical for Player B.
In fact, for standard deterministic game forms with at least one set of actions which is finite, being determined is equivalent to being semi determined for Player A. This is not the case when both action sets are infinite.

Proposition 6.8. Consider a set of outcomes O and a standard deterministic game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. If either $\mathrm{Act}_{\mathrm{A}}$ or $\mathrm{Act}_{\mathrm{B}}$ is finite, then $\mathcal{F}$ is determined if and only if it is semi determined w.r.t. Player A (or Player B).

There is a standard deterministic game form where both players have an infinite action set that is semi determined w.r.t. Player A but that is not determined.

Proof. Consider a game form $\mathcal{F}$ and assume that it is semi determined w.r.t. Player A. We do not make any other assumption on $\mathcal{F}$ for now. Consider any valuation $v: \mathrm{O} \rightarrow\{0,1\}$. Since the game form $\mathcal{F}$ is valuable, we may consider $x:=\operatorname{val}[\langle\mathcal{F}, v\rangle] \in[0,1]$. Assume towards a contradiction that $x \notin\{0,1\}$. Let $0<\varepsilon<x$. Consider any Player-A deterministic GF-strategy $a \in$ Act $_{\mathrm{A}}$ that is $\varepsilon$-optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. Then, for all $b \in$ Act $_{B}$, it must be that $v \circ \varrho(a, b) \geq x-\varepsilon>0$. That is, $v\left[\varrho\left(a\right.\right.$, Act $\left.\left._{\mathrm{B}}\right)\right]=\{1\}$. Hence the contradiction. In fact, it must be that $x \in\{0,1\}$.

Assume that $x=0$. Let us now make additional assumptions on $\mathcal{F}$. Assume first that the set $\mathrm{Act}_{\mathrm{A}}$ is finite. Assume towards a contradiction that, for all $b \in \operatorname{Act}_{\mathrm{B}}$, there is some $a \in \operatorname{Act}_{\mathrm{A}}$ such that $v \circ \varrho(a, b)=1$. Then, consider a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ that plays all actions in $\operatorname{Act}_{\mathrm{A}}$ with uniform probability: for all $a \in \operatorname{Act}_{\mathrm{A}}, \sigma_{\mathrm{A}}(a):=\frac{1}{\mid \mathrm{Acta}_{\mathrm{A}}}$. Then, for all $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{B}}\right)$, we have $\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq \frac{1}{\left|\mathrm{Acta}_{\mathrm{A}}\right|}$. Therefore, we would have $x \geq \frac{1}{\left|\operatorname{cct}_{A}\right|}>0$, which is a contradiction. In fact, there is some $b \in$ Act $_{\mathrm{B}}$ such that $v\left[\varrho\left(\operatorname{Act}_{\mathrm{A}}, b\right)\right]=\{0\}$.

Assume now that the set $\mathrm{Act}_{\mathrm{B}}$ is finite. Assume again towards a contradiction that, for all $b \in \operatorname{Act}_{\mathrm{B}}$, there is some $a_{b} \in \operatorname{Act}_{\mathrm{A}}$ such that $v \circ \varrho\left(a_{b}, b\right)=1$.

$$
\left[\begin{array}{ccccc}
y & y & y & y & \ldots \\
x & y & y & y & \ldots \\
y & x & y & y & \ldots \\
y & y & x & y & \ldots \\
y & y & y & x & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right]
$$

Figure 6.9: A game form semi determined w.r.t. Player A that is not determined.

Then, consider a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\right.$ Act $\left._{\mathrm{A}}\right)$ that plays all actions in $X_{\mathrm{B}}:=\left\{a_{b} \mid b \in \operatorname{Act}_{\mathrm{B}}\right\}$ with uniform probability: for all $b \in X_{\mathrm{B}}, \sigma_{\mathrm{A}}\left(a_{b}\right):=\frac{1}{\left|X_{\mathrm{B}}\right|}$. Then, for all $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{B}}\right)$, we have out $[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq \frac{1}{\left|X_{\mathrm{B}}\right|}$. Therefore, we would have $x \geq \frac{1}{\left|X_{B}\right|}>0$, which is a contradiction. In fact, there is some $b \in \operatorname{Act}_{\mathrm{B}}$ such that $v\left[\varrho\left(\mathrm{Act}_{\mathrm{A}}, b\right)\right]=\{0\}$.

Hence, if either $\mathrm{Act}_{\mathrm{A}}$ or $\mathrm{Act}_{\mathrm{B}}$ is finite, then we can conclude that the game form $\mathcal{F}$ is determined.

Consider now the game form $\mathcal{F}$ of Figure 6.9. We claim that it is semi determined w.r.t. Player A. Consider any valuation $v:\{x, y\} \rightarrow[0,1]$. If $v(y) \geq v(x)$, we have $\operatorname{val}[\langle\mathcal{F}, v\rangle]=v(y)$ and playing deterministically the top row is optimal for Player A. Assume that $v(y)<v(x)$. Then, we still have $\operatorname{val}[\langle\mathcal{F}, v\rangle]=v(y)$. Indeed, for all $n \in \mathbb{N}$, a Player-B GF-strategy $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\right.$ Act $\left._{\mathrm{B}}\right)$ that plays uniformly over the first $n$ columns has value $\frac{v(x)+(n-1) \cdot v(y)}{n} \rightarrow_{n \rightarrow \infty}$ $v(y)$. In that case, any Player-A GF-strategy is optimal. Hence, the game form $\mathcal{F}$ is semi determined w.r.t. Player A. However, it is not determined. Indeed, for $v:\{x, y\} \rightarrow\{0,1\}$ such that $v(x):=1$ and $v(y):=0$, there is clearly no rows of 1 nor any column of 0 .

Let us now consider what happens when we use semi determined game forms w.r.t. Player A as local interactions in win/lose concurrent games without stopping states. It still holds that the value of any state is 0 or 1 . Furthermore Player A has still winning strategies from every state of value 1 . However, Player B does not necessarily have some from states of value $0^{1}$.

Proposition 6.9. Consider a concurrent win/lose game $\mathcal{G}$ without stopping states such that, for all $q \in Q$, the local interaction $\mathrm{F}(q)$ is semi determined w.r.t. Player A. Then, from every state $q \in Q$, we have $\chi_{\mathcal{G}}(q) \in\{0,1\}$ and if $\chi_{\mathcal{G}}(q)=1$, then Player A has a winning strategy from $q$.

[^29]Proof. This proof is almost identical to the proof of Theorem 6.4. Consider such a game $\mathcal{G}$ and a state $q \in Q$. Since all local interactions are valuable, by Theorem 2.3, the game $\mathcal{G}$ has a value. Let $x:=\chi_{\mathcal{G}}(q)$. Assume towards a contradiction that $x \notin\{0,1\}$. Let $0<\varepsilon<x$. By Theorem 2.3, since the local interactions are supremized, w.r.t. Player A, by deterministic GFstrategies, Player A has a deterministic GF-strategy $s_{A} \in S_{A}^{\mathcal{C}}$ that is $\varepsilon$-optimal in the game $\mathcal{G}$ from $q$. Consider any deterministic Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. Since all local interactions are deterministic, and both strategies $\mathrm{s}_{A}$ and $\mathrm{s}_{\mathrm{B}}$ are deterministic, it follows that there is a unique path $\rho \in Q^{\omega}$ such that $\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}[\rho]=1$. Since the game $\mathcal{G}$ has no stopping states and is win/lose, it follows that we have $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right] \in\{0,1\}$. As this holds for all Player-B deterministic strategies, there is a contradiction. Indeed, either for all PlayerB deterministic strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, we have $\mathbb{E}_{\mathcal{C}, q}^{\mathbf{s}_{\mathrm{A}}, \mathbf{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=1$, and in that case the Player-A strategy $s_{A}$ has value 1. Or, there is some Player- B deterministic strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that we have $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=0$, and in that case the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ has value 0 . In fact, $x \in\{0,1\}$. Assume now that $x=1$ and consider a Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ that is $\frac{1}{2}$-optimal in the game $\mathcal{G}$ from $q$. Then, for all deterministic Player-B strategies $\mathrm{s}_{\mathrm{B}} \in$ Act $_{\mathrm{B}}$, we have $\left|\mathbb{E}_{\mathcal{C}, q}^{\mathbf{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]-1\right| \leq \frac{1}{2}$. Since $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right] \in\{0,1\}$, it follows that $\mathbb{E}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}\left[\left(f_{\mathcal{C}}\right)^{q}\right]=1$. In other words, for all Player-B deterministic strategies $s_{B} \in S_{B}^{\mathcal{C}}$, the only path compatible with $s_{A}$ and $s_{B}$ has value 1 . That is, the Player-A deterministic strategy $\mathrm{s}_{\mathrm{A}}$ is winning.

### 6.3 Finitely-maximizable game forms

In this section, we consider another notion on standard finite game forms - not necessarily on deterministic ones - that is weaker than determinacy on standard finite game forms. Hence, on standard finite game forms, this can be seen as a generalization of the notion of determinacy. Note that, however, contrary to what we did in Theorem 6.6, we will not state an NSC-transfer in this section.

To gain an intuition behind this notion, let us consider again the characterization of determined game forms via Proposition 6.5. In a standard finite game form $\mathcal{F}$ - which is necessarily valuable, recall Theorem 1.11 - this characterization, from Player A's point of view, amounts to: the set Act $_{A}$ supremizes the game form $\mathcal{F}$. However, the set $\mathrm{Act}_{\mathrm{A}}$, besides being the set of PlayerA deterministic GF-strategies, can simply be seen as a finite set of Player-A GF-strategies. However, in this section, we are not particularly interested in deterministic strategies - which was the case in the previous section since we considered winning strategies. Hence, there is no reason to limit ourselves to that specific finite set of Player-A GF-strategies. This suggests the definition below of finitely maximizable game forms for one player.

Definition 6.3 (Finitely maximizable game forms). Consider a set of outcomes O and a standard finite game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. It is finitely maximizable w.r.t. Player A if there is finite set $S_{\mathrm{A}} \subseteq \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ of Player-A GF-strategies that maximizes it.

The definition is analogous for Player B.
Remark 6.2. Consider a game form that is finitely maximizable w.r.t. Player A. This game form is valuable by Theorem 1.11. Furthermore, since the set $S_{\mathrm{A}} \subseteq \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ is finite, it maximizes the game form $\mathcal{F}$ if and only if it supremizes it, recall Observation 1.1.

We will give below two applications of finitely maximizable game forms in finite games, but before that we state that any standard game forms with at most two outcomes is finitely maximizable. It is also the case of determined game forms.
Proposition 6.10. Consider a set of outcomes O and a standard finite game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. If $|\mathrm{O}| \leq 2$ or if the game form $\mathcal{F}$ is determined (it may be turn-based), it is finitely maximizable w.r.t. Player A and Player B.

Proof. If $\mathcal{F}$ is determined, this is a direct consequence of Proposition 6.5.
Assume now that $|\mathrm{O}| \leq 2$. Let us show that it is finitely maximizable w.r.t. Player A, this is similar for Player B. If $|\mathrm{O}|=1$, this is obvious since any Player-A GF-strategy is optimal in games in normal form that can be obtained from $\mathcal{F}$. Assume now that $|\mathrm{O}|=2$. We write $\mathrm{O}=\{x, y\}$. We let $v_{x}:\{x, y\} \rightarrow[0,1]$ be such that $v_{x}(x):=1$ and $v_{x}(y):=0$ and symmetrically, we let $v_{y}:\{x, y\} \rightarrow[0,1]$ be such that $v_{y}(x):=0$ and $v_{y}(y):=1$. Let $\sigma_{\mathrm{A}}^{x} \in$ $\mathcal{D}\left(\right.$ Act $\left._{A}\right)\left(\right.$ resp. $\left.\sigma_{\mathrm{A}}^{y} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)\right)$ be a Player-A GF-strategy that is optimal in the game in normal form $\left\langle\mathcal{F}, v_{x}\right\rangle$ (resp. $\left\langle\mathcal{F}, v_{y}\right\rangle$ ). We claim that the set $\left\{\sigma_{\mathrm{A}}^{x}, \sigma_{\mathrm{A}}^{y}\right\}$ maximizes the game form $\mathcal{F}$. Consider any valuation $v:\{x, y\} \rightarrow[0,1]$. If $v(x)=v(y)$, any Player-A GF-strategy is optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. Assume now that $v(x)>v(y)$. We let $w:=v-v(y):\{x, y\} \rightarrow[0,1]$. We have:

- $v=v(x) \cdot v_{x}+v(y) \cdot v_{y}$
- $w=(v(x)-v(y)) \cdot v_{x}$

Therefore, by Lemma 1.10 and since $\sigma_{\mathrm{A}}^{x}$ is optimal in $\left\langle\mathcal{F}, v_{x}\right\rangle$ :

$$
\begin{aligned}
\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}^{x}\right) & =\operatorname{val}[\langle\mathcal{F}, w\rangle]\left(\sigma_{\mathrm{A}}^{x}\right)-v(y) \\
& =(v(x)-v(y)) \cdot \operatorname{val}\left[\left\langle\mathcal{F}, v_{x}\right\rangle\right]\left(\sigma_{\mathrm{A}}^{x}\right)-v(y) \\
& =(v(x)-v(y)) \cdot \operatorname{val}\left[\left\langle\mathcal{F}, v_{x}\right\rangle\right]-v(y) \\
& =\operatorname{val}[\langle\mathcal{F}, w\rangle]-v(y) \\
& =\operatorname{val}[\langle\mathcal{F}, v\rangle]
\end{aligned}
$$

That is, the Player-A GF-strategy $\sigma_{\mathrm{A}}^{x}$ is optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. Similarly, if $v(x)<v(y)$, we would have the Player-A GF-strategy $\sigma_{\mathrm{A}}^{y}$ is optimal in the game in normal form $\langle\mathcal{F}, v\rangle$. In fact, finite set $\left\{\sigma_{\mathrm{A}}^{x}, \sigma_{\mathrm{A}}^{y}\right\} \subseteq$ $\mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right)$ maximizes the game form $\mathcal{F}$ for Player A .

With finitely maximizable local interactions in finite concurrent games, we can make use of the results of (the first subsection of) Section 3.4 - regarding the sequentialization and parallelization of strategies - and of Theorem 2.3. That is, consider a finite concurrent game $\mathcal{G}$ where all local interactions are finitely maximizable w.r.t. Player A. In particular, this game is B-finite, recall Definition 3.25. The informal idea is the following: consider Definition 3.18 and the turn-based game $\mathcal{G}(\Lambda, \eta)$ that is the sequentialized version of the concurrent game $\mathcal{G}$ where, for all $q \in Q$, we have $\Lambda_{q}:=S_{\mathrm{A}}^{q}$ for $S_{\mathrm{A}}^{q} \subseteq \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}^{q}\right)$ a finite set supremizing the game form $\mathrm{F}(q)$ (the function $\eta$ is defined arbitrarily for now). Since $S_{\mathrm{A}}^{q}$ is finite, the turn-based game $\mathcal{G}(\Lambda, \eta)$ is finite. By using Theorem 2.3 and Proposition 3.32, we can then show that, for all $q \in Q$, we have $\chi_{\mathcal{G}}(q)=\chi_{\mathcal{G}(\Lambda, \eta)}(q)$. This means informally that what happens in the turn-based game $\mathcal{G}(\Lambda, \eta)$ is the same as what happens in the game $\mathcal{G}$, from every state. Stated differently, the finite concurrent game $\mathcal{G}$ behaves like a finite turn-based games, and therefore enjoys (some of) the nice properties that finite turn-based games enjoy. We present two such properties below.

First, just like in finite turn-based games, there are always subgame optimal strategies in finite concurrent games with local interactions which are finitely maximizable w.r.t. Player A when the payoff function is PI upward wellfounded.

Theorem 6.11. Consider a finite concurrent game $\mathcal{G}$ with a PI upward well founded payoff function where all local interactions are finitely maximizable w.r.t. Player A. For all $q \in Q$, we let $S_{\mathrm{A}}^{q} \subseteq \mathcal{D}\left(\right.$ Act $\left._{\mathrm{A}}^{q}\right)$ be a finite set of Player-A GF-strategies supremizing the game form $\mathrm{F}(q)$. Then, Player A has a subgame optimal strategy in $\mathcal{G}$ generated by $\left(S_{\mathrm{A}}^{q}\right)_{q \in Q}$.

Remark 6.3. Before proving this theorem, we want to make two quick remarks. First, this result generalizes Corollary 3.25, though we use this corollary to prove this theorem. Second, since for all $q \in Q$, the set $S_{\mathrm{A}}^{q}$ is finite, this theorem shows the existence of a finite-choice subgame optimal strategy in $\mathcal{G}$ (recall Definition 3.22).

Proof. Consider a fresh color $k \notin \mathrm{~K}$ and let $\mathrm{K}^{\prime}:=\{k\}$ and $\eta: \mathrm{K} \rightarrow\{k\}$. For all $q \in Q$, we let $\Lambda_{q}:=S_{\mathrm{A}}^{q}$ and $\Lambda:=\left(\Lambda_{q}\right)_{q \in Q}$. Consider now the turnbased game $\mathcal{G}(\Lambda, \eta)$ from Definition 3.18. Since the payoff function of the game $\mathcal{G}$ is PI upward well-founded, so is the payoff function of the turn-based game $\mathcal{G}(\Lambda, \eta)$. Hence, by Corollary 3.25 , Player A has a subgame optimal deterministic strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}(\Lambda, \eta)}$ in the game $\mathcal{G}(\Lambda, \eta)$.

Furthermore, by Proposition 3.32, for all $q \in Q$, we have $\chi_{\mathcal{G}(\Lambda, \eta)}(q)=$ $\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q)$ where $\mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)$ refers to the set of Player-A strategies generated by $\Lambda$. By definition of $\Lambda$ and Theorem 2.3, we have $\sup _{\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}(\Lambda)} \chi_{\mathcal{G}}\left[\mathrm{t}_{\mathrm{A}}\right](q)=$ $\chi_{\mathcal{G}}(q)$. Hence, for all $q \in Q$, we have $\chi_{\mathcal{G}(\Lambda, \eta)}(q)=\chi_{\mathcal{G}}(q)$. In addition, Proposition 3.32 also gives that the Player-A strategy $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right) \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ (from Definition 3.19) is generated by $\Lambda$ and ensures, for all $q \in Q$, that $\chi_{\mathcal{G}(\Lambda, \eta)}(q)=$ $\chi_{\mathcal{G}(\Lambda, \eta)}\left(\mathrm{s}_{\mathrm{A}}\right)(q) \leq \chi_{\mathcal{G}}\left(\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)\right)(q)$. Therefore, the strategy $\operatorname{Pr}_{\mathrm{A}}^{\Lambda}\left(\mathrm{s}_{\mathrm{A}}\right)$ is optimal in $\mathcal{G}$. We can now conclude by applying Theorem 3.28: since $\operatorname{Pr}_{A}^{\Lambda}\left(s_{A}\right)$ is generated by $\Lambda$ and is positively bounded (since for all $q \in Q, \Lambda_{q}$ is finite), there is a Player-A strategy in the game $\mathcal{G}$ that is subgame optimal and generated by $\Lambda$.

Second, let us consider the memory necessary and sufficient to be (subgame) optimal in such concurrent games. In [38], when dealing with determined game forms, in addition to proving Theorem 6.4 (from the previous subsection), we also established memory transfer from turn-based games to concurrent games with determined local interactions (see [38, Theorem 12, Corollary 16]). Since this is the main focus in this dissertation, we will state a similar theorem only for parity objectives. However, note that we could have similar statements for other objectives, well-behaved in turn-based games.

Corollary 6.12. Consider a finite concurrent parity game $\mathcal{G}$ where all local interactions are finitely maximizable w.r.t. Player A. Then, Player A has a positional strategy that is (subgame) optimal in $\mathcal{G}$.

Proof. By Theorem 6.11, there is a finite-choice subgame optimal strategy in $\mathcal{G}$. Corollary 3.38 then gives that there is positional subgame optimal strategy in $\mathcal{G}$.

Discrete-bidding games. We have discussed earlier in Section 6.2 the fact that determined game forms appear in the literature. We discussed it by using part of what is done in [74]. We have not considered yet the case of random-based tie-breaking mechanism since determined game forms are, by definition, deterministic. In this setting, the authors of [74] show that all reachability (finite-state) games have a value when restricted to deterministic strategies. (More precisely, they show that the games they consider have a value, and in the games they consider, the players can only play deterministic strategies.)

In fact, we make the conjecture below about the local interactions occurring in this setting.

Conjecture 6.13. The local interactions occurring in discrete-bidding games with random-based tie-breaking mechanisms are supremized by deterministic GF-strategies. (Since these game forms are standard finite, it would follow that these game forms are finitely maximizable.)

$$
\left[\begin{array}{llll}
x & y & z & t \\
t & x & y & z \\
z & t & x & y \\
y & z & t & x
\end{array}\right]
$$

Figure 6.10: A circular game form ( $n=4$ ).


Figure 6.11: A circular game form $(n=2)$.


Figure 6.12: Another uniquely maximizable game form.

This conjectures implies that all games using random-based tie-breaking mechanisms have a value when restricted to deterministic strategies (regardless of the Borel objectives or measurable payoff function considered).

### 6.4 Uniquely maximizable game forms

We can strengthen the notion of finite maximizability of local interactions to ensure very strong properties on concurrent games, though it will apply to (much) fewer games. For a game form to be finitely maximizable, we require that there is a finite set that maximizes it. A natural way to strengthen this property is to require that this set is not only finite but a singleton. This defines uniquely maximizable game forms. Note that this is defined in arbitrary game forms, not only standard ones. Furthermore, as in the previous section, we will not state any NSC-transfer in this section.

Definition 6.4 (Uniquely maximizable game forms). Consider a set of outcomes O and an arbitrary game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. It is uniquely maximizable w.r.t. Player A if there is a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ such that the singleton $\left\{\sigma_{\mathrm{A}}\right\}$ maximizes the game form $\mathcal{F}$.

The definition is analogous for Player B.
Being uniquely maximizable is a strong property on game forms. However, we present below a class (namely, circular game forms) of standard finite game forms that are uniquely maximizable w.r.t. both players.

Definition 6.5 (Circular game forms). Consider a finite set of outcomes O. Let us denote O by $\mathrm{O}=\left\{o_{0}, o_{1}, \ldots, o_{n-1}\right\}$ for $n:=|\mathrm{O}| \in \mathbb{N}$. A game form $\mathcal{F} \in$ Form $(\mathrm{O})$ is circular if $\operatorname{Act}_{\mathrm{A}}=\operatorname{Act}_{\mathrm{B}}:=\llbracket 0, n-1 \rrbracket$ and for all $(i, j) \in \operatorname{Act}_{\mathrm{A}} \times \operatorname{Act}_{\mathrm{B}}$, we have: $\varrho(i, j):=o_{j-i} \bmod n$.

In Figure 6.10, we have depicted a circular game form for $n=4$, and in Figure 6.11, we have depicted a circular game form for $n=2$. Note that this game form is also known as the matching pennies interaction. In fact, all circular game forms are uniquely maximizable w.r.t. both players.

Proposition 6.14. Consider a finite set of outcomes O and a game form $\mathcal{F} \in \operatorname{Form}[\mathbf{O}]$. If $\mathcal{F}$ is circular, for both players, a GF-strategy $\sigma$ that plays uniformly at random all actions is such that the set $\{\sigma\}$ maximizes the game form $\mathcal{F}$. Hence, the game form $\mathcal{F}$ is uniquely maximizable w.r.t. both players.
Proof. Consider $v: \mathrm{O} \rightarrow[0,1]$. Let $n:=|\mathrm{O}|$ and $u:=\frac{\sum_{i=0}^{n-1} v\left(o_{i}\right)}{n} \in[0,1]$. We claim that $u=\operatorname{val}[\langle\mathcal{F}, v\rangle]$.

Let $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\mathrm{Act}_{\mathrm{A}}\right)$ be the Player-A GF-strategy that plays uniformly over all actions. Consider any Player-B action $j \in \llbracket 0, n-1 \rrbracket$. We have:

$$
\operatorname{out}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}, v\right)=\sum_{i=0}^{n-1} \sigma_{\mathrm{A}}(i) \cdot v\left(o_{j-i} \bmod n\right)=\frac{\sum_{i=0}^{n-1} v\left(o_{i}\right)}{n}=u
$$

Therefore, $u=\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{A}}\right) \leq \operatorname{val}[\langle\mathcal{F}, v\rangle]$. Symmetrically, denoting $\sigma_{\mathrm{B}} \in$ $\mathcal{D}\left(\right.$ Act $\left._{B}\right)$ the Player-B GF-strategy that plays uniformly over all actions, we have $u=\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\sigma_{\mathrm{B}}\right) \geq \operatorname{val}[\langle\mathcal{F}, v\rangle]$. Therefore, $u=\operatorname{val}[\langle\mathcal{F}, v\rangle]$ and $\sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{B}}$ are optimal GF-strategies in the game in normal form $\langle\mathcal{F}, v\rangle$.

We want to mention that not all uniquely maximizable game forms are circular. This is for instance the case of the game form of Figure 6.12.

When all game forms are uniquely maximizable w.r.t. Player A in an arena, it becomes very easy for Player A to play optimally. Indeed, she has a positional strategy that is subgame optimal regardless of the payoff function considered.
Theorem 6.15. Consider an arbitrary concurrent arena $\mathcal{C}$ (that need not be finite) and assume that all local interactions are uniquely maximizable w.r.t. Player A. Then, there is a Player-A positional strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ such that, for all payoff functions $f: \mathrm{K}^{\omega} \rightarrow[0,1]$, the strategy $\mathrm{s}_{\mathrm{A}}$ is subgame optimal in the game $\langle\mathcal{C}, f\rangle$.
Proof. For all $q \in Q$, we let $\sigma_{\mathrm{A}}^{q} \in \Sigma_{\mathrm{A}}^{q}$ be a Player-A GF-strategy such that the set $\left\{\sigma_{\mathrm{A}}^{q}\right\}$ maximizes the game form $\mathrm{F}(q)$. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ be a positional Player-A strategy such that, for all $q \in Q$, we have $\mathrm{s}_{\mathrm{A}}(q):=\sigma_{\mathrm{A}}^{q}$.

Consider any payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$. Let us first show that the strategy $\mathrm{s}_{\mathrm{A}}$ is optimal in the game $\mathcal{G}=\langle\mathcal{C}, f\rangle$. First, note that the strategy $s_{\mathrm{A}}$ is the only Player-A strategy generated by $\left(\left\{\sigma_{\mathrm{A}}^{q}\right\}\right)_{q \in Q}$. Furthermore, by Theorem 2.3, for all $\varepsilon>0$, for all $q \in Q$, there is a Player-A strategy generated by $\left(\left\{\sigma_{A}^{q}\right\}\right)_{q \in Q}$ that is $\varepsilon$-optimal from $q$ in $\mathcal{G}$. In other words, for all $\varepsilon>0$, the strategy $\mathrm{s}_{\mathrm{A}}$ is $\varepsilon$-optimal from all states $q \in Q$. That is, the strategy $\mathrm{s}_{\mathrm{A}}$ is optimal in the game $\mathcal{G}$. This holds for all payoff functions $f: K^{\omega} \rightarrow[0,1]$.

Consider now any payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and let us show that the strategy $\mathrm{s}_{\mathrm{A}}$ is subgame optimal in the game $\mathcal{G}=\langle\mathcal{C}, f\rangle$. Let $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$. We let $\gamma:=\operatorname{col}^{*}(\mathrm{tl}(\rho)) \in \mathrm{K}^{*}$. Then, the strategy $\mathrm{s}_{\mathrm{A}}$ is optimal from the state $\rho_{\mathrm{lt}}$ in the game $\mathcal{G}=\left\langle\mathcal{C}, f^{\gamma}\right\rangle$. Since this holds for all $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, it follows that the strategy $\mathrm{s}_{\mathrm{A}}$ is subgame optimal in $\mathcal{G}=\langle\mathcal{C}, f\rangle$.

Another benefit of uniquely maximizable game forms is that they behave well in games, even if not all local interactions are uniquely maximizable. Indeed, whenever there are uniquely maximizable local interactions in an arena, Player A should always play, positionally in the corresponding states, a GFstrategy supremizing the game form. Let us define formally this change of strategy.
Definition 6.6. Consider a concurrent arena $\mathcal{C}$. Let $S \subseteq Q$ be any set of states. Consider any Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. We say that another Player-A strategy $\mathrm{s}_{\mathrm{A}}^{\prime} S$-trivialize $\mathrm{s}_{\mathrm{A}}$ if:

- for all $q \in Q \backslash S$ and $\rho \in Q^{+}$, we have $\mathrm{s}_{\mathrm{A}}^{\prime}(\rho \cdot q)=\mathrm{s}_{\mathrm{A}}(\rho \cdot q)$;
- for all $q \in S$, there is $\sigma_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ such that the set $\left\{\sigma_{\mathrm{A}}\right\}$ maximizes the game form $\mathrm{F}(q)$. and for all $\rho \in Q^{+}$, we have: $\mathrm{s}_{\mathrm{A}}^{\prime}(\rho \cdot q)=\sigma_{\mathrm{A}}$.
We have the proposition below.
Proposition 6.16. Consider a concurrent arena $\mathcal{C}$ and a subset $S \subseteq Q$ of states. Assume that, for all $q \in S$, the game form $\mathrm{F}(q)$ is uniquely maximizable w.r.t. Player A. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ be any Player-A strategy in the arena $\mathcal{C}$. Then, there are Player-A strategies $S$-trivializing the strategy sA. For all such PlayerA strategies $\mathrm{s}_{\mathrm{A}}^{\prime} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$, for all payoff functions $f: \mathrm{K}^{\omega} \rightarrow[0,1]$ and for all finite paths $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$, we have $\chi_{\langle\mathcal{C}, f\rangle}\left[\mathrm{s}_{\mathrm{A}}\right](\rho) \leq \chi_{\langle\mathcal{C}, f\rangle}\left[\mathrm{s}_{\mathrm{A}}^{\prime}\right](\rho)$ (recall Definition 3.3).

We only give an informal proof of this statement, as formalizing it properly would be somewhat lengthy.

Proof. Consider a payoff function $f: \mathrm{K}^{\omega} \rightarrow[0,1]$, a finite path $\rho \in\left(Q_{\mathrm{ns}}\right)^{+}$and a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$. We let $\gamma:=\operatorname{col}^{*}(\mathrm{tl}(\rho)) \in \mathrm{K}^{*}$. We build an arena $\mathcal{C}^{\text {Unfold }}$ such that $\mathcal{C}^{\text {Unfold }}:=\left\langle Q^{\prime}, \mathrm{F}^{\prime}, \mathrm{K}, \mathrm{col}^{\prime}\right\rangle$ with:

- $Q^{\prime}:=\rho \cdot Q^{*}$ with $Q_{\mathrm{ns}}^{\prime}:=\left\{\pi \in Q^{\prime} \mid \pi_{\mathrm{lt}} \in Q_{\mathrm{ns}}\right\}$;
- for all $\pi \in Q_{\mathrm{ns}}^{\prime}$ :

$$
\mathrm{F}^{\prime}(\pi):= \begin{cases}\left\langle\Sigma_{\mathrm{A}}^{q},\left\{\mathrm{~s}_{\mathrm{B}}(\pi)\right\}, Q, \varrho^{\pi / \mathrm{lt}}\right\rangle & \text { if } \pi_{\mathrm{lt}} \in S \\ \left\langle\left\{\mathrm{~s}_{\mathrm{A}}(\pi)\right\},\left\{\mathrm{s}_{\mathrm{A}}(\pi)\right\}, Q, \varrho^{\pi_{\mathrm{lt}}}\right\rangle & \text { otherwise }\end{cases}
$$

- for all $\pi \in Q_{\mathrm{ns}}^{\prime}, \operatorname{col}^{\prime}(\pi):=\operatorname{col}\left(\pi_{\mathrm{lt}}\right)$.

We can make several observations about the arena $\mathcal{C}^{\text {Unfold }}$. First, this arena is in fact an MDP where Player A plays alone. We denote by $t_{B}$ the only Player-B strategy in that arena. Second, for the Player-A positional strategy $\mathrm{t}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C} \text { unfold }}$ (resp. $\mathrm{t}_{\mathrm{A}}^{\prime} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C} \text { unfold }}$ ) such that for all $\pi \in Q^{\prime}$, we have $\mathrm{t}_{\mathrm{A}}(\pi):=\mathrm{s}_{\mathrm{A}}(\pi)$ (resp. $\mathrm{t}_{\mathrm{A}}^{\prime}(\pi):=\mathrm{s}_{\mathrm{A}}^{\prime}(\pi)$ ), we have ${ }^{2}$ :

$$
\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[f^{\gamma}\right]=\mathbb{E}_{\mathcal{C}^{\text {unfold }, \rho}}^{\mathrm{t}_{\mathrm{A}}, \mathrm{t}_{\mathrm{B}}}\left[f^{\gamma}\right]
$$

[^30]and
$$
\mathbb{E}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{S}}^{\prime}, \mathrm{s}_{\mathrm{B}}}\left[f^{\gamma}\right]=\mathbb{E}_{\mathcal{C}}^{\mathrm{t}_{\mathrm{C}}^{\prime}, \mathrm{t}_{\mathrm{B}}} \mathrm{thfold}, \rho\left[f^{\gamma}\right]
$$

Third, all the local interactions in the arena $\mathcal{C}^{\text {Unfold }}$ are uniquely maximizable. Hence, by Theorem 6.15 , the Player-A positional strategy $\mathrm{t}_{\mathrm{A}}^{\prime} \in \mathrm{S}_{\mathrm{A}}^{\text {Cunfold }}$ is subgame optimal in the game $\left\langle\mathcal{C}^{\text {unfold }}, f\right\rangle$. In particular, it is optimal from
 this holds for all Player- B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$, it follows that $\chi_{\langle\mathcal{C}, f\rangle}\left[\mathrm{s}_{\mathrm{A}}\right](\rho) \leq$ $\chi_{\langle\mathcal{C}, f\rangle}\left[\mathbf{s}_{\mathrm{A}}^{\prime}\right](\rho)$.

### 6.5 Discussion, open questions and future work

In this chapter, we have given several applications of item (1.a) of Theorem 2.3. That is, we have provided restrictions on game forms such that, when all local interactions of a game satisfy these restrictions, the game satisfies desirable properties.

In Subsection 6.2.2, we have discussed the use of the notion of determined game forms in discrete-bedding games. We have also briefly discussed discretebidding games in Section 6.3 with random tie-breaking mechanisms. It would be interesting to formally prove both what we have informally explained in Subsection 6.2.2 (along with exploring the case of advantage-based tie-breaking) and Conjecture 6.13 we made in Section 6.3.

Furthermore, we have not stated an NSC-transfer (we have only stated a sufficiency result) for game forms that are semi-determined, finitely maximizable and uniquely maximizable. We believe that it should not be too difficult to retrieve some kind of NSC-transfer for semi-determined game forms and uniquely maximizable game forms. However, the case of finitely maximizable game forms (for Player A) seems more complicated. That is, we do not know if being finitely maximizable w.r.t. Player A is an NSC-transfer for either of the two applications that we presented in this chapter. This is stated as an open question below.

Open Question 6.1. Does Theorem 6.11 and/or Corollary 6.12 still hold if the finitely maximizable assumption is weakened?

Finally, we would like to mention that we believe that Proposition 6.5 stated in this chapter, that gives an alternate definition of determined game forms, can be stated at a graph game level. This constitutes the conjecture below.

Conjecture 6.17. Consider a standard deterministic concurrent arena $\mathcal{C}$ without stopping states. Then, for all states $q \in Q$, the two propositions below are equivalent:

- for all Borel sets $W \in \operatorname{Borel}(Q)$, in the win/lose game $\mathcal{G}=\langle\mathcal{C}, W\rangle$, either
of the players has a (deterministic) winning strategy from $q$;
- for all payoff functions $f: Q^{\omega} \rightarrow[0,1]$, the game $\mathcal{G}=\langle\mathcal{C}, f\rangle$ has a value from $q$. Furthermore, from $q$, for all $\varepsilon>0$, $\varepsilon$-optimal strategies can be found among deterministic strategies and at least one of the players has an optimal strategy.


### 6.6 Appendix

We recall here the condition for the existence of finite-memory strategy in turn-based games established in [51]. This comes from the Appendix of [72].

First, in [51], the authors do not consider a winning objective $W \subseteq \mathrm{~K}^{\omega}$ but rather a preference relation $\preceq: K^{\omega} \times K^{\omega}$ for Player $A$ and the antagonistic preference $\preceq^{-1}$ for Player B. Hence, we need to translate a winning objective into a preference relation. For $W \subseteq \mathrm{~K}^{\omega}$, we consider the preference relation $\preceq_{W}: \mathrm{K}^{\omega} \times \mathrm{K}^{\omega}$ defined by $\rho \prec_{W} \rho^{\prime}$ for all $\rho \notin W$ and $\rho^{\prime} \in W$.

Let us now focus on the condition stated in [51] for the existence of optimal finite-memory strategies. Let us first recall a few definitions. Consider a nonempty set of colors K and a language $L \subseteq \mathrm{~K}^{*}$. The language $[L]:=\left\{\rho \in \mathrm{K}^{\omega} \mid\right.$ $\left.\forall n \in \mathbb{N}, \exists \pi \in L, \rho_{\leq n} \sqsubset \pi\right\}$ refers to the set of infinite words whose prefixes are also the prefixes of a word in $L$. Furthermore, the notation $\mathcal{R}(\mathrm{K})$ refers to the regular languages on a finite subset of K . In addition, for a preference $\preceq \subseteq \mathrm{K}^{\omega} \times \mathrm{K}^{\omega}$, and two languages $L, L^{\prime} \subseteq \mathrm{K}^{\omega}, L \preceq L^{\prime}$ refers to $\forall \rho \in L, \exists \rho^{\prime} \in$ $L^{\prime}, \rho \preceq \rho^{\prime}$ and $L \prec L^{\prime}$ refers to $\exists \rho^{\prime} \in L^{\prime}, \forall \rho \in L, \rho \prec \rho^{\prime}$. Note that $L \prec L^{\prime} \Leftrightarrow \neg\left(L^{\prime} \preceq L\right)$. Finally, for a memory skeleton $\left\langle M, m_{\text {init }}, \mu\right\rangle$ on K , and two memory states $m, m^{\prime} \in M$, we denote $L_{m, m^{\prime}}^{\mathcal{M}}:=\left\{\rho \in \mathrm{K}^{*} \mid \bar{\mu}(m, \rho)=m^{\prime}\right\}$. Let us consider the definitions of $\mathcal{M}$-monotony and $\mathcal{M}$-selectivity from [51]:

Definition $6.7\left(\mathcal{M}\right.$-monotone preference). Let $\mathcal{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ be a memory skeleton. A preferences $\preceq \subseteq \mathrm{K}^{\omega} \times \mathrm{K}^{\omega}$ is $\mathcal{M}$-monotone if, for all $m \in M$ and $L_{1}, L_{2} \in \mathcal{R}(\mathrm{~K}):\left(\exists \rho \in L_{m_{\text {init }}, m}^{\mathcal{M}},\left[\rho \cdot L_{1}\right] \prec\left[\rho \cdot L_{2}\right]\right) \Rightarrow\left(\forall \rho^{\prime} \in L_{m_{\text {init }}, m}^{\mathcal{M}},\left[\rho^{\prime} \cdot L_{1}\right] \preceq\right.$ [ $\left.\rho^{\prime} \cdot L_{2}\right]$ ).

Definition $6.8\left(\mathcal{M}\right.$-selective preference). Let $\mathcal{M}=\left\langle M, m_{\text {init }}, \mu\right\rangle$ be a memory skeleton. A preference $\preceq \subseteq \mathrm{K}^{\omega} \times \mathrm{K}^{\omega}$ is $\mathcal{M}$-selective if, for all $\rho \in \mathrm{K}^{*}, m=$ $\bar{\mu}\left(m_{\text {init }}, \rho\right) \in M$, for all $L_{1}, L_{2} \in \mathcal{R}(\mathrm{~K})$ such that $L_{1}, L_{2} \subseteq L_{m, m}^{\mathcal{M}}$, for all $L_{3} \in \mathcal{R}(\mathrm{~K}),\left[\rho \cdot\left(L_{1} \cup L_{2}\right)^{*} \cdot L_{3}\right] \preceq\left[\rho \cdot L_{1}^{*}\right] \cup\left[\rho \cdot L_{2}^{*}\right] \cup\left[\rho \cdot L_{3}\right]$.

By extension, we say that an objective $W$ is $\mathcal{M}$-monotone and $\mathcal{M}$-selective if the preference relation $\preceq_{W}$ is. We have the theorem below.

Theorem 6.18 (Theorem 9 in [51]). Let $\mathcal{M}$ be a memory skeleton and $W \subseteq$ $\mathrm{K}^{\omega}$. The two following assertions are equivalent:

1. in every deterministic turn-based game with finitely many actions at each state and $W$ winning objective, winning strategies for both players
can be found among strategies implemented with memory skeleton $\mathcal{M}$;
2. $W$ and $\mathrm{K}^{\omega} \backslash W$ are $\mathcal{M}$-monotone and $\mathcal{M}$-selective.

## 7 - Arbitrary game forms for Safety, Reachability and Büchi objectives

In this chapter and the next, contrary to the previous Chapter 6, we focus on the following question. Which classes of game forms is allowed to build finite-state parity games in which there are positional optimal strategies for Player A? Hence, the restrictions that we define are tailored for the very objective that we consider. In particular, we will see that depending on the parity objective that is considered (i.e. on the number of colors involved), the restrictions may differ. In each of these cases, the restrictions will be not only sufficient but also necessary. However, contrary to the next chapter where we restrict the setting to standard finite game forms, in this chapter, we consider arbitrary game forms. (Note that, since we consider finite-state parity games, we will always assume that there are finitely many outcomes.) As can be seen in Table 3.1, without any assumption on the local interactions occurring in a parity game, it is not always possible to play optimally, as it is already the case for Büchi games. Even when it is possible to play optimally, it may require infinite choice, and therefore infinite memory. As hinted above, the goal of this chapter is to characterize - and therefore to establish NSC-transfers - the arbitrary game forms ensuring the existence of positional optimal strategies when used in finite-state parity games. However, manipulating strategies in arbitrary finite-state concurrent games is quite involved, as it can be seen in Appendix 4.4.2 already in the case of reachability games. Hence, in this chapter, we decide to handle only three special cases. On the other hand, parity objectives with arbitrarily many colors will be handled in the next chapter, but only with standard game forms.

First, we consider safety games. In this case, it is straightforward to characterize the game forms ensuring the existence of positional optimal strategies. Indeed, these exactly correspond to the game forms maximizable w.r.t. Player A. (This holds even for infinite games.) This is stated in Proposition 7.1.

Second, we focus on reachability games. We use the results stated in Section 4.2 with standard finite game forms and proved in Appendix 4.4.2 with arbitrary game forms, and in particular Lemmas 4.9 and 4.10. With the help of these results, we characterize the game forms ensuring the existence of optimal strategies in reachability games. They are called reach-maximizable (RM for short) game forms. This is stated in Theorem 7.5. It turns out that they are strictly included in game forms maximizable w.r.t. Player A. This generalizes what we did in [39] (Theorem 36) where we only dealt with standard finite game forms.

Finally, we consider Büchi games. The characterization of the game forms
ensuring the existence of optimal strategies in Büchi games is rather straightforward by combining what we have done already in this chapter and what we have shown in Section 5.1, in particular Lemma 5.4. We first obtain an NSCtransfer in Proposition 7.6. We then refine it into a more subtle NSC-transfer in Proposition 7.7. In that proposition, the kind of local interactions considered at each state of the game depends on the colors of the states. Recall, in a Büchi game, all states are colored with 0 or 1 and Player A wants to see infinitely often the color 1. Then, Proposition 7.7 states that for states of color 1, the game forms should be maximizable w.r.t. Player A: they ensure the existence of optimal strategies in safety games. However, for states of color 0 , the game forms should be RM: they ensure the existence of optimal strategies in reachability games. This also generalizes what we did in [40] (Theorem 19) where we only dealt with standard finite game forms.

Note that, in Section 7.4, we explain why the NSC-transfers that we proved in [40] are not handled in this dissertation.

### 7.1 Safety objectives

First, as in Section 4.1, we only consider safety games without stopping states. Then, we seek those (arbitrary) game forms ensuring the existence of optimal strategies in finite-state safety games. It is rather straightforward to realize that, from a game form $\mathcal{F}$ that is not maximizable w.r.t. Player A, we can build a simple safety game where Player A does not have an optimal strategy. Furthermore, if all local interactions of a safety game are maximizable w.r.t. Player A, then by Corollary 4.3, Player A has a positional optimal strategy. Since this holds for infinite games, we may consider arbitrary game forms with infinitely many outcomes. We obtain the NSC-transfer below.

Proposition 7.1. Among arbitrary game forms, being maximizable w.r.t. Player A is an NSC-transfer for the existence of Player-A positional optimal strategies in all infinite safety games without stopping states.

Proof. Consider a set of outcomes O and a game form $\mathcal{F}=\left\langle\operatorname{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle \in$ Form $(\mathrm{O})$ that is not maximizable w.r.t. Player A. Consider a valuation $v: \mathrm{O} \rightarrow$ $[0,1]$ such that Player A has no optimal GF-strategy in the game in normal form $\langle\mathcal{F}, v\rangle$. We build a simple game $\mathcal{G}=\langle\mathcal{C}$, Safe $\rangle$ on $\mathcal{F}$ as follows: the set of states is equal to $\left\{q_{\text {init }}, \top, \perp\right\} \cup v[\mathrm{O}]$. The local interaction at $q_{\text {init }}$ is equal to $\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, v[\mathrm{O}], v \circ \varrho\right\rangle$. Furthermore all other states are trivial: all states $x \in$ $v[\mathrm{O}]$ have as outcome $d_{x} \in \mathcal{D}(\{\top, \perp\})$ where $d_{x}:=\{\top \mapsto x, \perp \mapsto 1-x\}$. Both states $\top$ and $\perp$ are self-looping sinks. Finally, the only state of color 1 , that Player A wants to avoid, is $\perp$. This concludes the definition of the game $\mathcal{G}^{1}$.

[^31]Clearly, all states $x \in v[\mathrm{O}]$ have value $x$. Consider any Player-A strategy $\mathrm{s}_{\mathrm{A}} \in$ $\mathcal{C}$. By Lemma 3.10, we have, $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q_{\text {init }}\right) \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(q_{\text {init }}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(q_{\text {init }}\right)\right)=$ $\operatorname{val}[\langle\mathcal{F}, v\rangle]\left(\mathrm{s}_{\mathrm{A}}\left(q_{\text {init }}\right)\right)<\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}]$. This inequality comes from the fact that, by assumption, Player A has no optimal GF-strategy in the game in normal form $\langle\mathcal{F}, v\rangle$. Furthermore, we have by Proposition 3.9 for the last equality, $\operatorname{val}[\langle\mathcal{F}, v\rangle][\mathrm{A}]=\operatorname{val}\left[\left\langle\mathrm{F}\left(q_{\text {init }}\right), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right][\mathrm{A}]=\chi_{\mathcal{G}}[\mathrm{A}]\left(q_{\text {init }}\right)$. That is, the Player- A strategy $\mathrm{s}_{\mathrm{A}}$ is not optimal from $q_{\text {init }}$, and this holds for Player-A strategy $\mathrm{s}_{\mathrm{A}}$.

Consider now a safety game without stopping states where all local interactions are maximizable w.r.t. Player A. Then, by Corollary 4.3, Player A has a positional optimal strategy.

### 7.2 Reachability objectives

Let us now focus on reachability games. As for safety games, the games we consider are without stopping states. However, contrary to safety games we will only consider finite-state games (since there does not always exist optimal strategies in infinite games, even turn-based ones). The proofs being quite technical for this objective, they are provided in appendix, we only give proof sketches in this section.

The goal is to characterize the game forms (with finitely many outcomes) ensuring the existence of positional optimal strategies in finite-state reachability games. The first step consists in defining the simple reachability games that we will use to properly define the well-behaved game forms. The simple games we consider are as follows: there is a central state $q_{\text {init }}$ that is not in the target. From that central state, we can either loop, or reach a trivial state with a given probability to win, i.e. to reach the target. The color of this central state is 0 , therefore looping indefinitely on it is loosing for Player A. This is formally defined below.

Definition 7.1 (Simple reachability games). Consider a finite set of outcomes O and a game form $\mathcal{F}=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes O . Consider some function $m: \mathrm{O} \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1]$. We define the reachability game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}:=\left\langle\mathcal{C}_{\mathcal{F}, m}\right.$, Reach $\rangle$ such that $\mathcal{C}_{\mathcal{F}, m}:=\left\langle Q_{\mathrm{O}, m}, \mathrm{~F}_{\mathcal{F}, m},\{0,1\}\right.$, col $\rangle$ with:

- $Q_{\mathrm{O}, m}:=\operatorname{Succ}_{\mathrm{O}, m} \cup\{\top, \perp\}$ with $\mathrm{Succ}_{\mathrm{O}, m}:=\left\{q_{\text {init }}\right\} \cup m[\mathrm{O}]$;
- All states $x \in Q_{\mathrm{O}, m} \cap[0,1]$ are trivial states with $d_{x} \in \mathcal{D}(\{\top, \perp\})$ as only outcome where $d_{x}:=\{\top \mapsto x, \perp \mapsto 1-x\}$;
- $\mathrm{F}_{\mathcal{F}, m}\left(q_{\text {init }}\right):=\mathcal{F}^{m}=\left\langle\Sigma_{\mathrm{A}}, \Sigma_{\mathrm{B}}, \operatorname{Succ}_{\mathrm{O}, m}, \mathbb{E}_{m}(\varrho)\right\rangle ;$
- $\operatorname{col}(\perp)=\operatorname{col}\left(q_{\text {init }}\right):=0, \operatorname{col}(T):=1$.

We let $\alpha_{\mathcal{F}, m}:=\chi_{\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}}\left(q_{\text {init }}\right)$ and, for all $u \in[0,1], v_{\mathcal{F}, m}^{u}: Q_{\mathrm{O}, m} \rightarrow[0,1]$ such that $v_{\mathcal{F}, m}^{u}\left(q_{\text {init }}\right):=u$, for all $x \in Q_{\mathrm{O}, m} \cap[0,1], v_{\mathcal{F}, m}^{u}(x):=x$ and $v_{\mathcal{F}, m}^{u}(\top)=1$ and $v_{\mathcal{F}, m}^{u}(\perp)=0$. When $u=\alpha_{\mathcal{F}, m}$, it is omitted.


Figure 7.1: A standard fi- Figure 7.2: The reachability game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$ nite game form $\mathcal{F}$.
 without the states 1 and 0 .

A simple reachability game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$ is depicted in Figure 7.2 for $m(x):=q_{\text {init }}$, $m(y):=1$ and $m(z):=0$, though we have not depicted the intermediate states 1 and 0 . It is built on the game form $\mathcal{F}$ of Figure 7.1.

We consider the existence of Player-A positional optimal strategies in reachability games. A positional strategy in a simple reachability game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$ is entirely defined by a Player-A GF-strategy in $\mathcal{F}$. We define below the optimal Player-A GF-strategies in simple reachability games.

Definition 7.2 (Optimal GF-strategies). Consider a finite set of outcomes O , a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes O and some function $m: Q \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1]$. For all Player-A GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$, the Player-A positional strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{\mathcal{F}, m}}$ is defined by $\sigma_{\mathrm{A}}$ if $\mathrm{s}_{\mathrm{A}}\left(q_{\text {init }}\right):=\sigma_{\mathrm{A}}$. A PlayerA GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$ is optimal w.r.t. $(\mathcal{F}, m)$ if the Player-A positional strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ defined by $\sigma_{\mathrm{A}}$ is (subgame) optimal in the game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$.

The safe game forms for the existence of positional optimal strategies are then the game forms $\mathcal{F}$ for which, for all functions $m: \mathrm{O} \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1]$, there is a Player-A optimal GF-strategy w.r.t. $(\mathcal{F}, m)$. Such game forms are said to be reach maximizable (RM for short). This is defined below.

Definition 7.3 (Reach-maximizable game forms). Consider a finite set of outcomes O and a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes O . It is reach-maximizable (RM for short) if for all functions $m: Q \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1]$, there is a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$ that is optimal w.r.t. $(\mathcal{F}, m)$.

The definition, given in Definition 7.2, of optimal Player-A GF-strategies is not very practical in the sense that we do not know exactly how such GFstrategy behaves against Player-B GF-strategies. In particular, we would like to express how the GF-strategy behaves with similar notions than the ones used in Subsection 4.4.2. We give below a necessary and sufficient condition for a Player-A GF-strategy to be optimal that we will manipulate in the following.

Proposition 7.2 (Proof 7.5.1). Consider a finite set of outcomes O, a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes O and some function $m: \mathrm{O} \rightarrow$ $\left\{q_{\text {init }}\right\} \cup[0,1]$. A Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$ is optimal w.r.t. $(\mathcal{F}, m)$ if and
only if we have $\alpha_{\mathcal{F}, m}=0$ or:

1. The GF-strategy $\sigma_{\mathrm{A}}$ is optimal in $\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle$; and
2. Mimicking the notations of Definition 4.13 and letting, for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}$, $p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right):=\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left.m^{-1}[[0,1]]\right\rangle}\right\rangle\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right.$, the GF-strategy $\sigma_{\mathrm{A}}$ ensures that:

$$
\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0
$$

Proof sketch. Assume that the GF-strategy $\sigma_{\mathrm{A}}$ is optimal w.r.t. $(\mathcal{F}, m)$ and that $\alpha_{\mathcal{F}, m}>0$. Then, the positional Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}_{\mathcal{F}, m}}$ defined by $\sigma_{\mathrm{A}}$ is subgame optimal in the game $\mathcal{G}_{\mathcal{F}, m}^{\mathrm{Reach}}$. Therefore, it is locally optimal by Theorem $3.12^{2}$. This implies that the GF-strategy $\sigma_{\mathrm{A}}$ satisfies item 1. Furthermore, if it does not satisfy item 2., it means that, against the strategy $\mathrm{s}_{\mathrm{A}}$, Player B has strategies to ensure that the probability to ever see a state in $[0,1]$ (and therefore the target) is arbitrarily close to 0 . Hence, the value of the strategy $\mathrm{s}_{\mathrm{A}}$ would be 0 , which is not possible since $\alpha_{\mathcal{F}, m}>0$.

Assume now that $\alpha_{\mathcal{F}, m}>0$ and that the GF-strategy $\sigma_{\mathrm{A}}$ satisfies items 1. and 2. Let $\delta:=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0$. Consider any Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}_{\mathcal{F}, m}}$ against the Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{\mathcal{F}, m}}$ generated by the GFstrategy $\sigma_{\mathrm{A}}$. As long as the game loops on $q_{\text {init }}$, there is probability at least $\delta$ to exit to a state in $[0,1]$, by definition of $\delta$. Therefore, the game loops indefinitely on $q_{\text {init }}$ with probability 0 . Furthermore, whenever there is a positive probability to exit to a state in $[0,1]$, the expected value of the states reached is at least $\alpha_{\mathcal{F}, m}$, by item 1 . Hence, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ has value $\alpha_{\mathcal{F}, m}$, it is therefore optimal in $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$.

Let us now consider what happens when RM game forms are used in finitestate reachability games.

Theorem 7.3. Consider a finite-state reachability game $\mathcal{G}=\langle\mathcal{C}$, Reach $\rangle$, and assume that, for all $q \in Q$ such that $\operatorname{col}(q)=0$, the game form $\mathrm{F}(q)$ is RM . Then, Player A has a positional (subgame) optimal strategy.

To prove this theorem, we are going to extract simple reachability games from the global game $\mathcal{G}$. Let us define formally this operation.

Definition 7.4. Consider a finite-state reachability game $\mathcal{G}=\langle\mathcal{C}$, Reach $\rangle$. Consider a subset of states $S \subseteq Q$. Then, for all $q \in Q$, we let $m_{q}^{S}: Q \rightarrow$ $\left\{q_{\text {init }}\right\} \cup[0,1]$ such that, for all $q^{\prime} \in Q$ :

$$
m_{q}^{S}\left(q^{\prime}\right):= \begin{cases}\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right) \in[0,1] & \text { if } q^{\prime} \in Q \backslash S \\ q_{\text {init }} & \text { otherwise }\end{cases}
$$

[^32]This extraction satisfies a crucial property: when all the state in $S$ have the same Player-A value $u \in[0,1]$ and are not in the target, then the maximum of the values of the simple games is at least $u$. This is formally stated in the lemma below.
Lemma 7.4 (Proof 7.5.2). Consider a finite-state reachability game $\mathcal{G}=$ $\langle\mathcal{C}$, Reach $\rangle$. Consider some $u \in[0,1]$ and a non-empty subset of states $\emptyset \neq S \subseteq$ $Q$ such that, for all $q \in Q$, we have $\chi_{\mathcal{G}}[\mathrm{A}](q)=u$. If $S \cap T=\emptyset$, we have:

$$
\max _{q \in Q} \alpha_{\mathrm{F}(q), m_{q}^{S}} \geq u
$$

Proof sketch. Assume towards a contradiction that it is not the case, i.e. that $x:=\max _{q \in Q} \alpha_{\mathrm{F}(q), m_{q}^{S}}<u$. Then, we can show that for all states $q \in Q$ and Player-A strategies $s_{A} \in S_{A}^{C}$, the value of this Player-A strategy from state $q$ is at most $x$. Indeed, consider some $\varepsilon>0$. Then, for all $\rho \in S^{+}$, we have $\mathrm{s}_{\mathrm{A}}(\rho) \in$ $\Sigma_{\mathrm{A}}^{\rho_{\mathrm{tt}}}$. Then, at state $\rho_{\mathrm{lt}}$, either Player B can ensure to loop on states in $S$ with probability arbitrarily close to 1 . This occurs when $\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=0$ (from Proposition 7.2). Or, there is some $\delta>0$ such that, regardless of what Player B plays in $\mathrm{F}\left(\rho_{\mathrm{tt}}\right)$, the probability to see states outside $S$ is at least $\delta$. But in that case, Player B has a GF-strategy to ensure that, against $\mathrm{s}_{\mathrm{A}}(\rho)$, the expected Player-A value of the states seen (outside of $S$ ) is at most $x+\varepsilon$, by definition of $m$. Furthermore, from all states $q \in Q \backslash S$ outside of $S$, Player B can play against the strategy $\mathrm{s}_{\mathrm{A}}$ to ensure that the value from $q$ is $\varepsilon$-close to the Player-A value of $q$. Since looping indefinitely in $S$ is losing for Player A, it follows that the value of the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ from $q$ is at most $x$. Hence the contradiction.

We can now give an informal proof of Theorem 7.3. The formal proof is given in Subsection 7.5.3.

Proof sketch. Let us assume that all states in the target are self-looping sinks. This does not change the game since there are no stopping states, once the target is reached, the game has value 1. Consider Definition 4.11: we want to show that $\operatorname{Sec}(\emptyset)=Q$. In turn, with Lemma 4.10, this will show that there is a Player-A positional optimal strategy in $\mathcal{G}$.

Assume towards a contradiction that we have $\operatorname{Sec}(\emptyset) \neq Q$. Let $B:=$ $Q \backslash \operatorname{Sec}(\emptyset) \neq \emptyset$. Note that $\operatorname{col}[B]=\{0\}$. Consider the greatest $u \in(0,1]$ such that $B_{u}:=\left\{q \in B \mid \chi_{\mathcal{G}}[\mathrm{A}](q)=u\right\} \neq \emptyset$. Let us apply Lemma 7.4 to the set $B_{u}$ : there is some state $q \in B_{u}$ such that $\alpha_{\mathrm{F}(q), m_{q}^{B_{u}}} \geq u$. By assumption, the local interaction $\mathrm{F}(q)$ is RM. Therefore, there is a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ that is optimal w.r.t. $\left(\mathrm{F}(q), m_{q}^{B_{u}}\right)$. Let us argue that this GF-strategy is progressive w.r.t. $\operatorname{Sec}(\emptyset)$ (recall Definition 4.14). First, it is indeed optimal in the game in normal form $\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle$ by item 1 . of Proposition 7.2 and by definition of the function $m_{q}^{B_{u}}$. Furthermore, by item 2. of that same Proposition 7.2, letting
$\delta:=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathrm{F}(q), m_{q}^{B_{u}}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$, we have $\delta>0$. Furthermore, it can be shown (since $\sigma_{\mathrm{A}}$ satisfies item 1. of Proposition 7.2), that with the GF-strategy $\sigma_{\mathrm{A}}$ and for all Player-B GF-strategies in the game form $\mathrm{F}(q)$, if there is probability $p$ to see states of values different from $u$, then there is probability at least $p \cdot y$ to see states of value more than $u$, for $y:=\min _{x \in \chi_{\mathcal{G}}[\mathrm{A}][Q], x<u} \frac{u-x}{1-x}>0$. Since all states of value $u$ outside of $S$ are in $\operatorname{Sec}(\emptyset)$ and, by definition of $u$, all states of value more than $u$ are also in $\operatorname{Sec}(\emptyset)$, it follows that for all Player-B GF-strategies in $\mathrm{F}(q)$, with the GF-strategy $\sigma_{\mathrm{A}}$, there is probability at least $\delta \cdot y>0$ to see a state in $\operatorname{Sec}(\emptyset)$. Therefore the Player-A GF-strategy $\sigma_{\mathrm{A}}$ is progressive w.r.t. $\operatorname{Sec}(\emptyset)$. This is in contradiction with the fact that the state $q$ is not in $\operatorname{Sec}(\emptyset)$.

Overall, we obtain the following NSC-transfer:
Theorem 7.5. Among arbitrary game forms with finitely many outcomes, being RM is an NSC-transfer for the existence of Player-A positional optimal strategies in finite-state reachability games without stopping states.

Proof. This is a direct consequence of Proposition 7.2 and Theorem 7.3.

### 7.3 Büchi objectives

Let us now consider finite-state Büchi games. In fact, for the Büchi objective, it suffices to use RM game forms. This is stated as an NSC-transfer in the proposition below.
Proposition 7.6. Among arbitrary game forms with finitely many outcomes, being RM is an NSC-transfer for the existence of Player-A positional optimal strategies in finite-state Büchi games without stopping states.

We do not provide a proof of this statement for now since we state and prove a slightly more subtle (and stronger) statement. Indeed, we can combine both the RM game forms characterized for reachability games and the game forms maximizable w.r.t. Player A characterized for safety games. We obtain straightforwardly an NSC-transfer by applying Lemma 5.4 that is different from the ones we have stated so far. Indeed, the class of game forms to be used depends on the colors of the states considered. Let us formally state the result, we will explain afterwards exactly what it means.

Proposition 7.7. Among arbitrary game forms with finitely many outcomes, being:

- maximizable w.r.t. Player A when colored with 1;
- RM when colored with 0;
is an NSC-transfer for the existence of Player-A positional optimal strategies in finite-state Büchi games.

What this theorem means is the following: given any game form that is not maximizable w.r.t. Player A, we can build a simple Büchi game where the central state $q_{\text {init }}$ is colored with 1 and where Player A has no positional optimal strategy. Similarly, from any game form that is not RM, we can build a simple Büchi game where the central state $q_{\text {init }}$ is colored with 0 and where Player A has no positional optimal strategy. Conversely, in any finite-state Büchi game where all local interactions at states colored with 1 (resp. 0) are maximizable w.r.t. Player A (resp. RM), Player A has a positional optimal strategy.

Note in particular that Proposition 7.6 is a direct corollary of Proposition 7.7 because all RM game forms are maximizable w.r.t. Player A.

Proof. Consider a game form $\mathcal{F}$ that is not maximizable w.r.t. Player A. Then, the simple game built on $\mathcal{F}$ to prove Proposition 7.1 can be seen as a Büchi game up to reversing the roles of the colors 0 and 1 . In that game, Player A has no positional optimal strategy.

Consider now a game form $\mathcal{F}$ that is not RM. Then, the simple game built on $\mathcal{F}$ to prove Theorem 7.5 from Definition 7.1 can be seen as a Büchi game (since the target is self-looping). In that game, Player A has no positional optimal strategy.

Now, consider a finite-state Büchi game $\mathcal{G}$ where all local interactions at states colored with 1 (resp. 0) are maximizable w.r.t. Player A (resp. RM). We want to apply Lemma 5.4. First, in all non-trivial states of the reachability game $\mathcal{G}^{\text {Reach }}$, all local interactions are RM, therefore by Theorem 7.3, there is an optimal strategy in the game $\mathcal{G}^{\text {Reach }}$. Second, all local interactions at states of color 1 are maximizable w.r.t. Player A. It follows that we can indeed apply Lemma 5.4. We obtain that Player A has a positional optimal strategy in $\mathcal{G}$.

### 7.4 Discussion and future work

In this chapter, we have proved NSC-transfers, among arbitrary game forms, for the existence of positional optimal strategies in finite-state safety, reachability and Büchi games. This extends, to the case of arbitrary game forms, what we have done previously: [39, Theorem 36] for reachability games and [40, Theorem 19] for Büchi games. However, we have not extended, or even stated, arguably the two main results we have shown in [40]: Theorem 22 and 25 which give NSC-transfers (though this terminology is not used) for the existence of positional almost-optimal strategies in finite Büchi games and for the existence of positional optimal strategies in finite co-Büchi games, respectively, restricting to standard finite game forms.

The ideas behind the proofs of these theorems lie in how the value is obtained in standard finite parity games, namely fixed points. Recall, we proved
in Proposition 4.7 that the Player-A value of reachability games can be computed with a least fixed point, even with non-standard game forms. In fact, with standard finite local interactions, it was shown in [32] that the value of parity games could be computed with nested fixed points, i.e. a greatest fixed point, nested with a least fixed point, etc. Furthermore, if the highest color appearing in the parity game is $n$, then the number of nested fixed points considered is $n$. In [40, Theorem 22, 25], the definitions of the safe game forms considered is based on the fixed points needed to compute the values in Büchi and co-Büchi games, i.e. nested least and greatest fixed points, the order depending on the objective. The proofs of these theorems were quite intricate as it involves linking the fixed points on the concurrent game and on the local interactions.

As a future work, we want to extend [40, Theorem 22, 25] to the case of arbitrary game forms, while avoiding the nested fixed points arguments. One of the main difficulty that will arise is to properly state a proposition detailing what being safe amounts to (w.r.t. the objective/type of strategies considered), as we did in Proposition 7.2 for the reachability objective. This needs to hold even with arbitrary game forms. As witnessed in Definitions 4.8, 4.14 and Definitions 4.9, 4.15, definitions compatible with arbitrary game forms are more intricate compared to their counterparts well-suited for the case of standard finite game forms, that we gave in [40].

### 7.5 Appendix

### 7.5.1 . Proof of Proposition 7.2

First, we make a quick remark: $\alpha_{\mathcal{F}, m}$ is equal to the Player-A value of the game in normal form $\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle$.

Lemma 7.8. Consider a finite set of outcomes O , a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes O and some function $m: \mathrm{O} \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1]$. We have:

$$
\alpha_{\mathcal{F}, m}=\operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle\right][\mathrm{A}]
$$

Proof. By definition, we have $\alpha_{\mathcal{F}, m}=\chi_{\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}}[\mathrm{A}]\left(q_{\text {init }}\right), \mathrm{F}_{\mathcal{F}, m}\left(q_{\text {init }}\right)=\mathcal{F}^{m}$ and $v_{\mathcal{F}, m}=\chi_{\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}}[\mathrm{A}]^{q_{\text {init }}}$. The result is therefore given by Proposition 3.9.

Let us now express exactly what is the value of a Player-A positional strategy generated by a GF-strategy in a simple reachability game.

Lemma 7.9. Consider a finite set of outcomes O , a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ on that set of outcomes O and some function $m: \mathrm{O} \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1]$. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{\mathcal{F}, m}}$ be the Player-A positional strategy generated by some Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}$. If:

$$
\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=0
$$

then $\chi_{\mathcal{G}_{F, m}^{\text {Reach }}}\left[s_{\mathrm{A}}\right]\left(q_{\text {init }}\right)=0$. Otherwise:

$$
\chi_{\mathcal{G}_{\mathcal{F}}^{\text {Reach }}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q_{\text {init }}\right)=\sup \left\{u \in[0,1] \mid \operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right] \geq u\right\}
$$

Proof. Let $W:=\operatorname{col}^{-1}[$ Reach $]$ be the Player-A winning set. First, assume that $\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=0$ and let $\varepsilon>0$. Let us define a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}_{\mathcal{F}, m}}$ such that, for all $n \in \mathbb{N}$, we have $\mathrm{s}_{\mathrm{B}}\left(q_{\text {init }}^{n}\right) \in \Sigma_{\mathrm{B}}$ such that $p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}\left(q_{\text {init }}^{n}\right)\right) \leq \frac{\varepsilon}{2^{n+1}}$. Then, we have by Definition 1.28 and 1.29 for the second equality:

$$
\begin{aligned}
& \leq \sum_{n \in \mathbb{N}} \mathbb{P}_{\mathcal{C}_{\mathcal{F}, m}, q_{\text {init }}^{n}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{S}}}[[0,1]]=\sum_{n \in \mathbb{N}} \operatorname{out}\left[\left\langle\mathrm{~F}_{\mathcal{F}, m}\left(q_{\text {init }}\right), \mathbb{1}_{[0,1]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(q_{\text {init }}^{n}\right), \mathrm{s}_{\mathrm{B}}\left(q_{\text {init }}^{n}\right)\right) \\
& =\sum_{n \in \mathbb{N}} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left.\left.m^{-1}[[0,1]]\right\rangle\right]}\left(\sigma_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(q_{\text {init }}^{n}\right)\right)=\sum_{n \in \mathbb{N}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(q_{\text {init }}^{n}\right)\right)\right.\right. \\
& \leq \sum_{n \in \mathbb{N}} \frac{\varepsilon}{2^{n+1}}=\varepsilon
\end{aligned}
$$

As this holds for all $\varepsilon>0$, it follows that the value of the Player-A strategy $\mathrm{S}_{\mathrm{A}}$ is 0 from $q_{\text {init }}$.

Assume now it is not the case, i.e that $\delta:=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ is positive: $\delta>0$. Then, regardless of the Player-B strategy, almost-surely the game does not loop indefinitely on $q_{\text {init }}$ by definition of $\delta>0$ : each time the game loops on $q_{\text {init }}$ there is probability at least $\delta$ to exit to a trivial state. Therefore, almost-surely, the game ends up in $\{\top, \perp\}$.

Let $x:=\sup \left\{u \in[0,1] \mid \operatorname{val}\left[\left\langle\mathcal{F}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right] \geq u\right\}$. Consider some $\varepsilon>0$ and let $u \geq x-\varepsilon$ such that $\operatorname{val}\left[\left\langle\mathcal{F}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right] \geq u$. Let us apply Corollary $3.14^{3}$ to show that the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ guarantees the valuation $v_{\mathcal{F}, m}^{u}$. It satisfies the first condition of that corollary by assumption. Furthermore, as mentioned above, almost-surely, the game loops on $\top$ (and Player A wins), or loops on $\perp$ of value 0 . Hence, it also satisfies the second condition of Corollary 3.14. Therefore, it dominates the valuation $v_{\mathcal{F}, m}^{u}$, with $v_{\mathcal{F}, m}^{u}\left(q_{\text {init }}\right)=u$. Hence the value of the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ from $q_{\text {init }}$ is at least $u \geq x-\varepsilon$.

Consider some $\varepsilon>0$ and let $u \leq x+\varepsilon$ such that $\operatorname{val}\left[\left\langle\mathcal{F}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right]<u$. Consider then a Player-B positional strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}_{\mathcal{F}, m}}$ such that:

$$
\operatorname{out}\left[\left\langle\mathcal{F}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}\left(q_{\text {init }}\right), \mathrm{s}_{\mathrm{B}}\left(q_{\text {init }}\right)\right)=\operatorname{out}\left[\left\langle\mathcal{F}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}\left(q_{\text {init }}\right)\right) \leq u
$$

Then, in the stochastic tree $\mathcal{T}_{\mathcal{C}_{F, m}, q_{\text {init }}}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}}$, the valuation $v_{\mathcal{F}, m}^{u}$ is non-increasing (recall Definition 2.3). Hence, by Proposition 2.9, since the game almost-surely

[^33]ends up in $\{\top, \perp\}$, it follows that:

Hence the value of the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ from $q_{\text {init }}$ is at most $u \leq x+\varepsilon$.
The proof of Proposition 7.2 is now direct.
Proof. Assume that the Player-A GF-strategy $\sigma_{\mathrm{A}}$ is optimal w.r.t. $(\mathcal{F}, m)$ and that $\alpha_{\mathcal{F}, m}>0$. Then, by Lemma 7.9, it must be that $\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}} p_{\mathcal{F}, m}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>$ 0 . Furthermore, we have $\alpha_{\mathcal{F}, m}=\chi_{\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q_{\text {init }}\right)=\sup \left\{u \in[0,1] \mid \operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right] \geq\right.$ $u\}$. Hence, for all $u<\alpha_{\mathcal{F}, m}$, we have $u \leq \operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}^{u}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right] \leq \operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right]$. Therefore, $\alpha_{\mathcal{F}, m} \leq \operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right]$. In addition, $\alpha_{\mathcal{F}, m}=\operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle\right][\mathrm{A}]$ by Lemma 7.8. Therefore, the Player-A GF-strategy $\sigma_{\mathrm{A}}$ is optimal in the game in normal form $\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle$.

Conversely, if $\alpha_{\mathcal{F}, m}=0$ then any Player-A strategy is optimal from $q_{\text {init }}$ in the game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$ and therefore the GF-strategy $\sigma_{\mathrm{A}}$ is optimal w.r.t. $(\mathcal{F}, m)$. Assume now that the Player-A GF-strategy $\sigma_{\mathrm{A}}$ satisfies items 1. and 2. Since $\alpha_{\mathcal{F}, m}=\operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle\right][\mathrm{A}]$ and $\sigma_{\mathrm{A}}$ satisfies item 1., it follows that $\operatorname{val}\left[\left\langle\mathcal{F}^{m}, v_{\mathcal{F}, m}\right\rangle\right]\left[\sigma_{\mathrm{A}}\right]=$ $\alpha_{\mathcal{F}, m}$. Then, by Lemma 7.9 and since $\sigma_{\mathrm{A}}$ satisfies item 2., we obtain that $\chi_{\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}}\left[\mathrm{S}_{\mathrm{A}}\right]\left(q_{\text {init }}\right) \geq \alpha_{\mathcal{F}, m}$. Therefore, it is optimal w.r.t. $(\mathcal{F}, m)$.

### 7.5.2 . Proof of Lemma 7.4

Proof. We let $W:=\left(\text { col }^{\omega}\right)^{-1}[$ Reach $] \subseteq Q^{\omega}$ be the Player-A winning set. Let $x:=\max _{q \in S} \alpha_{\mathrm{F}(q), m_{q}^{S}} \in[0,1]$ and assume towards a contradiction that $x<u$. Consider any state $q \in S$ and Player-A strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$. Let us show that $\chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q) \leq x$. For all $q \in S$, we let $p_{q}$ denote the function $p_{\mathrm{F}(q), m_{q}^{S}}$ from Proposition 7.2. Let $\varepsilon>0$.

Consider some $\rho \in q \cdot S^{*}$. Since $\alpha_{\mathrm{F}\left(\rho_{\mathrm{tt}}\right), m_{\rho_{\mathrm{lt}}}^{S}} \leq x$, it follows that, by Lemma 7.9, that:

- $\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{\rho_{\mathrm{t}}}} p_{\rho_{\mathrm{lt}}}\left(\mathrm{s}_{\mathrm{A}}(\rho), \sigma_{\mathrm{B}}\right)=0$; or
- for all $x<z$, we have:

$$
\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right)^{m_{\rho_{\mathrm{lt}}}^{S}}, v_{\mathrm{F}\left(\rho_{\mathrm{tt}}\right), m_{\rho_{\mathrm{ft}}}^{S}}^{x}\right\rangle\right]\left[\mathrm{s}_{\mathrm{A}}(\rho)\right] \leq \operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right)^{m_{\rho_{\mathrm{lt}}}^{S}}, v_{\mathrm{F}\left(\rho_{\mathrm{lt})}, m_{\rho_{\mathrm{ft}}}^{S}\right.}^{z}\right\rangle\right]\left[\mathrm{s}_{\mathrm{A}}(\rho)\right]<z
$$

Therefore: $\operatorname{val}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{lt}}\right)^{m_{\rho_{\mathrm{lt}}}^{S}}, v_{\mathrm{F}\left(\rho_{\mathrm{tt}}\right), m_{\rho_{\text {lt }}}^{S}}^{S}\right\rangle\right]\left[\mathrm{s}_{\mathrm{A}}(\rho)\right] \leq x$.
We let $S_{\mathrm{Lp}}:=\left\{\rho \in S^{*} \mid \inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q^{q} \cdot \rho_{\mathrm{l}}}} p_{\rho_{\mathrm{lt}}}\left(\mathrm{s}_{\mathrm{A}}(q \cdot \rho), \sigma_{\mathrm{B}}\right)=0\right\}$ and $S_{\leq x}:=S^{*} \backslash S_{\mathrm{Lp}}$.
Let us now define a Player-B strategy $S_{B} \in S_{B}^{\mathcal{C}}$ :

- For all $\rho \in S^{+}$, we define $\mathrm{s}_{\mathrm{B}}^{\rho}$ such that, for all $q^{\prime} \in Q \backslash S$ :

$$
\mathbb{P}_{\mathcal{C}, \rho^{\prime} \cdot q^{\prime}}^{\mathrm{S}_{\mathrm{\prime}}}[W] \leq \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)+\frac{\varepsilon}{3} ;
$$

- For all $\rho \in q \cdot S_{\mathrm{Lp}}$, we let $\mathrm{s}_{\mathrm{B}}(\rho) \in \Sigma_{\mathrm{B}}^{\rho_{\mathrm{tt}}}$ be such that $p_{\rho \mid \mathrm{t}}\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \leq \frac{\varepsilon}{3 \cdot|S| \rho|-1 \cdot 2| \rho \mid} ;$
- For all $\rho \in q \cdot S_{\leq x}$, we let $\mathrm{s}_{\mathrm{B}}(\rho) \in \Sigma_{\mathrm{B}}^{\rho_{\mathrm{l}}}$ be such that

$$
\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mid \mathrm{t}}\right)^{m_{\rho \mathrm{lt}}^{S}}, v_{\mathrm{F}\left(\rho_{\mathrm{t}}\right), m_{\rho_{\mid \mathrm{t}}}^{s}}^{x}\right\rangle\right]\left(\mathrm{S}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \leq x+\frac{\varepsilon}{3 \cdot|S|^{|\rho-1.2| \rho \mid}} .
$$

Then, consider some $\rho \in q \cdot S_{\mathrm{Lp}}$. We have, by Definition 1.28 and Definition 7.4:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{~s}_{\mathrm{B}}}[Q \backslash S] & =\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \mathbb{1}_{Q \backslash S}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \mathbb{1}_{\left.\left.\left(m_{P_{\mathrm{tt}}}^{S}\right)^{-1}[0,1]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right)}\right.\right. \\
& =p_{\rho_{\mathrm{tt}}}\left(\mathrm{~s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \leq \frac{\varepsilon}{3 \cdot|S|^{|\rho|-1} \cdot 2^{|\rho|}}
\end{aligned}
$$

We obtain:

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[S_{\mathrm{Lp}} \cdot Q \backslash S\right]=\sum_{n \in \mathbb{N}} \sum_{\rho \in S^{n} \cap S_{\mathrm{Lp}}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}(\rho) \cdot \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[Q \backslash S] \\
& \leq \sum_{n \in \mathbb{N}} \sum_{\rho \in S^{n} \cap S_{\mathrm{L}}} \frac{\varepsilon}{3 \cdot|S|^{n} \cdot 2^{n+1}} \leq \sum_{n \in \mathbb{N}} \frac{\varepsilon}{3 \cdot 2^{n+1}}=\frac{\varepsilon}{3}
\end{aligned}
$$

Furthermore, for all $z \in[0,1] \backslash\{u\}$, we let $Q_{z}:=\chi_{\mathcal{G}}[\mathrm{A}]^{-1}[\{z\}]$ and $Q_{u}:=$ $\chi_{\mathcal{G}}[\mathrm{A}]^{-1}[\{u\}] \backslash S$. That way, $Q \backslash S=\cup_{z \in[0,1]} Q_{z}$. Then, for all $\rho \in q \cdot S_{\leq x}$, we have:

$$
\begin{aligned}
& \left.x+\frac{\varepsilon}{3 \cdot|S|^{|\rho|-1} \cdot 2^{|\rho|}} \geq \operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right)^{m_{\rho_{\mathrm{lt}}}^{S}}, v_{\mathrm{F}}^{x} \rho_{\rho_{\mathrm{t}}}\right), m_{\rho_{\mathrm{It}}}^{S}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \\
& =\sum_{z \in[0,1]} \operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right)^{m_{\rho_{\mathrm{It}}}^{S}}, \mathbb{1}_{\left.\left.\left(v_{\mathrm{F}\left(\rho_{\mathrm{ft}}\right), m_{\rho_{\mathrm{It}}}^{x}}\right)^{-1}[\{z\}]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \cdot z}\right.\right. \\
& =x \cdot \operatorname{out}\left[\left\langle\mathrm{~F}\left(\rho_{\mathrm{lt}}\right), \mathbb{1}_{S}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right)+\sum_{z \in[0,1]} \operatorname{out}\left[\left\langle\mathrm{F}\left(\rho_{\mathrm{It}}\right), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(\rho), \mathrm{s}_{\mathrm{B}}(\rho)\right) \cdot z \\
& =x \cdot \mathbb{P}_{\mathcal{C}, \rho}^{S_{A}, S_{B}}[S]+\sum_{z \in[0,1]} \mathbb{P}_{\mathcal{C}, \rho}^{S_{A}, S_{B}}\left[Q_{z}\right] \cdot z
\end{aligned}
$$

Therefore, we have:

$$
\mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[Q \backslash S] \cdot x+\frac{\varepsilon}{3 \cdot|S|^{|\rho|-1} \cdot 2^{|\rho|}} \geq \sum_{z \in[0,1]} \mathbb{P}_{\mathcal{C}, \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[Q_{z}\right] \cdot z
$$

Hence:

$$
\begin{aligned}
& \sum_{z \in[0,1]} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[S_{\leq x} \cdot Q_{z}\right] \cdot z \leq \sum_{n \in \mathbb{N}} \sum_{\rho \in S^{n} \cap S_{\leq x}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{A}, \mathrm{~S}_{\mathrm{B}}}(\rho) \cdot\left(\sum_{z \in[0,1]} \mathbb{P}_{\mathcal{C}, q \cdot \rho}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[Q_{z}\right] \cdot z\right) \\
& \leq \sum_{n \in \mathbb{N}} \sum_{\rho \in S^{n} \cap S_{\leq x}} \mathbb{P}_{\mathcal{C}, q}^{S_{\mathrm{A}}, S_{\mathrm{B}}}(\rho) \cdot\left(\mathbb{P}_{\mathcal{C}, q, \rho}^{\mathrm{s}_{\mathrm{C}}, \mathrm{~S}_{\mathrm{B}}}[Q \backslash S] \cdot x+\frac{\varepsilon}{3 \cdot|S|^{n} \cdot 2^{n+1}}\right) \\
& \leq \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[S_{\leq x} \cdot(Q \backslash S)\right] \cdot x+\sum_{n \in \mathbb{N}} \sum_{\rho \in S^{n} \cap S_{\leq x}} \frac{\varepsilon}{3 \cdot|S|^{n} \cdot 2^{n+1}} \\
& \leq \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[S_{\leq x} \cdot(Q \backslash S)\right] \cdot x+\frac{\varepsilon}{3}
\end{aligned}
$$

Overall, since we have reachability objective, staying indefinitely in $S$ is losing for Player A. Hence, we have:

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{1}, \mathrm{~s}_{\mathrm{B}}}[W]=\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[W \cap S^{\omega}\right]+\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[W \cap S_{\mathrm{Lp}} \cdot(Q \backslash S)\right]+\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{A}, \mathrm{~S}_{\mathrm{B}}}\left[W \cap S_{\leq x} \cdot(Q \backslash S)\right] \\
& \leq \frac{\varepsilon}{3}+\sum_{z \in[0,1]} \sum_{q^{\prime} \in Q_{z}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[W \cap S_{\leq x} \cdot q^{\prime}\right] \\
& =\frac{\varepsilon}{3}+\sum_{z \in[0,1]} \sum_{q^{\prime} \in Q_{z}} \sum_{\rho \in S_{\leq x}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathcal{A}}, \mathrm{S}_{\mathrm{B}}}\left(\rho \cdot q^{\prime}\right) \cdot \mathbb{P}_{\mathcal{C}, q \cdot \rho \cdot q^{\prime}}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[W] \\
& \leq \frac{\varepsilon}{3}+\sum_{z \in[0,1]} \sum_{q^{\prime} \in Q_{z}} \sum_{\rho \in S_{\leq x}} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{SA}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left(\rho \cdot q^{\prime}\right) \cdot\left(\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)+\frac{\varepsilon}{3}\right) \\
& =\frac{\varepsilon}{3}+\sum_{z \in[0,1]} \mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[S_{\leq x} \cdot Q_{z}\right] \cdot z+\mathbb{P}_{\mathcal{C}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[S^{*} \cdot(Q \backslash S)\right] \cdot \frac{\varepsilon}{3} \\
& \leq \frac{2 \cdot \varepsilon}{3}+\mathbb{P}_{\mathcal{C}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[S_{\leq x} \cdot(Q \backslash S)\right] \cdot x+\frac{\varepsilon}{3} \\
& \leq x+\varepsilon
\end{aligned}
$$

As this holds for all $\varepsilon>0$, the value, from $q$, of the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ is at most $x$, hence the contradiction.

### 7.5.3 . Proof of Theorem 7.3

Proof. Let us assume that all states in the target are self-looping sinks. This does not change the game since there are no stopping states, hence once the target is reached, the game has value 1 .

We proceed as in the proof sketch. That is, considering Definition 4.11: we want to show that $\operatorname{Sec}(\emptyset)=Q$, which in turn, with Lemma 4.10, will show that there is a Player-A positional optimal strategy in $\mathcal{G}$. Hence, assume towards a contradiction that we have $\operatorname{Sec}(\emptyset) \neq Q$. Let $B:=Q \backslash \operatorname{Sec}(\emptyset) \neq \emptyset$. Note that $\operatorname{col}[B]=\{0\}$. Consider the greatest $u \in[0,1]$ such that $B_{u}:=\{q \in B \mid$ $\left.\chi_{\mathcal{G}}[\mathrm{A}](q)=u\right\} \neq \emptyset$. It must be that $u>0$ since no state in $B$ is of value 0 . Let us apply Lemma 7.4 to the set $B_{u}$ : there is some state $q \in B_{u}$ such that $\alpha_{\mathrm{F}(q), m_{q}^{B u}} \geq u$. By assumption, the local interaction $\mathrm{F}(q)$ is RM . Therefore, there is a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}^{q}$ that is optimal w.r.t. $\left(\mathrm{F}(q), m_{q}^{B_{u}}\right)$.

Let us show that this GF-strategy is progressive w.r.t. $\operatorname{Sec}(\emptyset)$ (recall Definition 4.14). First, we show that $\sigma_{\mathrm{A}}$ is optimal in the game in normal form $\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle$. For all $q^{\prime} \in Q$, we have:

- If $q^{\prime} \in B_{u}$, then $m_{q}^{B_{u}}\left(q^{\prime}\right)=q_{\text {init }}$ and $v_{\mathrm{F}(q), m_{q}^{B u}}\left(q_{\text {init }}\right)=\alpha_{\mathrm{F}(q), m_{q}^{B u}} \geq u=$ $\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)$;
- Otherwise, we have $\chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right)=v_{\mathrm{F}(q), m_{q}^{B u}} \circ m_{q}^{B_{u}}\left(q^{\prime}\right)$.

For all $z \in[0,1] \backslash\{u\}$, we let $Q_{z}:=\chi_{\mathcal{G}}[\mathrm{A}]^{-1}[\{z\}]$ and $Q_{u}:=\chi_{\mathcal{G}}[\mathrm{A}]^{-1}[\{u\}] \backslash B_{u}$. That way, $Q \backslash B_{u}=\cup_{z \in[0,1]} Q_{z}$. Then, for all Player-B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$, we have, denoting $y:=\operatorname{out}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ :

$$
\begin{aligned}
y & =\sum_{q^{\prime} \in Q} \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}(q), q^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& =u \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{B_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+\sum_{z \in[0,1]} \sum_{q^{\prime} \in Q_{z}} \chi_{\mathcal{G}}[\mathrm{A}]\left(q^{\prime}\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}(q), q^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& \geq\left(u-\alpha_{\mathrm{F}(q), m_{q}^{B u}}\right)+\alpha_{\mathrm{F}(q), m_{q}^{B u}} \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{B_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& +\sum_{z \in[0,1]} \sum_{q^{\prime} \in Q_{z}} v_{\mathrm{F}(q), m_{q}^{B u}} \circ m_{q}^{B_{u}}\left(q^{\prime}\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}(q), q^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& =\left(u-\alpha_{\mathrm{F}(q), m_{q}^{B u}}^{B_{u}}\right)+v_{\mathrm{F}(q), m_{q}^{B u}}\left(q_{\text {init }}\right) \cdot \operatorname{out}\left[\left\langle\mathrm{F}_{\mathrm{F}(q), m_{q}^{B u}}\left(q_{\text {init }}\right), q_{\text {init }}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& +\sum_{z \in[0,1]} v_{\mathrm{F}(q), m_{q}^{B u}}(z) \cdot \operatorname{out}\left[\left\langle\mathrm{F}_{\mathrm{F}(q), m_{q}^{B u}}\left(q_{\text {init }}\right), z\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& =u-\alpha_{\mathrm{F}(q), m_{q}^{B u}}+\operatorname{out}\left[\left\langle\mathrm{F}_{\mathrm{F}(q), m_{q}^{B u}}\left(q_{\text {init }}\right), v_{\mathrm{F}(q), m_{q}^{B u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& \geq u-\alpha_{\mathrm{F}(q), m_{q}^{B u}}+\operatorname{val[\langle \mathrm {F}_{\mathrm {F}(q),m_{q}^{Bu}}(q_{\text {init}}),v_{\mathrm {F}(q),m_{q}^{Bu}}\rangle ](\sigma _{\mathrm {A}})} \\
& =u-\alpha_{\mathrm{F}(q), m_{q}^{B u}}+\operatorname{val[\langle \mathrm {F}_{\mathrm {F}(q),m_{q}^{Bu}}(q_{\text {init}}),v_{\mathrm {F}(q),m_{q}^{Bu}}\rangle ]} \\
& =u-\alpha_{\mathrm{F}(q), m_{q}^{B u}}+\alpha_{\mathrm{F}(q), m_{q}^{B u}}=u
\end{aligned}
$$

This second to last equality comes from the fact that the Player-A GF-strategy $\sigma_{\mathrm{A}}$ satisfies item 1. of Proposition 7.2. The last equality comes from Lemma 7.8 and the fact that $\mathrm{F}_{\mathrm{F}(q), m_{q}^{B u}}\left(q_{\text {init }}\right)=\mathrm{F}(q)^{m_{q}^{B u}}$. Hence, the Player-A GF-strategy $\sigma_{\mathrm{A}}$ is optimal in the game in normal form $\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle$, since $\operatorname{val}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right][\mathrm{A}]=$ $\chi_{\mathcal{G}}[\mathrm{A}](q)=u$ by Proposition 3.9.

Furthermore, since the Player-A GF-strategy also ensures item 2. of that same Proposition 7.2, letting $\delta:=\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}} p_{\mathrm{F}(q), m_{q}^{B u}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$, we have $\delta>0$. Recall that, for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$, we have

$$
p_{\mathrm{F}(q), m_{q}^{B u}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{Q \backslash B_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

We let $V:=\chi_{\mathcal{G}}[\mathrm{A}][Q] \subseteq[0,1], V_{<u}:=\{z \in V \mid z<u\}$ and $V_{\geq u}:=V \backslash V_{<u}$. We also let $x_{u}:=\max V_{<u}<u$ and $y:=\frac{u-x_{u}}{1-x_{u}}>0$. Consider any Player-B

GF-strategy $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$. We have:

$$
\begin{aligned}
u & \leq \operatorname{out}\left[\left\langle\mathrm{F}(q), \chi_{\mathcal{G}}[\mathrm{A}]\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& =u \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{B_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+\sum_{z \in[0,1]} z \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
\end{aligned}
$$

Therefore:

$$
u \cdot p_{\mathrm{F}(q), m_{q}^{B u}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \leq \sum_{z \in[0,1]} z \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

We then have:

$$
\begin{aligned}
u \cdot p_{\mathrm{F}(q), m_{q}^{B u}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) & \leq \sum_{z \in[0,1]} z \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& =\sum_{z \in V_{<u}} z \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+\sum_{z \in V_{\geq u}} z \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& \leq \sum_{z \in V_{<u}} x_{u} \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+\sum_{z \in V_{\geq u}} \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& =x_{u} \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{\left.\cup_{z \in V_{<u}} Q_{z}\right\rangle}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left.\left.\cup_{z \in V_{\geq u}} Q_{z}\right\rangle\right]}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)\right.\right.
\end{aligned}
$$

Hence, letting $p_{\geq u}:=\operatorname{out}\left[\left\langle\mathcal{F}(q), \mathbb{1}_{\mathrm{U}_{z \in V_{\geq u}} Q_{z}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$, we have out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\mathrm{U}_{z \in V_{<u}} Q_{z}}\right]\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=$ $p_{\mathrm{F}(q), m_{q}^{B u}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)-p_{\geq u}$. Therefore:

$$
p_{\geq u} \geq p_{\mathrm{F}(q), m_{q}^{B u}}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \cdot \frac{u-x_{u}}{1-x_{u}} \geq \delta \cdot y
$$

In addition, note that, for all $z \in V_{\geq u}$, we have $Q_{z} \subseteq \operatorname{Sec}(\emptyset)$ by definition of $u$. Hence out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\operatorname{Sec}(\phi)}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq p_{\geq u}$. It follows that we have:

$$
\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\operatorname{Sec}(\emptyset)}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq \delta \cdot y
$$

This holds for all $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}$. Hence, recalling Definition 4.16, it follows that the GF -strategy $\sigma_{\mathrm{A}}$ is progressive w.r.t. $\operatorname{Sec}(\emptyset)$ (i.e. $\sigma_{\mathrm{A}} \in \operatorname{Prog}_{q}(\operatorname{Sec}(\emptyset))$ ) since $\inf _{\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}^{q}} p_{\mathrm{Sec}(\emptyset)}^{q}\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\delta \cdot y>0$. Hence the contradiction with the fact that $q \notin \operatorname{Sec}(\emptyset)$, recall Definition 4.11.

## 8 - Standard game forms for parity objectives

In this chapter, we characterize the standard finite game forms ensuring the existence of positional optimal strategies for both players in finite parity games. This is stated as an NSC-transfer in Corollary 8.10. The main difficulty consists in proving Theorem 8.3, which states that if all standard finite local interactions of a finite concurrent parity game are individually well-behaved (in a specific sense, the formal definition is given in Definition 8.7), then both players have positional optimal strategies. This chapter is almost entirely devoted to the proof of this theorem.

Contrary to what we did in the previous chapter, the result we show deals with both players at the same time. Indeed, as mentioned above, we characterize the game forms ensuring the existence of positional optimal strategies for both players. The reason why we do that is the same reason why we only consider standard finite game forms instead of arbitrary game forms: we want to manipulate only positional strategies for the players. If we only had an assumption for one player (as in the previous chapter), we would also need to consider infinite-choice strategies for the other player, a priori. Since positional strategies suffice, the difficulty of the proof lies mainly on the intricate nature of the parity objective itself.

The core of this chapter gives informal explanations of the definitions and statements (with proof sketches) used to prove Theorem 8.3. Additionally, we illustrate the definitions and statements on examples and, once all the relevant definitions are given, provide a big picture of the proof in Subsection 8.4.1. We proceed that way because the technical details are quite heavy and may obfuscate the underlying ideas behind the proof. We give all technical details in Section 8.6.

Finally, note that since we only consider standard finite local interactions, the concurrent parity games we consider in this chapter all have a value (by Theorems 2.3 and 1.11).

This work is not yet published, but will be resubmitted soon.

### 8.1 Dominating and guaranteeing a valuation

As mentioned above, in this section, we will only manipulate positional strategies. Furthermore, as stated in Observation 1.3, in a concurrent game, two positional strategies induce a Markov chain. Furthermore, in the following, we will be especially interested in the BSCCs that can occur in the Markov chain induced by two positional strategies. We define the relevant notions for us below.

Definition 8.1 (BSCCs compatible with a strategy). Consider a standard finite parity game $\mathcal{G}=\langle\mathcal{C}$, col $\rangle$. Let $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ be a positional Player-A strategy. We let $H_{\mathrm{s}_{\mathrm{A}}}$ denote the set of BSCCs compatible with $\mathrm{s}_{\mathrm{A}}$, i.e. the BSCCs of some Markov chain $\mathcal{T}^{\mathrm{s}_{A}, \mathrm{~S}_{\mathrm{B}}}$, where $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ ranges over Player- B positional deterministic strategies.

This is analogous for a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$.
A BSCC $H \in H_{\mathrm{S}_{\mathrm{A}}}$ is even-colored if max col $[H]$ is even. Otherwise, it is odd-colored.

A subset of states $S \subseteq Q$ occurs in a BSCC H if $H \cap S \neq \emptyset$. A state $q \in Q$ occurs in a BSCC H if $q \in H$.

The reason why we only consider positional deterministic strategy for Player B given a Player-A positional strategy is because, once such a strategy is fixed, we obtain a finite MDP. Furthermore, positional deterministic strategies are enough to play optimally in finite MDPs with parity objectives [27].

Recall Definition 3.7: we defined the notion of strategy dominating a valuation $v: Q^{+} \rightarrow[0,1]$. In the context of this chapter, we only consider positional strategies and valuations $v: Q \rightarrow[0,1]$. Hence, we recall the notion of domination in this context, along with the notion of guaranteeing a valuation (recall Definition 3.2). We also define a stronger notion that dominating a valuation: parity dominating a valuation.

Definition 8.2 (Parity dominating a valuation). Let $\mathcal{G}$ be a standard finite concurrent parity game and $v: Q \rightarrow[0,1]$ be a valuation over its states. Consider a positional Player-A strategy $\mathrm{s}_{\mathrm{A}}$ (resp. Player B strategy $\mathrm{s}_{\mathrm{B}}$ ). The strategy $\mathrm{s}_{\mathrm{A}}\left(\right.$ resp. $\left.\mathrm{s}_{\mathrm{B}}\right)$ :

- dominates the valuation $v$ if for all $q \in Q$, it holds that $v(q) \leq \operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{A}}(q)\right)$ (resp. $\left.v(q) \geq \operatorname{val}[\langle\mathrm{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{B}}(q)\right)\right)$;
- parity dominates the valuation $v$ if it dominates $v$ and all BSCCs $H$ compatible with $\mathrm{s}_{\mathrm{A}}$ (resp. $\mathrm{s}_{\mathrm{B}}$ ) such that $\min v[H]>0$ (resp. max $v[H]<$ 1) are even-colored (resp. odd-colored);
- guarantees the valuation $v$ if, for all $q \in Q$, it holds $v(q) \leq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{A}}\right](q)$ $\left(\operatorname{resp} . v(q) \geq \chi_{\mathcal{G}}\left[\mathrm{s}_{\mathrm{B}}\right](q)\right)$.

Parity dominating a valuation implies guaranteeing it. This is a direct consequence of Corollary 3.16.
Proposition 8.1 (Proof 8.6.2). Consider a standard finite concurrent game $\mathcal{G}$, a Player-A positional strategy $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ and a valuation $v: Q \rightarrow[0,1]$. If the strategy $\mathrm{s}_{\mathrm{A}}$ dominates $v$, then for all BSCCs $H \in H_{\mathrm{s}_{\mathrm{A}}}$, there is $v_{H} \in[0,1]$ such that $v[H]=\left\{v_{H}\right\}$. If in addition $\mathrm{s}_{\mathrm{A}}$ parity dominates $v$, it also guarantees $v$.

Finally, let us introduce a few notations we will use throughout because we are tackling the parity objective with arbitrarily many colors.

Definition 8.3. As stated in Section 1.1, for all $(i, j) \in \mathbb{N}^{2}$, we denote by $\llbracket i, j \rrbracket:=\{k \in \mathbb{N} \mid i \leq k \leq j\}$ the set of integers between $i$ and $j$. However, in this chapter only, for convenience, we assume that this set is typed in the sense that the integers in $\llbracket i, j \rrbracket$ are not seen as real numbers. In particular, $\llbracket 0,1 \rrbracket \cap[0,1]=\emptyset$. Furthermore, for all $e \in \mathbb{N}$, we let $K_{e}:=\left\{k_{i} \mid i \in \llbracket 0, e \rrbracket\right\}$.

In addition, for all finite subsets $S \subseteq \mathbb{N}$, we let Even $(S)(\operatorname{resp} . \operatorname{Odd}(S))$ be the smallest even (resp. odd) integer that is greater than or equal to all elements in $S$. Similarly, for all $n \subseteq \mathbb{N}$, we let Even $(n)$ (resp. Odd $(n)$ ) be the smallest even (resp. odd) integer that is greater than or equal to $n$.

### 8.2 Local Environment

The goal of this section is to define simple parity games with a single non-trivial local interaction. This will allow us to define exactly the game forms that should be used in parity games if one requires positional optimal strategies for both players. We first define what a (parity) environment on a given set of outcomes is. We can then define the parity game induced by such an environment (along with a game form).

Definition 8.4 (Parity environment). Consider a non-empty finite set of outcomes O . An environment $E$ on O is a tuple $E:=\langle c, e, p\rangle$ where $c, e \in \mathbb{N}$ with $c \leq e$ and $p: \mathrm{O} \rightarrow\left\{q_{\text {init }}\right\} \uplus K_{e} \uplus[0,1]$. We let $p_{[0,1]}:=p[\mathrm{O}] \cap[0,1]$. The size w.r.t. Player $\mathrm{A}\left(\right.$ resp. B) $\mathrm{Sz}_{\mathrm{A}}(E)\left(\right.$ resp. $\left.\mathrm{Sz}_{\mathrm{B}}(E)\right)$ of the environment $E$ is equal to $\mathrm{Sz}_{\mathrm{A}}(E):=\operatorname{Even}(e)-c$ (resp. $\left.\mathrm{Sz}_{\mathrm{B}}(E):=\operatorname{Odd}(e)-c\right)$. We denote by $\operatorname{Env}(\mathrm{O})$ the set of all environments on the set of outcomes O .

Remark 8.1. A quick note on the size of an environment. From Player A's perspective, the size of an environment $E:=\langle c, e, p\rangle$, assuming that $c=0$, is equal to: 0 if $e=0,2$ if $e=1$ or $e=2$, etc. Informally, when $c=0$, if $e=0$ this corresponds to safety game, if $e=1$ this corresponds to a co-Büchi game, etc. This will become more apparent with Definition 8.5 below.

We can then define the simple parity game corresponding to a parity environment.

Definition 8.5 (Parity game induced by an environment). Consider a nonempty finite set of outcomes O , a standard finite game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ and an environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$. Let $Y:=(\mathcal{F}, E)$. The local arena $\mathcal{C}_{Y}=\langle Q, \mathrm{~F}, \mathrm{~K}$, col $\rangle$ induced by $Y$ is such that:

- $Q:=\left\{q_{\text {init }}\right\} \cup K_{e} \cup p_{[0,1]}, Q_{\mathrm{s}}:=p_{[0,1]}$, and for all $u \in p_{[0,1]}$, we set the value of the stopping state $u$ to be $u$ itself: $\operatorname{val}(u) \leftarrow u$;
- $\mathrm{F}\left(q_{\text {init }}\right):=\mathcal{F}^{p}=\left\langle\operatorname{Act}_{\mathrm{A}}, \operatorname{Act}_{\mathrm{B}}, Q, \mathbb{E}_{p}(\varrho)\right\rangle_{\mathrm{s}}$, and for all $i \in \llbracket 0, e \rrbracket$, the set $k_{i}$ is trivial, its only outcome is the state $q_{\text {init }}$;
- $\mathrm{K}:=\llbracket 0, e \rrbracket, \operatorname{col}\left(q_{\text {init }}\right):=c$ and for all $i \in \llbracket 0, e \rrbracket$, we have $\operatorname{col}\left(k_{i}\right):=i$.

For all $u \in[0,1]$, we denote by $v_{Y}^{u}: Q \rightarrow[0,1]$ the valuation such that: $v_{Y}^{u}\left(q_{\text {init }}\right)=v_{Y}^{u}\left(k_{i}\right):=u$ for all $i \in \llbracket 0, e \rrbracket$ and $v_{Y}^{u}(x):=x$ for all $x \in p_{[0,1]}$. Furthermore, for all Player-A GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$, we denote by $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right) \in$ $\mathrm{S}_{\mathrm{A}}^{\mathcal{C}_{Y}}$ the Player-A positional strategy defined by $\sigma_{\mathrm{A}}$ in the arena $\mathcal{C}_{Y}$.

The game $\mathcal{G}_{Y}$ is then equal to $\mathcal{G}_{Y}:=\left\langle\mathcal{C}_{Y}\right.$, Parity $\left.{ }_{K}\right\rangle$.
Example 8.1. Definition 8.5 above is illustrated in Figures 8.1. Note that the colors of the non-stopping states are depicted in red next to the states.

As in the previous chapter, we can define the notion of Player-A GF-strategy being optimal in a parity environment.
Definition 8.6 (Optimal GF-strategies). Consider a non-empty finite set of outcomes O , a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$, an environment $E=\langle c, e, p\rangle \in$ $\operatorname{Env}(\mathrm{O})$, and let $Y:=(\mathcal{F}, E)$. A Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ is said to be optimal w.r.t. $Y$ if the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right)$ is optimal in $\mathcal{G}_{Y}$. The definition is analogous for Player B.

Given a finite set of outcomes O , we can now define the game forms on O ensuring the existence of optimal strategies w.r.t. all environments.

Definition 8.7 (Game forms with optimal strategies). Consider a non-empty finite set of outcomes O , a standard finite game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ and some $n \in \mathbb{N}$.

Consider a Player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$. The game form $\mathcal{F}$ is said to be positionally maximizable up to $n$ w.r.t. Player C if, for each environment $E \in \operatorname{Env}(\mathrm{O})$ with $\mathrm{Sz}_{\mathrm{C}}(E) \leq n$, there is an optimal GF-strategy for Player C w.r.t. $(\mathcal{F}, E)$.

When this holds for both Players, $\mathcal{F}$ is said to be positionally optimizable up to $n$. The corresponding set of game forms is denoted $\operatorname{ParO}(n)$. If this holds for all $n \in \mathbb{N}, \mathcal{F}$ is simply said to be positionally optimizable, and the corresponding set of game forms is denoted ParO.
Remark 8.2. First, note that all standard finite game forms are positionally optimizable up to 0 . This is because environement of size 0 induce safety games. However, there are some standard finite game forms that are not positionally maximizable w.r.t. any player up to 1 . This is for instance the case of the game form of Figure 7.1.

Furthermore, by definition, from a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$ that is not positionally optimizable up to some $n \in \mathbb{N}$, there exists an environment $E \in$ Env $(\mathrm{O})$ such that either of the players has no positional optimal strategy in the simple parity game $\mathcal{G}_{(\mathcal{F}, E)}$ where the difference between $\operatorname{col}\left(q_{\text {init }}\right)$ and the maximum of the colors appearing in $\mathcal{G}_{(\mathcal{F}, E)}$ is at most $n$.

In the game $\mathcal{G}_{(\mathcal{F}, E)}$ depicted on the right of Figure 8.1, Player A has positional optimal strategies: it suffices to play both rows with positive probability. (This is similar for Player B.) As a side remark, the game form in the left of Figure 8.1 is positionally optimizable.

In Lemma 8.2 below, we formulate more explicitly (using the notion of parity domination from Definition 8.2) what optimal GF-strategies are.

Lemma 8.2 (Proof 8.6.3). Consider a non-empty finite set of outcomes O, a standard finite game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$, an environment $E=\langle c, e, p\rangle \in$ $\operatorname{Env}(\mathrm{O})$ and $Y:=(\mathcal{F}, E)$. A Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ is optimal w.r.t. $Y$ if and only if, letting $u:=\chi_{\mathcal{G}_{Y}}\left(q_{\text {init }}\right)$, either (i) $u=0$, or (ii) the positional Player-A strategy $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right)$ parity dominates the valuation $v_{Y}^{u}$.

Furthermore (ii) is equivalent to: (1) the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right)$ dominates the valuation $v_{Y}^{u}$, i.e. $\sigma_{\mathrm{A}}$ is optimal in the game in normal form $\left\langle\mathcal{F}, v_{Y}^{u} \circ p\right\rangle$ and (2) for all $b \in \operatorname{Act}_{\mathrm{B}}$, if out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$ (i.e. the probability under $\sigma_{\mathrm{A}}$ and $b$ to reach a stopping state is null), then $\max \left(\operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, b\right) \cup\{c\}\right)$ is even where $\operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, b\right):=\{i \in \llbracket 0, e \rrbracket \mid$ $\left.\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\}$ is the set of colors that can be seen with positive probability under $\sigma_{\mathrm{A}}$ and $b$. This is symmetrical for Player B.

Remark 8.3. Informally, this proposition states that for a Player-A GFstrategy $\sigma_{\mathrm{A}}$ to be optimal in a simple game $\mathcal{G}_{Y}$ with positive value, it must be the case that for every Player-B action $b$ : either there is a positive probability (w.r.t. $\sigma_{\mathrm{A}}$ and b) to exit $q_{\mathrm{init}}$ and the expected value of the stopping states visited is at least $u$; or the game loops on $q_{\text {init }}$ with probability 1, and the maximum of the colors that can be seen with positive probability (w.r.t. $\sigma_{\mathrm{A}}$ and $b$ ) is even. In particular, if $c \leq \max \operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, b\right)$ or if $c$ is odd, then $\max \operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, b\right)$ is even.

### 8.3 The main theorem

The goal of this section is to formally state the main theorem of this chapter, Theorem 8.3 below. Informally, this theorem consists in extracting, for every state of a game and for each Player, a local environment which will summarize the context of the state to the Player, and tell her how to play optimally (and positionally).

Before stating this theorem, let us recall and define below some useful notations, in particular we recall the notation for value slices, a notion we have already used in Chapter 3.

Definition 8.8 (Value slice). Consider a standard finite parity game $\mathcal{G}$. For all subsets of states $S \subseteq Q$, we denote by $V_{S}:=\left\{u \in[0,1] \mid \exists q \in S\right.$, $\left.\chi_{\mathcal{G}}(q)=u\right\}$ the finite set of values of states in $S$. Furthermore, for all $u \in V_{Q}$, we let $Q_{u}:=\left\{q \in Q \mid \chi_{\mathcal{G}}(q)=u\right\}$ be the set of states whose value is $u$ : it is


Figure 8.1: On the left, a game form on the set of outcomes $\mathrm{O}:=\{x, y\}$, in the middle the description of an environment on $O$ and on the right the parity game $\mathcal{G}_{(\mathcal{F}, E)}$ obtained from what is depicted on the left. The dashed state is a stopping of value $1 / 2$.
the $u$-slice of $\mathcal{G}$. Finally, for all $u \in V_{Q}$, we let $e_{u}:=\operatorname{Even}\left(\operatorname{col}\left[Q_{u}\right]\right)$ and $o_{u}:=\operatorname{Odd}\left(\operatorname{col}\left[Q_{u}\right]\right)$.

We also introduce the notion of positional strategies generated by an environment function: this is a strategy that, at each state, plays a GF-strategy that is optimal in the corresponding environment.

Definition 8.9 (Positional strategy generated by an environment function). For all environment functions $\mathrm{Ev}: Q \rightarrow \mathrm{Env}(\mathrm{O})$, a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ is generated by Ev if for all $q \in Q$, the GF-strategy $\mathrm{s}_{\mathrm{A}}(q)$ is optimal w.r.t. $(\mathrm{F}(q), \mathrm{Ev}(q))$ (and similarly for Player B).

We can now state the main result of this chapter: Theorem 8.3.
Theorem 8.3. Let $\mathcal{G}=\left\langle\mathcal{C}\right.$, Parity $\left._{k}\right\rangle$ be a standard finite parity game. Assume that for all $q \in Q$, the game form $\mathrm{F}(q)$ is positionally maximizable up to $e_{\chi \mathcal{G}}(q)-\operatorname{col}(q)$ w.r.t. Player A and positionally maximizable up to $o_{\chi \mathcal{G}}(q)-\operatorname{col}(q)$ w.r.t. Player B. Then, there is a function $\mathrm{Ev}_{\mathrm{A}}: Q \rightarrow \operatorname{Env}(\mathrm{O})$ (resp. $\mathrm{Ev}_{\mathrm{B}}$ ) such that all Player-A (resp. Player-B) positional strategies $\mathrm{s}_{\mathrm{A}}$ (resp. $\mathrm{s}_{\mathrm{B}}$ ) generated by $\mathrm{Ev}_{\mathrm{A}}$ (resp. $\mathrm{Ev}_{\mathrm{B}}$ ) are optimal in $\mathcal{G}$; and such strategies exist.

Remark 8.4. Given some $u \in V_{Q}$, one can realize that the requirement at states $q, q^{\prime} \in Q_{u}$ changes depending on the color of $q$ and $q^{\prime}$. More specifically, if $\operatorname{col}(q)<\operatorname{col}\left(q^{\prime}\right)$, then the requirement at state $q$ is (a priori) stronger than the requirement at state $q^{\prime}$ since the game form $\mathrm{F}(q)$ should behave well for environments of larger size than the game form $\mathrm{F}\left(q^{\prime}\right)$.

The remainder of this chapter is almost-entirely devoted to the explanation of the construction of the environment function $\mathrm{Ev}_{\mathrm{A}}$ (the construction being similar for Player B), hence we are taking the point of view of Player A. First, let us argue that we can restrict ourselves to a specific $u$-slice $Q_{u}$ for some $u \in V_{Q}$. Such a restriction is properly defined (using stopping states) in Definition 8.10 below.

Definition 8.10 (Game restricted to a $u$-slice). For all $u \in V_{Q}$, we let $\mathcal{G}^{u}$ be the concurrent game $\mathcal{G}$ where all states outside $Q_{u}$ are made stopping states: for every $q \in Q \backslash Q_{u}$, we set $\operatorname{val}(q) \leftarrow \chi_{\mathcal{G}}(q)$. The states, game forms and coloring function on $Q_{u}$ are left unchanged.

Interestingly, a Player-A positional strategy optimal in $\mathcal{G}$ can be obtained by merging appropriate positional strategies $\mathrm{s}_{\mathrm{A}}^{u}$ in the games $\mathcal{G}^{u}$ for all $u \in$ $V_{Q} \backslash\{0\}$, which is actually a straightforward consequence of Proposition 8.1.
Lemma 8.4 (Proof 8.6.4). For all $u \in V_{Q} \backslash\{0\}$, consider a positional Player-A strategy $\mathrm{s}_{\mathrm{A}}^{u}$ that parity dominates the valuation $\chi_{\mathcal{G}}$ in $\mathcal{G}^{u}$. Then, the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ such that $\mathrm{s}_{\mathrm{A}}(q):=\mathrm{s}_{\mathrm{A}}^{u}(q)$ for all $u \in V_{Q} \backslash\{0\}$ and $q \in Q_{u}$ guarantees the valuation $\chi_{\mathcal{G}}$ in $\mathcal{G}$ (i.e. it is optimal).

### 8.4 The proof

In Appendix 8.6.5, we give a quick overview of the technical properties and lemmas we show in the appendix that we will use to prove the lemmas (we will state later in this chapter) leading to the proof of Theorem 8.3.

In this section, we fix a standard finite parity game $\mathcal{G}=\left\langle\mathcal{C}\right.$, Parity $\left._{\mathrm{K}}\right\rangle$. In particular, the set of states $Q$ is fixed and recall that $Q$ is also the set of outcomes of all game forms occurring in $\mathcal{G}$. Also, Lemma 8.4 above justifies that we focus on a given $u$-slice $Q_{u}$ for some positive $u \in(0,1]$. We also let $e:=e_{u}, o:=o_{u}$ and $K:=K_{e}=\left\{k_{i} \mid i \in \llbracket 0, e \rrbracket\right\}$ and for all $n \in \llbracket 0, e \rrbracket$, we let $K^{n}:=\left\{k_{i}^{n} \mid i \in \llbracket 0, e \rrbracket\right\}$.

### 8.4.1 . Big picture of the proof

In order to give an idea of the steps we take to prove Theorem 8.3, let us first consider the very simple case of finite turn-based deterministic reachability games. Computing the area $L_{\mathrm{A}}$ from which Player A wins can be done inductively. That is, initially we set $L_{\mathrm{A}}:=T$ where $T$ denotes the target that Player A wants to reach. Then, the inductive step is handled with a (deterministic) attractor: we add to $L_{\mathrm{A}}$ any Player-A state with a successor in $L_{\mathrm{A}}$ and any Player-B state with all successors in $L_{\mathrm{A}}$. After finitely many steps, there is no more state to add in $L_{\mathrm{A}}$ : this exactly corresponds to the states from which Player A has a winning strategy.

Computing a single attractor is not merely enough to take into account the intricate behavior of parity objectives, which is what Theorem 8.3 deals with. Therefore, we are going to iteratively compute several layers of (virtual) colors, with a local update to change the (virtual) color (and therefore the layer it belongs to) of a state. This local update can be seen as an attractor except in a concurrent stochastic setting. Hence, when we update the (virtual) color of a state, we take into account the concurrent interaction of the players at each state along with the probability to see stopping states or states with


Figure 8.2: A (deterministic turn-based) game.
different (virtual) colors. We define this local update in Subsection 8.4.3. Let us describe below the steps we take to capture the behavior of the parity objective.

We compute layers of successive probabilistic attractors with leaks towards the stopping states. Although we compute a strategy, e.g., for Player A, we alternate players to build layers, then move the last non-empty layer into the closest layer with same parity, then backtrack the attractor computation from this layer downwards, and start over again the full attractor computation on the new layer structure. In a more concrete way, let us assume below that the highest color in the $u$-slice is 6 . We proceed as follows:

1. Add the states colored with 6 to layer $L_{6}$.
2. Recursively add to $L_{6}$ the states where Player A can guarantee that with positive probability ( pp ) either a leak towards stopping states occurs now and its expected explicit value is $u$ or more (Leak $\geq u$ ), or with pp the next state is in $L_{6}$, i.e. with pp color 6 or Leak $\geq u$ will occur.
3. Add the remaining states colored with 5 to layer $L_{5}$.
4. Recursively add to $L_{5}$ the states where Player B can guarantee that either Leak ${ }_{<u}$ occurs now with pp, or the next state is surely not in $L_{6}$ and with pp in $L_{5}$; i.e. if Leak ${ }_{<u}$ occurs with probability 0 , then color 6 will not occur but color 5 will eventually occur with pp .
5. Add the remaining states colored with 4 to layer $L_{4}$.
6. Recursively add to $L_{4}$ the states where Player A can guarantee that either Leak $\geq_{u}$ will occur with pp , or the maximal layer index of the next states seen with pp is 4 or 6 , i.e. even and at least 4 .
7. And so on, from color 3 to 0 . The layers so far only give information about what can happen at finite horizon.
8. For instance, from $L_{2}$, Player A can guarantee that either Leak $\geq u$ will occur with pp, or the maximal color that will be seen with pp is in $\{2,4,6\}$. Now, if e.g. $L_{0}=L_{1}=\emptyset$, we merge $L_{2}$ into $L_{4}$. This is,
arguably, the most surprising step, let us try to give a conceptual intuition behind this step, we will then illustrate it on a concrete example. Consider what happens in the $L_{2}$ layer, assuming $L_{0}=L_{1}=\emptyset$. From states in that layer, either:

- Leak $\geq_{u}$ occurs with pp;
- otherwise, $L_{3} \cup L_{4} \cup L_{5} \cup L_{6}$ occurs with pp, and the maximum index seen with pp is even;
- otherwise, the game loops surely in $L_{2}$, and with pp the maximum color seen is 2 . In that case, Player A wins the (real) parity game almost-surely.

In other words, either the game loops in $L_{2}$ and Player A wins, or what happens is alike to what happens in the layer $L_{4}$. In Figure 8.2 without dotted state $q_{1}$ where Player B plays alone, $L_{4}=\left\{q_{4}\right\}$, then $L_{3}=\left\{q_{3}\right\}$, then $L_{2}=\left\{q_{2}\right\}$, but if the play stays in $L_{2}$, Player A wins, so Player B may just as well go to $q_{4}$ since there is no $L_{0}, L_{1}$ below to escape. However, in Figure 8.2 with dotted state $q_{1}$, Player B can leave $L_{2}$ via $L_{1} \neq \emptyset$, avoid color 4 , and win. There $L_{2}$ and $L_{4}$ are not alike. Hence, we do not merge them.
9. Earlier, some states of color 1 may have been added to $L_{3}$ since $L_{3}$ "overruled" $L_{2}$ w.r.t indices, but since $L_{2}$ has just been merged into $L_{4}$, it now overrules $L_{3}$, so some states from $L_{3}$ may have to go back to $L_{1}$. Therefore we reset the layers below $L_{4}$ and repeat the above attractor alternation all over again, until all the states are eventually in $L_{6}$ as we shall prove.

The key property that is growing throughout the above computation and will hold in the final $L_{6}$ involves layer games: the $L_{n}$-game is derived from the $u$ slice by abstracting each $L_{i}$ with $i \neq n$ via one state $k_{i}^{n}$ from which the player who dislikes the parity of $n$ chooses any next state in $L_{n}$, making it harder for the other to win. If $i>n$ then $k_{i}^{n}$ is $i$-colored, else $(n-1)$-colored, also making it harder for the other to win. And states in $L_{n}$ bear their true colors. See for instance Figure 8.5. The $L_{n}$ game is only seemingly harder to win: it is actually equivalently hard, but its useful properties are easier to prove.

The key growing property is as follows: between two merges, the attractor computation from the top layer down to $L_{n}$ ensures that Player A has a positional strategy of value at least $u$ in each $L_{i}$ for even $i \geq n$, and Player B less than $u$ for odd $i \geq n$. In the very end, there is only one even layer with all states bearing their true colors, and no abstract states, so the last layer game equals the $u$-slice game, for which we have thus computed a positional optimal strategy.

Let us hint at how to show positional optimality in the $L_{n}$-games when it holds: we break $L_{n}$ each into one simple parity game built on $\mathrm{F}(q)$ per state $q$ in $L_{n}$, abstracting the other states in $L_{n}$ into one. Our theorem assumption yields an optimal GF-strategy for Player A or B in the simple parity game. Gluing them does the job.

Now recall the above example of computation, where Player A for even indices, and Player B for odd ones, guarantees (assuming neither Leak ${ }_{\geq u}$ nor Leak ${ }_{<u}$ occurs):

- in $L_{6}$, that a next state is of color 6 with pp;
- in $L_{5}$, that the next state is surely not of color 6 , and with pp a next state is of color 5;
- in $L_{4}$, that a next state is of color 6 with pp or surely the next state is not of color 5 , and with pp a next state is of color 4;
- in $L_{3}$, that the next state is surely not of color 6 and that the next state is of color 5 with pp or surely the next state is not of color 4 , and with pp a next state is of color 3; etc.

One can realize that the furthest the layer is from the maximal color (that is 6), the more complex the requirement is at that layer. That is why the strength of our assumption on the game form induced at some state increases with the difference between maximal true color in the $u$-slice and the true color (at most $n$ ) of the state, as stated in Remark 8.4. We will discuss this further in the next chapter. In particular, we will show that there is an infinite strict hierarchy between these assumptions.

### 8.4.2 . Extracting an environment function from a parity game

Once restricted to the game $\mathcal{G}^{u}$, the method we use to prove Theorem 8.3 consists in iteratively building a pair of (virtual) coloring and environment functions ensuring a nice property (namely faithfulness, defined below in Definition 8.17). For the remainder of this section, we illustrate the definitions and lemmas on the game depicted in Figures 8.3 and 8.4.

Example 8.2. We explain the notations used to depict this game (it is in fact the same arena in both Figures 8.3 and 8.4, with different coloring functions - real or virtual). On the sides in green are the slices $Q_{0}, Q_{1 / 4}, Q_{3 / 4}$ and $Q_{1}$ from left to right. We focus on the central slice $Q_{1 / 2}$. In $Q_{1 / 2}$, there are seven states, five of which (the square-shaped ones) are turn-based for Player B, that is, Player A has only one available action. On the other hand, the two circledshaped states $q_{0}$ and $q_{5}$ are "truly" concurrent in the sense that both players have several actions available. Furthermore, note that only one stochastic outcome (of a local interaction) is drafted as a black dot: from $q_{4}$, Player B


Figure 8.3: The depiction of a game restricted to the $1 / 2$-slice $Q_{1 / 2}$ with the initial coloring function col.


Figure 8.4: The same game restricted to $Q_{1 / 2}$ with a different coloring function vcol.
may either loop on $q_{4}$ or go with equal probability to $q_{0}$ and $q_{6}$. The other arrows lead to a single state and the outcomes of the game forms in $q_{0}$ or $q_{5}$ is a single state or a value: 1 or $1 / 2$. These formally refer to a (distribution over) stopping states outside of the $1 / 2$-slice $Q_{1 / 2}$. The horizontal layers depict the colors of the states. In Figure 8.3, the coloring function considered is the initial one col whereas in Figure 8.4 we have depicted a (virtual) coloring function vcol. For instance, $\operatorname{col}\left(q_{6}\right)=3$ whereas $\operatorname{col}\left(q_{5}\right)=2$. Similarly, $\operatorname{vcol}\left(q_{6}\right)=3$ whereas $\operatorname{vcol}\left(q_{5}\right)=4$. Note that, in Figure 8.4, the real colors (given by col) are reminded next to some states with circled numbers. Finally, note that $e:=e_{1 / 2}=4$.

Given a (virtual) coloring function, we need to extract local environments from the parity game $\mathcal{G}$, which summarize how the Players see their neighboring states via the virtual coloring function. This is (partly) done in Definition 8.11.

Definition 8.11 (Probability function extracted from an arena and a (virtual) coloring function). Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. For all $n \in \llbracket 0, e \rrbracket$, we let $Q_{n}:=\operatorname{vcol}^{-1}[n]$. We then define the map $p_{n, \text { vcol }}$ : $Q \rightarrow \mathcal{D}\left(Q_{n} \uplus K^{n} \uplus V_{Q \backslash Q_{u}}\right)$ such that, for all $q \in Q$ :

- if $q \in Q_{n}, p_{n, \mathrm{vcol}}(q):=q$;
- if $q \in Q_{u} \backslash Q_{n}, p_{n, \mathrm{vcol}}(q):=k_{\mathrm{vcol}(q)}^{n}$;
- if $q \in Q \backslash Q_{u}, p_{n, \text { vcol }}(q):=\chi_{\mathcal{G}}(q)$.

Given a (virtual) coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and a color $n \in \llbracket 0, e \rrbracket$, we can now extract a smaller parity game from $\mathcal{G}$ where the states with nontrivial game forms are the states in $\mathrm{vcol}^{-1}[n]$, the states in $Q \backslash Q_{u}$ are stopping states and the arena loops back to $\mathrm{vcol}^{-1}[n]$ when a state in $Q_{u} \backslash \mathrm{vcol}^{-1}[n]$ is seen. This is done below in Definition 8.12.

Definition 8.12 (Parity game extracted from the $u$-slice). Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and a color $n \in \llbracket 0, e \rrbracket$. Let $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$ be a Player: A if $n$ is odd and B if $n$ is even. The arena $\mathcal{C}_{\mathrm{vcol}}^{n}=\left\langle Q^{\prime}, \mathrm{F}^{\prime}, \mathrm{K}, \mathrm{vcol}_{n}\right\rangle$ is such that, denoting $Q_{n}:=\operatorname{vcol}^{-1}[n]$ :

- $Q^{\prime}:=Q_{n} \cup K^{n} \cup V_{Q \backslash Q_{u}}$ where all $x \in V_{Q \backslash Q_{u}}$ are stopping states with $\operatorname{val}(x) \leftarrow x$;
- for all $q \in Q_{n}, \mathrm{~F}^{\prime}(q):=\mathrm{F}(q)^{p_{n, \text { vcol }}}=\left\langle\operatorname{Act}_{\mathrm{A}}^{q}, \operatorname{Act}_{\mathrm{B}}^{q}, Q^{\prime}, \mathbb{E}_{p_{n, \text { vol }}}\right\rangle_{\mathrm{s}}$ and for all $k \in K^{n}$, we set $\mathrm{F}^{\prime}(k)$ as a Player-C state where the outcomes are all the states in $Q_{n}$;
- for all $q \in Q_{n}$, we let $\operatorname{vcol}_{n}(q):=\operatorname{col}(q)$ and for all $i \in \llbracket 0, e \rrbracket$, we have $\operatorname{vcol}_{n}\left(k_{i}^{n}\right):=\max (i, n-1)$.

For $t \in[0,1]$, we define the valuation $v_{n, \mathrm{vcol}}^{t}: Q^{\prime} \rightarrow[0,1]: v_{n, \mathrm{vcol}}^{t}\left[Q_{n} \cup K^{n}\right]:=\{t\}$ and for all $x \in V_{Q \backslash Q_{u}}, v_{n, \text { vcol }}^{t}(x):=x$.

The game $\mathcal{L}_{\text {vcol }}^{n}$ is then equal to $\mathcal{L}_{\text {vcol }}^{n}=\left\langle\mathcal{C}_{\text {vcol }}^{n}\right.$, Parity $\left.{ }_{\mathrm{K}}\right\rangle$.
Remark 8.5. First, the notation $\mathcal{L}_{\text {vcol }}^{n}$ comes from the fact that the game is extracted for the $n$-colored layer w.r.t. the coloring function vcol. The idea behind Definition 8.12 is the following: the states of interest are those of $Q_{n}$, that is, those for which the virtual color given by vcol is $n$. Note however that the colors of these states in $\mathcal{L}_{\mathrm{vcol}}^{n}$ are given by the real coloring function col. On the other hand, for all $i \in \llbracket 0, e \rrbracket$, the state $k_{i}^{n}$ in $\mathcal{L}_{\text {vcol }}^{n}$ correspond to the states in $\mathcal{G}^{u}$ colored with $i$ w.r.t. vcol. In the case where $n$ is even, as formally defined later in Definition 8.16, we will require that any Player-A positional strategy generated by a given environment has value at least $u$, in the game $\mathcal{L}_{\mathrm{vcol}}^{n}$, from all states in $Q_{n}$. However, all states $k_{i}^{n}$ for $i \in \llbracket 0, e \rrbracket$ are PlayerB's, who can then choose to loop back to any state in $Q_{n}$. Therefore, given a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$, if the game cannot exit to any stopping state, for the strategy $\mathrm{s}_{\mathrm{A}}$ not to have value 0 , the game may loop on some $k_{i}^{n}$ only at the condition that the highest color seen with positive probability is even. In addition, note that the color of the state $k_{i}^{n}$ for $i \in \llbracket 0, n-1 \rrbracket$ is $n-1$ (which is odd). Hence, all other things being equal, the game is harder for Player A when $n=4$ than when $n=2$ or 0 . Finally, note that, when $n$ is odd, we will require that any Player-B positional strategy generated by a given environment has value less than $u$.


Figure 8.5: The game $\mathcal{L}_{\text {vool }}^{3}$. For readability, exiting arrows from $k_{0}^{3}, k_{1}^{3}, k_{2}^{3}, k_{3}^{3}$ and $k_{4}^{3}$ are not depicted: they would all loop back to both $q_{4}$ and $q_{6}$.


Figure 8.6: The game $\mathcal{G}_{q_{0}, \text { vcol }}^{0}$ with vcol the coloring function depicted in Figure 8.4.

Example 8.3. The game $\mathcal{L}_{\text {vcol }}^{3}$ is partly depicted in Figure 8.5 (the virtual coloring function vcol being the one depicted in Figure 8.4). The colors of the states are depicted in red. Although the arrows are not depicted, from all states $k_{0}^{3}, k_{1}^{3}, k_{2}^{3}, k_{3}^{3}$ and $k_{4}^{3}$ Player A can decide to which state among $\left\{q_{4}, q_{6}\right\}$ to loop back (since $n=3$ is odd). In an even-colored layer, it would have been Player B to decide.

Given a virtual coloring function, we also associate a local environment with each state.

Definition 8.13 (Local environment induced by a virtual coloring function and a color). Consider a state $q \in Q_{u}$, a coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. We define $p_{q, \text { vcol }}: Q \rightarrow\left\{q_{\text {init }}\right\} \cup K_{e} \cup[0,1]$ similarly to how we define $p_{n, \text { vcol }}$ in Definition 8.11. That is, for all $q^{\prime} \in Q$, we have:

- if $q^{\prime}=q, p_{q, \mathrm{vcol}}:=q_{\mathrm{init}}$;
- if $q^{\prime} \in Q_{u} \backslash\{q\}, p_{q, \mathrm{vcol}}:=k_{\mathrm{vcol}\left(q^{\prime}\right)}$;
- if $q^{\prime} \in Q \backslash Q_{u}, p_{q, \mathrm{vcol}}(q):=\chi_{\mathcal{G}}(q)$.

Then, for all $n \in \llbracket 0, e \rrbracket$, the environment $E_{q, \text { vcol }}^{n}$ associated with state $q$ w.r.t. vcol and $n$ is such that $E_{q, \mathrm{vcol}}^{n}:=\left\langle\max \left(c_{n}, \operatorname{vcol}(q)\right), e, p_{q, \mathrm{vcol}}\right\rangle$ where $c_{n}=n+1$ if $n$ is odd and $c_{n}:=n-1$ if $n$ is even. We say that the coloring function vcol is associated with the environment $E_{q, \mathrm{vcol}}^{n}$. The corresponding (local) game $\mathcal{G}_{\left(\mathrm{F}(q), E_{q, \text { vcol }}^{n}\right)}$ (see Definition 8.5) is denoted $\mathcal{G}_{q, \mathrm{vcol}}^{n}$. For all $x \in[0,1]$, we set $v_{q, \mathrm{vcol}}^{x}:=v_{\left(\mathrm{F}(q), E_{q, \text { vcol }}^{0}\right)}^{x}$ (see Definition 8.5).

The definition of $c_{n}$ may seem ad hoc. We give an explanation below in Page 303 of this definition.

Example 8.4. The game $\mathcal{G}_{q_{5}, \text { col }}^{n}$ is depicted on the right of Figure 8.1 for $n=0,1,2$. However, if $n=3$, the color of $q_{\text {init }}$ would be 4 , and if $n=4$, it would be 3. The game $\mathcal{G}_{q_{0}, \text { vcol }}^{n}$ is depicted in Figure 8.6 for $n=0$. However, if $n=1$, the color of $q_{\text {init }}$ would be 2 , if $n=2$, the color would be 1 , if $n=3$, the color would be 4 and if $n=4$ the color would be 3 .

### 8.4.3 . Local Operator

We want to define a way to update a (virtual) coloring function vcol. This will be done via a local operator mapping a given state $q$ to the best color $k$ for which Player A can achieve the value $u$ in the corresponding local parity game $\mathcal{G}_{q, \text { vcol }}^{k}$. Note that "best" is to be understood considering an ordering compatible with the parity objective. Specifically, taking the point-of-view of Player A, any even number is better than any odd number, and when they increase, odd numbers get worse whereas even numbers get better. This induces a new ordering.

Definition 8.14 (Parity order). We define a total strict order relation $\prec_{\text {par }}$ on $\mathbb{N}$ such that, for all $m, n \in \mathbb{N}$, we have $m \prec_{\text {par }} n$ if: $m$ is odd and $n$ is even; or $m>n$ and $m$ and $n$ are odd; or $m<n$ and $m$ and $n$ are even.

Definition 8.15 (Local operator). Consider a state $q \in Q_{u}$ and a (possibly virtual) coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. The color $\operatorname{NewCol}(q$, vcol $) \in \mathbb{N}$ induced by vcol at $q$ is defined by:

$$
\operatorname{NewCol}(q, \mathrm{vcol}):=\max _{\prec_{\text {par }}}\left\{n \in \llbracket 0, e \rrbracket \mid \chi_{\mathcal{G}_{q, \text { vcol }}^{n}}\left(q_{\text {init }}\right) \geq u\right\}
$$

The meaning of a new virtual color $n$ assigned to a state $q$ via NewCol is the following: in the game $\mathcal{G}^{u}$ with the coloring function vcol, from state $q$ and in at most one step, the highest color w.r.t. vcol seen with positive probability when both players play optimally is $n$ (and no stopping state is seen).

Let us now explain the choice of $c_{n}$ in Definition 8.13. In a local environment parameterized by $n$, the integer $n$ induces a shifted parity objective for Player A: her objective is that the maximal color seen infinitely often is at least $n$ w.r.t. $\prec_{\text {par }}$; in particular $n=0$ induces the usual parity objective. The value $c_{n}$ encodes that winning condition. For instance, if $n=2$, assuming $\operatorname{vcol}(q)=0$ for simplicity, then $c_{n}=1$, which implies that seeing 0 infinitely often is not enough, but seeing 2 infinitely often is enough to win. Similarly, if $n=1, c_{n}=2$, which implies that seeing 1 infinitely often is now enough to win, but seeing 3 infinitely often is still losing.

Remark 8.6. Assume for instance that $\operatorname{NewCol}(q$, vcol $)=2$ for some state $q \in Q$ and some (virtual) coloring function vcol ${ }^{1}$. In particular, Player A has a GF-strategy $\sigma_{\mathrm{A}}$ optimal w.r.t. $\left(\mathcal{F}, E_{q, \text { vcol }}^{2}\right)$, which yields a value at least $u$, and Player B has a GF-strategy $\sigma_{\mathrm{B}}$ optimal w.r.t. $\left(\mathcal{F}, E_{q, \text { vcol }}^{4}\right)$, which yields a value less than $u$. Remember that all games $\mathcal{G}_{q, \text { vcol }}^{k}$ (where $k$ ranges over $\llbracket 0, e \rrbracket$ ) share the same structure and that only the color of $q_{\text {init }}$ changes. Consider what happens in the game $\mathcal{G}_{q, \text { vcol }}^{0}$ (where the state $q_{\text {init }}$ is colored by $\operatorname{vcol}(q)$ ) when playing strategies $\sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{B}}$. Recalling Remark 8.3, the game cannot exit to any stopping state since the expected value of the stopping states reached would be both at least $u$ (since $\sigma_{\mathrm{A}}$ is optimal in $\mathcal{G}_{q, \text { vcol }}^{2}$ ) and less than $u$ (since $\sigma_{\mathrm{B}}$ is optimal in $\left.\mathcal{G}_{q, \mathrm{vcol}}^{4}\right)$; hence this cannot happen. Furthermore, if some color of value at least 3 is seen with positive probability, then the highest such color must be both even (since $\sigma_{\mathrm{A}}$ is optimal in $\mathcal{G}_{q, \mathrm{vcol}}^{2}$ ) and odd (since $\sigma_{\mathrm{B}}$ is optimal in $\left.\mathcal{G}_{q, \mathrm{vcol}}^{4}\right)$. In fact, the highest color seen with positive probability in $\mathcal{G}_{q, \mathrm{vcol}}^{0}$ under $\sigma_{\mathrm{A}}$ and $\sigma_{\mathrm{B}}$ is 2 and neither of the players can do better (w.r.t. the ordering $\prec_{\text {par }}$ ). From this, we can infer the semantics of a virtual color $n$ assigned to a state $q$ via operator NewCol (i.e. a color given by a virtual coloring function): in the game $\mathcal{G}^{u}$ with coloring function vcol, from state $q$ and in at most one

[^34]step, the highest color w.r.t. vcol seen with positive probability is $n$ (and no stopping state can be seen).

Let us exemplify this operator on an example.
Example 8.5. First, consider Figure 8.1 and let us compute $\operatorname{NewCol}\left(q_{5}, \mathrm{col}\right)$. We can realize that, regardless of the color of state $q_{\text {init }}$, Player A can (positionally) play both rows with positive probability and ensure reaching (almostsurely) the stopping state $1 / 2$. In fact, for all $n \in \llbracket 0,4 \rrbracket$, we have $\chi_{\mathcal{G}_{q_{5}, \text { col }}^{n}}\left(q_{\text {init }}\right)=$ $1 / 2$. Hence, $\operatorname{NewCol}\left(q_{5}\right.$, col $)=4$.

Consider now Figure 8.6 and let us compute $\operatorname{NewCol}\left(q_{0}\right.$, vcol). As mentioned in Example 8.4, the game $\mathcal{G}_{q 0, v c o l}^{4}$ corresponds to the game depicted in Figure 8.6 except that $q_{\text {init }}$ is colored with 3. One can realize that, with this choice (of coloring of the state $q_{\text {init }}$ ), if the highest color $i \in \llbracket 0,4 \rrbracket$ such that $k_{i}$ is seen infinitely often is such that $i \prec_{\text {par }} 4$, then Player A loses. The value of this game is 0 as Player B can ensure looping on $k_{0}$ and $q_{\text {init }}$ (by playing, positionally and deterministically, the middle column) thus ensuring that the highest color seen infinitely often is 3 . Thus, $\operatorname{NewCol}\left(q_{0}, \mathrm{vcol}\right) \prec_{\text {par }} 4$. In the game $\mathcal{G}_{q_{0}, \text { vcol }}^{2}, q_{\text {init }}$ is colored with 1. Again, with this choice (of coloring of the state $q_{\text {init }}$ ), if the highest color $i \in \llbracket 0,4 \rrbracket$ such that $k_{i}$ is seen infinitely often is such that $i \prec_{\text {par }} 2$, then Player A loses. The value of this game is also 0 as Player B can still play the middle column ensuring that the highest color seen infinitely often is 1. Thus, NewCol $\left(q_{0}\right.$, vcol $) \prec_{\text {par }} 2$. Consider now the game $\mathcal{G}_{q_{0}, \text { vcol }}^{0}$, the one depicted in Figure 8.6. The value of the state $q_{\text {init }}$ is now 1. Indeed, if Player A plays the two rows with equal probability, one can see that this strategy parity dominates (see Definition 8.2) the valuation $v_{q_{0}, v c o l}^{1}$ (recall Definition 8.13). Indeed, the BSCCs compatible with this strategy are $\left\{q_{\text {init }}, k_{3}, k_{4}\right\}$ and $\left\{q_{\text {init }}, k_{0}\right\}$ and they are even-colored. Hence, by Proposition 8.1, $\chi_{\mathcal{G}_{q_{1}, \text { col }}^{0}}\left(q_{\text {init }}\right)=1 \geq 1 / 2$ and $\operatorname{NewCol}\left(q_{0}, \mathrm{vcol}\right) \succeq_{\text {par }} 0$. That is, $\operatorname{NewCol}\left(q_{0}, \mathrm{vcol}\right)=0$.

Some of the properties enjoyed by the local operator NewCol are given in the appendix in Page 316.

### 8.4.4 . Faithful coloring function

To prove Theorem 8.3, we iteratively build a (virtual) coloring function and a local environment. We want to define the desirable property that the pair of coloring and environment functions should satisfy that will be preserved step by step. First, we need to define the notion of an environment function witnessing a color.
Definition 8.16 (Environment witnessing a color). Consider a coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, a color $n \in \llbracket 0, e \rrbracket$ and an environment function $\mathrm{Ev}: Q_{n} \rightarrow \operatorname{Env}(Q)$ with $Q_{n}:=\operatorname{vcol}^{-1}[n]$.

Assume that $n$ is even. We say that the pair (vcol, Ev) witnesses the color
$n$ if for all $q \in Q_{n}, \mathrm{Sz}_{\mathrm{A}}(\mathrm{Ev}(q)) \leq e-\operatorname{col}(q)$ and all positional Player-A strategies $\mathrm{s}_{\mathrm{A}} \in \mathrm{S}_{\mathrm{A}}^{\mathcal{C}}$ generated by Ev (recall Definition 8.9) in the game $\mathcal{L}_{\text {vcol }}^{n}$ parity dominate the valuation $v_{n, \text { vcol }}^{u}$ (recall Definition 8.12).

Assume that $n$ is odd. We say that the pair ( $\mathrm{vcol}, \mathrm{Ev}$ ) witnesses the color $n$, if for all $q \in Q_{n}, \mathrm{~S}_{\mathrm{B}_{\mathrm{B}}}(\mathrm{Ev}(q)) \leq o-\operatorname{col}(q)$ and for all positional Player- B strategies $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ generated by $\mathrm{Ev}_{\mathrm{v}}$ in the game $\mathcal{L}_{\mathrm{vcol}}^{n}$, there is some $u^{\prime}<u$, such that $\mathrm{S}_{\mathrm{B}}$ parity dominates the valuation $v_{n, \mathrm{vcol}}^{u^{\prime}}$.
Remark 8.7. The condition on the size of the environments considered along with the assumptions of Theorem 8.3 ensures that the quantification over the strategies generated by the environment function are not over the empty set.

This definition was hinted in Remark 8.5. Informally, it means that, in the (virtual) games given by vcol, in the even-colored layers, Player A can achieve at least what she should be able to achieve in this $u$-slice (i.e. the value of the states is at least $u$ ). Whereas, in the odd-colored layers, Player B can prevent Player A from achieving this.

We can now define the notion of faithful pair of coloring and environment functions.
Definition 8.17 (Faithful pair of coloring and environment functions). Consider a coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some $n \in \llbracket 0, e+1 \rrbracket$ and a partial environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ defined on $\operatorname{vcol}^{-1}[\llbracket n, e \rrbracket]$. We say that ( $\mathrm{vcol}, \mathrm{Ev}$ ) is faithful down to $n$ if:

- for all $k \in \llbracket n, e \rrbracket$, the pair (vcol, Ev) witnesses color $k$;
- for all $q \in Q_{u}$, if $\operatorname{vcol}(q)<n$, then $\operatorname{col}(q)=\operatorname{vcol}(q)$ and $\operatorname{NewCol}(q, \operatorname{vcol})<$ $n$;

If $n=0$, we say that the pair ( $\mathrm{vcol}, \mathrm{Ev}$ ) is completely faithful.
Only the first condition for faithfulness is really of interest to us. For instance, this first condition suffices to show the crucial proposition below. However, the second condition is used in the proofs. (It is also helpful as it guides us in how to build a completely faithful pair, as discussed below.) Note that, in the proofs, we use an even stronger notion of faithfulness with a third condition. However, we do not present it here in order not to complexify too much the approach, and the two first conditions are sufficient for the (informal) explanation of Theorem 8.3. It can however be found in Appendix 8.6.5.

The benefit of faithful environments and coloring functions lies in the proposition below: if all states are mapped w.r.t. the coloring function to $e$, then the environment function guarantees the value $u$ in the whole $u$-slice $Q_{u}$.
Proposition 8.5. For a coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and an environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$, assume that ( $\mathrm{vcol}, \mathrm{Ev}$ ) is completely faithful
and that $\operatorname{col}_{u}\left[Q_{u}\right]=\{e\}$. Then, all Player-A positional strategies generated by the environment function Ev parity dominate the valuation $\chi_{\mathcal{G}}$ in the game $\mathcal{G}^{u}$.

Proof. This is direct from the definitions. Indeed, as (vcol, Ev) is completely faithful, it follows that (vcol, Ev) witnesses the color $e$ (see Definition 8.17). That is, all Player-A positional strategies $\mathrm{s}_{\mathrm{A}}$ generated by Ev in the game $\mathcal{L}_{\text {vcol }}^{e}$ parity dominate the valuation $v_{e, \text { vcol }}^{u}$ (see Definition 8.16). Since vcol $\left[Q_{u}\right]=$ $\{e\}$, both games $\mathcal{L}_{\text {vcol }}^{e}$ and $\mathcal{G}^{u}$ are identical (see Definitions 8.10 and 8.12). Similarly, the valuation $v_{e, \text { vcol }}^{u}$ is equal to the valuation $\chi_{\mathcal{G}}$ in the game $\mathcal{G}^{u}$ (also see Definition 8.16).

### 8.4.5 . Computing a completely faithful pair

Given Lemma 8.5, our goal is to come up with a pair of an environment function and a coloring function completely faithful such that all states are colored with $e$. Let us first consider how to obtain a completely faithful pair from the initial coloring function and the empty environment function (i.e. no state is mapped to an environment). Note that this initial pair of coloring and environment functions is faithful down to $e+1$. Hence, our goal is, given a pair (vcol, Ev) faithful down to some $n \in \llbracket 1, e+1 \rrbracket$, to build a new pair that is faithful down to $n-1$. To do so, let us be guided by the second property for faithfulness: to be faithful down to $n-1$, no state $q \in Q_{u}$ such that $\operatorname{vcol}(q) \leq n-2$ should be such that $\operatorname{NewCol}(q$, vcol $)=n-1$. Hence, the idea is, for all such states $q \in Q_{u}$, to change their colors to $n-1$ until no state $q \in Q_{u}$ with $\operatorname{vcol}(q) \leq n-2$ satisfies $^{2} \operatorname{NewCol}(q$, vcol $)=n-1$. The environment associated to each such state $q$ newly colored by $n-1$ will be given by the coloring function vcol for which $\operatorname{New} \operatorname{Col}(q$, vcol $)=n-1$ for the first time (crucially, this is done before the color of $q$ is updated to $n-1$ ). The procedure we have described is formally given in the Appendix as Algorithm 8.12. Interestingly, the update done in the algorithm preserves the faithfulness of environment and coloring functions.

Lemma 8.6 (Proof Page 328). Consider a coloring function vcol : $Q_{u} \rightarrow$ $\llbracket 0, e \rrbracket, n \in \llbracket 1, e+1 \rrbracket$, and a partial environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ defined on $\mathrm{vcol}^{-1}[[n, e \rrbracket]$. Assume that (vcol, Ev) is faithful down to $n$. Let ( $\left.\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}\right) \leftarrow$ UpdateColEnv $(n-1, \mathrm{vcol}, \mathrm{Ev})$ be the pair computed by Algorithm 8.12 for index $n-1$. (Only states $q$ such that $\operatorname{vcol}^{\prime}(q)=n-1$ may have changed their colors and be newly mapped to an environment.) Then, ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) is faithful down to $n-1$.

Before giving a proof sketch of this lemma, let us illustrate it on an example.

[^35]Example 8.6. Let us illustrate this algorithm on Figures 8.3 and 8.4. The first step is to build a pair that is faithful down to $e=4$. As mentioned above in Example 8.5, we have $\operatorname{NewCol}\left(q_{5}, \mathrm{col}\right)=4$. Hence, the color of this state is changed to 4 (we obtain a virtual coloring function $\mathrm{vcol}^{q_{5}}$ ) and we set $\operatorname{Ev}\left(q_{5}\right):=$ $E_{q_{5}, c o l}^{4}$. Note that a Player-A GF-strategy $\sigma_{\mathrm{A}}$ is optimal in this environment if and only if it plays both rows with positive probability. Furthermore, note that, in the extracted game $\mathcal{L}_{\text {vcol }}^{4}$, a Player-A positional strategy playing such a GF-strategy $\sigma_{\mathrm{A}}$ in $q_{5}$ parity dominates the valuation $v_{Q_{4}, \text { col }{ }^{95}}^{1 / 2}$. Hence, the pair ( $\mathrm{vcol}^{q_{5}}, \mathrm{Ev}$ ) is faithful down to 4 .

Consider now the layer 3. First, the state $q_{6}$ already has color 3, so it only remains to set its environment: $\operatorname{Ev}\left(q_{6}\right):=E_{q 6, v c o q_{5}}^{3}$. We then realize that $\operatorname{NewCol}\left(q_{4}, \mathrm{vcol}^{q_{5}}\right)=3$. Indeed, $q_{4}$ is colored with 2 and may go with equal probability to a state colored with 0 and to a state colored with 3 . The color of this state is therefore changed, thus obtaining a new virtual coloring function vcol ${ }^{q_{5}, q_{6}, q_{4}}$. We set its environment: $\operatorname{Ev}\left(q_{4}\right):=E_{q_{4}, \text { vcol } q_{5}}^{3}$. One can realize that the pair (vcol ${ }^{q_{5}, q_{6}, q_{4}}$, Ev) witnesses the color 3 : a positional Player-B strategy generated by this environment would be so that (i) from $q_{6}$, it goes to $q_{4}$ with probability 1 (to avoid $k_{4}$ that is colored with 4 ) and (ii) from $q_{5}$, it goes to $q_{6}$ with positive probability (to see the color 3 with positive probability). Such a strategy has value 0 in the game $\mathcal{L}_{\text {vcol }}^{3} 9_{5}=\mathcal{L}_{\text {vcol }}^{3}$ from Figure 8.5, hence the pair (vcol ${ }^{q_{5}, q_{6}, q_{4}}, \mathrm{Ev}$ ) witnesses the color 3.

We illustrate on this step why the environment needs to be set before changing the new color and not after. That is, we explain why it would not be correct to set $\operatorname{Ev}\left(q_{4}\right):=E_{q_{4}, c o l}^{3}{ }^{q_{5}, q_{6}, q_{4}}$ instead of what we do above. In this environment, the state $q_{4}$ has color 3. Hence, looping with probability 1 on $q_{4}$ is an optimal GF-strategy for Player B w.r.t. $\left(\mathrm{F}\left(q_{4}\right), \mathrm{Ev}\left(q_{4}\right)\right)$. Then, the corresponding pair of coloring and environment functions would not witness the color 3. Indeed, a Player B strategy that loops with probability 1 on $q_{4}$ is generated by this environment, and it has value $1 \geq u$ (because the real color of this state is 2 , and not 3 ).

This process is then repeated down to 0. In Figure 8.4, the depicted coloring function (with the appropriate environment function that is not shown in Figure 8.4) are in fact completely faithful (this is what outputs Algorithm 8.12 on the coloring function of Figure 8.3).

We give a proof sketch of Lemma 8.6, which explains the ideas for the first phase of the procedure for computing a first completely faithful pair, before Algorithm 8.13 is called - which we will discuss right after.

Proof sketch. We want to prove that the pair ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) witnesses the color $n-1$ (the other condition for faithfulness is ensured by the construction). We consider the case where $n-1$ is even, the other case is similar (but one needs to take the point-of-view of Player B). Consider a Player-A positional
strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment function $\mathrm{Ev}^{\prime}$ in the game $\mathcal{L}_{\text {vcol' }}^{n-1}$. Let $Q_{n-1}:=\operatorname{vcol}^{\prime-1}[n-1]$ and let $v:=v_{n-1, \text { vcol }^{\prime}}^{u}$. For every $q \in Q_{n-1}$, let $Y_{q}:=$ $\left(\mathrm{F}(q), \mathrm{Ev}^{\prime}(q)\right)$ be the local environment at state $q$ and let $\mathrm{Ev}^{\prime}(q)=\left\langle c_{q}, e, p_{q}\right\rangle$. From the characterization of Lemma 8.2 (item (ii.1)), by carefully analyzing the links between the local games $\mathcal{G}_{Y_{q}}$ for all $q \in Q_{n-1}$ and the game $\mathcal{L}_{\text {vcol' }}^{n-1}$, we deduce that the strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v$.

It remains to show that all BSCCs (that are not reduced to a stopping state and are) compatible with $s_{\mathrm{A}}$ are even-colored. Consider such a BSCC $H$ and a Player- B deterministic positional strategy $\mathrm{s}_{\mathrm{B}}$ which induces $H$. For every state $q \in H$, since no stopping state occurs in $H$, it must be that the probability to reach a stopping state is 0 . That is, it amounts to have $\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$. For every state $q \in Q_{n-1}$, the coloring function $\mathrm{vcol}_{q}$ associated with environment $\mathrm{Ev}^{\prime}(q)$ is such that $\operatorname{vcol}_{q}(q) \leq n-1 .{ }^{3}$ Hence, the color $c_{q}$ is such that $c_{q}=\max \left(n-2, \operatorname{vcol}_{q}(q)\right) \leq n-1$. Now, assume that some state $k_{i}$ is in $H$ for some $i>n-1 \geq c_{q}$. In that case, as explained in Remark 8.3, the highest $i$ such that $k_{i}$ is in $H$ must be even. Hence, $H$ is even-colored. Assume now that no state $k_{i}$ in $H$ is such that $i>n-1$. In that case, if a state in $H$ has color $n-1$ (like the state $q_{6}$ in Figure 8.4 in the case where $n-1=3$ ), then $n-1$ is the highest color in $H$ and $H$ is even-colored. Consider the first state $q$ whose color is now $n-1$ (w.r.t. vcol') but whose previous color was not $n-1$. In that case, we have $c_{q}=\max \left(n-2, \operatorname{vcol}_{q}(q)\right)=n-2$ is odd. Furthermore, the state $q$ has changed its color because $\operatorname{NewCol}\left(q, \operatorname{vcol}_{q}\right)=n-1$. With Remark 8.3, since $\mathrm{s}_{\mathrm{A}}(q)$ is optimal w.r.t. $Y_{q}$, it follows that there is a positive probability to reach, in the game $\mathcal{G}_{Y_{q}}$ the state $k_{n-1}$. In the game $\mathcal{L}_{\text {vcol' }}^{n-1}$, this corresponds to a positive probability to reach a state $q^{\prime} \in H$ colored with $n-1$ w.r.t. vcol $_{q}$ (recall Definition 8.11). Since $q$ is the first state to have changed its color, we can deduce that $q^{\prime}$ already had color $n-1$ w.r.t. vcol. Furthermore, one can show that $q^{\prime}$ is colored with $n-1$ w.r.t. the real coloring function col. Overall, in the game $\mathcal{L}_{\text {vcol }}^{n-1}$, with the GF-strategy $\mathrm{s}_{\mathrm{A}}(q)$, there is a positive probability to reach in one step a state $q^{\prime}$ colored with $n-1$. Iteratively, we obtain that, considering the $k$-th state whose color is now $n-1$ (i.e. w.r.t. vcol') but whose initial color was not $n-1$, there is a positive probability to reach (in at most $k$ steps) a state colored with $n-1$. Hence, the highest color appearing in $H$ is $n-1$, which is even. We obtain that $\mathrm{s}_{\mathrm{A}}$ parity dominates the valuation $v$.

Overall, applying iteratively Algorithm 8.12 on all colors from $e$ down to 0 starting with the initial coloring function induces a completely faithful pair (vcol, Ev). However, it may be the case that some states are mapped to an odd number, which does not allow to apply Lemma 8.5. The question is then:

[^36]from that completely faithful configuration, how can one make some progress towards a situation where Lemma 8.5 can be applied?

Example 8.7. Consider the coloring function of Figure 8.4. As mentioned in Example 8.6, with an appropriate environment function (that is not shown in Figure 8.4), we can have a pair which is completely faithful. To gain some intuition on what should be done next, let us focus only on the states $q_{1}, q_{2}, q_{3}$. A simplified version is presented in Figure 8.7 (with a slight modification: instead of going to $q_{0}, q_{1}$ loops on itself): the initial (and true) colors of the states are in circles next to them and their color w.r.t. the current (virtual) coloring function (that is completely faithful with an appropriate environment function) is written in red. In this game, Player B plays alone, but it is obvious that Player A wins surely from $q_{2}$ : indeed, either the game stays indefinitely in $q_{2}$, or it eventually reaches and settles in $q_{1}$.

The current virtual color 1 assigned to both $q_{2}$ and $q_{3}$ does not properly reflect the fact that if the game reaches $q_{3}$, even though Player B plays optimally according to the local game associated with $q_{2}$, it will end up looping in $q_{1}$, which will be losing for Player B. In a way, we would like to propagate the information that reaching $q_{1}$ is bad for Player B. Since 0 is the smallest color, there is no harm in increasing it to 2 , the game from $q_{1}$ will be the same: it will be won by Player A by looping. Player B will now be able to know that going to $q_{1}$ is dangerous for him, which will be obtained by applying the previous iterative process.

In a more general concurrent game, the next step of the process when we have a completely faithful configuration not satisfying the assumptions of Lemma 8.5 consists in changing all the states with the least (virtual) color $n$ to the color $n+2$. However, note that there is a (very important) second step: the colors of all states (virtually) colored with $n+1$ should be reset to their initial colors. The reason why can be seen again in Figure 8.7. After the color of $q_{1}$ becomes 2 , the color of $q_{3}$ will also become 2 . However, if the color of the state $q_{2}$ is not reset, then it is not going to change since Player B can choose to loop to $q_{2}$ and see the color 1 for ever (in game $\mathcal{G}_{q_{2}, \text { vcol }}^{0}$ ). That is, from Player B's perspective, looping indefinitely on $q_{2}$ is winning, which is not what happens in the real game (i.e. the coloring function does not faithfully describes what happens in the game). The changes made to the coloring function vcol from Figure 8.4 can be seen in Figure 8.8. Note that the process of increasing the colors of some states by 2 can only be done with the least color (otherwise faithfulness will not be preserved).

The process described in Example 8.7 is implemented as Algorithm 8.13 in the Appendix, it ensures the lemma below.

Lemma 8.7 (Proof Page 332). Let vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, Ev : $Q_{u} \rightarrow \operatorname{Env}(Q)$ be a coloring and an environment functions. Let $n:=\min \mathrm{vcol}[Q]$. Assume


Figure 8.7: A (deterministic turn-based) game with only three states.


Figure 8.8: The same arena as in Figures 8.3,8.4 but with a different coloring function.
that $n \leq e-2$ and the pair ( $\mathrm{vcol}, \mathrm{Ev}$ ) is completely faithful. If ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) $\leftarrow$ IncLeast( $\mathrm{vcol}, \mathrm{Ev}$ ) is the result of increasing the least-colored layer by 2 and resetting the environment of the last but least-colored layer (Algorithm 8.13), then ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) is faithful down to $n+2$.

Proof sketch. Let $Q_{n}:=\mathrm{vcol}^{-1}[n]$ and $Q_{n+2}:=\operatorname{vcol}^{-1}[n+2]$. The algorithm has three steps: first, it increases the least color by 2 ; then it resets the environments of the $(n+1)$-colored states; finally it applies Algorithm 8.11 to these reset states. Let us argue that (vcol", Ev) (obtained after the first step) witnesses the color $n+2$.

Consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment Ev in the game $\mathcal{L}_{\text {vcol }}^{n+\prime}$. Let $v:=v_{n+1, \text { vcol }^{\prime \prime}}^{u}$. Similarly to the proof of Lemma $8.6, \mathrm{~s}_{\mathrm{A}}$ dominates the valuation $v$. Consider a BSCC $H$ compatible with $\mathrm{s}_{\mathrm{A}}$. If $H \cap Q_{n+2}=\emptyset$, then $H$ is even-colored. Indeed, (vcol, Ev) witnesses the color $n$. In addition, the probability to go to a state $k_{i}^{n+2}$ that is $(n+1)$-colored in the game $\mathcal{L}_{\mathrm{vcol}^{\prime \prime}}^{n+2}$ is exactly the probability to go to a state $k_{i}^{n}$ that is $(n+1)$ colored in the game $\mathcal{L}_{\text {vcol }}^{n}$ (since $n$ is the least color). Furthermore, $H$ is also even-colored as soon as $H \cap Q_{n}=\emptyset$ since (vcol, Ev) witnesses the color $n+2$. Now, assume that none of these cases occur. Then, one can show that: either a state $k_{i}$ is seen for some $i \geq n+2$, and $H$ is even-colored; or, from some states in $Q_{n+2}$, there is a positive probability to exit $Q_{n+2}$ and no state $k_{i}$ is
seen for $i \geq n+2$. Now, looking at what happens in game $\mathcal{L}_{\text {vcol }}^{n+2}$, some states $k_{i}$ are seen for $i \leq n+1$, and such states are colored with $n+1$. Hence, since (vcol, Ev) witnesses the color $n+2$, it must be that the highest color in $H$ is $n+2$, which is even. Therefore it is also the case in the game $\mathcal{L}_{\mathrm{vcol}}{ }^{\prime \prime}$. In all the cases, $H$ is even-colored.

As stated in Lemma 8.7, the update of colors described in Example 8.7 can be done only if, for a completely faithful pair, the least (virtual) color $n$ appearing is at most $e-2$. If $n=e$, we are actually in the scope of Lemma 8.5 since in that case all states have (virtual) color $e$. However, there remains the case where we have $n=e-1$. In fact, this case cannot happen.
Lemma 8.8 (Proof Page 333). Consider a coloring function vcol : $Q_{u} \rightarrow$ $\llbracket 0, e \rrbracket$, an environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$. Assume that (vcol, Ev ) is completely faithful. Then, for $C:=\operatorname{vcol}[Q]$, we have $\min C \neq e-1$.

Proof sketch. Let $Q_{e-1}:=\operatorname{vcol}^{-1}[e-1]$. Towards a contradiction, let $s_{B}$ be a Player- B positional strategy generated by Ev in the game $\mathcal{L}_{\text {vcol }}^{e-1}$. It parity dominates the valuation $v_{e-1, \text { vcol }}^{u^{\prime}}$ for some $u^{\prime}<u$. Hence, all BSCCs compatible with $\mathrm{s}_{\mathrm{B}}$ are odd-colored: they all stay in the layer $Q_{e-1}$. Indeed, since $e-$ $1=\min C$, exiting $Q_{e-1}$ while staying in $Q_{u}$ means seeing $Q_{e}:=\operatorname{vcol}^{-1}[e]$ with $e$ even and the highest color in the game. Hence, either the game stays indefinitely in $Q_{e-1}$ and Player B wins almost surely, or there is some positive probability to visit stopping states, and in that case their expected values is at most $u^{\prime}$. Hence, in the game $\mathcal{G}^{u}$, the strategy $\mathrm{s}_{\mathrm{B}}$ has values less than $u$ from the states $Q_{e-1} \subseteq Q_{u}$, which is a contradiction.

Finally, all these pieces are put together in Algorithm 8.14 in the Appendix, whose output is a completely faithful pair where all states are mapped to $e$. The only remaining step is to prove the termination of this algorithm. Let us consider the (virtual) coloring functions as vectors in $\mathbb{N}^{e+1}$ indicating the number of states mapped to each color. Then, one can realize that each step of Algorithm 8.14 increases this vector for a lexicographic order (i.e. we first compare the number of states mapped to $e$, then the number of states mapped to $e-1$, etc). Hence, Algorithm 8.14 does terminate in finitely many steps.
Lemma 8.9 (Proof Page 335). Algorithm 8.14 computes a completely faithful pair of environment and coloring functions mapping each state to $e$ in finitely many steps.

We can now proceed to the (informal) proof of Theorem 8.3.
Proof sketch. Let us prove Theorem 8.3 for Player A. Consider some $u \in$ $V_{Q} \backslash\{0\}$. By Lemma 8.9, there is a completely faithful pair of environment and coloring functions $\left(\mathrm{vcol}_{u}, \mathrm{Ev}_{\mathrm{A}}^{u}\right)$ mapping each state in $Q_{u}$ to $e_{u}$. Hence, by Lemma 8.5, all Player-A positional strategies generated by the environment
function $\mathrm{Ev}_{\mathrm{A}}^{u}$ parity dominate the valuation $\chi_{\mathcal{G}}$ in the game $\mathcal{G}^{u}$. Since we assume that all game forms occurring in $Q_{u}$ are positionally maximizable up to $e_{u}-\operatorname{col}(q)$ w.r.t. Player A, such positional strategies generated by $\mathrm{Ev}_{\mathrm{A}}^{u}$ do exist. Then, considering the environment function $\mathrm{Ev}_{\mathrm{A}}: Q \rightarrow \mathrm{Ev}(\mathrm{D})$ that merges all the environment functions $\left(\operatorname{Ev}_{\mathrm{A}}^{u}\right)_{u \in V_{\mathcal{G}} \backslash\{0\}}$ together (and that is defined arbitrarily on $Q_{0}$ ), it follows by Lemma 8.4, that all Player-A positional strategies generated by that environment function Ev are optimal. (And such strategies exist.)

We finally state below an NSC-transfer.
Corollary 8.10. Among standard finite game forms with finitely many outcomes, being positionally optimizable is an NSC-transfer for the existence of positional optimal strategies for both players in finite parity games.

Proof. From a game form that is not positionally optimizable, one can build a simple parity game where one of the players has no positional optimal. This is by definition of positionally optimizable game forms (Definition 8.7) and by Definition 8.6. The other direction comes from Theorem 8.3.

Note that, for simplicity, we have not stated an NSC-transfer as we did in Proposition 7.7 where the conditions on each state depends on the color of the state. It is plausible that such an NSC-transfer could be stated for the finite-state parity games that we have considered in this chapter. However, it would probably involve introducing the maximal color appearing in the parity games considered.

### 8.5 Discussion and future work

In this chapter, we have proved an NSC-transfer, among standard finite game forms, for the existence of positional optimal strategies in finite parity games for both players. A natural future work would be to prove the result for any one player, independently of the other player. As mentioned in the introduction of this chapter, this would require, a priori, to manipulate infinite-choice strategies for the player we are not handling, which is why we have not done it yet. One of the main difficulties would then be to glue infinite-choice local strategies (i.e. strategies in simple parity games induced by the different game forms $\mathrm{F}(q)$ ) together into a single global strategy, which is straightforward when all local strategies are positional. Furthermore, we could no longer use Proposition 8.2, which comes from Corollary 3.16 since it only applies to positional strategies. Instead, we would have to use the more general Corollary 3.14.

In a somewhat similar fashion than for Chapter 2 with Theorem 2.3, we believe that the benefit of this chapter does not only lie in the results stated
in Theorem 8.3 and Corollary 8.10, but also in the method we took to prove Theorem 8.3. Due the the concurrent stochastic setting of this dissertation, the arguments are quite technical. It may be interesting to restrict the setting to finite turn-based stochastic games, which would (greatly) simplify the proof, or at least remove its most technical aspects. We believe that it could provide a new proof of the existence of positional optimal strategies in finite turn-based parity games for both players, which was originally proved in [27, 28], as it is straightforward to show that finite turn-based game forms are positionally optimizable.

### 8.6 Appendix

### 8.6.1 . Algorithms

The algorithms we mentioned in this chapter are gathered in this subsection. Let us quickly describe what each of them does:

- Consider a color $k \in \llbracket 0, e \rrbracket$, a state $q \in Q_{u}$ and a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. Then, the algorithm CreateEnv ( $k, q$, vcol) builds an environment, at state $q$, for either of the players: A if $k$ is even, B if it is odd.
- Consider a color $k \in \llbracket 0, e \rrbracket$, a virtual coloring function vcol : $Q_{u} \rightarrow$ $\llbracket 0, e \rrbracket$ and an environment function defined on $\operatorname{vcol}^{-1}[\llbracket k+1, e \rrbracket]$. Then, the algorithm UpdCurSta( $k$, vcol, Ev) sets the environment of all states virtually colored by $k$ by calling algorithm CreateEnv ( $k, q$, vcol).
- Consider a color $k \in \llbracket 0, e \rrbracket$, a virtual coloring function vcol : $Q_{u} \rightarrow$ $\llbracket 0, e \rrbracket$ and an environment function defined on $\operatorname{vcol}^{-1}[\llbracket k+1, e \rrbracket]$. Then, the algorithm UpdNewSta( $k$, vcol, Ev) changes the colors and sets the environment of all the states $q \in Q_{u}$ virtually colored by some $i<k$ for which the operator NewCol is equal to $k$.
- Consider a color $k \in \llbracket 0, e \rrbracket$, a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and an environment function defined on $\mathrm{vcol}^{-1}[\llbracket k+1, e \rrbracket]$. Then, the algorithm UpdateCoIEnv( $k$, vcol, Ev) calls successively algorithms UpdCurSta( $k$, vcol, Ev) and UpdNewSta( $k$, vcol, Ev).
- Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and an environment function defined on $Q_{u}$. Then, the algorithm IncLeast(vcol, Ev) increases the colors of states virtually colored by the least color $c_{\text {min }}$ by 2. Then, it resets the color and environment of all states colored by $c_{\text {min }}+1$.
- Finally, consider a coloring function col : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. Then, the algorithm ComputeEnv(col) iteratively computes a pair of virtual coloring
function and a environment function by successively calling algorithms UpdateCoIEnv and IncLeast until all states are colored by $e$.


### 8.6.2 . Proof of Proposition 8.1

Proof. The first observation we can make is that, if $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v: Q \rightarrow[0,1]$, then it also dominates the valuation $v_{\mathrm{lt}}: \Omega_{\mathcal{C}}^{+} \rightarrow[0,1]$ (recall Definition 3.9) in the sense of Definition 3.7.

We can therefore apply Corollary 3.15: for all ECs $H$ in the finite MDP $\Gamma_{\mathcal{C}}^{\mathrm{s}_{\mathrm{A}}}$ induced by the strategy $\mathrm{s}_{\mathrm{A}}$, there is a value $u(v, H) \in[0,1]$ such that $v\left[Q_{H}\right]=\{u(v, H)\}$. This proves the first part of the proposition.

As for the second part of the proposition, this is a direct consequence of Corollary 3.16. Indeed, consider any EC $H$ with $u(v, H)>0$ and state $q \in Q_{H}$. Consider any Player-B positional deterministic strategy $\mathrm{s}_{\mathrm{B}}$. Then, all the BSCCs that can occur in $Q_{H}$, in the Markov chain induced by $\mathrm{s}_{\mathrm{B}}$, are even-colored. That is, from $q$, the parity objective holds almost-surely. Since this holds against all Player-B positional deterministic strategies and since positional deterministic strategies are enough to play optimally in finite MDPs with parity objectives [27], this proves that $\chi_{\mathcal{C}_{H}^{s_{A}}}(q)=1$.

### 8.6.3 . Proof of Lemma 8.2

Proof. As in the proof of Proposition 8.1, the first equivalence comes Corollary 3.16 (the other direction) and the fact that positional deterministic strategies are enough to play optimally in finite MDPs with parity objectives [27]. Now assume that $u>0$. Assume that the strategy $s_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ parity dominates the valuation $v_{Y}^{u}$ in the game $\mathcal{G}_{Y}$. In particular, it dominates this valuation, i.e. item (ii.1) of Lemma 8.2 is satisfied. Note that this effectively amounts to have $\sigma_{\mathrm{A}}$ optimal in the game in normal form $\left\langle\mathcal{F}, v_{Y}^{u} \circ p\right\rangle$, since $u=v_{Y}^{u}\left(q_{\text {init }}\right)=$ $\operatorname{val}\left[\left\langle\mathcal{F}^{p}, v_{Y}^{u}\right\rangle\right]$ by Lemma 3.9. Consider now some action $b \in$ Act $_{\mathrm{B}}$ such that out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$ and a Player-B positional and deterministic strategy $\mathrm{s}_{\mathrm{B}}$ such that $\mathrm{s}_{\mathrm{B}}\left(q_{0}\right):=b$. Since out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$, no stopping state can be reached under $s_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ and $\mathrm{s}_{\mathrm{B}}$. Consider the Markov chain $\mathcal{T}_{\mathcal{C}_{Y}}^{s_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right), \mathrm{s}_{\mathrm{B}}}$. Besides stopping states, it is reduced to a BSCC $H$ whose states are $q_{\text {init }}$ and all states $k_{i}$ reachable with that action $b$. That is, $H=\left\{q_{\text {init }}\right\} \cup\left\{k_{i} \mid\right.$ $i \in \llbracket 0, e \rrbracket$, out $\left.\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{i}\right\rangle}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\}$. Furthermore, $q_{\text {init }}$ is colored with $c$. The value of any state in this BSCC $H$ is equal to either 0 or 1 and it is equal to 1 if and only if $H$ is even-colored (since every state in a BSCC is almostsurely seen infinitely often). Since $u>0$, the value of $H$ cannot be 0 , thus $H$ is even-colored and the maximum of the colors seen with that action is even. This exactly corresponds to item (ii.2) of Lemma 8.2.

Assume now that the GF-strategy $\sigma_{\mathrm{A}}$ satisfies both items (ii.1) and (ii.2). Consider a positional deterministic Player-B strategy $s_{B}$ in the game $\mathcal{G}_{Y}$. Let

```
if \(k\) is even then
    return \(E_{q, v c o l}^{k}\);
end
if \(k\) is odd then
    \(m \leftarrow \max (k-2,0) ;\)
    return \(E_{q, v c o l}^{m}\);
end
```

Figure 8.9: CreateEnv( $k, q, \mathrm{vcol})$
change $\leftarrow$ True;
while change do
change $\leftarrow$ False;
for $q \in Q_{u}$ do
if $\operatorname{NewCol}(q, \mathrm{vcol})=k$ then
$\mathrm{Ev}^{\prime}(q) \leftarrow \operatorname{CreateEnv}(k, q$, vcol $) ;$
$\operatorname{vcol}(q) \leftarrow k$;
change $\leftarrow$ True; break;
end
end
end
return (vcol, Ev');

Figure 8.11: UpdNewSta( $k$, vcol, Ev)

```
\(c_{\text {min }} \leftarrow \min \mathrm{vcol}\);
for \(q \in Q_{u}\) do
        if \(\operatorname{vcol}(q)=c_{\text {min }}\) then
            \(\operatorname{vcol}(q) \leftarrow c_{\text {min }}+2\)
    end
    if \(\operatorname{vcol}(q)=c_{\text {min }}+1\) then
        \(\operatorname{vcol}(q) \leftarrow \operatorname{col}(q)\);
        \(\mathrm{Ev}^{\prime}(q) \leftarrow \mathrm{NoEnv} ;\)
    end
end
UpdNewSta ( \(c_{\text {min }}+2\), vcol, Ev' \()\);
```

Figure 8.13: IncLeast(vcol, Ev)

```
for \(q \in Q_{u}\) do
    if \(\operatorname{vcol}(q)=k\) then
        \(\operatorname{Ev}(q) \leftarrow \operatorname{Create} \operatorname{Env}(k, q\), vcol \() ;\)
    end
end
return Ev;
```

Figure 8.10: UpdCurSta( $k$, vcol, Ev)

```
Ev }\leftarrowU\textrm{UpdCurSta}(k,vcol, Ev)
UpdNewSta(k,vcol, Ev);
```

Figure
8.12:

UpdateColEnv( $k$, vcol, Ev)

```
vcol \leftarrow col;
Ev}\leftarrowEmptyEnv
for }k=e\mathrm{ down to 0 do
    (vcol, Ev) \leftarrowUpdateColEnv(k,vcol, Ev);
end
while vcol [Qu]}={e}\mathrm{ do
            (vcol, Ev) \leftarrow IncLeast(vcol, Ev);
            for }k=e\mathrm{ down to 0 do
            (vcol, Ev) \leftarrowUpdateColEnv(k,vcol, Ev);
            end
end
return (vcol, Ev)
```

Figure 8.14: ComputeEnv(col)
$b:=\mathrm{s}_{\mathrm{B}}\left(q_{0}\right) \in \operatorname{Act}_{B}$. Consider a BSCC $H$ in the induced Markov chain $\mathcal{T}_{\mathcal{C}_{Y}}^{s_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right), \mathrm{s}_{\mathrm{B}}}$ that is not reduced to a stopping state. In particular, this implies that $\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$. Then, as previously, we have $H=$ $\left\{q_{\text {init }}\right\} \cup\left\{k_{i} \mid i \in \llbracket 0, e \rrbracket\right.$, out $\left.\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\}$. The fact that $\sigma_{\mathrm{A}}$ satisfies item (ii.2) ensures that the BSCC $H$ is even-colored. It follows that the strategy $\mathrm{s}_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ parity dominates the valuation $v_{Y}^{u}$.

### 8.6.4 . Proof of Lemma 8.4

Proof. Consider such a Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}}$. Let us show that it parity dominates the valuation $\chi_{\mathcal{G}}$. First, note that it dominates the valuation $\chi_{\mathcal{G}}$ since, for all $u \in V_{Q} \backslash\{0\}$, the strategy s suminates $\chi_{\mathcal{G}}$ in $\mathcal{G}^{u}$ (recall that the stopping states in $\mathcal{G}^{u}$ have the values of the original states in $\mathcal{G}$ ). Consider now a BSCC $H$ compatible with $\mathrm{s}_{\mathrm{A}}$ such that $\min \chi_{\mathcal{G}}[H]>0$. By Proposition 8.1, there is a value $u_{H} \in(0,1]$ such that $\chi_{\mathcal{G}}[H]=\left\{u_{H}\right\}$. That is, $H \subseteq Q_{u_{H}}$. It follows that $H$ is compatible with $\mathrm{s}_{\mathrm{A}}^{u_{H}}$. Since $\mathrm{s}_{\mathrm{A}}^{u_{H}}$ parity dominates the valuation $\chi_{\mathcal{G}}$ in $\mathcal{G}^{u_{H}}$, we can deduce that $H$ is even-colored. Overall, the strategy $s_{A}$ parity dominates the valuation $\chi_{\mathcal{G}}$. By Proposition 8.1, the strategy $\mathrm{s}_{\mathrm{A}}$ guarantees it (i.e. it is optimal).

### 8.6.5 . Proof of Theorem 8.3

In this section, we give all the technical details necessary to prove Theorem 8.3. The proof of this theorem is given in Page 311, provided that Lemmas $8.6,8.7,8.8$ and 8.9 hold. We already stated and argued why these lemmas hold, however we have not given a detailed proof of them. This is what we do in this subsection. However, we first state and prove results that we use for the remainder of this chapter.

We first state and prove properties on the update of colors NewCol. This is done in Page 316. Then, we give the complete definition of faithfulness, see Page 322. We also state and prove three lemmas, that link the local and global behaviors, , see Page 323. We finally prove the lemmas mentioned above: we prove Lemma 8.6 in Page 328, Lemma 8.7 in Page 332, Lemma 8.8 in Page 333 and Lemma 8.9 in Page 335.

## Properties ensured by the local operator NewCol

We introduce a useful notation which will allow us to rewrite Lemma 8.2 in our context.

Definition 8.18. Consider a state $q \in Q$, a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, a color $n \in \llbracket 0, e \rrbracket$ and two GF-strategies $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathrm{A}}(\mathrm{F}(q)) \times$ $\Sigma_{\mathrm{B}}(\mathrm{F}(q))$. We denote by $\mathrm{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{B}\right)$ the set of colors reachable in one step with positive probability w.r.t. $\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ in the local game $\mathcal{G}_{q, \text { vcol }}^{n}$ (regard-
less of the color $n \in \llbracket 0, e \rrbracket$ considered). That is:

$$
\operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{B}\right):=\left\{i \in \llbracket 0, e \rrbracket \mid \operatorname{out}\left[\left\langle\mathbf{F}(q), \mathbb{1}_{p_{q, v c l}^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0\right\}
$$

In particular, $\operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, b\right)=\operatorname{Color}\left(\mathrm{F}(q), p_{q, v c o l}, \sigma_{\mathrm{A}}, b\right)$ for all $b \in \operatorname{Act}_{\mathrm{B}}($ notation from Lemma 8.2).

Then, the set of colors $\operatorname{ColBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{B}\right)$ is defined by:

$$
\operatorname{CoIBSCC}\left(q, \operatorname{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{B}\right):=\operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{B}\right) \cup\left\{\max \left(\operatorname{vcol}(q), c_{n}\right)\right\}
$$

with $c_{n}:=n-1$ is $n$ is even and $c_{n}:=n+1$ is $n$ is odd.
We obtain a corollary of Lemma 8.2 (which only consists in writing Lemma 8.2 in the context of a local game $\mathcal{G}_{q, \text { vcol }}^{n}$ ).
Corollary 8.11. Consider a state $q \in Q$, a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, a color $n \in \llbracket 0, e \rrbracket$ and a local strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathrm{F}(q))$. A Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ is optimal w.r.t. $Y:=\left(\mathrm{F}(q), E_{q, \text { vcol }}^{n}\right)$ if and only if, letting $u:=\chi_{\mathcal{G}_{Y}}\left(q_{\text {init }}\right)$, either (i) $u=0$, or (ii) the positional Player-A strategy $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right)$ parity dominates the valuation $v_{Y}^{u}$.

Furthermore (ii) is equivalent to: (1) the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right)$ dominates the valuation $v_{Y}^{u}$ and (2) for all $b \in \operatorname{Act}_{\mathrm{B}}$, if out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=$ 0 , then $\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{B}\right)$ is even.

This is symmetrical for Player B.
Let us now state a proposition we will use to prove that the update of colors cannot decrease the colors of the states.
Proposition 8.12. Let $q \in Q_{u}$ and some virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some color $n \in \llbracket 0, e \rrbracket$ and a positive value $z \in(0,1]$. Let $p:=$ $p_{q, \text { vcol }}$ and $Y:=\left(\mathrm{F}(q), E_{q, v c o l}^{n}\right)$. For all Player-A GF-strategies $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathrm{F}(q))$, the positional Player-A strategy $s_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ dominates the valuation $v_{Y}^{z}$ if and only if for all $b \in \operatorname{Act}_{\mathrm{B}}:$ if out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0$, then:

$$
\operatorname{out}\left[\left\langle\mathcal{F}(q), \mu^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \geq 0
$$

where $\mu^{z}: Q \rightarrow[0,1]$ is such that, for all $q \in Q$ :

$$
\mu^{z}(q):= \begin{cases}0 & \text { if } q \in Q_{u} \\ x-z & \text { otherwise, if } q \in Q_{x} \subseteq Q \backslash Q_{u}\end{cases}
$$

Proof. In the game $\mathcal{G}_{Y}$, the Player-A strategy $s_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ dominates the valuation $v_{Y}^{z}$ - property we denote (1) - if and only if:

$$
\begin{aligned}
z=v_{Y}^{z}\left(q_{\text {init }}\right) & \leq \operatorname{val}\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\mathrm{s}_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)\left(q_{\text {init }}\right)\right) \\
& =\operatorname{val}\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)
\end{aligned}
$$

In addition, $\operatorname{val}\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right)=\min _{b \in \operatorname{Act}_{\mathrm{B}}}$ out $\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)$. Furthermore, for all $b \in$ Act $_{B}$, we have that

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) & =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}\left[\left\{q_{\text {init }}\right\} \cup K_{e}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \cdot z \\
& +\sum_{x \in V_{Q \backslash Q_{u}}} \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{p^{-1}[x]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \cdot x
\end{aligned}
$$

It follows that, if out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$, we have out $\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=$ $z$. However, if out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0$, we have that

$$
\begin{aligned}
z \leq \operatorname{out}\left[\left\langle\mathrm{F}(q), v_{Y}^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \Leftrightarrow & 0 \leq \sum_{x \in V_{Q \backslash Q_{u}}} \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{\left.p^{-1}[x]\right\rangle}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \cdot(x-z) \\
& 0 \leq \operatorname{out}\left[\left\langle\mathrm{F}(q), \sum_{x \in V_{Q \backslash Q_{u}}} \mathbb{1}_{p^{-1}[x]} \cdot(x-z)\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \\
& 0 \leq \operatorname{out}\left[\left\langle\mathrm{F}(q), \mu^{z}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)
\end{aligned}
$$

The result follows.
The update of colors does not decrease the color. We define a successor operation compatible with the order $\prec_{\text {par }}$.
Definition 8.19 (Parity successor). For all $n \in \mathbb{N}$, we have $\operatorname{Succ}(n):=n-2$ if $n \prec_{\text {par }} 1, \operatorname{Succ}(1):=0$ and $\operatorname{Succ}(n):=n+2$ if $1 \prec_{\text {par }} n$.

Let us show that the local operator NewCol does not decrease (w.r.t. the usual order < on natural numbers) the previous color of the state $q$ given by a (virtual) coloring function vcol.
Proposition 8.13. Consider a state $q \in Q_{u}$ and a coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. We have $\operatorname{NewCol}(q, \operatorname{vcol}) \geq \operatorname{vcol}(q)$.
Proof. We let $p:=p_{q, v c o l}$ and, for all $n \in \llbracket 0, e \rrbracket$, we let $Y_{n}:=\left(\mathrm{F}(q), E_{q, v c o l}^{n}\right)$. Note that $p_{[0,1]} \subseteq V_{Q \backslash Q_{u}}$.

There are two cases: either $\operatorname{vcol}(q)=e$ or $\operatorname{vcol}(q)<e$. First, assume that $\operatorname{vcol}(q)=e$. Let us show that in that case $\operatorname{New} \operatorname{Col}(q, \operatorname{vcol})=e$. Assume towards a contradiction that $\chi_{\mathcal{G}_{Y_{e}}}\left(q_{\text {init }}\right)=u^{\prime}<u$ for some $u^{\prime} \in[0,1]$. Consider a Player-B GF-strategy $\sigma_{\mathrm{B}}$ that is optimal w.r.t. $Y_{e}$. For all $a \in \operatorname{Act}_{\mathrm{A}}$, we have out $\left[\left\langle\mathcal{F}, \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right)>0$. Indeed, otherwise, in the game $\mathcal{G}_{q, \text { vcol }}^{e}$ where Player B plays the strategy defined by $\sigma_{\mathrm{B}}$, Player A could loop indefinitely on $q_{\text {init }}$ thus ensuring winning with probability 1 (since the color of the state $q_{\text {init }}$ is $e$ - as $\operatorname{vcol}(q)=e-$ which is both the highest color appearing in the game and even). We let $p_{\text {Exit }}:=\min _{a \in \operatorname{Act}_{\mathrm{A}}} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right)>0$.

Now, consider some $a \in \operatorname{Act}_{\mathrm{A}}$. By Proposition 8.12 for Player B, we have: out $\left[\left\langle\mathcal{F}, \mu^{u^{\prime}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \leq 0$ where $\mu^{u^{\prime}}: Q \rightarrow[0,1]$ comes from Proposition 8.12. Hence, we have:

$$
\sum_{x \in X} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{x}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot x \leq \sum_{x \in X} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{x}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot u^{\prime}
$$

Now, Letting $v:=\chi_{\mathcal{G}}$ the value vector in the game $\mathcal{G}$, we have:

$$
\begin{aligned}
\sum_{q^{\prime} \in Q} \mathbb{P}^{q, q^{\prime}}\left(a, \sigma_{\mathrm{B}}\right) \cdot v\left(q^{\prime}\right) & =\sum_{q^{\prime} \in Q} \operatorname{out}\left[\left\langle\mathcal{F}, q^{\prime}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot v\left(q^{\prime}\right) \\
& =\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot u+\sum_{x \in V_{Q \backslash Q_{u}}} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{x}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot x \\
& \leq \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot u+\sum_{x \in V_{Q \backslash Q_{u}}} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{x}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot u^{\prime} \\
& =\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot u+\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot u^{\prime} \\
& =u-\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right) \cdot\left(u-u^{\prime}\right) \\
& \leq u-p_{\mathrm{Exit}} \cdot\left(u-u^{\prime}\right)<u=v(q)
\end{aligned}
$$

Hence, letting $\delta:=p_{\text {Exit }} \cdot\left(u-u^{\prime}\right) / 2>0$ and considering, in the original game $\mathcal{G}$, a Player-B strategy $\mathrm{s}_{\mathrm{B}} \in \mathrm{S}_{\mathrm{B}}^{\mathcal{C}}$ such that $\mathrm{s}_{\mathrm{B}}(q):=\sigma_{\mathrm{B}}$ and for all $q^{\prime} \in Q$, we have $\mathrm{s}_{\mathrm{B}}\left(q \cdot q^{\prime}\right)$ a $\delta$-optimal Player-B strategy from $q^{\prime}$, it follows that, for all Player-A strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{G}$, we have:

$$
\begin{aligned}
\mathbb{P}_{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}^{\mathcal{C},}[W] & =\sum_{q^{\prime} \in Q} \mathbb{P}^{q, q^{\prime}}\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \cdot \mathbb{P}_{\mathrm{s}_{\mathrm{A}}^{\mathcal{C}}, \mathrm{s}_{\mathrm{B}}}^{\mathcal{C}, q^{\prime}}[W] \\
& \leq \sum_{q^{\prime} \in Q} \mathbb{P}^{q, q^{\prime}}\left(\mathrm{s}_{\mathrm{A}}(q), \sigma_{\mathrm{B}}\right) \cdot\left(v\left(q^{\prime}\right)+\delta\right) \leq v(q)-2 \delta+\delta=v(q)-\delta
\end{aligned}
$$

where $W:=\left(\text { col }^{\omega}\right)^{-1}\left[\right.$ Parity $\left._{k}\right] \subseteq Q^{\omega}$. Thus, the value from $q$ is less than $u=$ $v(q)$. Hence the contradiction. In fact, $\chi_{\mathcal{G}_{q, v o l}^{e}}\left(q_{\text {init }}\right) \geq u$ and $\operatorname{NewCol}(q, \mathrm{vcol})=$ $e$.

Consider now the case where $\operatorname{vcol}(q)<e$. Assume towards a contradiction that $\operatorname{NewCol}(q, \operatorname{vcol})<\operatorname{vcol}(q)$. Let $n:=\operatorname{NewCol}(q, \operatorname{vcol})$.

Assume that $n$ is even. By assumption, we have $\chi_{\mathcal{G}_{Y_{n}}}\left(q_{\text {init }}\right) \geq u$. Consider a Player-A GF-strategy $\sigma_{\mathrm{A}}$ that is optimal w.r.t. $Y_{n}$. First, the positional PlayerA strategy $\mathrm{s}_{\mathrm{A}}:=\mathrm{s}_{Y_{n}}^{A}\left(\sigma_{\mathrm{A}}\right)=s_{Y_{n+2}}^{A}\left(\sigma_{\mathrm{A}}\right)$ defined by $\sigma_{\mathrm{A}}$ dominates the valuation $v_{Y_{n}}^{u}=v_{Y_{n+2}}^{u}$ in the game $\mathcal{G}_{Y_{n}}$ and it also does in the game $\mathcal{G}_{Y_{n+2}}$. Consider now an action $b \in \operatorname{Act}_{\mathrm{B}}$ and assume that out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$. By Corollary 8.11, it follows that, in the game $\mathcal{G}_{Y_{n}}$, we have max $\operatorname{ColBSCC}\left(q, v c o l, n, \sigma_{\mathrm{A}}, b\right)$ even with $\operatorname{CoIBSCC}\left(q, \operatorname{vcol}, n, \sigma_{\mathrm{A}}, b\right)=\operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, b\right) \cup\left\{e_{n}\right\}$ with $e_{n}=\max \left(\operatorname{vcol}(q), c_{n}\right)$ and $c_{n}=n-1$ since $n$ is even. Since $n<\operatorname{vcol}(q)$, we have $e_{n}=\max \left(\operatorname{vcol}(q), c_{n}\right)=$ $\operatorname{vcol}(q)$. Furthermore, $e_{n+2}=\max \left(\operatorname{vcol}(q), c_{n+2}\right)$ with $c_{n+2}=n+1$ since $n$ is even. Since $n<\operatorname{vcol}(q)$, we also have $e_{n+2}=\operatorname{vcol}(q)=e_{n}$. That is, $\operatorname{CoIBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, b\right)=\operatorname{ColBSCC}\left(q, \mathrm{vcol}, n+2, \sigma_{\mathrm{A}}, b\right)$. Hence, $\operatorname{ColBSCC}(q$, vcol, $n+$ $\left.2, \sigma_{\mathrm{A}}, b\right)$ is also even. By Corollary 8.11, the Player-A GF-strategy $\sigma_{\mathrm{A}}$ strongly dominates the valuation $v_{Y_{n+2}}^{u}$. Hence, by Proposition 8.1, the Player-A positional strategy $s_{Y_{n+2}}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ guarantees the valuation $v_{Y_{n+2}}^{u}$. Hence the contradiction since this implies $\operatorname{NewCol}(q, \mathrm{vcol}) \geq n+2$.

When $n$ is odd, the reasoning is symmetrical, by taking the point-of-view of Player B: we compare what happens in the games $\mathcal{G}_{Y_{m}}$ and $\mathcal{G}_{Y_{m}}$ for $m:=$ $\operatorname{Succ}(n)$.

The update of colors is not affected by small changes of colors. Let us now tackle another property ensured by the local operator NewCol. Assume that the new color of a state $q$ is $n \in \llbracket 0, e \rrbracket$ w.r.t. a coloring function vcol. Now, consider another coloring function vcol' that coincide with vcol on colors at least $n$, and may differ for smaller colors. In that case, the new color of $q$ will still be $n$ w.r.t. the coloring function vcol'. This is (almost) what we prove here. First, we introduce the notion of equivalent and prevailing coloring functions.

Definition 8.20 (Equivalent and Prevailing coloring functions). Consider two coloring functions vcol, $\mathrm{vcol}^{\prime}: Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and some color $n \in \llbracket 0, e \rrbracket$. The coloring functions vcol, $\mathrm{vcol}^{\prime}$ are equivalent down to $n$ if, for all $k \in \llbracket n, e \rrbracket$, we have $\mathrm{vcol}^{-1}[k]=\mathrm{vcol}^{\prime-1}[k]$.

Furthermore, vcol' is said to be ( $n-1$ )-prevailing compared to vcol if vcol and vcol' are equivalent down to $n$ and $\operatorname{vcol}^{-1}[n-1] \subseteq \operatorname{vcol}^{\prime-1}[n-1]$.

Let us first state a lemma that we will use to prove the proposition (of interest for us) that we state below.
Lemma 8.14. Consider a state $q \in Q_{u}$ and some color $n \in \llbracket 0, e \rrbracket$. Let vcol, vcol' : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ be two virtual coloring functions with vcol' $n$-prevailing compared to vcol. Consider a pair of GF-strategies $\left(\sigma_{\mathbf{A}}, \sigma_{\mathrm{B}}\right) \in \Sigma_{\mathbf{A}}(\mathrm{F}(q)) \times$ $\Sigma_{\mathrm{B}}(\mathrm{F}(q))$. We have:

$$
\begin{aligned}
& \max \operatorname{CoIBSCC}\left(q, \operatorname{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \geq n \Rightarrow \\
& \max \operatorname{CoIBSCC}\left(q, \operatorname{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\max \operatorname{CoIBSCC}\left(q, \operatorname{vcol}^{\prime}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
\end{aligned}
$$

Proof. Letting $c_{n}:=n-1$ if $n$ is even and $c_{n}:=n+1$ if $n$ is odd, we have (recall Definition 8.18):

$$
\operatorname{ColBSCC}\left(q, \operatorname{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \cup\left\{\max \left(\operatorname{vcol}(q), c_{n}\right)\right\}
$$

and

$$
\operatorname{ColBSCC}\left(q, \operatorname{vcol}^{\prime}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{Col}\left(q, \operatorname{vcol}^{\prime}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \cup\left\{\max \left(\operatorname{vcol}^{\prime}(q), c_{n}\right)\right\}
$$

By assumption, we have that, for all $i \in \llbracket n+1, e \rrbracket$ :

$$
\operatorname{vcol}^{-1}[i]=\operatorname{vcol}^{\prime-1}[i]
$$

Thus:

$$
\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p_{q, \text { vol }}^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p_{q, \text { vol }}^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)
$$

Furthermore:

$$
\mathrm{vcol}^{-1}[n] \subseteq \mathrm{vcol}^{\prime-1}[n]
$$

Thus:

$$
\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p_{q, \text { vol }}^{-1}\left[k_{n}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0 \Rightarrow \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{p_{q,, \text { col }}^{-1}\left[k_{n}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)>0
$$

We therefore obtain that for any $k \in \llbracket n, e \rrbracket$ :
(i) If $m a x \operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \leq k$, then $\max \operatorname{Col}\left(q, \operatorname{vcol}^{\prime}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \leq k$;
(ii) If $\max \operatorname{Col}\left(q, v \operatorname{col}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=k$, then $\max \operatorname{Col}\left(q, \operatorname{vcol}^{\prime}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=k$.

Furthermore:
(i') If $\operatorname{vcol}(q) \leq k$, then $\operatorname{vcol}^{\prime}(q) \leq k$;
(ii') If $\operatorname{vcol}(q)=k$, then $\operatorname{vcol}^{\prime}(q)=k$.
We have three cases, letting $n \leq j:=\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=$ $\operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \cup\left\{\max \left(\operatorname{vcol}(q), c_{n}\right)\right\}:$

- If $j=c_{n}$, then $m a x \operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right), \operatorname{vcol}(q) \leq j$. Hence, by (i) and (i'), we have max $\operatorname{Col}\left(q, \operatorname{vcol}^{\prime}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right), \operatorname{vcol}^{\prime}(q) \leq j$.
That is, $\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}^{\prime}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=j$.
- If $j=\operatorname{vcol}(q)$ then $\max \operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right), c_{n} \leq j$. Hence, by (ii'), we have $j=\operatorname{vcol}^{\prime}(q)$ and, by (i), we have max $\operatorname{Col}\left(q, \operatorname{vcol}^{\prime}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \leq j$. That is, $\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}^{\prime}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=j$.
- If $j=\max \operatorname{Col}\left(q, \operatorname{vcol}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ then $\operatorname{vcol}(q), c_{n} \leq j$. Hence, by (ii), we have $j=\max \operatorname{Col}\left(q, \operatorname{vcol}^{\prime}, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)$ and, by $(\mathrm{i})$, we have $\operatorname{vcol}^{\prime}(q) \leq j$. That is, $\max \operatorname{ColBSCC}\left(q, \operatorname{vcol}^{\prime}, n, \sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)=j$.

The lemma follows.
Proposition 8.15. Consider a state $q \in Q_{u}$ and a coloring function vcol: $Q_{u} \rightarrow \llbracket 0, e \rrbracket$. Let $n:=\operatorname{NewCol}(q, \mathrm{vcol}) \in \llbracket 0, e \rrbracket$. Assume that another coloring function vcol' : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ is $n$-prevailing compared to vcol. In that case, $\operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right)=n$.

Proof. Let us consider two such coloring functions vcol and vcol'. We have $n=$ $\operatorname{NewCol}(q, \mathrm{vcol}) \in \llbracket 0, e \rrbracket$. Consider a Player-A GF-strategy $\sigma_{\mathrm{A}}$ that is optimal w.r.t. $Y$ for $Y:=\left(\mathrm{F}(d), E_{q, \text { vcol }}^{n}\right)$. Let $Y^{\prime}:=\left(\mathrm{F}(d), E_{q, \text { vcol }}^{n}\right), p:=p_{q, \text { vcol }}$ and $p^{\prime}:=p_{q, \text { vcol }}$. Let us show that $n \preceq_{\text {par }} \operatorname{NewCol}\left(q, \mathrm{vcol}^{\prime}\right)$. This straightforwardly holds if $n=e-1$. Assume now that $n \neq e-1$. The Player-A strategy $\mathrm{s}_{Y}^{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right)$ dominates the valuations $v_{Y}^{u}=v_{Y^{\prime}}^{u}$.

Consider an action $b \in \operatorname{Act}_{\mathrm{B}}$ and assume that out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=$ 0. By Corollary 8.11, we have $j:=\max \operatorname{CoIBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, b\right)$ is even
with $\max \operatorname{ColBSCC}\left(q, \operatorname{vcol}, n, \sigma_{\mathrm{A}}, b\right) \geq \max \left(\operatorname{vcol}(q), c_{n}\right)$ for $c_{n}=n-1$ if $n$ is even and $c_{n}=n+1$ otherwise. Since $n-1$ is odd, it follows that, in any case, $\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, b\right) \geq n$. Then, by Lemma 8.14, we have $\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}^{\prime}, n, \sigma_{\mathrm{A}}, b\right)=\max \operatorname{CoIBSCC}\left(q, \mathrm{vcol}, n, \sigma_{\mathrm{A}}, b\right)$, which is even. As this holds for all $b \in$ Act $_{\mathrm{B}}$, the GF-strategy $\sigma_{\mathrm{A}}$ strongly dominates the valuation $v_{Y^{\prime}}^{u}$, hence, by Proposition 8.1, the value of the state $q_{\text {init }}$ in the game $\mathcal{G}_{Y^{\prime}}$ is at least $u: \chi_{\mathcal{G}_{Y^{\prime}}}\left[q_{\text {init }}\right] \geq u$. Hence, $n \preceq_{\text {par }} \operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right)$.

Let us now show that $\operatorname{NewCol}\left(q\right.$, vcol $\left.^{\prime}\right) \preceq_{\text {par }} n$, which straightforwardly holds if $n=e$. Hence, assume that $n \neq e$ and let $m:=\operatorname{Succ}(n) \in \llbracket 0, e \rrbracket$. The proof is very similar than in the previous case. Let $Z:=\left(\mathrm{F}(d), E_{q, v c o l}^{m}\right)$. Let also $Z^{\prime}:=\left(\mathrm{F}(d), E_{q, \text { vcol }}^{m}\right)$. The value of the state $q_{\text {init }}$ in the game $\mathcal{G}_{Z}$ is at most $u^{\prime}$ for some $u^{\prime}<u$ : $\chi_{\mathcal{G}_{Z}}\left[q_{\text {init }}\right] \leq u^{\prime}<u$. Consider a Player- B GF-strategy $\sigma_{\mathrm{B}}$ that is optimal w.r.t. $Z$. The Player-B strategy $\mathrm{s}_{Z}^{\mathrm{B}}\left(\sigma_{\mathrm{B}}\right)$ dominates the valuation $v_{Z}^{u^{\prime}}=v_{Z^{\prime}}^{u^{\prime}}$. Consider an action $a \in \operatorname{Act}_{\mathrm{A}}$ and assume that $\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(a, \sigma_{\mathrm{B}}\right)=0$. We have max $\operatorname{CoIBSCC}\left(q, v c o l, m, a, \sigma_{\mathrm{B}}\right)$ odd with $j:=\max \operatorname{ColBSCC}\left(q, \operatorname{vcol}, m, a, \sigma_{\mathrm{B}}\right) \geq \max \left(\operatorname{vcol}(q), c_{m}\right)$ for $c_{m}=m-1$ if $m$ is even and $c_{m}=m+1$ otherwise. Let us show that $j \geq n$.

- If $m$ is odd (and $n=m+2$ ), we have $c_{m}=m+1=n-1$ which is even. Hence, $j \geq n$.
- If $m=0$ (and $n=1$ ), since $j$ is odd, it must be that $j \geq n$.
- If $m \geq 2$ is even (and therefore $n=m-2$ ), we have $c_{m}=m-1=n+1$. Hence, we have $j \geq n+1$.

We can therefore apply Lemma 8.14 to obtain that $\max \operatorname{CoIBSCC}\left(q, \mathrm{vcol}^{\prime}, m, a, \sigma_{\mathrm{B}}\right)=$ $\max \operatorname{ColBSCC}\left(q, \mathrm{vcol}, m, a, \sigma_{\mathrm{B}}\right)$, which is odd. As this holds for all $a \in \operatorname{Act}_{\mathrm{A}}$, we have that the GF-strategy $\sigma_{\mathrm{B}}$ strongly dominating the valuation $v_{Z^{\prime}}^{u^{\prime}}$, hence, by Proposition 8.1, the value of the state $q_{\text {init }}$ in the game $\mathcal{G}_{Z^{\prime}}$ is at most $u^{\prime}$ : $\chi_{\mathcal{G}_{Z^{\prime}}}\left[q_{\text {init }}\right] \leq u^{\prime}$. Hence, $\operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right) \prec_{\text {par }} m$.

In any case, we have $n=\operatorname{NewCol}\left(q, \mathrm{vcol}^{\prime}\right)$.

## Complete definition of faithfulness

We want to formally give the definition of faithfulness that we will use in the proof. First, we define the notion of coherent coloring and environment functions. Informally, for each state $q \in Q_{u}$ : the colors given by the coloring function correspond to the environment provided at each state (the environments being defined from coloring functions as in Definition 8.13).
Definition 8.21 (Coherent coloring and environment functions). Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some color $n \in \llbracket 0, e \rrbracket$ and let $Q_{n}:=\operatorname{vcol}^{-1}[n]$. Consider an environment function $\mathrm{Ev}: Q_{n} \rightarrow \operatorname{Env}(Q)$ and, for all $q \in Q_{n}$, let $\mathrm{vcol}_{q}: Q_{u} \rightarrow \llbracket 0, e \rrbracket$ be the coloring function associated with
the environment $\operatorname{Ev}(q)$. Let $q \in Q_{n}$. We say that (vcol, Ev) is coherent at state $q$ if, letting $n_{q}:=\operatorname{NewCol}\left(q, \operatorname{vcol}_{q}\right)$ :

- $\operatorname{col}(q), \operatorname{vcol}_{q}(q), n_{q} \leq n$ and the coloring function vcol is n-prevailing compared to the coloring function $\mathrm{vcol}_{q}$;
- $n \equiv n_{q} \bmod 2$ and $\operatorname{Ev}(q)=\operatorname{CreateEnv}\left(n_{q}, q, \operatorname{vcol}_{q}\right)$ where CreateEnv corresponds to Algorithm 8.9.

If this holds for all $q \in Q_{n}$, (vcol, Ev) is coherent at color $n$.
Definition 8.22 (Faithful pair of coloring and environment functions). Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some $n \in \llbracket 0, e+1 \rrbracket$ and a partial environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ defined on vcol ${ }^{-1}[\llbracket n, e \rrbracket]$. We say that (vcol, Ev) is faithful down to $n$ if:

1f. for all $k \in \llbracket n, e \rrbracket$, the pair (vcol, Ev) witnesses the color $k$;
2f. for all $k \in \llbracket n, e \rrbracket$, the pair (vcol, Ev) is coherent at color $k$;
3f. for all $q \in Q_{u}$, if $\operatorname{vcol}(q)<n$, then we have $\operatorname{col}(q)=\operatorname{vcol}(q)$ and $\operatorname{NewCol}(q$, vcol $)<n$;

When $n=0$, we say that the pair (vcol, Ev) is completely faithful.

## Three central lemmas

In the following, we state three lemmas that we will use in remainder of this chapter. The first lemma relates probability distributions in a local game and in a global game. This is particularly useful as it allows to use the assumptions made on the local strategies to obtain various properties on global games where such local strategies are used.

The second lemma states that any Player-A positional strategy generated by an environment such that the new color (w.r.t. that environment) is even dominates a specific valuation. This is analogous for Player B.

Finally, the third lemma states that any Player-A local strategy defined by local strategies that are optimal w.r.t. to an even color ensure that in a BSCC $H$ compatible with such a strategy, if some high enough color occurs in $H$, then $H$ is even-colored. This is analogous for Player B .

Lemma 8.16. Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some color $n \in \llbracket 0, e \rrbracket$ and a partial environment function Ev : $Q_{u} \rightarrow \operatorname{Env}(Q)$ defined over $Q_{n}$ for $Q_{n}:=\operatorname{vcol}^{-1}[\{n\}]$. Let $q \in Q_{n}$ and $\operatorname{vcol}_{q}: Q_{u} \rightarrow \llbracket 0, e \rrbracket$ be the coloring function associated with environment $\operatorname{Ev}(q)$. We also let $p:=p_{q, \mathrm{vcol}_{q}}$. Then, for all Player-A and Player-B strategies $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$ in the arena $\mathcal{C}_{\mathrm{vcol}}^{n}$, we have:

$$
\begin{equation*}
\forall x \in V_{Q \backslash Q_{u}}, \mathbb{P}_{\mathcal{C}_{\mathrm{vcol}}^{n}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[x]=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}[x]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \tag{8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}_{\mathcal{C}_{\mathrm{col} 1}^{n}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{sB}_{\mathrm{B}}}\left[Q_{n} \cup K^{n}\right]=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}\left[\left\{q_{\text {init }}\right\} \cup K_{e}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \tag{8.2}
\end{equation*}
$$

Furthermore, if vcol is equivalent down to $n+1$ to $\mathrm{vcol}_{q}$ :

$$
\begin{equation*}
\forall i \in \llbracket n+1, e \rrbracket, \mathbb{P}_{C_{\text {vcol }} \mathrm{s}_{\mathrm{N}}, \mathrm{~S}_{\mathrm{B}}, q}\left[k_{i}^{n}\right]=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}\left[k_{i}\right\rangle}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \tag{8.3}
\end{equation*}
$$

and if, in addition, vcol is $n$-prevailing compared to $\mathrm{vcol}_{q}$ :

$$
\begin{equation*}
\mathbb{P}_{\mathcal{C}_{\mathrm{vcol}}^{\mathrm{s}}, \mathrm{~s}_{\mathrm{B}}, q}\left[\operatorname{vcol}_{q}^{-1}[n] \backslash\{q\}\right]=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}\left[k_{n}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \tag{8.4}
\end{equation*}
$$

Proof. By Definition 8.11, we have:

- for all $q^{\prime} \in Q_{n}, p_{n, \text { vcol }}^{-1}\left[q^{\prime}\right]=\left\{q^{\prime}\right\} ;$
- for all $i \in \llbracket 0, e \rrbracket: p_{n, \text { vcol }}^{-1}\left[k_{i}^{n}\right]=\operatorname{vcol}^{-1}[i] \backslash Q_{n}$;
- for all $x \in V_{Q \backslash Q_{u}}, p_{n, \text { vcol }}^{-1}[x]=Q_{x}$.

Furthermore, from Definition 8.13, we have:

- $p^{-1}\left[q_{\text {init }}\right]=\{q\}$;
- for all $i \in \llbracket 0, e \rrbracket: p^{-1}\left[k_{i}\right]=\operatorname{vcol}^{-1}[i] \backslash\{q\}$;
- for all $x \in V_{Q \backslash Q_{u}}, p^{-1}[x]=Q_{x}=p_{n, v \text { col }}^{-1}[x]$.

By Definition 8.12, for all $x \in V_{Q \backslash Q_{u}}$. We have:

$$
\begin{aligned}
& \left.\mathbb{P}_{\mathcal{C}_{\text {voc }}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}(x)=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p_{n, v o l}^{-1}[x]}\right\rangle\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}[x]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)
\end{aligned}
$$

This proves Equation (8.1).
Furthermore, using this Equation for the second equality, we have:

$$
\begin{aligned}
& =1-\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left.\left.p^{-1}\left[V_{Q \backslash Q_{u}}\right]\right\rangle\right]}\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)\right.\right. \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), 1-\mathbb{1}_{p^{-1}}\left[V_{Q \backslash Q_{u}}\right\rangle\right]\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}}\left[\left\{q_{\text {qinit }}\right\} \cup K_{e}\right]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)
\end{aligned}
$$

This proves Equation (8.2).
Assume now that vcol is equivalent down to $n+1$ to vcol $_{q}$. Let $i \in \llbracket n+1, e \rrbracket$. We have $\mathrm{vcol}^{-1}[i]=\operatorname{vcol}_{q}^{-1}[i]$ (recall Definition 8.20). Furthermore, for all $q^{\prime} \in$ $Q_{n}$, we have $\operatorname{vcol}\left(q^{\prime}\right)=n \neq i$. Hence, $\operatorname{vcol}^{-1}[i] \backslash Q_{n}=\operatorname{vcol}^{-1}[i]=\operatorname{vcol}^{-1}[i] \backslash\{q\}$. Hence we have, again by Definition 8.12, for all $i \in \llbracket n+1, e \rrbracket$ :

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{C}_{\text {vcol }}^{n}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}},\left(k_{i}^{n}\right)=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p_{n, v o c}^{-1}\left[k_{i}^{n}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathcal{F}(q), \operatorname{vcol}^{-1}[i]\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)
\end{aligned}
$$

This gives Equation (8.3). Assume in addition that vcol is $n$-prevailing compared to $\operatorname{vcol}_{q}$ (recall Definition 8.20). That is, $\operatorname{vcol}_{q}^{-1}[n] \subseteq \operatorname{vcol}^{-1}[n]=Q_{n}$ . Hence, $\mathrm{vcol}_{q}^{-1}[n] \backslash\{q\} \subseteq Q_{n}$. It follows that:

$$
\begin{aligned}
\mathbb{P}_{\mathcal{C}_{\mathrm{vco}}, q}^{\mathrm{sA}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\operatorname{vcol}_{q}^{-1}[n] \backslash\{q\}\right]= & \sum_{q^{\prime} \in \operatorname{vcol}_{q}^{-1}[n] \backslash\{q\}} \operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p_{n, \mathrm{vcol}^{-1}}^{-1}\left[q^{\prime}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
= & \sum_{q^{\prime} \in \operatorname{vcol}_{q}^{-1}[n] \backslash\{q\}} \operatorname{out}\left[\left\langle\mathrm{F}(q), q^{\prime}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\mathrm{vcol}_{q}^{-1}[n] \backslash\{q\}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{p^{-1}\left[k_{n}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)
\end{aligned}
$$

We obtain Equation (8.4).
Lemma 8.17. Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some color $n \in \llbracket 0, e \rrbracket$ and let $Q_{n}:=\operatorname{vcol}^{-1}[n]$. Consider an environment function $\mathrm{Ev}: Q_{n} \rightarrow \operatorname{Env}(Q)$. Assume that ( $\mathrm{vcol}, \mathrm{Ev}$ ) is coherent at color n. In the arena $\mathcal{C}_{\text {vcol }}^{n}$ :

- if $n$ is even, then all positional Player-A strategies generated by the environment Ev dominate the valuation $v_{n, \text { vcol }}^{u}$ in the arena $\mathcal{C}_{\text {vcol }}^{n}$ (see Definition 8.16);
- if $n$ is odd, then there is some $y<u$ such that, for all $z \geq y$, all positional Player-B strategies generated by the environment Ev dominate the valuation $v_{n, \text { vcol }}^{z}$ in the arena $\mathcal{C}_{\text {vcol }}^{n}$ (see Definition 8.16).
Proof. For all states $q \in Q_{n}$, we let $\mathrm{vcol}_{q}: Q_{u} \rightarrow \llbracket 0, e \rrbracket$ be the coloring function associated with the environment $\operatorname{Ev}(q)$ and we let $p:=p_{q, \text { vcol }_{q}}$. Let $q \in Q_{n}$. For all Player- A and B strategies $\mathrm{s}_{\mathrm{A}}, \mathrm{S}_{\mathrm{B}}$ in the arena $\mathcal{C}_{\text {vcol }}^{n}$, for all $z \in[0,1]$, we have:

Assume that $n$ is even and consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment function Ev. Letting $Y_{q}:=(\mathrm{F}(q), \operatorname{Ev}(q))$, in the game $\mathcal{G}_{Y_{q}}$, the positional Player-A strategy $s_{Y_{q}}^{\mathrm{A}}\left(\mathrm{s}_{\mathrm{A}}(q)\right)$ dominates the valuation $v_{Y_{q}}^{u^{\prime}}$ for $u^{\prime}:=\chi_{\mathcal{G}_{Y_{q}}}\left[q_{\text {init }}\right] \geq u$ (recall Lemma 8.2) since (vcol, Ev) is coherent at color $n$. Hence:

$$
\begin{aligned}
u^{\prime} & \leq \operatorname{out}\left[\left\langle\mathrm{F}(q), v_{Y_{q}}^{u^{\prime}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left.\left.p^{-1}\left[\left\{q_{\text {init }}\right\} \cup K_{e}\right\rangle\right]\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \cdot u^{\prime}}\right.\right. \\
& +\sum_{x \in V_{Q \backslash Q_{u}}} \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{p^{-1}[x]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \cdot x \\
& =u^{\prime} \cdot \mathbb{P}_{\mathcal{C}_{\text {vocl }}, \mathrm{s}_{\mathrm{B}}, q}\left[Q_{n} \cup \mathrm{~K}^{n}\right]+\sum_{x \in V_{Q \backslash Q_{u}}} x \cdot \mathbb{P}_{\mathcal{C}_{\text {vocl }}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{ss}_{\mathrm{B}}}[x]
\end{aligned}
$$

Then, we have (since $u^{\prime} \geq u$ ):

$$
\begin{aligned}
& u=u^{\prime}+\left(u-u^{\prime}\right) \leq u^{\prime} \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{vco}}^{n}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}, q\left[Q_{n} \cup K^{n}\right]+\sum_{x \in V_{Q \backslash Q_{u}}} x \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{vcol}}^{n}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}[x]+\left(u-u^{\prime}\right) \\
& \left.\leq u^{\prime} \cdot \mathbb{P}_{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}^{\mathcal{C}_{\mathrm{coc}}^{n}, q}\left[Q_{n} \cup K^{n}\right]+\sum_{x \in V_{Q \backslash Q_{u}}} x \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{vcol}}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[x]+\left(u-u^{\prime}\right) \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{vco}}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}, q Q_{n} \cup K^{n}\right] \\
& =u \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{vcol}}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[Q_{n} \cup K^{n}\right]+\sum_{x \in V_{Q \backslash Q_{u}}} x \cdot \mathbb{P}_{\mathcal{C}_{\mathrm{vco}}, q}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}[x] \\
& =\operatorname{out}\left[\left\langle\mathrm{F}(q), v_{n, \mathrm{vcol}}^{u}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)
\end{aligned}
$$

Since this holds for all Player-B positional strategies strategies $s_{B}$ and for all $q \in Q_{n}$, it follows that the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ dominates the valuation $v_{n, \mathrm{vcol}}^{u}$ in the arena $\mathcal{C}_{\text {vcol }}^{n}$.

In the case where $n$ is odd, the proof is analogous, from Player-B's point-of-view.

Lemma 8.18. Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some $n \in \llbracket 0, e \rrbracket$ and $Q_{n}:=\operatorname{vcol}^{-1}[\{n\}]$. Consider an environment function Ev : $Q_{n} \rightarrow \operatorname{Env}(Q)$ and assume that (vcol, Ev) is coherent at the color $n$. Then, denoting $K^{\geq n}:=\left\{k_{i}^{n} \mid i \in \llbracket n, e \rrbracket\right\}$ :

- if $n$ is even, then in the arena $\mathcal{C}_{\mathrm{vcol}}^{n}$, all positional Player-A strategies generated by the environment Ev ensure that for all BSCCs $H$ compatible with $\mathrm{s}_{\mathrm{A}}$, if $K^{\geq n}$ occurs in $H$, then $H$ is even-colored;
- if $n$ is odd, then in the arena $\mathcal{C}_{\mathrm{vcol}}^{n}$, all positional Player-B strategies generated by the environment Ev ensure that for all BSCCs $H$ compatible with $\mathrm{s}_{\mathrm{B}}$, if $K^{\geq n}$ occurs in $H$, then $H$ is odd-colored.

Proof. Assume that $n$ is even and consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment Ev in the game $\mathcal{L}_{\text {vcol }}^{n}$ (recall Definition 8.12). Consider a Player-B positional deterministic strategy $s_{B}$ and consider a BSCC $H$ compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$.

For all $q \in Q_{n}$, let $\operatorname{vcol}_{q}: Q_{u} \rightarrow \llbracket 0, e \rrbracket$ be the coloring function associated with the environment $\operatorname{Ev}(q)$. Let $q \in Q_{n}$ and $n_{q}:=\operatorname{NewCol}\left(q, \operatorname{vcol}_{q}\right)$. Since (vcol, Ev) is coherent at $n, n_{q}$ is even and less than or equal to $n$. Recall that $\mathcal{G}_{q, \text { vcol }}^{n_{q}}=\mathcal{G}_{Y_{q}}$, for $Y_{q}:=\left(\mathrm{F}(q), E_{q, \mathrm{vcol}_{q}}^{n_{q}}\right)$ (see Definition 8.13). Recall also that $E_{q, \mathrm{vcol}_{q}}^{n_{q}}=\left\langle\max \left(c_{n_{q}}, \operatorname{vcol}_{q}(q)\right), e, p_{\{q\}, \mathrm{vcol}_{q}}\right\rangle$ (also see Definition 8.13) with $c_{n_{q}}=n_{q}-1$ as $n_{q}$ is even. Let $p^{q}:=p_{q, \mathrm{vcol}_{q}}$. Note that $p_{[0,1]}^{q} \subseteq V_{Q \backslash Q_{u}}$ (recall Definition 8.13). By Equation (8.1) from Lemma 8.16, if $q$ is in $H$, then out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{Q \backslash Q_{u}}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)=0$. In that case, since the Player-A GFstrategy $\mathrm{s}_{\mathrm{A}}(q)$ is optimal w.r.t. $Y_{q}$ (recall Lemma 8.2), we have the following.:

$$
\begin{equation*}
\max \left(\operatorname{Color}\left(\mathrm{F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right), n_{q}-1, \operatorname{vcol}_{q}(q)\right) \text { is even } \tag{8.5}
\end{equation*}
$$

Since (vcol, Ev) is coherent (see Definition 8.21) at $n$, we have $\operatorname{col}(q) \leq n$ for all $q \in Q_{n}$. Hence, our goal is to show that:

$$
K^{\geq n} \text { occurs in } H \Rightarrow \max M \text { is even }
$$

with $M:=\left\{i \in \llbracket n, e \rrbracket \mid k_{i}^{n}\right.$ occurs in $\left.H\right\}$.
To prove this, we use the following characterization: for all colors $i \in$ $\llbracket n+1, e \rrbracket$, by Equation (8.3) in Lemma 8.16 since vcol and $\operatorname{vcol}_{q}$ are equivalent down to $n+1$, we have the following equivalence:

$$
\begin{equation*}
k_{i}^{n} \text { occurs in } H \Leftrightarrow \exists q \in H, i \in \operatorname{Color}\left(\mathrm{~F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \tag{8.6}
\end{equation*}
$$

Furthermore, for all $q \in H$, by assumption (the pair (vcol, Ev) being coherent), $\operatorname{vcol}_{q}(q) \leq n$. Hence, since $n_{q} \leq n$, Equation (8.5) gives that, for all $q \in H:$
$\max \operatorname{Color}\left(\mathrm{F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \geq n+1 \Rightarrow \max \operatorname{Color}\left(\mathrm{~F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)$ is even
Furthermore, if $\max M=n$, then $n$ is the highest color appearing in $H$ (since vcol and Ev are coherent at $n$ ) and $H$ is then even-colored. Otherwise:

$$
\begin{aligned}
K^{\geq n} \text { occurs in } H & \Leftrightarrow M \neq \emptyset \\
& \Rightarrow M \neq \emptyset \wedge k_{m}^{n} \text { occurs in } H \text { for } m:=\max M \\
& \Rightarrow M \neq \emptyset \wedge \exists q_{m} \in H, m \in \operatorname{Color}\left(\mathrm{~F}\left(q_{m}\right), p, \mathrm{~s}_{\mathrm{A}}\left(q_{m}\right), \mathrm{s}_{\mathrm{B}}\left(q_{m}\right)\right) \\
& \text { by Equation }(8.6) \\
& \Rightarrow M \neq \emptyset \wedge \exists q_{m} \in H, \max \operatorname{Color}\left(\mathrm{~F}\left(q_{m}\right), q^{q_{m}}, \mathrm{~s}_{\mathrm{A}}\left(q_{m}\right), \mathrm{s}_{\mathrm{B}}\left(q_{m}\right)\right)=m \\
& \text { since } m=\max M \text { and by Equation }(8.6) \\
& \Rightarrow M \neq \emptyset \wedge m=\max M \text { is even } \\
& \text { since } m \geq n+1 \text { and by Equation (8.7) }
\end{aligned}
$$

We obtain the desired result.
The case of $n$ odd is analogous by reversing the instances of 'odd' and 'even'. However, the arguments for obtaining the analogue of Equation (8.5) is slightly different. Indeed, letting $Y_{q}:=\left(f s f(q), E_{\{q\}, v c o l}{ }_{q}\right)$, , the Player-B GF-strategy $\mathrm{s}_{\mathrm{B}}(q)$ is optimal w.r.t. $Y_{q}$ (recall Lemma 8.2 and the definition of CreateEnv (i.e. Algorithm 8.9)). Recall that $E_{\{q\}, v \operatorname{col} I_{q}}^{\operatorname{Succ}\left(n_{q}\right)}=\left\langle\max \left(c_{\operatorname{Succ}\left(n_{q}\right)}, \operatorname{vcol}_{q}(q)\right), e, \operatorname{vcol}_{q}\right\rangle$ where $c_{\operatorname{Succ}\left(n_{q}\right)}=-1$ if $n_{q}=1$ and $c_{\operatorname{Succ}\left(n_{q}\right)}=n_{q}-1$ otherwise (i.e. if $n_{q} \geq 3$ ). Overall, from Lemma 8.2, we do obtain:

$$
\begin{equation*}
\max \left(\operatorname{Color}\left(\mathrm{F}(q), p, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right), n_{q}-1, \operatorname{vcol}_{q}(q)\right) \text { is odd } \tag{8.8}
\end{equation*}
$$

with $n_{q}-1$ even.

## Proof of Lemma 8.6

Let us define a notion which is slightly weaker then being faithful: being nondeceiving.

Definition 8.23 (Non-deceiving environment and coloring functions). Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, a partial environment function $\operatorname{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ and some color $n \in \llbracket 0, e+1 \rrbracket$. We say that the pair ( $\mathrm{vcol}, \mathrm{Ev}$ ) is non-deceiving down to $n$ if:
$1 n-d$. for all $k \in \llbracket n, e \rrbracket$, the pair (vcol, Ev) witnesses the color $k$;
$2 n-d$. for all $k \in \llbracket n, e \rrbracket$, the pair (vcol, Ev) is coherent at color $k$;
$3 n-d$. for all $q \in Q_{u}$, if $\operatorname{vcol}(q)<n$, then we have $\operatorname{col}(q)=\operatorname{vcol}(q)$ and $\operatorname{NewCol}(q, \operatorname{vcol}) \leq n$.

The difference with being faithful lies in the fact that some state $q \in Q_{u}$ with $\operatorname{vcol}(q)<n$ could be such that $\operatorname{NewCol}(q, \mathrm{vcol})=n$ (which is not possible with a faithful pair). When $n=0$, being non-deceiving down to $n$ is equivalent to being faithful down to $n$ (i.e. to being completely faithful).

Then, Algorithm 8.12 is composed of Algorithm 8.10 and Algorithm 8.11. In fact, Algorithm 8.10 transforms a faithful pair into a non-deceiving one (one level below). And Algorithm 8.11 transforms a non-deceiving pair into a faithful one (at the same level). We state one lemma per algorithm formally stating the specifications of these algorithms.
Lemma 8.19. Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some color $n \in \llbracket 1, e+1 \rrbracket$ and a partial environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ defined on $\mathrm{vcol}^{-1}[\llbracket n, e \rrbracket]$. Assume that (vcol, Ev) is faithful down to $n$. Let $\mathrm{Ev}^{\prime} \leftarrow \operatorname{UpdCurSta}(n-1, \mathrm{vcol}, \mathrm{Ev})$. Then, (vcol, Ev') is non-deceiving down to $n-1$.

Proof. For all $q \in Q_{u}$, such that $\operatorname{vcol}(q) \geq n-1$, we denote by $\operatorname{vcol}_{q}$ the coloring function corresponding to the environment $\operatorname{Ev}^{\prime}(q)$.

2 n -d. Let us show that ( $\mathrm{vcol}, \mathrm{Ev}^{\prime}$ ) is coherent at $n-1$. We let $Q_{n-1}:=$ $\mathrm{vcol}^{-1}[n-1]$ and $q \in Q_{n-1}$. Since (vcol, Ev) is faithful down to $n$, we have $\operatorname{vcol}(q)=\operatorname{col}(q)=n-1$. Furthermore, $\operatorname{vcol}_{q}=$ vcol. Hence, $\operatorname{vcol}_{q}=$ $(q)=\operatorname{col}(q)=n-1$. In addition, since the pair (vcol, Ev) is faithful down to $n$, we have $\operatorname{NewCol}(q$, vcol $)<n$. By Proposition 8.13, we have $n-1=$ $\operatorname{vcol}(q) \leq \operatorname{NewCol}(q, \operatorname{vcol})<n$. Hence, $\operatorname{vcol}(q)=\operatorname{NewCol}(q, \operatorname{vcol})=n-1$. By definition of Algorithm 8.9, we have $\mathrm{Ev}^{\prime}(q)=\operatorname{CreateEnv}(n-1, q$, vcol). As this holds for all $q \in Q_{n-1}$, ( $\mathrm{vcol}, \mathrm{Ev}$ ) is coherent at $n-1$.

3 n -d. This condition straightforwardly holds since the coloring function has not changed and the pair (vcol, Ev) is faithful down to $n$.
$1 \mathrm{n}-\mathrm{d}$. This condition straightforwardly holds for $k \geq n$ since the pair (vcol, Ev) is faithful down to $n$. Note that since (vcol, $\mathrm{Ev}^{\prime}$ ) is coherent at $n-1$, both Lemma 8.17 and Lemma 8.18 can be applied to (vcol, Ev') at $n-1$.

Assume that $n-1$ is even. Consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment Ev in the game $\mathcal{L}_{\text {vcol }}^{n-1}$. By Lemma 8.17, this strategy dominates the valuation $v_{n-1, \text { vcol }}^{u}$ in the arena $\mathcal{C}_{\text {vcol }}^{n-1}$. Consider a Player-B positional deterministic strategy $\mathrm{s}_{\mathrm{B}}$ and consider a BSCC $H$ in $\mathcal{C}_{\text {vcol }}^{n-1}$ compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$. By Lemma 8.18, if $K^{\geq n-1}$ occurs in $H$, then $H$ is even-colored. Assume now that $K^{\geq n-1}$ does not occur in $H$. In that case, there are some states in $H$ in $Q_{n-1} \subseteq \operatorname{col}^{-1}[n-1]$ and possibly some states in $\left\{k_{i}^{n-1} \mid i \in \llbracket 0, n-2 \rrbracket\right\}$ occur in $H$ with $\operatorname{col}^{n-1}\left(k_{i}^{n-1}\right)=n-2$ for all $i \in \llbracket 0, n-2 \rrbracket$. Hence, the highest color appearing in $H$ is $n-1$ and therefore $H$ is even-colored. Thus, sa parity dominates the valuation $v_{n-1, \text { vcol }}^{u}$.

The case where $n-1$ is odd is analogous, from Player-B point-of-view.

Lemma 8.20. Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$, some color $n \in \llbracket 0, e \rrbracket$, and a partial environment function $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ defined on $\llbracket n, e \rrbracket$. Assume that the pair (vcol, Ev) is non-deceiving down to n. Let $\left(\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}\right) \leftarrow$ UpdNewSta $(n, \mathrm{vcol}, \mathrm{Ev})$. Then, $\left(\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}\right)$ is faithful down to $n$.

Proof. For all $q \in Q_{u}$ such that $\operatorname{vcol}(q) \geq n$, we denote by $\operatorname{vcol}_{q}$ the coloring function associated with the environment $\operatorname{Ev}^{\prime}(q)$. Let $Q_{n}:=\left(\operatorname{vcol}^{\prime}\right)^{-1}[n]$.

2f. For all $k \in \llbracket n+1, e \rrbracket$, the pair $\left(\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}\right)$ is coherent at $k$ since the pair (vcol, Ev) is non-deceiving down to $n$. Now, let $q \in Q_{n}$. If $\operatorname{vcol}(q)=n$, then straightforwardly, $\left(\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}\right)$ is coherent at state $q$ since (vcol, Ev) is non-deceiving down to $n$, hence vcol is $n$-prevailing compared to $\mathrm{vcol}_{q}$ and vcol' is also $n$-prevailing compared to vcol. Consider now a state $q \in Q_{n}$ such that $\operatorname{vcol}(q)<n$. By definition of Algorithm 8.11, we have $\operatorname{vcol}(q)=\operatorname{vcol}_{q}(q) \leq \operatorname{NewCol}\left(q, \operatorname{vcol}_{q}\right)=n($ by Proposition 8.13). That is, $\operatorname{vcol}_{q}(q) \leq n-1$. Since (vcol, Ev) is non-deceiving down to $n$, we have $\operatorname{col}(q)=\operatorname{vcol}(q)=\operatorname{vcol}_{q}(q) \leq n-1$. Furthermore, by definition of Algorithm 8.11, the colors of the states in $\mathrm{vcol}^{-1}[\llbracket n, e \rrbracket]$ is not changed and more and more states are colored with $n$. Hence, vcol is $n$-prevailing compared to $\mathrm{vcol}_{q}$. In addition, $n=\operatorname{NewCol}\left(q, \mathrm{vcol}_{q}\right)$ and $\operatorname{Ev}(q)=\operatorname{Create} \operatorname{Env}\left(n, q, \mathrm{vcol}_{q}\right)$. It follows that the pair (vcol$\left.{ }^{\prime}, \mathrm{Ev}^{\prime}\right)$ is coherent at state $q$, and this holds for all $q \in Q_{n}$.

3f. By definition of Algorithm 8.11, for all $k<n$ and state $q \in Q_{u}$ such that $\operatorname{vcol}^{\prime}(q)=k$, we have $\operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right) \neq n$ and $\operatorname{vcol}^{\prime}(q)=\operatorname{vcol}(q)=\operatorname{col}(q)$
(since (vcol, Ev) is non-deceiving down to $n$ ). Furthermore, assume towards a contradiction that a state $q \in Q_{u}$ is such that $\operatorname{vcol}^{\prime}(q)=$ $k=\operatorname{vcol}(q)$ and $\operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right)=m>n$. In that case, by Proposition 8.15 , since vcol and vcol $^{\prime}$ are equivalent down to $m$, we would have $\operatorname{NewCol}(q, \mathrm{vcol})=m>n$, which is not possible since (vcol, Ev) is non-deceiving down to $n$. In fact, $\operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right)<n$.

1f. Let $k \geq n+1$. We have $\operatorname{vcol}^{-1}[k]=\left(\operatorname{vcol}^{\prime}\right)^{-1}[k]$ and for all $q \in \operatorname{vcol}^{-1}[k]$, we have $\operatorname{Ev}(q)=\mathrm{Ev}^{\prime}(q)$. Hence, the first condition for faithfulness holds for $k$ since (vcol, Ev) is non-deceiving down to $n$. We consider now the case where $k=n$. Assume that $n$ is even. Consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment function Ev in the game $\mathcal{L}_{\text {vcol }}^{n}$. Let us show that this strategy parity dominates the valuation $v_{n, \text { vcol }}^{u}$ in the game $\mathcal{L}_{\text {vcol' }}^{n}$. By Lemma 8.17, this strategy dominates the valuation $v_{n, \text { vcol }}^{u}$. Now, fix a Player-B positional deterministic strategy $\mathrm{s}_{\mathrm{B}}$ and consider a BSCC $H$ compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$ in $\mathcal{L}_{\text {vcol }}^{n}$. If $K^{\geq n}$ occurs in $H$, then by Lemma 8.18, the BSCC $H$ is even-colored. Assume now that $K^{\geq n}$ does not occur in $H$. Let $X_{n}^{0}:=\operatorname{vcol}^{-1}[n]$ and let $j:=\left|Q_{n}\right|-\left|X_{n}^{0}\right|$. For all $1 \leq i \leq j$, we denote by $q_{i}$ the $i$-th element of $Q_{n}$ whose color was changed by Algorithm 8.11 and $X_{n}^{i}:=X_{n}^{0} \cup \cup_{1 \leq k \leq i}\left\{q_{i}\right\}$. In particular, $X_{n}^{j}=Q_{n}$ and:

$$
\begin{equation*}
\forall i \in \llbracket 1, j \rrbracket, \operatorname{vcol}_{q_{i}}^{-1}[n]=X_{n}^{i-1} \tag{8.9}
\end{equation*}
$$

First, assume that $H \subseteq X_{n}^{0}$. In that case, this is a BSCC compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{L}_{\mathrm{vcol}}^{n}$ in which this strategy, by assumption, parity dominates the valuation $v_{n, \text { vcol }}^{u}$. Hence, this BSCC is even-colored. Second, assume that $H \nsubseteq X_{n}^{0}$ and let $C_{n}:=Q_{n} \cap \operatorname{col}^{-1}[n]$. For all $i \in \llbracket 0, j \rrbracket$, let $H_{i}:=H \cap X_{n}^{i}$. Let us show by induction on $i \in \llbracket 0, j \rrbracket$ the following property $\mathcal{P}(i)$ : for all $q \in H_{i} \backslash C_{n}$, there is a positive probability to visit $C_{n}$ from $q$ while only visiting states in $H_{i}$, that is:

$$
\mathbb{P}_{\mathcal{C}_{\text {vcol' }}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[H_{i}^{*} \cdot C_{n}\right]>0
$$

Assume towards a contradiction that $\mathcal{P}(0)$ does not hold. That is, there is some $q \in H_{0} \backslash C_{n}$ such that $\mathbb{P}_{\mathcal{C}_{\text {vcoll }}^{n}, q}^{\mathrm{sA}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}\left[H_{0}^{*} \cdot C_{n}\right]=0$. Let $Z \subseteq H_{0}$ be the set of states in $H_{0}$ such that $Z:=\{q\} \cup\left\{q^{\prime} \in H_{0} \mid \mathbb{P}_{\mathcal{C}_{\text {vcol }}, ~}^{\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}},\left[H_{0}^{*} \cdot q^{\prime}\right]>\right.$ $0\}$. Note that $Z \cap C_{n}=\emptyset$. Our goal is now to exhibit a BSCC in $\mathcal{L}_{\text {vcol }}^{n}$ that is compatible with $\mathrm{s}_{\mathrm{A}}$ and that is odd-colored. This will be a contradiction with the fact that $s_{A}$ parity dominates the valuation $v_{n, \text { vcol }}^{u}$ in the game $\mathcal{L}_{\text {vcol }}^{n}$. Consider a Player- B strategy $\mathrm{s}_{\mathrm{B}}^{\prime}$ such that, for all $q^{\prime} \in X_{n}^{0}, \mathrm{~s}_{\mathrm{B}}^{\prime}\left(q^{\prime}\right):=\mathrm{s}_{\mathrm{B}}\left(q^{\prime}\right)$ and for all $i \in \llbracket 0, n-1 \rrbracket$, we have $\mathrm{s}_{\mathrm{B}}\left(k_{i}^{n}\right)$ playing deterministically to reach $q$. By construction, we do have a BSCC $H^{\prime}$ compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}^{\prime}$ in $\mathcal{L}_{\text {vcol }}^{n}$ that is included in $Z \cup\left\{k_{i}^{n} \mid i \in \llbracket 0, n-1 \rrbracket\right\}$. Furthermore, since the BSCC $H$ in the game
$\mathcal{L}_{\text {vcol }}^{n}$, is not equal to $H_{0}$ (because this would imply $H \subseteq X_{n}^{0}$ ), it must be that at least one state in $\left\{k_{i}^{n} \mid i \in \llbracket 0, n-1 \rrbracket\right\}$ is in $H^{\prime}$. Then, since each state in $\left\{k_{i}^{n} \mid i \in \llbracket 0, n-1 \rrbracket\right\}$ is colored with $n-1$ and no state in $Z$ is in $C_{n}$, it follows that the highest color in $H$ is $n-1$, which is odd. That is, the BSCC $H^{\prime}$ his odd-colored, which is a contradiction. In fact, $\mathcal{P}(0)$ holds.

Assume now that $\mathcal{P}(i)$ holds for some $0 \leq i \leq j-1$. Consider some state $q \in H_{i+1} \backslash C_{n}$. If $q \in H_{i}$, then we can apply $\mathcal{P}(i)$. Assume now that $q \notin H_{i}$, that is $q \notin X_{n}^{i}$. Hence, $q=q_{i+1}$. Since $q \notin C_{n}$, we have $\operatorname{col}(q) \neq n$, and therefore $\operatorname{col}(q) \leq n-1^{4}$. Furthermore, letting $Y_{q}:=\left(\mathrm{F}(q), E_{\{q\}, \text { vcol }_{q}}^{n}\right)$, the Player-A GF-strategy $\mathrm{s}_{\mathrm{A}}(q)$ is optimal w.r.t. $Y_{q}$ (recall Lemma 8.2). Hence, letting $p^{q}:=p_{q, \text { vcol }_{q}}$, we have:

$$
\begin{equation*}
\max \left(\operatorname{Color}\left(\mathrm{F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right), n-1\right) \text { is even } \tag{8.10}
\end{equation*}
$$

with $n-1$ odd. Recall that $\operatorname{Color}\left(\mathrm{F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right):=\{i \in \llbracket 0, e \rrbracket \mid$ $\left.\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), b\right)>0\right\}$. In addition, since we assume that $K^{\geq n}$ does not occur in $H$, we have max $\operatorname{Color}\left(\mathrm{F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right) \leq n$ by Equation (8.3) from Lemma 8.16. We can conclude that we have $\max \operatorname{Color}\left(\mathrm{F}(q), p^{q}, \mathrm{~s}_{\mathrm{A}}(q), \mathrm{s}_{\mathrm{B}}(q)\right)=n$. Hence, by definition, we have that out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[k_{n}\right]}\right\rangle\right]\left(\mathrm{s}_{\mathrm{A}}(q), b\right)>0$. It follows that, by Equation (8.4) in Lemma 8.16 and since $\mathrm{vcol}^{\prime}$ is $n$-prevailing compared to $\mathrm{vcol}_{q}$, we have $\mathbb{P}_{C_{C c o l}^{n}, q}^{S_{A}, S_{\mathrm{B}}}, q^{\prime}\left[\mathrm{vcol}_{q}^{-1}[n] \backslash\{q\}\right]>0$. Since $\operatorname{vcol}_{q}^{-1}[n]=X_{n}^{i}$ (by Equation 8.9), this is equivalent to: $\mathbb{P}_{\mathcal{C}_{\text {vcol }}, q}^{S_{A}, s_{B}, q}\left[X_{n}^{i}\right]>0$. That is, from $q$, there is a positive probability to reach a state $q^{\prime} \in X_{n}^{i}$ for which, by $\mathcal{P}(i)$, we have:
 holds. We can conclude that from all states in $H$ there is a positive probability to reach $C_{n}$, that is $H \cap C_{n} \neq \emptyset$. Hence, $n$ is the highest color in $H$ and it is even. Thus, $H$ is even-colored.

The case where $n$ is odd is symmetrical, from Player-B's point-of-view.

The proof of Lemma 8.6 is now straightforward.

Proof. Indeed, by Lemma 8.19, we have (vcol, Ev') non-deceiving down to $n-$ 1. Then, by Lemma 8.20, the pair of coloring and environment functions that Algorithm UpdNewSta (i.e. Algorithm 8.11) outputs is faithful down to $n-1$.

[^37]
## Proof of Lemma 8.7

Proof. Recall that $C:=\operatorname{vcol}[Q], k:=\min C$ and assume that $k \leq e-2$.
In fact, we consider ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) to be the new environment and coloring functions obtained with Algorithm 8.13 before calling Algorithm 8.11. Let us show that ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) is non-deceiving down to $n:=k+2$. First, note that $\mathrm{vcol}^{\prime}$ is $n$-prevailing compared to vcol. Let $Q_{n}:=\left(\mathrm{vcol}^{\prime}\right)^{-1}[n]$. For all $q \in Q_{n}$, we let $\mathrm{vcol}_{q}$ be the virtual coloring function associated with the environment $\mathrm{Ev}^{\prime}(q)$.

2 n-d. Let $q \in Q_{n}$. We have either $\operatorname{vcol}(q)=n-2$ or $\operatorname{vcol}(q)=n$. In both cases, since (vcol, Ev) is completely faithful and therefore coherent at colors $n-2$ and $n$, it holds that $\operatorname{col}(q) \leq n, \operatorname{vcol}_{q}(q) \leq n, n_{q} \leq n$ (with $n_{q}:=\operatorname{NewCol}(q$, vcol $\left.)\right)$. Furthermore, $\mathrm{vcol}^{\prime}$ is $n$-prevailing compared to vcol, which is $n$-prevailing compared to vcol $_{q}$. Finally, $n \equiv n-2 \bmod 2$ and therefore this condition for being non-deceiving holds.

3n-d. This condition for being non-deceiving also straightforwardly holds. Indeed, assume towards a contradiction that a state $q \in Q_{u}$ such that $\operatorname{col}(q)=k=\operatorname{vcol}^{\prime}(q)<n$ is such that $\operatorname{NewCol}\left(q, \operatorname{vcol}^{\prime}\right)=m>n$. We have vcol that is equivalent down to $m$ to vcol'. This implies by Lemma 8.15, that we have $\operatorname{NewCol}(q$, vcol $)=m>n$, which is not possible since (vcol, Ev) is assumed completely faithful.

1 n -d. Consider now the first condition for being non-deceiving. It holds for all $k>n$, since $\mathrm{vcol}^{-1}[k]=\left(\mathrm{vcol}^{\prime}\right)^{-1}[k]$, and in both games $\mathcal{L}_{\mathrm{vcol}}^{k}$ and $\mathcal{L}_{\mathrm{vcol}^{\prime}}^{k}$, the states in $\operatorname{vcol}^{-1}[\llbracket 0, k-1 \rrbracket]=\mathrm{vcol}^{\prime-1}[\llbracket 0, k-1 \rrbracket]$ are colored with $k-1$.

Assume that $n$ is even. Consider a Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ generated by the environment function Ev in the game $\mathcal{L}_{\text {vcol }}^{n}{ }^{\prime}$. Let us show that this strategy parity dominates the valuation $v_{n, v c o l^{\prime}}^{u}$ in the game $\mathcal{L}_{\text {vcol' }}^{n}$. By Lemma 8.17, this strategy dominates the valuation $v_{n, \text { vcol }}^{u}$. Now, fix a Player-B positional deterministic strategy $S_{B}$ and consider a BSCC $H$ compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}$ in $\mathcal{L}_{\text {vcol }}^{n}$. If $K^{\geq n}$ occurs in $H$, by Lemma 8.18, $H$ is even-colored. Assume now that $K^{\geq n}$ does not occur in $H$. Let $S_{n}:=(\mathrm{vcol})^{-1}[n]$ (before running the algorithm, the set colored by $n$ ) and $T_{n}:=Q_{n} \backslash S_{n}=\operatorname{vcol}^{-1}[n-2]$ (before running the algorithm, the set colored by $n-2$ ). Assume that $H \cap S_{n}=\emptyset$. In that case, this is a BSCC compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{L}_{\text {vcol }}^{n-2}$ in which this strategy, by assumption, parity dominates the valuation $v_{n-2, \mathrm{vcol}}^{u}$. Furthermore, consider the state $k_{n-1}^{n}$ in $\mathcal{L}_{\text {vcol }}^{n}$ and the state $k_{n-1}^{n-2}$ in $\mathcal{L}_{\text {vcol }}^{n-2}$. These states are colored by $n-1$ and exactly the same edges in both games $\mathcal{L}_{\text {vcol }}^{n}$ and $\mathcal{L}_{\text {vcol }}^{n-2}$ lead to these states. (These correspond to the states $q \in Q_{u}$ such that $\operatorname{vcol}(q)=n-1$.) Hence, since the

BSCC $H$ is even-colored in $\mathcal{L}_{\text {vcol }}^{n-2}$, it also is in $\mathcal{L}_{\text {vcol }}^{n}{ }^{5}$. Assume now that $H \cap T_{n}=\emptyset$. In that case, this is a BSCC compatible with the strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{L}_{\text {vcol }}^{n}$ in which this strategy, by assumption, parity dominates the valuation $v_{n, \text { vcol }}^{u}$. Hence, this BSCC is even-colored. Finally, assume that $H \cap T_{n} \neq \emptyset$ and $H \cap S_{n} \neq \emptyset$. Let $C_{n}:=Q_{n} \cap \operatorname{col}^{-1}[n]$. Let us show that for all $q \in\left(H \cap S_{n}\right) \backslash C_{n}$, there is a positive probability to visit $C_{n}$ from $q$ while only visiting states in $H \cap S_{n}$, that is:

$$
\mathbb{P}_{\mathcal{C}_{\text {vool }}^{S_{A}, S_{\mathrm{B}}, q}}\left[\left(H \cap S_{n}\right)^{*} \cdot C_{n}\right]>0
$$

Assume towards a contradiction that this does not hold. That is, there is some $q \in\left(H \cap S_{n}\right) \backslash C_{n}$ such that $\mathbb{P}_{C_{\text {vocol }}, q}^{\mathrm{S}_{\mathrm{A}}, \mathrm{S}_{\mathrm{s}}, q}\left[\left(H \cap S_{n}\right)^{*} \cdot C_{n}\right]=0$. Let $Z \subseteq H \cap S_{n}$ be the set of states in $H \cap S_{n}$ such that $Z:=\{q\} \cup\left\{q^{\prime} \in\right.$ $\left.H \cap S_{n} \mid \mathbb{P}_{\mathcal{C}_{\text {Coll }}^{S_{A}, s_{\mathrm{S}}}, q}^{S_{\mathrm{B}}}\left[\left(H \cap S_{n}\right)^{*} \cdot q^{\prime}\right]>0\right\}$. Note that $Z \cap C_{n}=\emptyset$. Our goal is now to exhibit a BSCC in $\mathcal{L}_{\text {vcol }}^{n}$ that is compatible with $\mathrm{s}_{\mathrm{A}}$ and oddcolored. This is a contradiction with the fact that $\mathrm{s}_{\mathrm{A}}$ parity dominates the valuation $v_{n, \text { vcol }}^{u}$ in the game $\mathcal{L}_{\text {vcol }}^{n}$. Consider a Player-B strategy $\mathrm{s}_{\mathrm{B}}^{\prime}$ such that, for all $q \in S_{n}, \mathrm{~s}_{\mathrm{B}}^{\prime}(q):=\mathrm{s}_{\mathrm{B}}(q)$ and for all $i \in \llbracket 0, n-1 \rrbracket$, we have $\mathrm{s}_{\mathrm{B}}\left(k_{i}^{n}\right)$ playing in a deterministic way to reach $q$. By construction, we do have a BSCC $H^{\prime}$ compatible with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}^{\prime}$ in $\mathcal{L}_{\mathrm{vcol}}^{n}$ that is included in $Z \cup\left\{k_{i}^{n} \mid i \in \llbracket 0, n-1 \rrbracket\right\}$. Furthermore, since the BSCC $H$ in the game $\mathcal{L}_{\text {vcol }}^{n}{ }^{\prime}$ is not equal to $H \cap S_{n}$, it must be that at least one state in $\left\{k_{i}^{n} \mid i \in \llbracket 0, n-1 \rrbracket\right\}$ is in $H^{\prime}$. Then, since each state in $\left\{k_{i}^{n} \mid i \in \llbracket 0, n-1 \rrbracket\right\}$ is colored with $n-1$ and no state in $Z$ is in $C_{n}$, it follows that the highest color in $H^{\prime}$ is $n-1$, which is odd. That is, the BSCC $H^{\prime}$ is odd-colored. This is a contradiction. In fact, from all states $q \in\left(H \cap S_{n}\right) \backslash C_{n}$, we
 in $H$ are at most $n$ (recall what we shown above in $2 \mathrm{n}-\mathrm{d}$ ). Hence, the highest color in $H$ is $n$, which is even (the color of the states in $C_{n}$ ). Therefore the BSCC $H$ is even-colored. That is, the Player-A strategy $\mathrm{s}_{\mathrm{A}}$ parity dominates the valuation $v_{n, \text { vcol }}^{u}$ in the game $\mathcal{L}_{\text {vcol }}^{n}$.
The case where $n$ is odd is identical.
Hence, the pair ( $\mathrm{vcol}^{\prime}, \mathrm{Ev}^{\prime}$ ) is non-deceiving down to $n$. The result then follows from Lemma 8.20.

## Proof of Lemma 8.8

We can proceed to the proof of Lemma 8.8.

[^38]Proof. Assume towards a contradiction that $\min C=e-1$. Let $Q_{e-1}:=$ $\mathrm{vcol}^{-1}[e-1]$. Consider a Player-B strategy $\mathrm{s}_{\mathrm{B}}$ generated by the environment function Ev. Because the pair (vcol, Ev) is completely faithful and $e-1$ is odd, it follows that $\mathrm{S}_{\mathrm{B}}$ parity dominates the valuation $v_{e-1, \text { vcol }}^{u^{\prime}}$ in the game $\mathcal{L}_{\text {vcol }}^{e-1}$ for some $u^{\prime} \leq u$. Consider the game $\mathcal{G}^{Q_{e-1}}$ from Lemma 1.5.10 (we do not mention any player since the game has a value). This lemma also gives that all states have the same values in $\mathcal{G}$ and $\mathcal{G}^{Q_{e-1}}$. Let us show that there is some $x \in[0,1]$ such that $x<u$ and such that the strategy $\mathrm{s}_{\mathrm{B}}$ parity dominates the valuation $v_{Q_{e-1}}^{x}$. First, note that for all $y \in[0,1]$, if $\mathrm{s}_{\mathrm{B}}$ dominates the valuation $v_{Q_{e-1}}^{y}$, then it also parity dominates it (since $s_{\mathrm{B}}$ parity dominates the valuation $v_{e-1, \text { vcol }}^{u^{\prime}}$ in the game $\left.\mathcal{L}_{\text {vcol }}^{e-1}\right)$. Now, consider some state $q \in Q_{e-1}$. Let $\mathrm{vcol}_{q}$ be the coloring function associated with the environment $\operatorname{Ev}(q)$. Denoting $Y_{q}:=(\mathrm{F}(q), \operatorname{Ev}(q))$ and $p^{q}:=p_{q, \mathrm{vcol}_{q}}$, we have that the Player-B GF-strategy $\mathrm{s}_{\mathrm{B}}(q)$ is optimal w.r.t. $Y_{q}$. Hence, by Lemma 8.2 for Player B, we have that for all Player-A actions $a \in \operatorname{Act}_{\mathrm{A}}$, if $\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left(p^{q}\right)^{-1}\left[p_{[0,1]}^{q}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)=0$ then $\operatorname{Color}\left(\mathrm{F}(q), p^{q}, a, \mathrm{~s}_{\mathrm{B}}(q)\right) \cup\{e-2\}$ is odd with $\operatorname{Color}\left(\mathrm{F}(q), p^{q}, a, \mathrm{~s}_{\mathrm{B}}(q)\right):=\{i \in$ $\left.\llbracket 0, e \rrbracket \mid \operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[k_{i}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)>0\right\}$. Since $e$ is even, it must be that, for all states $q \in Q_{e-1}$ and $a \in \operatorname{Act}_{A}^{q}$ :

$$
\begin{equation*}
\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left(p^{q}\right)^{-1}\left[p_{[0,1]}^{q}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)=0 \Rightarrow \operatorname{out}\left[\left\langle\mathcal{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[k_{e}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)=0 \tag{8.11}
\end{equation*}
$$

For $q \in Q_{e-1}$, let $\mathrm{NZ}(q):=\left\{a \in \operatorname{Act}_{\mathrm{A}}^{q} \mid \operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[p_{[0,1]}^{q}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)>\right.$ $0\}$. Then, we let:

$$
\begin{equation*}
p_{m}:=\min _{q \in Q_{e-1}} \min _{a \in \operatorname{NZ}(q)} \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left(p^{q}\right)^{-1}\left[p_{[0,1]}^{q}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)>0 \tag{8.12}
\end{equation*}
$$

and

$$
\begin{equation*}
x:=u+p_{m} \cdot\left(u^{\prime}-u\right)<u \tag{8.13}
\end{equation*}
$$

Let us show that the strategy $\mathrm{s}_{\mathrm{B}}$ dominates the valuation $v_{Q_{e-1}}^{x}$ in the game $\mathcal{G}^{Q_{e-1}}$. Let $q \in Q_{e-1}$. We have $\operatorname{val}[\langle\mathcal{F}(q), v\rangle]\left(\mathrm{s}_{\mathrm{B}}(q)\right)=\max _{a \in \operatorname{Act}_{A}^{q}-1}$ out $[\langle\mathrm{F}(q), v\rangle]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)$. Consider some $a \in$ Act $_{\mathrm{A}}^{q}$ and a Player-A strategy $\mathrm{s}_{\mathrm{A}}$ with $\mathrm{s}_{\mathrm{A}}(q):=a$. Denoting $P_{a}[T]:=\mathbb{P}_{\mathrm{S}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}}^{\mathcal{C e c}_{\text {ect }}^{e-1}, q}[T]$ for $T \subseteq Q_{e-1} \cup\left\{k_{e}^{e-1}\right\} \cup V_{Q \backslash Q_{u}}$, we have:

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathrm{F}(q), v_{Q_{e-1}}^{x}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right) & =x \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{e-1}}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right) \\
& +u \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{e}}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right) \\
& +\sum_{y \in V_{Q \backslash Q_{u}}} y \cdot \operatorname{out}\left[\left\langle\mathrm{~F}(q), \mathbb{1}_{Q_{y}}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right) \\
& =x \cdot P_{a}\left[Q_{e-1}\right]+u \cdot P_{a}\left[\left\{k_{e}^{e-1}\right\}\right]+\sum_{y \in V_{Q \backslash Q_{u}}} y \cdot P_{a}[y]
\end{aligned}
$$

In addition, since the strategy $\mathrm{s}_{\mathrm{B}}$ dominates the valuation $v_{e-1, \text { vcol }}^{u^{\prime}}$ in the
game $\mathcal{L}_{\text {vcol }}^{e-1}$, we have:

$$
\begin{aligned}
u^{\prime} & \geq \operatorname{out}\left[\left\langle\mathrm{F}(q), v_{e-1, \mathrm{vcol}}^{u^{\prime}}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right) \\
& =u^{\prime} \cdot P_{a}\left[Q_{e-1} \cup\left\{k_{e}^{e-1}\right\}\right]+\sum_{y \in V_{Q \backslash Q_{u}}} y \cdot P_{a}[y]
\end{aligned}
$$

That is:

$$
\sum_{y \in V_{Q \backslash Q_{u}}} y \cdot P_{a}[y] \leq u^{\prime} \cdot P_{a}\left[V_{Q \backslash Q_{u}}\right]
$$

By Equation (8.1) in Lemma 8.16, for all $y \in V_{Q \backslash Q_{u}}$, we have:

$$
P_{a}[y]=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}[y]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)
$$

Furthermore, by Equation (8.3) in Lemma 8.16 which can be applied since ( $\mathrm{vcol}, \mathrm{Ev}$ ) is faithful down to $e-1$, it also is coherent at $e-1$, we have:

$$
P_{a}\left(\left\{k_{e-1}^{e}\right\}\right)=\operatorname{out}\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[k_{e}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)
$$

Now, assume that out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[V_{Q \backslash Q_{u}}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)=0$. That is, for all $y \in V_{Q \backslash Q_{u}}$, we have $P_{a}(y)=0$. By Equation (8.11) it follows that $P_{a}\left[\left\{k_{e-1}^{e}\right\}\right]=$ 0 . Hence: $v_{Q_{e-1}}^{x}(q)=x=\operatorname{out}\left[\left\langle\mathrm{F}(q), v_{Q_{e-1}}^{x}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)$.

Assume now that out $\left[\left\langle\mathrm{F}(q), \mathbb{1}_{\left(p^{q}\right)^{-1}\left[V_{Q \backslash Q_{u}}\right]}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right)>0$ (i.e. $\left.a \in \mathrm{NZ}(q)\right)$. By Equation (8.12), it implies that $P_{a}\left[V_{Q \backslash Q_{u}}\right] \geq p_{m}$. It follows that, by Equation (8.13):

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathrm{F}(q), v_{Q_{e-1}}^{x}\right\rangle\right]\left(a, \mathrm{~s}_{\mathrm{B}}(q)\right) & =x \cdot P_{a}\left[Q_{e-1}\right]+u \cdot P_{a}\left[\left\{k_{e-1}^{e}\right\}\right]+\sum_{y \in V_{Q \backslash Q_{u}}} y \cdot P_{a}[y] \\
& \leq u \cdot P_{a}\left[Q_{e-1}\right]+u \cdot P_{a}\left[\left\{k_{e-1}^{e}\right\}\right]+u^{\prime} \cdot P_{a}\left[V_{Q \backslash Q_{u}}\right] \\
& =u \cdot\left(1-P_{a}\left[V_{Q \backslash Q_{u}}\right]\right)+u^{\prime} \cdot P_{a}\left[V_{Q \backslash Q_{u}}\right] \\
& =u+P_{a}\left[V_{Q \backslash Q_{u}}\right] \cdot\left(u^{\prime}-u\right) \leq u+p_{m} \cdot\left(u^{\prime}-u\right) \\
& =x=v_{Q_{e-1}}^{x}(q)
\end{aligned}
$$

As this holds for all $x \in Q_{e-1}$, it follows that the Player-B strategy $\mathrm{s}_{\mathrm{B}}$ dominates the valuation $v_{Q_{e-1}}^{x}$, and therefore parity dominates it. Hence, for all $q \in Q_{e-1}$, we have $\chi_{\mathcal{G}} Q_{e-1}[q] \leq x<u$. That is a contradiction with Lemma 1.5.10.

### 8.6.6 . Proof of Lemma 8.9

First, let us formally define a way to compare coloring functions.
Definition 8.24. We define the (transitive) relation $\prec_{\llbracket 0, e \rrbracket}$ on coloring functions which corresponds to the lexicographic order. Specifically, for all virtual coloring functions $\mathrm{vcol}_{1}, \mathrm{vcol}_{2}: Q_{u} \rightarrow \llbracket 0, e \rrbracket$, we have $\mathrm{vcol}_{1} \prec_{\llbracket 0, e \rrbracket} \mathrm{vcol}_{2}$ if and only if there is some $k \in \llbracket 0, e \rrbracket$ such that:

- for all $i \in \llbracket k+1, e \rrbracket$, we have $\left|\mathrm{vcol}_{1}^{-1}[i]\right|=\left|\mathrm{vcol}_{2}^{-1}[i]\right|$;
- $\mid$ vcol $_{1}^{-1}[k]|<|$ vcol $_{1}^{-1}[k] \mid$.

We write $\mathrm{vcol}_{1}=_{\llbracket 0, e \rrbracket} \mathrm{vcol}_{2}$ when such a property is ensured for $k=-1$. We also write $\mathrm{vcol}_{1} \preceq_{\llbracket 0, e \rrbracket} \mathrm{vcol}_{2}$ for $\mathrm{vcol}_{1}=_{\llbracket 0, e \rrbracket} \mathrm{vcol}_{2}$ or $\mathrm{vcol}_{1} \prec_{\llbracket 0, e \rrbracket} \mathrm{vcol}_{2}$.

Straightforwardly, this relation ensures the following proposition.
Proposition 8.21. Let $n \in \mathbb{N}$. There is no infinite sequence $\left(c_{k}\right)_{k \in \mathbb{N}} \in$ $\left(\llbracket 0, e \rrbracket^{n}\right)^{\mathbb{N}}$ such that $c_{k} \prec_{\llbracket 0, e \rrbracket} c_{k+1}$ for all $k \in \mathbb{N}$.

Proof. This is because the relation $\prec_{\llbracket 0, e \rrbracket}$ corresponds to a lexicographic order on vectors taking their values in $\llbracket 0, e \rrbracket$.

We can then consider all steps of Algorithm 8.14 one by one.
Lemma 8.22. Consider a virtual coloring function vcol : $Q_{u} \rightarrow \llbracket 0, e \rrbracket$ and some $k \in \llbracket 0, e \rrbracket$. For all partial environment functions $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ defined on $\llbracket k+1, e \rrbracket$ :

- for $\left(\right.$ vcol $\left._{\text {upd }}, \mathrm{Ev}_{\text {upd }}\right) \leftarrow \operatorname{UpdateColEnv}(k$, vcol, Ev $)$, we have vcol $\preceq_{\llbracket 0, e \rrbracket}$ $\mathrm{vcol}_{\text {upd }}$;

For all environment functions $\mathrm{Ev}: Q_{u} \rightarrow \operatorname{Env}(Q)$ :

- for $\left(\right.$ vcol $\left.\left._{\text {Inc }}, \mathrm{Ev}_{\mathrm{Inc}}\right) \leftarrow \operatorname{IncLeast(vcol}, \mathrm{Ev}\right)$, we have $\mathrm{vcol} \prec_{\llbracket 0, e \rrbracket} \mathrm{vcol}_{\mathrm{Inc}}$;

Proof. The procedure UpdateColEnv consists in two part. First, the call Algorithm 8.10. This does not change the coloring function. Then, there is the call to Algorithm 8.11. By Proposition 8.13, if $\operatorname{NewCol}(q, \mathrm{vcol})=k$, then $\operatorname{vcol}(q) \leq k$. Hence, the change of colors of the states does not decrease the colors of the states. It follows that the resulting coloring function vcolupd is such that vcol $\preceq_{\llbracket 0, e]} \mathrm{vcol}_{\text {upd }}$.

Consider now the procedure IncLeast. By definition, before the call of this algorithm, some states are colored with $c_{\text {min }}$. Hence, the coloring function resulting of the call to Algorithm 8.13 has more states colored with $c_{\text {min }}+2$, whereas states colored with a color higher than $c_{\text {min }}+2$ are left unchanged. Hence: vcol $\prec_{[0, e]}$ vcol ${ }_{\text {Inc }}$.

We can now proceed to the proof of Lemma 8.9.
Proof. By Lemma 8.22, each call to the procedure IncLeast strictly increase (w.r.t. $\prec_{\llbracket 0, e \rrbracket}$ ) the coloring function. Furthermore, each call to the procedure UpdateColEnv does not decrease (w.r.t. $\prec_{[0, e \rrbracket}$ ) the coloring function. Hence, by Proposition 8.21, the call to the procedure IncLeast is done only finitely many times.

## 9 - Study of standard finite game forms

In this part of the dissertation, we have defined several classes of game forms, such as the class of determined (Definition 6.1), finitely/uniquely maximizable (Definitions $6.3,6.4$ ), or positionally optimizable (Definition 8.7) game forms. Each of these classes is associated with transfers (though, not necessarily NSC-transfers). See Chapters 6, 7 and 8 for more details.

In this final chapter, we focus on standard finite game forms. The classes of game forms we study are the above mentioned classes of game forms restricted to standard finite game forms. We will state two kinds of results. First, we state decidability/complexity results on class membership problems: given a game form $\mathcal{F}$, if $\mathcal{F}$ belongs to one of the classes mentioned above. The standard finite assumption facilitates the reasoning about decidability/complexity issues. When considering this issue, for the same reason, we also only consider deterministic game forms. Second, we state expressiveness results, that is we compare the different classes of game forms defined in this part, i.e. we establish which class subsumes which.

More specifically, in Section 9.1, we study the complexity of deciding if a standard finite deterministic game form is determined. It is straightforward that this decision problem is in co-NP. We show that it is equivalent, under polynomial time reduction, to the decision problem MonotoneDual (the dualization of monotone CNF formulas), see Proposition 9.4. It is an open problem whether this decision problem MonotoneDual is in P or is co-NP-complete.

Then, in Section 9.2, we encode the decision problems w.r.t. some classes mentioned above with formulas of the first order theory of the reals. These formulas consist in (existential or universal) quantifications over (real) variables followed by a combination, using the classical logical operators such as and, or, etc., of inequalities between multi-variate polynomials. This is formally defined in Definition 9.5. Interestingly for us, the first order theory of the reals is decidable. Using this fact, we are then able to show that it is decidable (resp. semi-decidable) if a game form is uniquely (resp. finitely) maximizable w.r.t. Player A, see Corollary 9.7. Furthermore, we show that the assertion that a game form is positionally optimizable (resp. up to some $n \in \mathbb{N}$ ) can be encoded in the first order theory of the reals, see Proposition 9.9, thus showing that the corresponding decision problem is decidable.

Finally, in Section 9.3, Theorem 9.10 gives the complete picture of how the sets of determined, finitely/uniquely maximizable w.r.t. Player A and positionally optimizable game forms compare. The results are summarized in Figure 9.3. The main difficulty lies in establishing a strict hierarchy: for all $n \in \mathbb{N}$, the set of game forms positionally optimizable up to $n+1$ is strictly included in the set of game forms positionally optimizable up to $n$. This is
done in Proposition 9.12.

### 9.1 Determined game forms

In this section, we study the complexity of deciding if a standard finite deterministic game form is determined (recall Definition 6.1). This section comes from [38]. We formally define below the decision problem we will study in this section, along with the definition of the size of standard finite deterministic game forms.

Definition 9.1. The decision problem DetGF is as follows:

- Input: a standard finite deterministic game form $\mathcal{F}$;
- Output: yes if and only if the game form $\mathcal{F}$ is determined.

Such a game form $\mathcal{F}=\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle_{\mathrm{s}}$ is represented as a bi-dimensional table where O is inferred from the contents of the cells of the table (i.e. $\mathrm{O}=$ $\left.\varrho\left(\operatorname{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}\right)\right)$. We assume that $\mathrm{Act}_{\mathrm{A}}=\llbracket 1,\left|\mathrm{Act}_{\mathrm{A}}\right| \rrbracket$ and similarly for $\mathrm{Act}_{\mathrm{B}}$ (where $\mid$ Act $_{A} \mid$ refers to the cardinal of $\operatorname{Act}_{A}$ ).

The size $|\mathcal{F}|$ of such a game form $\mathcal{F}$ is equal to $|\mathcal{F}|:=\left|\operatorname{Act}_{\mathrm{A}}\right| \times\left|\operatorname{Act}_{\mathrm{B}}\right|$.
It is straightforward that this decision problem is in co-NP. Indeed, if a game form is not determined, it suffices to guess a valuation $v: \mathrm{O} \rightarrow\{0,1\}$ and check - in polynomial time - that there is no row full of 1 nor any column full of 0 . In fact, in [71] (where determinacy is refered to as tightness), the authors mentioned that DetGF could be solved in quasi-polynomial time via a reduction to the dualization of monotone CNF formulas (called MonotoneDual), which can be solved in quasi-polynomial time [75]. Note that it is an open problem whether MonotoneDual is in P or is coNP-complete [76].

The goal of this section is to show that DetGF is equivalent, under polynomial time reduction, to MonotoneDual, thus showing that answering if DetGF is in P or coNP-complete directly answers the same question for MonotoneDual. To do so, we will actually show that DetGF is equivalent, under polynomial time reduction, to the decision problem co-IMSAT, which is equivalent, under polynomial time reduction, to MonotoneDual [77, Corollary 1, Theorem 2].

Let us define this decision problem IMSAT. In the classical decision problem SAT, a logical formula given in conjunctive normal form is given as input, the output being yes if and only if this formula is satisfiable. The problem IMSAT refers to a version of SAT where the formula taken as input is monotone - i.e. in each clause, either all variables are positive (not negated) or all variables are negative (negated) - and intersecting - each pair of positive and negative clauses has at least one variable in common. Positive and negative clauses are formally defined below.

Definition 9.2 (Positive and negative clauses). Consider a non-empty set of variables $X \neq \emptyset$. A positive clause $C^{+}$on $X$ represented by a subset $X_{C^{+}} \subseteq X$ of $X$ is equal to:

$$
C^{+}:=\bigvee_{x \in X_{C^{+}}} x
$$

The set of all positive clauses on the set $X$ of variables is denoted PosClause $(X)$. Similarly, a negative clause $C^{-}$on $X$ represented by a subset $X_{C^{-}} \subseteq X$ of $X$ is equal to:

$$
C^{-}:=\bigvee_{x \in X_{C^{-}}} \neg x
$$

The set of all negative clauses on the set $X$ of variables is denoted $\operatorname{NegClause}(X)$.
We define below the notion of intersecting monotone formula.
Definition 9.3 (Intersecting Monotone formula). Consider a non-empty set of variables $X \neq \emptyset$. An intersecting monotone formula $\varphi$ (IM-formula for short) on the set of variables $X$ is a CNF formula:

$$
\varphi:=\bigwedge_{1 \leq i \leq n} C_{i}^{+} \wedge \bigwedge_{1 \leq j \leq k} C_{j}^{-}
$$

where, for all $i \in \llbracket 1, n \rrbracket$, we have $C_{i}^{+} \in \operatorname{PosClause}(X)$ a positive clause and for all $j \in \llbracket 1, k \rrbracket$, we have $C_{j}^{-} \in \operatorname{NegClause}(X)$ a negative clause, with $k, n \geq 1$. Furthermore, for all $i \in \llbracket 1, n \rrbracket$ and $j \in \llbracket 1, k \rrbracket$, we have $X_{C_{i}^{+}} \cap X_{C_{j}^{-}} \neq \emptyset$.

This induces the decision problem co-IMSAT.
Definition 9.4. The decision problem co-IMSAT is as follows:

- Input: a non-empty set of variables $X$ and an intersecting monotone formula $\varphi$ and $X$;
- Output: yes if and only if no valuation of the variables in $X$ satisfies $\varphi$.

As mentioned above, co-IMSAT is equivalent to MonotoneDual.
Theorem 9.1. The decision problem MonotoneDual is equivalent, under polynomial time reductions, to the decision problem co-IMSAT.

The remainder of this section is devoted to the proof that DetGF is equivalent, under polynomial time reduction, to co-IMSAT, which in turns, shows that DetGF is equivalent, under polynomial time reduction, to MonotoneDual. In the proof of the following two lemmas, $\{0,1\}$-valuations of the outcomes will be seen as \{False, True\}-valuations where False corresponds to 0 and True corresponds to 1 .

Lemma 9.2. The decision problem co-IMSAT is at least as hard, under polynomial time reduction, as DetGF.

$$
\mathcal{F}_{1}=\left[\begin{array}{lll}
x & x & z \\
x & y & y \\
z & y & z
\end{array}\right]
$$

Figure 9.1: A determined game form (already depicted in Figure 6.1).

Proof. We exhibit a polynomial time reduction from DetGF to co-IMSAT. Specifically, consider a standard game form $\mathcal{F}=\left\langle\mathrm{St}_{\mathrm{A}}, \mathrm{St}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle_{\mathrm{s}}$ and assume that $\mathrm{Act}_{\mathrm{A}}=\llbracket 1, k \rrbracket$ and $\mathrm{Act}_{\mathrm{B}}=\llbracket 1, n \rrbracket$ for some $n, k \geq 1$. We consider the set of variables $X=0$ and the IM -formula $\varphi_{\mathcal{F}}$, defined by:

$$
\varphi_{\mathcal{F}}:=\bigwedge_{1 \leq i \leq n} C_{i}^{+} \wedge \bigwedge_{1 \leq j \leq k} C_{j}^{-}
$$

where, for all $i \in \operatorname{Act}_{\mathrm{B}}=\llbracket 1, n \rrbracket$, we have $C_{i}^{+} \in \operatorname{PosClause}(X)$ and $X_{C_{i}^{+}}:=$ $\varrho\left(\mathrm{Act}_{\mathrm{A}}, i\right) \subseteq \mathrm{O}=X$ and for all $j \in \llbracket 1, k \rrbracket$, we have $C_{j}^{-} \in \operatorname{NegClause}(X)$ and $X_{C_{j}^{-}}:=\varrho\left(j\right.$, Act $\left._{\mathrm{B}}\right) \subseteq \mathrm{O}=X$. That is, the positive clauses encode the columns whereas the negative clauses encode the rows.

Note that the formula $\varphi$ is indeed an IM-formula as it is monotone by definition and, for all $i \in \llbracket 1, n \rrbracket$ and $j \in \llbracket 1, k \rrbracket$, we have $\varrho(j, i) \in X_{C_{i}^{+}} \cap X_{C_{j}^{-}} \neq \emptyset$. It is also clear that this transformation is computable in polynomial time. As an example, the formula $\varphi_{\mathcal{F}_{1}}$ corresponding to the game form $\mathcal{F}_{1}$ of Figure 9.1 is equal to:

$$
\varphi_{\mathcal{F}}=(x \vee z) \wedge(x \vee y) \wedge(y \vee z) \wedge(\neg x \vee \neg z) \wedge(\neg x \vee \neg y) \wedge(\neg y \vee \neg z)
$$

In that case, the formula $\varphi_{\mathcal{F}_{1}}$ is not satisfiable and the game form $\mathcal{F}_{1}$ is determined.

We now have to show that the formula $\varphi_{\mathcal{F}}$ is not satisfiable if and only if the game form $\mathcal{F}$ is determined. First, assume that $\varphi_{\mathcal{F}}$ is not satisfiable and let $v: O \rightarrow\{0,1\}$ be a $\{0,1\}$-valuation of the outcomes $O$. Note that it can be seen as a $\{$ False, True $\}$-valuation $v$ of the variables in $X=0$. Since $\varphi_{\mathcal{F}}$ is not satisfiable, there exists a clause $C$ that is not satisfied by the valuation $v$. Assume for instance that it is a positive clause $C=C_{i}^{+}$for some $i \in$ $\llbracket 1, n \rrbracket=$ Act $_{\mathrm{B}}$. Then, for all $x \in X_{C_{i}^{+}}$, we have $v(x)=0$. That is, $\{0\}=$ $v\left[X_{C_{i}^{+}}\right]=v\left[\varrho\left(\operatorname{Act}_{\mathrm{A}}, i\right)\right]$. Similarly, if $C$ is a negative clause $C=C_{j}^{-}$for some $j \in \llbracket 1, k \rrbracket=$ Act $_{\mathrm{A}}$, then, for all $x \in X_{C_{j}^{-}}$, we have $v(x)=1$, i.e. $\{1\}=$ $v\left[X_{C_{j}^{-}}\right]=v\left[\varrho\left(j\right.\right.$, Act $\left.\left._{\mathrm{B}}\right)\right]$. As this holds for all $\{0,1\}$-valuations, the game form $\mathcal{F}$ is determined.

It is analogous to show that if $\mathcal{F}$ is determined then $\varphi_{\mathcal{F}}$ is not satisfiable: for any \{False, True\}-valuation of the outcomes $v: \mathrm{O} \rightarrow\{$ False, True $\}$, which

$$
\mathcal{F}_{\varphi}=\left[\begin{array}{ccccc}
b & a & a & x_{1} & x_{1} \\
d & a & e & x_{1} & x_{1} \\
b & c & x & x_{0} & x_{1} \\
x_{0} & x_{0} & x_{1} & x_{1} & x_{1} \\
x_{0} & x_{0} & x_{0} & x_{0} & x_{0}
\end{array}\right]
$$

Figure 9.2: The game form that is the translation of the formula $\varphi$.
can be seen as a $\{0,1\}$-valuation, if there is a row full of 1 in $\langle\mathcal{F}, v\rangle$, then the corresponding negative clause is unsatisfied by $v$, and similarly if there is a column full of 0 in $\langle\mathcal{F}, v\rangle$, then the corresponding positive clause is unsatisfied by $v$. This proves the desired result.

Let us now show the other direction, i.e. that the decision problem DetGF is at least as hard as the decision problem co-IMSAT. This is stated in the lemma below.

Lemma 9.3. The decision problem DetGF is at least as hard under polynomial time reduction as co-IMSAT.

Proof. We define a polynomial time reduction from co-IMSAT to DetGF. Specifically, consider an IM-formula $\varphi$ on a non-empty set of variables $X$ such that:

$$
\varphi:=\bigwedge_{1 \leq i \leq n} C_{i}^{+} \wedge \bigwedge_{1 \leq j \leq k} C_{j}^{-}
$$

with $k, n \geq 1$. We want to build a game form $\mathcal{F}_{\varphi}$ that is determined if and only if $\varphi$ is not satisfiable. The idea of the reduction is close to what we have done in the proof of the previous lemma: the positive clauses are encoded in the columns and the negative clauses are encoded in the rows, the intersection of a row and a column being well defined since the formula $\varphi$ is intersecting. However, some technical difficulties arise from the fact that if, for instance, a negative clause has more variables than the number of positive clauses, then there will be some outcomes in $\mathcal{F}_{\varphi}$ in a row corresponding to a negative clause but whose column does not correspond to any positive clause. Hence, this column should be made so that it cannot be full of 0 s (for the relevant valuations) as to not affect the determinacy of $\mathcal{F}_{\varphi}$. Let us illustrate this on an example. Consider the following IM-formula:

$$
\varphi:=(b \vee d) \wedge(a \vee c) \wedge(\neg a \vee \neg b) \wedge(\neg a \vee \neg d \vee \neg e)
$$

Figure 9.2 depicts the game form $\mathcal{F}_{\varphi}$ we build from $\varphi$ (the variables $x, x_{0}, x_{1}$ are fresh, the variable $x$ is only added to fill the game form). The negative clauses are encoded in the red rows and the positive clauses are encoded in the
blue columns. The variables $x_{0}$ and $x_{1}$ are added so that only the red rows and the blue lines are of interest for the determinacy of the game form $\mathcal{F}_{\varphi}$. More precisely, it is straightforward that for any $\{0,1\}$-valuation $v: O \rightarrow\{0,1\}$ with either $v\left(x_{0}\right)=1$ or $v\left(x_{1}\right)=0$, there is either a row full of 1 or a column full of 0 . Furthermore, for any $\{0,1\}$-valuation $v: \mathrm{O} \rightarrow\{0,1\}$ such that $v\left(x_{0}\right)=0$ and $v\left(x_{1}\right)=1$, there is a row full of 1 or a column full of 0 if and only if a red row is full of 1 or a blue column is full of 0 .

Formally, let $m_{k}:=\max _{j \in \llbracket 1, k \rrbracket}\left|X_{C_{j}^{-}}\right|$and $m_{n}:=\max _{i \in \llbracket 1, n \rrbracket}\left|X_{C_{i}^{+}}\right|$be the maximum number of variables occurring, respectively, in a positive and a negative clause. We define the game form $\mathcal{F}:=\left\langle\operatorname{Act}_{\mathrm{A}}, \operatorname{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$ by:

- $\operatorname{Act}_{\mathrm{A}}:=\llbracket 1, k+m_{k}+2 \rrbracket$;
- Act $_{\mathrm{B}}:=\llbracket 1, n+m_{n}+2 \rrbracket ;$
- $\mathrm{O}:=X \cup\left\{x, x_{0}, x_{1}\right\}$ for three fresh outcomes $x, x_{0}, x_{1} \notin X$;
- Let $j \leq k$. Let us define the row corresponding to $j$. For all $i \leq n$, we set $\varrho(j, i) \in \mathrm{O}$ such that $\varrho(j, i) \in C_{j}^{-} \cap C_{i}^{+}$. Then, $\varrho(j, i)$ for $n+1 \leq i \leq$ $n+m_{n}$ is defined such that $\varrho\left(j, \llbracket 1, n+m_{n} \rrbracket\right)=X_{C_{j}^{-}}$(note that this is possible since $\left.\left|X_{C_{j}^{-}}\right| \leq m_{n}\right)$. Furthermore, $\varrho\left(j, n+m_{n}+1\right):=x_{1}$ and $\varrho\left(j, n+m_{n}+2\right):=x_{1}$.

Consider the column corresponding to $i \in \llbracket 1, n \rrbracket$, its value for $j \leq k$ is already defined. Then, $\varrho(j, i)$ for $k+1 \leq j \leq k+m_{k}$ is defined such that $\varrho\left(\llbracket 1, k+m_{k} \rrbracket, i\right)=X_{C_{i}^{+}}$(note that this is possible since $\left.\left|X_{C_{i}^{+}}\right| \leq m_{k}\right)$. Furthermore, $\varrho\left(i, k+m_{k}+1\right):=x_{0}$ and $\varrho\left(i, k+m_{k}+2\right):=x_{0}$.
Furthermore, for all $n+1 \leq i \leq n+m_{n}$ and $k+1 \leq j \leq k+m_{k}$, we set $\varrho(j, i):=x$. In addition, $\varrho\left(k+m_{k}+1, \llbracket n+1, n+m_{n}+1 \rrbracket\right):=\left\{x_{1}\right\}$, $\varrho\left(\llbracket k+1, k+m_{k} \rrbracket, n+m_{n}+1\right):=\left\{x_{0}\right\}$. Finally, $\varrho\left(k+m_{k}+2\right.$, Act $\left._{\mathrm{B}}\right):=\left\{x_{0}\right\}$ and $\varrho\left(\operatorname{Act}_{\mathrm{A}} \backslash\left\{k+m_{k}+2\right\}, n+m_{n}+2\right):=\left\{x_{1}\right\}$.

First, note that this reduction can indeed be computed in polynomial time. Consider now a $\{0,1\}$-valuation $v: \mathrm{O} \rightarrow\{0,1\}$ and the game in normal form $\langle\mathcal{F}, v\rangle$. We have the following:

- Assume that $v\left(x_{0}\right)=1$ or $v\left(x_{1}\right)=0$. Then, we have $v\left[\varrho\left(k+m_{k}+\right.\right.$ $\left.\left.2, \operatorname{Act}_{\mathrm{B}}\right)\right]=\left\{v\left(x_{0}\right)\right\}$ and $v\left[\varrho\left(\operatorname{Act}_{\mathrm{A}}, n+m_{n}+2\right)\right]:=\left\{v\left(x_{0}\right), v\left(x_{1}\right)\right\}$. That is, if $v\left(x_{0}\right)=1$ there is a row full of 1 , and if $v\left(x_{0}\right)=v\left(x_{1}\right)=0$, then there is a column full of 0 .
- Assume now that $v\left(x_{0}\right)=0$ and $v\left(x_{1}\right)=1$. Let $j \in \operatorname{Act}_{\mathrm{A}} \backslash \llbracket 1, k \rrbracket$. If $j \leq k+m_{k}$, then $\varrho\left(j, n+m_{n}+1\right)=x_{0}$, hence the row $j$ is not full of 1 (w.r.t. the valuation $v$ ). Similarly, if $j=k+m_{k}+1$ or $j=k+m_{k}+2$, then $\varrho(j, 1)=x_{0}$ and the row $j$ is also not full of 1 . Furthermore, for all
$i \in \operatorname{Act}_{\mathrm{B}} \backslash \llbracket 1, n \rrbracket$, we have $\varrho\left(k+m_{k}+1, i\right)=x_{1}$. Hence, the column $i$ is not full of 1 .

Furthermore, for all $a \in \llbracket 1, k \rrbracket, v\left[\varrho\left(a\right.\right.$, Act $\left.\left._{\mathrm{B}} \backslash \llbracket 1, n+m_{n} \rrbracket\right)\right]=\left\{v\left(x_{1}\right)\right\}=\{1\}$ and for all $b \in \llbracket 1, n \rrbracket, v\left[\varrho\left(\operatorname{Act}_{\mathbf{A}} \backslash \llbracket 1, k+m_{k} \rrbracket, b\right)\right]=\left\{v\left(x_{0}\right)\right\}=\{0\}$. Therefore, there is a row full of 1 or a column full of 0 in $\langle\mathcal{F}, v\rangle$ if and only if there is $a \in \llbracket 1, k \rrbracket \subseteq \operatorname{Act}_{\mathrm{A}}$ such that $v\left[\varrho\left(a, \llbracket 1, n+m_{n} \rrbracket\right)\right]=v\left[X_{C_{a}^{-}}\right]=$ $\{1\}$ or $b \in \llbracket 1, n \rrbracket \subseteq$ Act $_{\mathrm{B}}$ such that $v\left[\varrho\left(\llbracket 1, k+m_{k} \rrbracket, b\right)\right]=v\left[X_{C_{b}^{+}}\right]=\{0\}$.

Proving that $\varphi_{\mathcal{F}}$ is not satisfiable if and only if $\mathcal{F}_{\varphi}$ is determined is now direct. Indeed, if $\varphi$ is not satisfiable, then for all valuations $v: \mathrm{O} \rightarrow[0,1]$, there is either: some $a \in \llbracket 1, k \rrbracket$ such that the negative clause $C_{a}^{-}$is not satisfied, i.e. $v\left[X_{C_{a}^{-}}\right]=\{1\}$, and in that case the row $a$ is full of 1 in $\langle\mathcal{F}, v\rangle$; or some $b \in \llbracket 1, n \rrbracket$ such that the positive clause $C_{b}^{+}$is not satisfied, i.e. $v\left[X_{C_{b}^{+}}\right]=\{0\}$, and in that case the column $b$ is full of 0 in $\langle\mathcal{F}, v\rangle$. The other direction is very similar.

We obtain the proposition below.
Proposition 9.4. The decision problem DetGF is equivalent under polynomial time reductions to the decision problem MonotoneDual.

Proof. This comes from Lemmas 9.2 and 9.3 and Theorem 9.1.

### 9.2 First-order theory of the reals

In this section, we use the first order theory of the reals to show that it is possible to decide if a game form is (finitely or uniquely) maximizable or if it is positionally maximizable. We restrict ourselves to standard finite deterministic game forms, though we use the deterministic assumptions only to simplify the proofs.

### 9.2.1 . Definition

Let us first formally define the first order theory of the reals formulas we will consider.

Definition 9.5 (First-order theory of the reals). In the first order theory of the reals (FO- $\mathbb{R}$ for short), we consider formulas $\Phi$ of the shape:

$$
\Phi=Q_{1} x_{1} \in \mathbb{R}, \ldots, Q_{n} x_{n} \in \mathbb{R}, \varphi\left(x_{1}, \ldots, x_{n}\right)
$$

where $n \in \mathbb{N}$ and

- for all $i \in \llbracket 1, n \rrbracket, Q_{i} \in\{\exists, \forall\}$. That is, it is either an existential or a universal quantifier;
- $\varphi\left(x_{1}, \ldots, x_{n}\right)$ is a classical formula without quantifiers, with $\wedge$ (and), $\vee$ (or) and $\neg$ (negation) as logical connectors. The atomic propositions considered in $\varphi\left(x_{1}, \ldots, x_{n}\right)$ are of the shape:

$$
P\left(x_{1}, \ldots, x_{n}\right) \bowtie 0
$$

where $\bowtie \in\{=, \neq, \geq,>, \leq,<\}$ and $P: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a real multi-variate polynomial with integer coefficients.

When all quantifiers $Q_{i}$ for $i \in \llbracket 1, n \rrbracket$ are existential quantifiers, the formula $\Phi$ belongs to the existential theory of the reals $(\exists-\mathbb{R}$ for short).

The semantics behind the first order theory of the reals is quite intuitive, though it would take some space to formally define. Instead, let us illustrate it on a couple of examples.

Example 9.1. Consider the FO- $\mathbb{R}$ formula below.

$$
\forall x \in \mathbb{R}, \exists y \in \mathbb{R}, x+y \geq 0
$$

This FO- $\mathbb{R}$ formula is true since it does hold that, for all $x \in \mathbb{R}$, taking $y:=$ $-x \in \mathbb{R}$, we have $x+y=0$. However, the FO- $\mathbb{R}$ formula

$$
\exists x \in \mathbb{R}, \forall y \in \mathbb{R}, x+y \geq 0
$$

is false in $\mathrm{FO}-\mathbb{R}$ since there is no $x \in \mathbb{R}$, such that, for all $y \in \mathbb{R}$, we have $x+y \geq 0$.

Let us now consider the decision problem associated with FO- $\mathbb{R}$ formulas.
Definition 9.6. We denote by $T_{r u e^{F O}-\mathbb{R}}$ the set of all first-order theory of the reals formulas that evaluate to true. The decision problem $\mathrm{Is}_{\mathrm{FO}-\mathbb{R}}$ is as follows:

- Input: an $\mathrm{FO}-\mathbb{R}$ formula $\Phi$;
- Output: yes if and only if the formula $\Phi$ is in $\operatorname{True}_{\mathrm{FO}}-\mathbb{R}$.

Theorem 9.5. The decision problem $\mathrm{I}_{\mathrm{Fo}-\mathbb{R}}$ is decidable.
This result was first shown in [78]. It was then improved in [79, Theorem 1.1] it as it was shown that $\mathrm{Is}_{\mathrm{FO}-\mathbb{R}}$ could be decided in doubly-exponential time via a quantifier elimination procedure.

As a side remark, in [80], it was shown that the decision problem $\mathrm{Is}_{\mathrm{Fo}-\mathbb{R}}$ for those formulas belonging to the existential theory of the reals can be decided in polynomial space.

### 9.2.2 . Finitely and uniquely maximizable game forms

Let us first focus on game forms finitely and uniquely maximizable w.r.t. Player A (recall Definitions 6.3 and 6.4). Given some $n \in \mathbb{N}$, we encode in FO- $\mathbb{R}$ the fact that a standard finite deterministic game form is maximizable w.r.t. Player A by a set of cardinal $n$. We formally define below this notion.

Definition 9.7 ( $n$-maximizable game forms). Consider a game form $\mathcal{F} \in$ Form $(\mathrm{O})$ on a set of outcomes O . For all $n \in \mathbb{N}$, we say that the game form $\mathcal{F}$ is $n$-maximizable w.r.t. Player A if there is a set of GF-strategies $S_{A} \subseteq \Sigma_{\mathrm{A}}$ that maximizes the game form $\mathcal{F}$ such that $\left|S_{\mathrm{A}}\right| \leq n$. We denote by $n-\mathrm{Max}_{\mathrm{A}}$ the set of game forms n-maximizable w.r.t. Player A.

By definition, a game form is uniquely maximizable if and only if it is in $1-\mathrm{Max}_{\mathrm{A}}$.

The fact that standard finite deterministic game form is in 1-MaxA can be encoded in the first-order theory of the reals.

Proposition 9.6. Consider a standard finite deterministic game form F. For all $l \in \mathbb{N}$, the fact that $\mathcal{F} \in l-\mathrm{Max}_{\mathrm{A}}$ can be encoded, with a formula whose size is polynomial in $l$ and $|\mathcal{F}|$ (as defined in Definition 9.1), in FO- $\mathbb{R}$.

Proof. Consider some $l \in \mathbb{N}$. We encode the fact that a standard finite deterministic game form $\mathcal{F}=\left\langle\operatorname{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$ is in $l-\mathrm{Max}_{\mathrm{A}}$. Without loss of generality, since the game form $\mathcal{F}$ is deterministic, we assume that $\mathrm{O}=$ $\varrho\left(\right.$ Act $\left._{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}\right)$. We assume that $\mathrm{Act}_{\mathrm{A}}=\llbracket 1, n \rrbracket, \mathrm{Act}_{\mathrm{B}}=\llbracket 1, m \rrbracket$ and we consider the formula $\Phi_{\mathcal{F}}^{l-\mathrm{Max}_{A}}$ below, that we will explain line by line in the following.

$$
\begin{aligned}
& \Phi_{\mathcal{F}}^{l-\operatorname{Max}_{\mathrm{A}}}:=\exists\left(\sigma_{k}=\sigma_{k}^{1}, \ldots, \sigma_{k}^{n}\right)_{1 \leq k \leq l}, \bigwedge_{1 \leq k \leq l} \operatorname{IsStrategy}_{\mathrm{A}}\left(\sigma_{k}\right) \wedge \\
& \forall v=\left(v_{o}\right)_{o \in \mathrm{O}}, \operatorname{Real\operatorname {BetweenZeroOne}(v)\wedge } \\
& \exists u,(0 \leq u \leq 1) \wedge \\
& \exists \sigma_{\mathrm{B}}=\sigma_{\mathrm{B}}^{1}, \ldots, \sigma_{\mathrm{B}}^{m}, \operatorname{IsStrategy}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}\right) \wedge \operatorname{VaI}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}, v, u\right) \wedge \\
& \bigvee_{1 \leq k \leq l} \operatorname{VaI}_{\mathrm{A}}\left(\sigma_{k}, v, u\right)
\end{aligned}
$$

Before detailing all the predicates occurring in the formula $\Phi_{\mathcal{F}}^{l-\mathrm{Max}_{A}}$, note that the formula $\Phi_{\mathcal{F}}^{l-M a x_{A}}$ does not fit exactly the formalism of Definition 9.5: all the quantifiers are not at the beginning of the formula. However, the semantics of the formula does not change if these quantifiers are moved at the beginning. We present the formula $\Phi_{\mathcal{F}}^{l-\text { Max }_{A}}$ in that way for readability.

The first line encodes the existence of a set of $l$ Player-A GF-strategies among which we will later find optimal GF-strategies for Player A. For all $1 \leq k \leq l$, the predicate IsStrategy $\left(\sigma_{k}\right)$ checks that $\sigma_{k}$ is indeed a Player-A

GF-strategy in $\mathcal{F}$. That is:

$$
\operatorname{IsStrategy}_{\mathrm{A}}\left(\sigma_{k}\right):=\bigwedge_{1 \leq i \leq n}\left(\left(0 \leq \sigma_{k}^{i} \leq 1\right) \wedge\left(\sum_{i=1}^{n} \sigma_{k}^{i}=1\right)\right)
$$

Then, we quantify over all the possible valuations $v$ of the outcomes. This is checked by the predicate RealBetweenZeroOne $(v)$ :

$$
\text { RealBetweenZeroOne }(v):=\bigwedge_{o \in \mathrm{O}}\left(0 \leq v_{o} \leq 1\right)
$$

The value of the game in normal form $\langle\mathcal{F}, v\rangle$ is then equal to $u$ (which is in $[0,1]$ ), which will be checked by the following predicates. First, we exhibit a Player-B GF-strategy $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})$ whose value is at most $u$. The predicate IsStrategy ${ }_{\mathrm{B}}\left(\sigma_{B}\right)$ checks that $\sigma_{\mathrm{B}}$ is indeed a Player-B GF-strategy:

$$
\operatorname{IsStrategy}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}\right):=\bigwedge_{1 \leq j \leq m}\left(\left(0 \leq \sigma_{\mathrm{B}}^{j} \leq 1\right) \wedge\left(\sum_{j=1}^{m} \sigma_{\mathrm{B}}^{j}=1\right)\right)
$$

The predicate $\mathrm{Val}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}, v, u\right)$ checks that the value of this Player-B GF-strategy $\sigma_{\mathrm{B}}$ in the game in normal form $\langle\mathcal{F}, v\rangle$ is at most $u$ :

$$
\operatorname{Val}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}, v, u\right):=\bigwedge_{1 \leq i \leq n}\left(\sum_{j=1}^{m} \sigma_{\mathrm{B}}^{j} \cdot v_{\varrho(i, j)} \leq u\right)
$$

Finally, we check that there is a Player-A GF-strategy $\sigma_{k}$ for some $1 \leq k \leq l$ whose value is at least $u$ in the game in normal form $\langle\mathcal{F}, v\rangle$. This is checked by the predicate $\operatorname{Val}_{\mathrm{A}}\left(\sigma_{k}, v, u\right)$ :

$$
\operatorname{Val}_{\mathrm{A}}\left(\sigma_{k}, v, u\right):=\bigwedge_{1 \leq j \leq m}\left(\sum_{i=1}^{n} \sigma_{k}^{i} \cdot v_{\varrho(i, j)} \geq u\right)
$$

Therefore, we have that $\mathcal{F}$ is $l-\mathrm{Max}_{\mathrm{A}}$ if and only if $\Phi_{\mathcal{F}}^{l-\operatorname{Max}_{A}} \in \operatorname{True}_{\mathrm{FO}}-\mathbb{R}$. In addition, the size of the formula $\Phi_{\mathcal{F}}^{l-\mathrm{Max}_{A}}$ is polynomial in the size of $\mathcal{F}$ and $l$.

We can therefore conclude that deciding if a game form is uniquely (resp. finitely) maximizable is decidable (resp. semi-decidable).

Corollary 9.7. It is decidable if a standard finite deterministic game form is uniquely maximizable w.r.t. Player A and it is semi-decidable if a standard finite deterministic game form is finitely maximizable w.r.t. Player A.

Proof. This is direct consequence of Proposition 9.6 for game forms uniquely maximizable w.r.t. Player A. Consider now the case of game forms finitely
maximizable w.r.t. Player A. Recall that a decision problem $L$ is semidecidable if there is an algorithm terminating on all positive instances of $L$ (but that does not necessarily terminate on all instances) such that, whenever it terminates, it accepts all positives instances of $L$ and rejects all negative instances. Let us design such an algorithm. Given a game form $\mathcal{F}$, one can check, for all $n \in \mathbb{N}$, if $\mathcal{F}$ is $n$-maximizable, in which case one accepts $\mathcal{F}$. The correctness of the algorithm is a direct consequence of the fact that all game forms finitely maximizable w.r.t. Player A are $n$-maximizable for some $n \in \mathbb{N}$.

Open Question 9.1. It is not known if it can be decided that a standard finite deterministic game form is finitely maximizable w.r.t. Player A.

The reason why we cannot encode this problem in the first order theory of the reals as we did above is the following. We do not know any bound in the size of the finite set maximizing a game form, assuming there is one that does. Hence, encoding a set of arbitrary, yet finite, size seems to require infinitely many variables.
9.2.3 . Relevant environments and positionally optimizable game forms

Let us now focus on positionally optimizable game forms. Recall that these are the game forms we defined in in the previous chapter. The formal definition is given in Definition 8.7. The definition of environments (i.e. Definition 8.4) will be extensively used in this subsection (and the next). Before encoding the corresponding decision problem in the first order theory of the reals, let us first state that, to prove that a game form is positionally optimizable, one does not need to consider all possible environments. In fact, it is sufficient to consider relevant environments, defined below.

Definition 9.8 (Relevant environments). For a set of outcomes O, an environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$ is relevant if $c \in\{0,1\}, p^{-1}[\{c-1\}]=$ $p^{-1}\left[\left\{q_{\text {init }}\right\}\right]=\emptyset$ and, for all $i \in \llbracket c, e \rrbracket$, there is $o \in \mathrm{O}$ such that $p(o)=k_{i}$. The size of a relevant environment $E$ is equal to $\operatorname{Sz}(E):=e-c$.

As mentioned above, we may only consider relevant environment to decide if a game form is positionally maximizable.

Proposition 9.8 (Proof 9.5.1). Consider a set of outcomes O and a game form $\mathcal{F} \in \operatorname{Form}(\mathrm{O})$. Consider a Player $\mathrm{C} \in\{\mathrm{A}, \mathrm{B}\}$. For all $n \in \mathbb{N}$, the game form $\mathcal{F}$ is positionally maximizable w.r.t. Player C up to $n$ if and only if, for all relevant environments $E$ with $\mathrm{Sz}(E) \leq n-1$, there is an optimal GF-strategy in $\mathcal{F}$ for Player $C$ w.r.t. $(\mathcal{F}, E)$.

The benefit of considering only relevant environment is that, given any $l \in \mathbb{N}$, deciding if a game form is positionally optimizable up to $l$ can be done by considering environments where all the outcomes are mapped to the indices
at most $l$. Then, the fact that a standard finite deterministic game form is positionally optimizable can be encoded in the first-order theory of the reals.
Proposition 9.9. Consider a standard finite deterministic game form $\mathcal{F}$. The fact that $\mathcal{F} \in \operatorname{ParO}$ (resp. $\mathcal{F} \in \operatorname{ParO}(n)$, for some $n \in \mathbb{N}$ ) can be encoded, with formula of size polynomial in $|\mathcal{F}|$ (resp. and $n$ ), in FO- $\mathbb{R}$.

Proof. Consider some $l \in \mathbb{N}$. We encode the fact that a standard finite deterministic game form $\mathcal{F}=\left\langle\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle$ is positionally optimizable up to $l$. Without loss of generality, since the game form $\mathcal{F}$ is deterministic, we assume that $\mathrm{O}=\varrho\left(\mathrm{Act}_{\mathrm{A}}, \mathrm{Act}_{\mathrm{B}}\right)$. To do so, we use the characterization of Proposition 9.8 and we express in FO- $\mathbb{R}$ the fact that, for all relevant environments $E=\langle c, e, p\rangle$ of size at most $l-1$, both players have an optimal GF-strategy. We use the characterization given by Lemma 8.2. We assume that $\mathrm{Act}_{\mathrm{A}}=\llbracket 1, n \rrbracket$, $\mathrm{Act}_{\mathrm{B}}=\llbracket 1, m \rrbracket$ and we consider the formula $\Phi_{\mathcal{F}}^{\mathrm{ParO}(l)}$ below, that we will explain line by line in the following.

$$
\begin{aligned}
& \Phi_{\mathcal{F}}^{\operatorname{ParO}(l)}:=\forall c, \operatorname{ZeroOrOne}(c) \wedge \\
& \forall \alpha=\left(\alpha_{o}\right)_{o \in \mathrm{O}}, \operatorname{ZeroOrOne}(\alpha) \wedge \\
& \forall v=\left(v_{o}\right)_{o \in \mathrm{O}}, \operatorname{Real\operatorname {BetweenZeroOne}(v)\wedge } \\
& \forall k=\left(k_{o}\right)_{o \in \mathrm{O}}, \operatorname{IntBetweenZeroL}(k, c) \wedge \\
& \exists u,(0 \leq u \leq 1) \wedge \\
& \exists S_{\mathrm{A}}=S_{\mathrm{A}}^{1}, \ldots, S_{\mathrm{A}}^{n}, \\
& \exists \sigma_{\mathrm{A}}=\sigma_{\mathrm{A}}^{1}, \ldots, \sigma_{\mathrm{A}}^{n},{\operatorname{IsIndicator}\left(S_{\mathrm{A}}\right) \wedge \operatorname{IsStrategy}}_{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right) \wedge \operatorname{IsSupp}\left(\sigma_{\mathrm{A}}, S_{\mathrm{A}}\right) \wedge \operatorname{VaI}_{\mathrm{A}}\left(\sigma_{\mathrm{A}}, \alpha, v, u\right) \wedge \\
& \bigwedge_{1 \leq j \leq m} \operatorname{MaxIntegerEven}\left(S_{\mathrm{A}}, k, j, c\right) \wedge \\
& \exists S_{\mathrm{B}}=S_{\mathrm{B}}^{1}, \ldots, S_{\mathrm{B}}^{m}, \\
& \exists \sigma_{\mathrm{B}}=\sigma_{\mathrm{B}}^{1}, \ldots, \sigma_{\mathrm{B}}^{n}, \operatorname{IsIndicator}\left(S_{\mathrm{B}}\right) \wedge \operatorname{IsStrategy} \mathrm{I}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}\right) \wedge \operatorname{IsSupp}\left(\sigma_{\mathrm{B}}, S_{\mathrm{B}}\right) \wedge \operatorname{Val}_{\mathrm{B}}\left(\sigma_{\mathrm{B}}, \alpha, v, u\right) \wedge \\
& \bigwedge_{1 \leq i \leq n} \operatorname{MaxIntegerOdd}\left(S_{\mathrm{B}}, k, i, c\right)
\end{aligned}
$$

As in the proof of Proposition 9.6, the formula $\Phi_{\mathcal{F}}{ }^{\mathrm{ParO}(l)}$ does not fit exactly the formalism of Definition 9.5, since all the quantifiers are not at the beginning of the formula. However, as the proof of Proposition 9.6, the semantics is changed if these quantifiers are moved at the beginning of the formula. We presented $\Phi_{\mathcal{F}}^{\mathrm{ParO}(l)}$ in that way for readability.

The first four lines encode the relevant environment $E$. Specifically:

$$
\text { ZeroOrOne }(c):=(c=0) \vee(c=0)
$$

Since the environment $E$ is relevant, $c$ is equal to either 0 or 1 . Furthermore:

$$
\text { ZeroOrOne }(\alpha):=\bigwedge_{o \in \mathrm{O}}\left(\left(\alpha_{o}=0\right) \vee\left(\alpha_{o}=1\right)\right)
$$

where, for all $o \in \mathrm{O}, \alpha_{o}=1$ means that $p(o) \in[0,1]$ and $\alpha_{o}=0$ means that $p(o) \in K_{l}$. Furthermore:

$$
\text { RealBetweenZeroOne }(v):=\bigwedge_{o \in \mathrm{O}}\left(0 \leq v_{o} \leq 1\right)
$$

where, for all $o \in \mathrm{O}, v_{o} \in[0,1]$ corresponds to the value of $o$ w.r.t. $p$ (assuming $p(o) \in[0,1])$. Furthermore:

$$
\operatorname{IntBetweenZeroL}(k, c):=\bigwedge_{o \in \mathrm{O}}\left(\bigvee_{0 \leq p \leq l} k_{o}=p\right) \wedge\left((c=0) \Rightarrow\left(k_{o} \leq l-1\right)\right)
$$

where, for all $o \in \mathrm{O}, k_{o} \in \llbracket 0, l \rrbracket$ is the index of $o$ given by $p$ (assuming that $\left.p(o) \in K_{l}\right)$. Furthermore, since the size of $E$ is at most $l-1$, if $c=0$, then the maximum of the colors should be at most $l-1$.

Then, $u$ is the value of the game $\mathcal{G}_{(\mathcal{F}, E)}$ from the state $q_{\text {init }}$. This is ensured by the remainder of the formula: it exhibits a GF-strategy per player whose corresponding positional strategy parity dominates the valuation $v_{Y}^{u}$ for $Y:=$ $(\mathcal{F}, E)$. The predicates are used for both players, we give them only for Player $A$, the case of Player B being analogous.

$$
\text { IsIndicator }\left(S_{\mathrm{A}}\right):=\bigwedge_{1 \leq i \leq n}\left(\left(S_{\mathrm{A}}^{i}=0\right) \vee\left(S_{\mathrm{A}}^{i}=1\right)\right)
$$

where $S_{\mathrm{A}}$ encodes the support of the GF-strategy $\sigma_{\mathrm{A}}$. The fact that it is indeed a Player-A GF-strategy is ensured by the predicates below:

$$
\operatorname{lsStrateg}_{\mathrm{A}}\left(\sigma_{\mathrm{A}}\right):=\bigwedge_{1 \leq i \leq n}\left(\left(0 \leq \sigma_{\mathrm{A}}^{i} \leq 1\right) \wedge\left(\sum_{i=1}^{n} \sigma_{\mathrm{A}}^{i}=1\right)\right)
$$

In addition:

$$
\operatorname{ls} \operatorname{Supp}\left(\sigma_{\mathrm{A}}, S_{\mathrm{A}}\right):=\bigwedge_{1 \leq i \leq n}\left(\left(\sigma_{\mathrm{A}}^{i}>0\right) \Leftrightarrow\left(S_{\mathrm{A}}^{i}=1\right)\right)
$$

This predicate ensures that $S_{\mathrm{A}}$ does indeed correspond to the support of the GF-strategy $\sigma_{\mathrm{A}}$. Furthermore:

$$
\operatorname{Val}_{\mathrm{A}}\left(\sigma_{\mathrm{A}}, \alpha, v, u\right):=\bigwedge_{1 \leq j \leq k}\left(\sum_{i=1}^{n} \sigma_{\mathrm{A}}^{i} \cdot\left(\alpha_{\varrho(i, j)} \cdot v_{\varrho(i, j)}+\left(1-\alpha_{\varrho(i, j)}\right) \cdot u\right) \geq u\right)
$$

This predicates encodes the fact that the Player-A GF-strategy $\sigma_{\mathrm{A}}$ dominates the valuation $v_{Y}^{u}$. Indeed, note that for all $o \in \mathrm{O}$, if $\alpha_{o}=1$, then $p(o) \in[0,1]$, and therefore $v_{Y}^{u}(o)=p(o)=v_{o}$. Similarly, if $\alpha_{o}=0$, then $p(o) \in K_{l}$, and therefore $v_{Y}^{u}(o)=u$. Finally, when $l$ is even, denoting $l=2 \cdot x$ with $x \in \mathbb{N}$ :

$$
\begin{aligned}
\operatorname{Max} \operatorname{IntegerEven}\left(S_{\mathrm{A}}, k, j, c\right):= & \bigvee_{1 \leq i \leq n}\left(S_{\mathrm{A}}^{i}=1 \wedge \alpha_{\varrho(i, j)}=1\right) \vee \\
& \bigvee_{0 \leq e \leq x}(2 e \geq c) \wedge\left(\left(\bigvee_{1 \leq i \leq n}\left(S_{\mathrm{A}}^{i}=1\right) \wedge\left(k_{\varrho(i, j)}=2 e\right)\right) \wedge\right. \\
& \left.\left(\bigwedge_{1<i<n}\left(S_{\mathrm{A}}^{i}=1\right) \Rightarrow\left(k_{\varrho(i, j)} \leq 2 \cdot e\right)\right)\right)
\end{aligned}
$$

It is similar if $l$ is odd, up to small changes. This predicate encodes item (ii.2) of Lemma 8.2: for all columns $j \in \mathrm{Act}_{\mathrm{B}}$, either there is positive probability to see an outcome mapped to a value in $[0,1]$ (i.e. out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, j\right)>0$ ) or the maximum of the colors in the support of the strategy $\sigma_{\mathrm{A}}$ is even (i.e. $\max \left(\operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, j\right) \cup\{c\}\right)$ is even $)$.

By Lemma 8.2 and Proposition 9.8, we have that $\mathcal{F} \in \operatorname{ParO}(l)$ if and only if $\Phi_{\mathcal{F}}^{\mathrm{ParO}(l)} \in \mathrm{True}_{\mathrm{FO}-\mathbb{R}}$. Furthermore, the size of $\Phi_{\mathcal{F}}^{\mathrm{ParO}(l)}$ is polynomial in the size of $\mathcal{F}$ (and in $l$ ).

Finally, since given an environment, an outcome is mapped to at most one index, and since in relevant environments of size $n \in \mathbb{N}$, the outcomes are mapped to at least $n-1$ different indices, we have $\mathcal{F} \in \operatorname{ParO} \Leftrightarrow \mathcal{F} \in \mathrm{ParO}(n+2)$ for $n:=|\mathrm{O}|$. The proposition follows.

### 9.3 Comparing classes of game forms

In this section, we compare the strengths of the game form properties we have defined in this part. For these properties to be well defined, we need to restrict ourselves to standard finite game forms (note however that we do not restrict ourselves to deterministic game forms). In addition, when applicable, the properties we consider on game forms hold for both players. This is the case for finitely/uniquely maximizable and positionally optimizable game forms. That way, how all these properties compare is not too complicated to describe. More specifically, the goal of this section is to prove the results summarized in Figure 9.3, and stated formally in Theorem 9.10 below.


Figure 9.3: This summarizes how properties on standard finite game forms compare in strength, that is formally stated in Theorem 9.10. If an ellipse (or an intersection of ellipses) labeled with $X$ is contained in another ellipse labeled with $X$, this means that the set of $Y$ game forms is strictly included in the set of $X$ game forms.

Theorem 9.10. Among the set of all standard finite game forms, denoting All the set of such game forms, Det. the set of deterministic game forms that are determined, Fin. Max. (resp. 1-Max.) the set of game forms finitely (resp. uniquely) maximizable for both players, and T.B. the set of turn-based game forms, from top to bottom in Figure 9.3, we have:

1. $\mathrm{All}=\mathrm{ParO}(0)$;
2. for all $n \in \mathbb{N}, \operatorname{ParO}(n) \supsetneq \operatorname{ParO}(n+1)$;
3. for all $n \in \mathbb{N}, \operatorname{ParO}(n) \supsetneq \cap_{k \in \mathbb{N}} \mathrm{ParO}(k)=\mathrm{ParO}$;
4. ParO $\supsetneq$ Fin.Max.;
5. Fin.Max. $\supsetneq$ Det. $\cup 1$-Max. $\cup$ T.B.;
6. $\forall X \in\{$ Det., 1-Max. $\}, X \supsetneq$ Det. $\cap 1$-Max.;
7. $\forall X \in\{$ Det., T.B. $\}, X \supsetneq$ Det. $\cap$ T.B.;
8. $\forall X \in\{$ T.B., 1-Max.\}, $X \supsetneq$ T.B. $\cap 1-M a x . ;$
9. $\forall X \in\{$ Det. $\cap 1$-Max., Det. $\cap$ T.B., T.B. $\cap 1-M a x$.$\} ,$ $X \supsetneq$ Det. $\cap$ T.B. $\cap 1$-Max..

Among all these items, there are only two that are not straightforward to prove: items 2 and 4 . We state and prove propositions corresponding to these items and then formally prove Theorem 9.10. Let us first start with the simplest of these items: item 4.

Proposition 9.11. The set of standard finite game forms positionally optimizable (i.e. ParO) strictly contains the set of game forms finitely maximizable w.r.t. both players (i.e. Fini. Max.). That is, ParO $\supsetneq$ Fini. Max..

Proof. The inclusion ParO $\supseteq$ Fin. Max. is a direct corollary of Corollary 6.12 applied to both players: in a finite concurrent parity game where all local interactions are finitely maximizable w.r.t. both players, both players have an optimal positional strategy.

Let us now show that this inclusion is strict, that is let us exhibit a standard finite game form that is positionally optimizable but not finitely maximizable for any player. Consider the standard finite game form $\mathcal{F} \in$ Form( O ) depicted in Figure 9.4 where $\mathrm{O}:=\{x, y, z\}$. Both players have two available actions, we let $\operatorname{Act}_{\mathrm{A}}:=\left\{a_{\mathrm{t}}, a_{\mathrm{b}}\right\}$ where $a_{\mathrm{t}}$ (resp. $a_{\mathrm{b}}$ ) is the Player-A action corresponding to the top (resp. bottom) row in $\mathcal{F}$. Similarly, we let $\operatorname{Act}_{B}:=\left\{b_{l}, b_{r}\right\}$ where $b_{1}$ (resp. $b_{r}$ ) is the Player-B action corresponding to the left (resp. right) column in $\mathcal{F}$. Let us show that this game form is positionally optimizable.

Consider any environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$ and the corresponding parity game $\mathcal{G}_{(\mathcal{F}, E)}$ (recall Definition 8.5). We let $u:=\chi_{\mathcal{G}_{(\mathcal{F}, E)}}\left(q_{\text {init }}\right)$. For all

$$
\mathcal{F}=\left[\begin{array}{cc}
\frac{2 x+y+z}{4} & \frac{3 y+z}{4} \\
\frac{3 y+z}{4} & \frac{y+3 z}{4}
\end{array}\right] \quad\langle\mathcal{F}, v\rangle=\left[\begin{array}{cc}
\frac{2 \alpha+1}{4} & \frac{3}{4} \\
\frac{3}{4} & \frac{1}{4}
\end{array}\right]
$$

Figure 9.4: A game form $\mathcal{F}$ that is positionally optimizable but not finitely maximizable.

Figure 9.5: The game in normal form $\left\langle\mathcal{F}, v_{\alpha}\right\rangle$ obtained from the game form $\mathcal{F}$ of Figure 9.4.
$t \in \mathrm{O}$, if $p(t) \notin[0,1]$, we let $n_{t} \in \llbracket 0, e \rrbracket$ denote the integer that $t$ is mapped to w.r.t. $p$, i.e. the integer ensuring $p(t)=k_{n_{t}}$. There are two cases:

- Assume that $p(y), p(z) \notin[0,1]$. Then, $u \in\{0,1\}$. Indeed, by playing actions $a_{\mathrm{b}} \in \operatorname{Act}_{\mathrm{A}}$ and $b_{\mathrm{r}} \in \operatorname{Act}_{\mathrm{B}}$ at state $q_{\text {init }}$ in the game $\mathcal{G}_{(\mathcal{F}, E)}$, both players can ensure that: 1) surely, no stopping state is reached and, 2) almost surely, the highest color seen infinitely often is $\max \left(c, n_{y}, n_{z}\right)$. Hence, if $\max \left(c, n_{y}, n_{z}\right)$ is even, we have that $u=1$, the Player-A GFstrategy $a_{\mathrm{b}} \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right)$ is optimal w.r.t. $(\mathcal{F}, E)$ and any Player-B GFstrategy is optimal w.r.t. $(\mathcal{F}, E)$. This is symmetrical if $\max \left(c, n_{y}, n_{z}\right)$ is odd.
- Assume that $p(y) \in[0,1]$ or $p(z) \in[0,1]$. In that case, one can realize that, for all Player-A GF-strategies $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\operatorname{Act}_{\mathrm{A}}\right)$ and PlayerB action $b \in$ Act $_{\mathrm{B}}$, we have: $\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right) \geq \frac{1}{4}$. In other words, in the parity game $\mathcal{G}_{(\mathcal{F}, E)}$, regardless of what the players do, there is probability at least $\frac{1}{4}$ to exit to a stopping state. Therefore, by Lemma 8.2, any Player-A GF-strategy $\sigma_{\mathrm{A}}$ optimal in the game in normal form $\left\langle\mathcal{F}, v_{(\mathcal{F}, E)}^{u} \circ p\right\rangle$ is optimal w.r.t. $(\mathcal{F}, E)$, and such GF-strategies exist since $\mathcal{F}$ is standard finite. This is similar for Player B.

In any case, both players have an optimal GF-strategy. Thus, the game form $\mathcal{F}$ is positionally optimizable.

Let us now show that $\mathcal{F}$ is not finitely maximizable w.r.t. any player. For all $\alpha \in[0,1]$, we let $v_{\alpha}: \mathrm{O} \rightarrow[0,1]$ be a valuation of the outcomes such that $v(y):=1, v(z):=0$ and $v(x):=\alpha$. The game in normal form $\left\langle\mathcal{F}, v_{\alpha}\right\rangle$ that we obtain is depicted in Figure 9.5. Then, one can check that the value $u_{\alpha}:=\operatorname{val}\left[\left\langle\mathcal{F}, v_{\alpha}\right\rangle\right] \in[0,1]$ of the game in normal form $\left\langle\mathcal{F}, v_{\alpha}\right\rangle$ is equal to:

$$
u_{\alpha}=\frac{4-\alpha}{8-4 \alpha}
$$

Furthermore, the only Player-A GF-strategy $\sigma_{\mathrm{A}}^{\alpha}$ that is optimal in the game in normal form $\langle\mathcal{F}, v\rangle$ is such that:

$$
\sigma_{\mathrm{A}}^{\alpha}\left(a_{\mathrm{t}}\right):=\frac{1}{2-\alpha}
$$

and similarly the only Player-B GF-strategy $\sigma_{\mathrm{B}}^{\alpha}$ that is optimal in the game in normal form $\langle\mathcal{F}, v\rangle$ is such that:

$$
\sigma_{\mathrm{B}}^{\alpha}\left(b_{\mathrm{l}}\right):=\frac{1}{2-\alpha}
$$

Therefore, for both players, playing optimally in all games in normal form that can be obtained from $\mathcal{F}$ requires playing infinitely many different GFstrategies.

We can now consider item 2 of Theorem 9.10. It is formally stated as Proposition 9.12 below.

Proposition 9.12. For all $n \in \mathbb{N}$, the set of game forms positionally optimizable up to $n$ (i.e. $\mathrm{ParO}(n)$ ) strictly contains the set of game forms optimizable up to $n+1$ (i.e. $\operatorname{ParO}(n+1)$ ). That is, we have $\operatorname{ParO}(n) \supsetneq \operatorname{ParO}(n+1)$.

The inclusion $\operatorname{ParO}(n) \supseteq \operatorname{ParO}(n+1)$ comes directly from the definition of positionally optimizable game forms (i.e. Definition 8.7). Then, for all $n \geq 1$, we exhibit a standard finite game form $\mathcal{F}_{n}$ that is in $\operatorname{ParO}(n-1)$ but not in $\operatorname{ParO}(n)$. This is done in Definition 9.9 below, where we describe a game form that is $\operatorname{ParO}(n)$ but not in $\mathrm{ParO}(n-1)$ in the case where $n$ is even.
Definition 9.9. Consider some even $n \geq 2$. We consider the set of outcomes $\mathrm{O}_{n}:=\left\{x_{0}, x_{1}, \ldots, x_{n-1}, y, z\right\}$ and we consider the standard finite game form $\mathcal{F}_{n}=\left\langle\operatorname{Act}_{\mathrm{A}}^{n}, \mathrm{Act}_{\mathrm{B}}^{n}, \mathrm{O}_{n}, \varrho_{n}\right\rangle_{\mathrm{s}}$ depicted in Figure 9.6. Let us describe the set of actions of the players. We set $\operatorname{Act}_{\mathrm{A}}^{n}:=\left\{a_{\mathrm{t}}, a_{\mathrm{b}}, a_{1}, \ldots, a_{n-1}, a_{1,0}, \ldots, a_{n-1, n-2}, a_{\mathrm{Ex}}\right\}$ and $\operatorname{Act}_{\mathrm{B}}^{n}:=\left\{b_{\mathrm{l}}, b_{\mathrm{r}}, b_{0}, \ldots, b_{n-2}, b_{2,1}, \ldots, b_{n-2, n-3}, b_{\mathrm{Ex}}\right\}$. The actions $a_{\mathrm{t}}, a_{\mathrm{b}}$ (resp. $b_{\mathrm{l}}, b_{\mathrm{r}}$ ) refer to the two topmost rows (resp. leftmost columns): $a_{\mathrm{t}}$ (resp. $b_{\mathrm{l}}$ ) leads to $\frac{x_{0}+\ldots+x_{n-1}}{n}, \frac{3 y+z}{4}$ whereas $a_{\mathrm{b}}$ (resp. $b_{\mathrm{r}}$ ) leads to $\frac{3 y+z}{4}, \frac{y+3 z}{4}$. Then, for all odd $i \leq n-1$ (resp. even $j \leq n-2$ ) $a_{i}$ and $a_{i, i-1}$ (resp. $b_{j}$ and $b_{j, j-1}-$ only if $j \geq 2$ ) correspond to the rows leading to $x_{i}$ and $\frac{x_{i}+x_{i-1}}{2}$ (resp. columns leading to $x_{j}$ and $\frac{x_{j}+x_{j-1}}{2}$ ) respectively. Finally, action $a_{\mathrm{Ex}}\left(\right.$ resp. $b_{\mathrm{Ex}}$ ) correspond to the bottommost row (resp. rightmost column).

The game forms described in Definition 9.9 satisfies the lemma below.
Lemma 9.13 (Proof 9.5.2). Consider some even $n \geq 2$. The game form of $\mathcal{F}_{n}$ Definition 9.9 is:

- positionally maximizable w.r.t. Player B;
- positionally maximizable w.r.t. Player A up to $n-1$ but not up to $n$.

That is: $\mathcal{F}_{n} \in \operatorname{ParO}(n) \backslash \operatorname{ParO}(n-1)$.
The proof of this lemma is very tedious since it requires to consider a lot of different possibilities in terms of which outcome is mapped to which value or color. Let us first give below an informal proof of this lemma in the case where $n=2$. The game form $\mathcal{F}_{2}$ is depicted in Figure 9.7.


Figure 9.6: The game form $\mathcal{F}_{n}$. Due to a lack of space, $h$ refers to $n-1$ and $h^{\prime}$ to $n-2$.

Proof sketch. Consider a relevant environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$ and the corresponding parity game $\mathcal{G}_{(\mathcal{F}, E)}$ (recall Definition 8.5). We let $u:=$ $\chi_{\mathcal{G}_{\left(\mathcal{F}_{2}, E\right)}}\left(q_{\text {init }}\right)$. For all $t \in \mathrm{O}$, if $p(t) \notin[0,1]$, we let $n_{t} \in \llbracket 0, e \rrbracket$ denote the integer that $t$ is mapped to w.r.t. $p$, i.e. the integer ensuring $p(t)=k_{n_{t}}$. We want to show that, in any case, Player B has a GF-strategy that is optimal w.r.t. $(\mathcal{F}, E)$ and that this also holds for Player A as long as $c=e($ i.e. if $\operatorname{Sz}(E)=0=n-2)$. However, there is a relevant environment $E$ with $\operatorname{Sz}(E)=1$ such that Player A has no GF-strategy optimal w.r.t. $(\mathcal{F}, E)$. Let us explain what happens for Player A. There are several cases, we detail some of them.

- Assume that $p(y), p(z) \notin[0,1]$. As in the proof of Proposition 9.11, this implies $u \in\{0,1\}$ and playing action $a_{\mathrm{Ex}}$ for Player A and action $b_{\mathrm{Ex}}$ for Player B is optimal w.r.t. $(\mathcal{F}, E)$.
- Assume now that $p(y) \in[0,1]$ and $p(z) \notin[0,1]$. Then, we have $u=p(y)$. The reason is because, by playing action $a_{\mathrm{Ex}}$, Player A ensures that almost surely a stopping state of value $p(y)$ is reached. Furthermore, Player B can ensure the same thing by playing action $b_{\mathrm{Ex}}$. Then, playing action $a_{\mathrm{Ex}}$ for Player A and action $b_{\mathrm{Ex}}$ for Player B is optimal w.r.t. $(\mathcal{F}, E)$. This is similar if $p(y) \notin[0,1]$ and $p(z) \in[0,1]$.
- Assume now $p(y), p(z) \in[0,1]$. If $p(y)<p(z)$, then we have $u=$ $\frac{3 p(y)+p(z)}{4}$, and as before playing action $a_{\mathrm{Ex}}$ for Player A and action $b_{\mathrm{Ex}}$


Figure 9.7: The game form $\mathcal{F}_{2}$.
Figure 9.8: The game form $\mathcal{F}_{2}$ in a specific environment.
for Player B is optimal w.r.t. $(\mathcal{F}, E)$.

- Assume now that $p(y), p(z) \in[0,1]$ and $p(y) \geq p(z)$. If $p\left(x_{0}\right) \in[0,1]$ or $p\left(x_{1}\right) \in[0,1]$, we can also exhibit an optimal GF-strategy for both players.
- Let us now assume that $p(y), p(z) \in[0,1]$ with $p(y) \geq p(z)$. For simplicity, we assume that $p(y)=1$ and $p(z)=0$. In that case, we have:

$$
\frac{1}{4}=\frac{3 p(z)+p(y)}{4} \leq u \leq \frac{p(z)+3 p(y)}{4}=\frac{3}{4}
$$

Assume also that $p\left(x_{0}\right), p\left(x_{1}\right) \notin[0,1]$. Assume first that $n_{x_{0}}$ is odd. In that case, $u=\frac{1}{4}$. A Player-B strategy playing positionally action $b_{0}$ achieves this value in the game $\mathcal{G}_{\left(\mathcal{F}_{2}, E\right)}$. Thus, the Player-A GF-strategy $a_{\text {Ex }}$ is optimal w.r.t. $\left(\mathcal{F}_{2}, E\right)$.
Assume now that $n_{x_{0}}$ is even. Then, in any case, we have $u=\frac{3}{4}$. Indeed, for all $\varepsilon>0$, a Player-A positional strategy playing action $a_{\mathrm{t}}$ with probability $1-\varepsilon$ and action $a_{\mathrm{b}}$ with probability $\varepsilon$ has value at least $\frac{3}{4}-\varepsilon$ in the game $\mathcal{G}_{\left(\mathcal{F}_{2}, E\right)}$. Therefore, playing action $b_{\mathrm{Ex}}$ is always optimal for Player B. It will also be the case for Player A if $\operatorname{Sz}(E)=0$, i.e. if $c=e$. Indeed, in that case, we have either $n_{x_{0}}=n_{x_{1}}=0$, in which case $u=\frac{3}{4}$ and the Player-A GF-strategy $a_{1}$ is optimal w.r.t. $\left(\mathcal{F}_{2}, E\right)$; or $n_{x_{0}}=n_{x_{1}}=1$, in which case we are in the scope of the previous case of this item since $n_{x_{0}}$ is odd. However, if $\operatorname{Sz}(E)=1$, there may be an issue for Player A, as we show below.

Consider now a relevant environment $E=\langle c, e, p\rangle$ of size 1 such that $c:=0$, $p(y):=1, p(z):=0, p\left(x_{0}\right)=k_{0}$ and $p\left(x_{1}\right)=k_{1}$. We do have $\operatorname{Sz}(E)=1$. What we obtain is depicted in Figure 9.8. In that case, we have $u:=\chi_{\mathcal{G}_{\mathcal{F}_{2}, E}}\left(q_{\text {init }}\right)=\frac{3}{4}$,
as argued above in the last item. Consider any Player-A GF-strategy $\sigma_{\mathrm{A}} \in$ $\Sigma_{\mathrm{A}}\left(\mathcal{F}_{2}\right)$. If it plays action $a_{\mathrm{b}}$ or action $a_{\mathrm{Ex}}$ with positive probability, then the strategy $\mathrm{s}_{\mathrm{A}}^{\left(\mathcal{F}_{2}, E\right)}\left(\sigma_{\mathrm{A}}\right)$ does not dominate the valuation $v_{\left(\mathcal{F}_{2}, E\right)}^{u}$. However, if it does not play these actions with positive probability, the strategy $\mathrm{s}_{\mathrm{A}}^{\left(\mathcal{F}_{2}, E\right)}\left(\sigma_{\mathrm{A}}\right)$ has value 0 in $\chi_{\mathcal{G}_{\left(\mathcal{F}_{2}, E\right)}}$ from $q_{\text {init }}$. Indeed, by positionally playing action $b_{1}$, Player B ensures that: 1) surely, no stopping state is seen, and 2) almost surely, the state $k_{1}$ (of color 1 ) is seen infinitely often, while $c=0$.

Let us now consider the proof of Proposition 9.12.
Proof. Let $n \geq 1$. The inclusion $\mathrm{ParO}(n-1) \supseteq \mathrm{ParO}(n)$ is direct. Lemma 9.13 ensures that these two sets are not equal when $n$ is even. A similar lemma could be stated in the case where $n$ is odd.

We can now proceed to the proof of Theorem 9.10. Note that we will refer several times to game forms depicted in Chapter 6.

Proof. Let us prove all these items one by one. Recall that we only consider standard finite game forms.

1. Consider any standard finite game form $\mathcal{F}$. By the characterization of Proposition 9.8, and since no relevant environment has size -1 , we have $\mathcal{F} \in \operatorname{ParO}(0)$.
2. This is given by Proposition 9.12.
3. This a direct consequence of the previous item.
4. This is given by Proposition 9.11.
5. By definition, if a game form is uniquely maximizable, it is also finitely maximizable. In addition, by Proposition 6.5, any (deterministic) determined game form $\mathcal{F}$ is maximized w.r.t. Player $C \in\{A, B\}$ by Act $C$, which is finite. In addition, any game form $\mathcal{F}$ where Player $A$ plays alone is maximized by Act $_{A}$ w.r.t. Player A. This is similar for Player B.
6. The game form depicted in Figure 6.1 is determined, but is not uniquely maximizable since, depending on the valuation, Player A should deterministically play on either of her three available actions.
Furthermore, the matching pennies interaction, depicted in Figure 6.11 is uniquely maximizable, but not determined.
7. The game form depicted in Figure 6.1 mentioned in the previous item is determined, but not turn-based.
Furthermore, all deterministic turn-based game forms are determined. However, any turn-based game form that is not deterministic (recall Definition 1.11) is not determined.
8. A game form where Player A plays alone and chooses an action among two that leads to two different outcomes (for instance depicted in the middle of Figure 1.1) is turn-based, but not uniquely maximizable.

In addition, the game form depicted in Figure 6.12 is uniquely maximizable, but not turn-based.
9. The game form depicted in Figure 6.12 mentioned in the previous item is both determined and uniquely maximizable but not turn-based.

A trivial game form that is not deterministic is both turn-based and uniquely maximizable but not determined.

Finally, the turn-based deterministic game form with two possible outcomes described in the previous item (that is depicted in the middle of Figure 1.1) is both turn-based and determined but not uniquely maximizable.

### 9.4 Discussion, open questions and future work

This chapter was devoted to the study of the classes of game forms we have defined in the previous chapters of this part. As mentioned in the introduction of this chapter, we have given two kinds of results, some related to decidability/complexity, and the others related to comparing the different classes of game forms. As stated above, we leave unanswered Open Question 9.1: we do not know whether or not it is decidable that a standard finite deterministic game form is finitely maximizable w.r.t. Player A.

One can notice that, when encoding different problems in the first order theory of the reals, we did not look carefully at the exact complexity it entailed. However, as stated in this chapter (below Theorem 9.5), first order theory of the reals formulas can be decided in doubly exponential time, though one needs to be careful with this statement since the precise complexity is doubly exponential is some parameters, and polynomial in others. However, interestingly, this complexity of deciding those formulas belonging to the existential theory of the reals (i.e. with only existential quantifiers), can be done in polynomial space, as stated below Theorem 9.5. The FO- $\mathbb{R}$ formulas we have exhibited in this chapter all use both universal and existential quantifiers. However, we believe that the fact that a standard finite deterministic game form is in $\mathrm{ParO}(1)$ can be encoded in the existential theory of the reals, as stated in the conjecture below.

Conjecture 9.14. The fact that a standard finite deterministic game form is in $\mathrm{ParO}(1)$ can be encoded, with a polynomial size formula, with $\exists-\mathbb{R}$ formulas.

This would show that deciding whether a standard finite game form belongs to $\mathrm{ParO}(1)$ can be done in polynomial space.

A natural future work is to study the different properties that the different classes of game forms we have defined in this part enjoy. We have given some in Chapter 6. For instance, a standard deterministic game form with at least one underlying action set that is finite is determined if and only if it is semi-determined for either of the players (recall Proposition 6.8). However, there are still a lot of open questions relating these properties, and in particular maximizable game forms. We give one below, but many others could be inquired.

Open Question 9.2. Given a standard finite deterministic game form $\mathcal{F}$, does it hold that if $\mathcal{F}$ is uniquely (or finitely) maximizable w.r.t. Player A, then $\mathcal{F}$ is finitely maximizable w.r.t. Player B.

Finally, consider any standard finite deterministic game form ensuring any of the properties defined in this part, e.g. being positionally optimizable. Assume that we replace one of its outcomes with a standard finite deterministic game form that is itself positionally optimizable. This would require a formal definition, in particular we would have to handle properly the number of rows and columns of the new game form. Assuming that it is properly defined, we believe that the obtained standard finite deterministic game form would still be positionally optimizable. In fact, we believe that such a transformation would preserve all classes of game forms defined in this part. Hence, we believe that it constitutes the most relevant future work to inquire, since this allows to effectively build new well-behaved game forms from already existing ones.

### 9.5 Appendix

### 9.5.1 . Proof of Proposition 9.8

We prove the result for Player A, the arguments are similar for Player B. In the remainder of this section, we fix a set of outcomes $O$, a standard finite game form $\mathcal{F}=\left\langle\operatorname{Act}_{\mathrm{A}}, \operatorname{Act}_{\mathrm{B}}, \mathrm{O}, \varrho\right\rangle_{\mathrm{s}} \in \operatorname{Form}(\mathrm{O})$ (that need not be deterministic).

Definition 9.10. Consider some $n \geq 1$. Consider an (arbitrary) environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$ with $p: \mathrm{O} \rightarrow\left\{q_{\text {init }}\right\} \cup[0,1] \cup K_{e}$ with $\mathrm{Sz}_{\mathrm{A}}(E)=n$. Assume that no outcome $o \in \mathrm{O}$ is such that $p(o)=q_{\text {init }}$. Let $\tilde{e}:=\operatorname{Even}(e) \geq 2$. By definition, we have $n=\tilde{e}-c$. Let us define a relevant environment $E^{\prime}=$ $\left\langle c^{\prime}, e^{\prime}, p^{\prime}\right\rangle \in \operatorname{Env}(\mathrm{O})$ of size $n-1$.

We let:

$$
c^{\prime}:= \begin{cases}0 & \text { if } c \text { is even } \\ 1 & \text { otherwise }\end{cases}
$$

We also let $\operatorname{lm}_{p}:=\left\{n \in \llbracket c+1, \tilde{e}-1 \rrbracket \mid \exists o \in \mathrm{O}, p(o)=k_{i}\right\}$ and $c=a_{0}<$ $a_{1}<a_{2}<\ldots<a_{k}$ be such that $\operatorname{Im}_{p}=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$. In particular, we have $\tilde{e}-1 \geq c+k$. Let us define the function $f_{E}:\left\{a_{0}, \ldots, a_{k}\right\} \rightarrow \mathbb{N}$ such that, letting $f_{E}\left(a_{0}\right):=c^{\prime}$, for all $1 \leq i \leq k$ :

$$
f_{E}\left(a_{i}\right):= \begin{cases}f_{E}\left(a_{i-1}\right) & \text { if } a_{i-1} \equiv a_{i} \quad \bmod 2 \\ f_{E}\left(a_{i-1}\right)+1 & \text { otherwise }\end{cases}
$$

Since for all $1 \leq i \leq k$, we have $f_{E}\left(a_{i}\right) \leq f_{E}\left(a_{i-1}\right)+1$, we have $f_{E}\left(a_{k}\right) \leq c^{\prime}+k$. We set $e^{\prime}:=f_{E}\left(a_{k}\right)$. Note also that, for all $1 \leq i \leq k$, we have $f\left(a_{k}\right) \geq c^{\prime}$. With this choice, we have $\mathrm{Sz}\left(E^{\prime}\right)=e^{\prime}-c^{\prime} \leq k \leq \tilde{e}-1-c=\mathrm{Sz}_{\mathrm{A}}(E)-1=n-1$.

We can now define the function $p^{\prime}$. We let $u:=\chi_{\mathcal{G}_{Y}}\left(q_{\text {init }}\right)$ for $Y:=(\mathcal{F}, E)$. Then, for all $o \in \mathrm{O}$, we let:

$$
p^{\prime}(o):= \begin{cases}p(o) \in[0,1] & \text { if } p(o) \in[0,1] \\ u \in[0,1] & \text { if } p(o)=\tilde{e} \\ k_{f_{E}(\max (c, n))} \in K_{e^{\prime}} & \text { if } p(o)=k_{n} \in K_{\tilde{e}-1}\end{cases}
$$

Let us now show a useful property about the function $f_{E}$ from Definition 9.10.
Lemma 9.15. Consider an (arbitrary) environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{D})$ and the function $f_{E}:\left\{a_{0}, \ldots, a_{k}\right\} \rightarrow \mathbb{N}$ from Definition 9.10. It ensures the following: for all $0 \leq i \leq k, a_{i}$ and $f_{E}\left(a_{i}\right)$ have the same parity. In addition, for all $X \subseteq\left\{a_{0}, \ldots, a_{k}\right\}, \max X$ has the same parity as $\max f_{E}(X)$.

Proof. Let us show by induction on $i \in \llbracket 0, k \rrbracket$ the following property $\mathcal{P}(i)$ : $a_{i}$ and $f\left(a_{i}\right)$ have the same parity. The property $\mathcal{P}(0)$ straightforwardly holds since $a_{0}=c$ and $f_{E}\left(a_{0}\right)=c^{\prime}$ have the same parity. Assume now that $\mathcal{P}(i-1)$ holds for some $1 \leq i \leq k$. If $a_{i}$ has the same parity as $a_{i-1}$, then $f_{E}\left(a_{i}\right)=$ $f_{E}\left(a_{i-1}\right)$ which has the same parity as $a_{i-1}$. Similarly, if $a_{i}$ does not have the same parity as $a_{i-1}$, then $f_{E}\left(a_{i}\right)=f_{E}\left(a_{i-1}\right)+1$. Hence, $a_{i}$ and $f\left(a_{i}\right)$ have the same parity. Overall, the property $\mathcal{P}(i)$ holds for all $i \in \llbracket 0, k \rrbracket$. The second part of the lemma comes from the fact that $f_{E}$ is non-decreasing.

Let us now show that the value of local parity games with an arbitrary environment $E$ is equal to the value of the parity game with the corresponding relevant environment.

Lemma 9.16. Consider an (arbitrary) environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$ and the relevant environment $E^{\prime}=\left\langle c^{\prime}, e^{\prime}, p^{\prime}\right\rangle$ from Definition 9.10. Let $Y:=$ $(\mathcal{F}, E)$ and $Y^{\prime}:=\left(\mathcal{F}, E^{\prime}\right)$. Then, $\chi_{\mathcal{G}_{Y}}\left(q_{\text {init }}\right) \leq \chi_{\mathcal{G}_{Y^{\prime}}}\left(q_{\text {init }}\right)$.

Proof. We let $Q_{y}$ and $q_{Y} \in Q_{Y}$ (resp. $Q_{Y^{\prime}}$ and $q_{Y^{\prime}}$ ) denote the set of nonstopping states in $\mathcal{C}_{Y}$ and the state $q_{\text {init }} \in Q_{Y}$ (resp. $\mathcal{C}_{Y^{\prime}}$ and the state $q_{\text {init }} \in$ $\left.Q_{Y^{\prime}}\right)$.

Recall the function $f_{E}$ from Definition 9.10. We let $f:=f_{E}$ and we also let $f(\tilde{e}):=d$ with $d$ of the same parity than $e$ such that $d \geq e^{\prime}+1$. Then, we define an alternate game $\mathcal{G}_{Y}^{f}=\left\langle\mathcal{C}_{Y}^{f}\right.$, Parity $\left._{\llbracket 0, d \rrbracket}\right\rangle$ which differs from the game $\mathcal{G}_{Y}$ only in the coloring function and in the objective. The coloring function col ${ }^{f}$ in the arena $\mathcal{C}_{Y}^{f}$ is such that, for all states $q$ in $\mathcal{C}_{Y}^{f}$, we have:

$$
\operatorname{col}^{f}(q):=f(\max (c, \operatorname{col}(q)))
$$

where col refers to the coloring function in the arena $\mathcal{C}_{Y}$. We let $W_{Y}:=$ $\left(\operatorname{col}^{\omega}\right)^{-1}\left[\right.$ Parity $\left._{0, e}\right] \subseteq\left(Q_{Y}\right)^{\omega}$ (resp. $W_{Y}^{f}:=\left(\left(\operatorname{col}^{f}\right)^{\omega}\right)^{-1}\left[\right.$ Parity $\left._{0, d}\right] \subseteq\left(Q_{Y}^{f}\right)^{\omega}$, $W_{Y^{\prime}}:=\left(\left(\text { col }^{\prime}\right)^{\omega}\right)^{-1}\left[\right.$ Parity $\left.\left._{0, e^{\prime}}\right] \subseteq\left(Q_{Y^{\prime}}\right)^{\omega}\right)$ be the Player-A winning set of infinite paths in $\mathcal{G}_{Y}$ (resp. $\left.\mathcal{G}_{Y}^{f}, \mathcal{G}_{Y^{\prime}}\right)$. Let also $g_{Y}:=\left(\right.$ Parity $\left._{\llbracket 0, e \rrbracket}\right) \mathcal{C}_{Y}, g_{Y}^{f}:=$ $\left(\text { Parity }_{\llbracket 0, d \rrbracket}\right)_{\mathcal{C}_{Y}^{f}}$ and $g_{Y^{\prime}}:=\left(\right.$ Parity $\left._{\llbracket 0, e^{\prime} \rrbracket}\right) \mathcal{C}_{Y^{\prime}}$.

Let us show that the value of both games $\mathcal{G}_{Y}^{f}$ and $\mathcal{G}^{Y}$ is the same. Consider a pair of strategies $\left(s_{A}, s_{B}\right) \in S_{A}^{\mathcal{C}_{Y}} \times S_{B}^{\mathcal{C}_{Y}}=S_{A}^{\mathcal{C}_{A}^{f}} \times S_{B}^{\mathcal{C}_{Y}^{f}}$. First, we have:

$$
\sum_{x \in[0,1]} \mathbb{P}_{\mathcal{C}_{Y}, q_{Y}}^{s_{A}, s_{B}}\left[Q_{Y}^{*} \cdot x\right] \cdot x=\sum_{x \in[0,1]} \mathbb{P}_{\mathcal{C}_{Y}^{\prime}, \boldsymbol{s}_{Y}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[Q_{Y}^{*} \cdot x\right] \cdot x
$$

In addition, since all states $k_{i}$ loop back to $q_{Y}$ in $\mathcal{C}_{Y}$ and $\mathcal{C}_{Y}^{f}$, we have:

$$
\underset{\mathbb{C}_{Y}, q_{Y}}{\mathrm{sA}_{\mathrm{A}}, \mathrm{sB}_{\mathrm{B}}}\left[Q_{Y}^{\omega} \backslash\left(Q_{Y}^{*} \cdot q_{Y}\right)^{\omega}\right]=0=\mathbb{P}_{\mathcal{C}_{Y}^{f}, q_{Y}, q_{Y}}^{\mathrm{sA}_{1}}\left[\left(Q_{Y}^{f}\right)^{\omega} \backslash\left(\left(Q_{Y}^{f}\right)^{*} \cdot q_{Y}\right)^{\omega}\right]
$$

Furthermore, consider some infinite path $\rho \in\left(Q_{Y}^{*} \cdot q_{Y}\right)^{\omega}$ visiting infinitely often the central state $q_{Y}$. Let $X_{\rho}:=\{\operatorname{col}[\operatorname{lnfOft}(\rho)] \cap \llbracket c, e \rrbracket\}$ denote the set of colors, at least $c$, seen infinitely often in $\rho$ in $\mathcal{G}_{Y}$. Note that $X_{\rho} \neq \emptyset$ since $\operatorname{col}\left(q_{Y}\right)=c$. We also let $X_{\rho}^{f}:=\left\{\operatorname{col}^{f}[\operatorname{lnfOft}(\rho)] \cap \llbracket c^{\prime}, d \rrbracket\right\}$ denote the set of colors, at least $c^{\prime}$, seen infinitely often in $\rho$ in $\mathcal{G}_{Y}^{f}$. By definition of col ${ }^{f}$, we have $X_{\rho}^{f}=f\left[X_{\rho}\right]$. Therefore, we have, by Lemma 9.15 and by definition of $d$ :

$$
\begin{aligned}
\rho \in W_{Y} & \Leftrightarrow \max X_{\rho} \text { is even } \\
& \Leftrightarrow \max f\left(X_{\rho}\right) \text { is even } \\
& \Leftrightarrow \max X_{\rho}^{f} \text { is even } \\
& \Leftrightarrow \rho \in W_{Y}^{f}
\end{aligned}
$$

It follows that:

$$
\mathbb{P}_{\mathcal{C}_{Y}, q_{Y}}^{s_{A}, s_{B}}\left[Q_{Y}^{\omega} \cap W_{Y}\right]=\mathbb{P}_{\mathcal{C}_{Y}^{f}, q_{Y}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~s}_{\mathrm{B}}}\left[\left(Q_{Y}^{f}\right)^{\omega} \cap W_{Y}^{f}\right]
$$

Overall, we obtain:

$$
\mathbb{E}_{\mathcal{C}_{Y}, q_{Y}}^{s_{A}, s_{B}}\left[g_{Y}\right]=\mathbb{E}_{\mathcal{C}_{Y}^{\prime}, q_{Y}}^{s_{A}, s_{\mathrm{B}}}\left[g_{Y}^{f}\right]
$$

As this holds for all pair of strategies $\left(s_{A}, s_{B}\right) \in S_{A}^{\mathcal{C}_{Y}} \times S_{B}^{\mathcal{C}_{Y}}=S_{A}^{\mathcal{C}_{Y}^{f}} \times S_{B}^{\mathcal{C}_{Y}^{f}}$, it follows that $\chi_{\mathcal{G}_{Y}}\left(q_{Y}\right)=\chi_{\mathcal{G}_{Y}^{f}}\left(q_{Y}\right)$.

Let us now relate the games $\mathcal{G}_{Y}^{f}$ and $\mathcal{G}_{Y^{\prime}}$ by using Theorem 2.3 (item 1.b). First, we denote by col' the coloring function in the arena $\mathcal{C}_{Y^{\prime}}$ Then, by Theorem 2.3 (item 1.b), almost-optimal strategies in $\mathcal{G}_{Y}^{f}$ and $\mathcal{G}_{Y^{\prime}}$ can be found among ( $\llbracket c^{\prime}, d \rrbracket$, col ${ }^{f}$ )-uniform strategies in $\mathcal{G}_{Y}^{f}$ and among $\left(\llbracket c^{\prime}, e^{\prime} \rrbracket\right.$, col' $)$-uniform strategies in $\mathcal{G}_{Y^{\prime}}$, with $d>e^{\prime}$. Therefore, any strategy ( $\llbracket c^{\prime}, d \rrbracket$, col ${ }^{f}$ )-uniform strategy in $\mathcal{C}_{Y}^{f}$ can be seen as a strategy in $\mathcal{C}_{Y^{\prime}}$. However, a $\left(\llbracket c^{\prime}, e^{\prime} \rrbracket\right.$, col $\left.{ }^{f}\right)$ uniform strategy in $\mathcal{C}_{Y^{\prime}}$ can be seen as a strategy in $\mathcal{C}_{Y}^{f}$ up to defining what it does once a state ( $k_{\tilde{e}}$ ) colored with $d$ occurs.

Consider any Player-A strategy $s_{A} \in S_{A}^{\mathcal{C}_{Y}^{f}}$ that is $\left(\llbracket c^{\prime}, d \rrbracket\right.$, col $\left.{ }^{f}\right)$-uniform in $\mathcal{C}_{Y}^{f}$. As mentioned above, it can be seen as a Player-A strategy in $\mathcal{C}_{Y^{\prime}}$. Let $\delta>0$ and consider a $\left(\llbracket c^{\prime}, e^{\prime} \rrbracket\right.$, col' $)$-uniform Player-B strategy in $\mathcal{C}_{Y^{\prime}}$. Consider the Player-B strategy $s_{B}^{\delta} \in S_{B}^{c_{V}^{f}}$ that mimics the strategy $s_{B}$ as long as $k_{\tilde{e}}$ is not seen. Once it is seen, the Player-B strategy $s_{B}^{\delta}$ switches to a $\delta$-optimal strategy in the game $\mathcal{G}_{Y}^{f}$. By definition of $\mathbf{s}_{\mathrm{B}}^{\delta}$, and since $u=\chi_{\mathcal{G}_{Y}}\left(q_{Y}\right)=\chi_{\mathcal{G}_{Y}^{f}}\left(q_{Y}\right)$, we have:

$$
\mathbb{E}_{\mathcal{C}_{Y}^{f}, q_{Y}^{\prime}, s_{\bar{E}}^{\delta}}^{s_{Y}}\left[g_{Y}^{f} \cdot \mathbb{1}_{\left(Q_{Y}^{f}\right)^{*} \cdot k_{\bar{e}}}\right]=\mathbb{P}_{\mathcal{C}_{Y}^{\prime}, q_{Y}}^{\mathrm{s},^{f}, s_{\bar{E}}^{\delta}}\left[\left(Q_{Y}^{f}\right)^{*} \cdot k_{\bar{e}}\right] \cdot(u+\delta)
$$

Since the outcomes leading to $k_{\tilde{e}}$ in $\mathcal{C}_{y}^{f}$ lead to the stopping state $u \in[0,1]$ in $\mathcal{C}_{Y^{\prime}}$, and all outcomes leading to a stopping state in $\mathcal{C}_{y}^{f}$ lead to the same stopping state in $\mathcal{C}_{Y^{\prime}}$, it follows that:

$$
\mathbb{E}_{\mathcal{C}_{Y}^{f}, q_{Y}}^{s_{A}, s_{B}^{\delta}}\left[f_{Y} \cdot \mathbb{1}_{\left(Q_{Y}\right)^{*} \cdot\left(k_{\tilde{e}} \cup[0,1]\right)}\right] \leq \mathbb{E}_{\mathcal{C}_{Y^{\prime}}, q_{Y^{\prime}}}^{\mathrm{s}_{A}, s_{B}}\left[f_{Y^{\prime}} \cdot \mathbb{1}_{\left(Q_{Y^{\prime}}\right)^{*} \cdot[0,1]}\right]+\delta
$$

In addition, we have:

$$
\mathbb{P}_{\mathcal{C}_{Y}^{\prime}, s_{Y}^{\prime}, q_{E}^{\delta}}^{s_{E}^{s}}\left[\left(Q_{Y} \backslash\left\{k_{\tilde{e}}\right\}\right)^{\omega}\right]=\mathbb{P}_{\mathcal{C}_{Y^{\prime}}, q_{Y^{\prime}}}^{s_{A}, s_{B}}\left[\left(Q_{Y^{\prime}}\right)^{\omega}\right]
$$

In addition, consider any outcome $o \in \mathrm{O}$ such that $p^{\prime}(o) \notin[0,1]$ or equivalently such that $p(o) \notin[0,1] \cup\left\{k_{\tilde{e}}\right\}$. Then, we have $p^{\prime}(o)=k_{f(\max (c, n))}$ where $n \in$ $\llbracket 0, \tilde{e}-1 \rrbracket$ is such that $p(o)=k_{n}$. Then, we have $\operatorname{col}^{\prime} \circ p^{\prime}(o)=f(\max (c, n))=$ $\operatorname{col}^{f} \circ p(o)$. Furthermore, we have $\operatorname{col}^{\prime}\left(q_{Y^{\prime}}\right)=c^{\prime}=\operatorname{col}^{f}\left(q_{Y}\right)$. It follows that, assuming that $[0,1] \cup\left\{k_{\tilde{e}}\right\}$ is not reached in $\mathcal{C}_{Y}^{f}$ and that $[0,1]$ is not reached in $\mathcal{C}_{Y^{\prime}}$, the colors seen with $\mathrm{s}_{\mathrm{A}}$ and $\mathrm{s}_{\mathrm{B}}^{\delta}$ are the same as the colors seen with $\mathrm{s}_{\mathrm{A}}$ and $s_{B}$ in $\mathcal{C}_{Y}^{f}$ (because the strategies $\mathrm{s}_{\mathrm{A}}, \mathrm{s}_{\mathrm{B}}, s_{\mathrm{B}}^{\delta}$ only depend on the colors seen). Therefore:

$$
\mathbb{P}_{\mathcal{C}_{Y}^{f}, q_{Y}^{\prime}}^{\mathrm{s}_{\mathrm{A}}^{\delta_{B}^{\delta}}}\left[W_{Y}^{f} \cap\left(Q_{Y} \backslash\left\{k_{\tilde{e}}\right\}\right)^{\omega}\right]=\mathbb{P}_{\mathcal{C}_{Y^{\prime}}, q_{Y^{\prime}}}^{\mathrm{s}_{\mathrm{A}}, s_{\mathrm{B}}}\left[W_{Y^{\prime}} \cap\left(Q_{Y^{\prime}}\right)^{\omega}\right]
$$

Overall, we obtain that:

$$
\begin{aligned}
& \chi_{\mathcal{G}_{Y}}\left[\mathrm{~s}_{\mathrm{A}}\right]\left(q_{Y}\right) \leq \mathbb{E}_{\mathcal{C}_{Y}^{f}, q_{Y}}^{\mathrm{s}_{\mathrm{A}}, s_{B}^{\delta}}\left[g_{Y}^{f}\right]=\mathbb{E}_{\mathcal{C}_{Y}^{f}, q_{Y}}^{\mathrm{s}_{\mathrm{A}}, s_{S}^{\delta}}\left[g_{Y}^{f} \cdot \mathbb{1}_{\left.\left(Q_{Y}\right)^{*} \cdot\left(k_{e} \cup[0,1]\right)\right]}\right] \\
& +\mathbb{P}_{\mathcal{C}_{Y}^{5 A}, s_{B}^{\delta}, q_{Y}}^{s}\left[W_{Y}^{f} \cap\left(Q_{Y} \backslash\left([0,1] \cup\left\{k_{e}\right\}\right)\right)^{\omega}\right] \\
& \leq \mathbb{E}_{\mathcal{C}_{Y^{\prime}}, q_{Y^{\prime}}}^{\mathrm{s}_{\mathrm{A}}, \mathrm{~S}_{\mathrm{B}}}\left[g_{Y^{\prime}} \cdot \mathbb{1}_{\left(Q_{Y^{\prime}}\right)^{*} \cdot[0,1]}\right]+\delta \\
& +\mathbb{P}_{\mathcal{C}_{Y^{\prime}}, q_{Y^{\prime}}}^{\mathrm{S}_{1}, \mathrm{SB}_{\mathrm{B}}}\left[W_{Y^{\prime}}^{\mathrm{S}_{1}} \cap\left(Q_{Y^{\prime}}\right)^{\omega}\right] \\
& =\mathbb{E}_{\mathcal{C}_{Y^{\prime}}, q_{Y^{\prime}}}^{\mathrm{s}_{\mathrm{A}}, s_{B}^{\delta}}\left[g_{Y^{\prime}}\right]
\end{aligned}
$$

Since this holds for all $\delta>0$ and since Player-B $\left(\llbracket c^{\prime}, e^{\prime} \rrbracket\right.$, col' $)$-uniform strategies are enough to play almost optimally against the strategy $\mathrm{s}_{\mathrm{A}}$, by Theorem 2.3 (item 1.b), it follows that $\chi_{\mathcal{G}_{Y}^{f}}\left[\mathrm{~s}_{\mathrm{A}}\right]\left(q_{Y}\right) \leq \chi_{\mathcal{G}_{Y^{\prime}}}\left[\mathrm{s}_{\mathrm{A}}\right]\left(q_{Y^{\prime}}\right) \leq \chi_{\mathcal{G}_{Y^{\prime}}}\left(q_{Y^{\prime}}\right)$. Since this holds for all Player-A ( $\llbracket c, d \rrbracket$, col)-uniform strategies $s_{A} \in S_{A}^{\mathcal{C}_{Y}}$, and since, by Theorem 2.3 (item 1.b), ( $\llbracket c, d \rrbracket$, col)-uniform strategies achieve the value of the game $\mathcal{G}_{Y}^{f}$, it follows that $\chi_{\mathcal{G}_{Y}}\left(q_{Y}\right)=\chi_{\mathcal{G}_{Y}^{f}}\left(q_{Y}\right) \leq \chi_{\mathcal{G}_{Y^{\prime}}}\left(q_{Y^{\prime}}\right)$.

We can now proceed to the proof of Proposition 9.8.
Proof. Consider some $n \in \mathbb{N}$. First, consider the case where $n=0$. Then, an environment $E=\langle c, e, p\rangle$ with $\mathrm{Sz}_{\mathrm{A}}(E)=0$ is such that $c=e$ is even. That is, the corresponding parity game $\mathcal{G}_{(\mathcal{F}, E)}$ is, from Player A's point-of-view, a safety game. Hence, positional optimal strategies exists for Player A in $\mathcal{G}_{(\mathcal{F}, E)}$ by Theorem 4.5. This is similar for Player B. Furthermore, there is no relevant environment of size at most -1 . Hence, the equivalence holds for $n=0$.

Assume now that $n \geq 1$. Consider any relevant environment $E$ with $\mathrm{Sz}(E) \leq n-1$. Then, we have $\mathrm{Sz}_{\mathrm{A}}(E) \leq n$. Therefore, if $\mathcal{F}$ is positionally maximizable w.r.t. Player A up to $n$, then there is an optimal GF-strategy in $\mathcal{F}$ for Player A w.r.t. $(\mathcal{F}, E)$.

Consider now an (arbitrary) environment $E=\langle c, e, p\rangle \in \operatorname{Env}(\mathrm{O})$ with $\mathrm{Sz}_{\mathrm{A}}(E)=n \geq 1$. Let $\tilde{e}:=\operatorname{Even}(e)$. Clearly, the outcomes in O leading, w.r.t. $p$, to $q_{\text {init }}$ of color $c$, can be redirected to $k_{c}$ of color $c$ (which then loops back to $\left.q_{\text {init }}\right)$ without changing the outcome of the parity game induced by $E$. Hence, without loss of generality, we assume that no outcome $o \in \mathrm{O}$ is such that $p(o)=q_{\text {init }}$. We can therefore consider the relevant environment $E^{\prime} \in \operatorname{Env}(\mathrm{O})$ from Definition 9.10 of $\operatorname{size} \mathrm{Sz}\left(E^{\prime}\right)=n-1$. Let $Y:=(\mathcal{F}, E)$ and $Y^{\prime}:=\left(\mathcal{F}, E^{\prime}\right)$ and assume that there is a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ that is optimal w.r.t. $Y^{\prime}$. Let us show that $\sigma_{\mathrm{A}}$ is also optimal w.r.t. to $Y$. We let $q_{Y}$ denote the state $q_{\text {init }}$ in the game $\mathcal{G}_{Y}$ and $q_{Y^{\prime}}$ denote the state $q_{\text {init }}$ in the game $\mathcal{G}_{Y^{\prime}}$. Let $u:=\chi_{\mathcal{G}_{Y}}\left(q_{Y}\right)$ and $u^{\prime}:=\chi_{\mathcal{G}_{Y^{\prime}}}\left(q_{Y^{\prime}}\right)$. By Lemma 9.16 , we have $u \leq u^{\prime}$. We want to apply Lemma 8.2.

Let us show that the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}^{Y}\left(\sigma_{\mathrm{A}}\right)$ ensures item (i) of this lemma, i.e. that it dominates the valuation $v_{Y}^{u}$ in the game $\mathcal{G}_{Y}$. This
amount to show that $\operatorname{val}\left[\left\langle\mathcal{F}, v_{Y}^{u} \circ p\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \geq u$. Note that, again by Lemma 8.2, we have that $\operatorname{val}\left[\left\langle\mathcal{F}, v_{Y^{\prime}}^{u^{\prime}} \circ p^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \geq u^{\prime}$. Furthermore, we have:

$$
v_{Y}^{u} \circ p+\left(u^{\prime}-u\right) \geq v_{Y^{\prime}}^{u^{\prime}} \circ p^{\prime}
$$

Therefore, by Lemma 1.10, for any Player-B GF-strategy $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\right.$ Act $\left._{\mathrm{B}}\right)$, we have:

$$
\begin{aligned}
\operatorname{out}\left[\left\langle\mathcal{F}, v_{Y}^{u} \circ p\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right)+u^{\prime}-u & \geq \operatorname{out}\left[\left\langle\mathcal{F}, v_{Y}^{u^{\prime}} \circ p^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}, \sigma_{\mathrm{B}}\right) \\
& \geq \operatorname{val}\left[\left\langle\mathcal{F}, v_{Y}^{u^{\prime}} \circ p^{\prime}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \geq u^{\prime}
\end{aligned}
$$

Since this holds for all Player-B GF-strategies $\sigma_{\mathrm{B}} \in \Sigma_{\mathrm{B}}(\mathcal{F})$, it follows that

$$
\operatorname{val}\left[\left\langle\mathcal{F}, v_{Y}^{u}\right\rangle\right]\left(\sigma_{\mathrm{A}}\right) \geq u
$$

Consider now item (ii) from Lemma 8.2. Consider some Player-B action $b \in \operatorname{Act}_{\mathrm{B}}$ and assume that out $\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$. If we have $\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{\bar{e}}\right\rangle}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0$, then it follows that $\max \left(\operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, b\right) \cup\{c\}\right)$ is even since $\tilde{e}$ is even and is the highest integer appearing the game $\mathcal{G}_{Y}$. Assume now that $\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{\bar{e}}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$. Then, it follows that, by definition of $p^{\prime}$, we have out $\left[\left\langle\mathcal{F}, \mathbb{1}_{\left(p^{\prime}\right)^{-1}[0,1]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)=0$. Therefore, by Lemma 8.2, it follows that $\max \left(\operatorname{Color}\left(\mathcal{F}, p^{\prime}, \sigma_{\mathrm{A}}, b\right) \cup\left\{c^{\prime}\right\}\right)$ is even. Furthermore, by definition of $p^{\prime}$ :

$$
\begin{aligned}
& f_{E}\left[\left\{i \in \llbracket c, \tilde{e}-1 \rrbracket \mid \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\} \cup\{c\}\right] \\
& \quad=\left\{i \in \llbracket c^{\prime}, e^{\prime} \rrbracket \mid \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left(p^{\prime}\right)^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\} \cup\left\{c^{\prime}\right\}
\end{aligned}
$$

We have $\max \left\{i \in \llbracket c^{\prime}, e^{\prime} \rrbracket \mid \operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{\left(p^{\prime}\right)^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\} \cup\left\{c^{\prime}\right\}=\max \left(\operatorname{Color}\left(\mathcal{F}, p^{\prime}, \sigma_{\mathrm{A}}, b\right) \cup\right.$ $\left.\left\{c^{\prime}\right\}\right)$ is even. Therefore, by Lemma 9.15, we have $\max \{i \in \llbracket c, \tilde{e}-1 \rrbracket \mid$ $\left.\operatorname{out}\left[\left\langle\mathcal{F}, \mathbb{1}_{p^{-1}\left[k_{i}\right]}\right\rangle\right]\left(\sigma_{\mathrm{A}}, b\right)>0\right\} \cup\{c\}=\max \left(\operatorname{Color}\left(\mathcal{F}, p, \sigma_{\mathrm{A}}, b\right) \cup\{c\}\right)$ is also even.

In fact, the Player-A GF-strategy $\sigma_{\mathrm{A}} \in \Sigma_{\mathrm{A}}(\mathcal{F})$ satisfies item (ii) of Lemma 8.2. Therefore, it is optimal w.r.t. $Y$.

### 9.5.2 . Proof of Lemma 9.13

Proof. Consider a relevant environment $E=\langle c, e, p\rangle \in \operatorname{Env}\left(\mathrm{O}_{n}\right)$ and $Y_{n}:=$ $\left(\mathcal{F}_{n}, E\right)$. We let $u:=\chi_{\mathcal{G}_{Y_{n}}}\left(q_{\text {init }}\right)$. Note that since $E$ is relevant, we have $c \in\{0,1\}$ and $p: \mathrm{O}_{n} \rightarrow[0,1] \cup K_{n}$. For all $o \in \mathrm{O}$, if $p(o) \notin[0,1]$, we let $n_{o} \in \llbracket 0, e \rrbracket$ denote the integer that $t$ is mapped to w.r.t. $p$, i.e. the integer ensuring $p(o)=k_{n_{o}}$. Note that, since $E$ is relevant, for all $o \in \mathrm{O}_{n}$, we have $n_{o} \geq c$.

Let us introduce some notations. We let $X_{[0,1]}:=\left\{o \in \mathrm{O}_{n} \mid p(o) \in[0,1]\right\}$, $X_{\text {even }}:=\left\{o \in \mathrm{O}_{n} \mid n_{o}\right.$ is even $\}$ and $X_{\text {odd }}:=p^{-1}\left[K_{n}\right] \backslash X_{\text {even }}$. We let $X_{\mathrm{Lp}}:=$ $p^{-1}\left[K_{n}\right]=X_{\text {even }} \uplus X_{\text {odd }}$. Note that we have $\mathrm{O}_{n}=X_{[0,1]} \uplus X_{\mathrm{Lp}}$. We define the valuation $v: \mathrm{O}_{n} \rightarrow[0,1]$ mapping each outcome to its value in the game $\mathcal{G}_{Y_{n}}$ such that, for all $o \in \mathrm{O}_{n}$ :

$$
v(o):= \begin{cases}p(o) & \text { if } o \in X_{[0,1]} \\ u & \text { otherwise }\end{cases}
$$



Figure 9.9: The game form $\mathcal{T}_{n}$.

That is, $v=v_{y_{n}}^{u} \circ p$. For all $x \in \mathrm{O}_{n}$, we let:

$$
w(x):= \begin{cases}1 & \text { if } x \in X_{\text {even }} \\ 0 & \text { if } x \in X_{\text {odd }} \\ p(x) & \text { if } x \in X_{[0,1]}\end{cases}
$$

For all $x \in \mathrm{O}_{n}$, the value $w(x) \in[0,1]$ corresponds to the value of the game $\mathcal{G}_{Y_{n}}$ if $x$ is seen (indefinitely, if it is in $X_{\mathrm{Lp}}$ ). This can be generalized to a pair of outcomes: for all $x, x^{\prime} \in \mathrm{O}_{n}$, we let:

$$
w\left(x, x^{\prime}\right):= \begin{cases}w(x) & \text { if } x, x^{\prime} \in X_{\mathrm{Lp}} \text { and } n_{x} \leq n_{x^{\prime}} \\ w\left(x^{\prime}\right) & \text { if } x, x^{\prime} \in X_{\mathrm{Lp}} \text { and } n_{x^{\prime}} \preceq n_{x} \\ p(x) & \text { if } x \in X_{[0,1]}, x^{\prime} \in X_{\mathrm{Lp}} \\ p\left(x^{\prime}\right) & \text { if } x^{\prime} \in X_{[0,1]}, x \in X_{\mathrm{Lp}} \\ \frac{1}{2} \cdot\left(p(x)+p\left(x^{\prime}\right)\right) & \text { if } x, x^{\prime} \in X_{[0,1]}\end{cases}
$$

Finally, we let $\mathcal{T}_{n}$ denote the $2 \times 2$ game form at the top left of the game form $\mathcal{F}_{n}$ from Figure 9.6. It is depicted in Figure 9.9. We let $u^{\prime}:=\operatorname{val}\left[\left\langle\mathcal{T}_{n}, v\right\rangle\right]$. Now, there are several cases:

- Assume that $y, z \in X_{\mathrm{Lp}}$. Then, $u \in\{0,1\}$, as in the proof of Proposition 9.11, and playing $a_{\mathrm{Ex}} \in \operatorname{Act}_{\mathrm{A}}^{n}$ (resp. $b_{\mathrm{Ex}} \in \operatorname{Act}_{\mathrm{B}}^{n}$ ) is optimal for Player A (resp. B) w.r.t. $Y_{n}$.
- Assume now that $y \in X_{\text {Lp }}$ and $z \in X_{[0,1]}$. Then, $u=p(z)$, as argued in the proof sketch, and playing $a_{\mathrm{Ex}} \in \operatorname{Act}_{\mathrm{A}}^{n}$ (resp. $b_{\mathrm{Ex}} \in$ Act $_{\mathrm{B}}^{n}$ ) is optimal for Player A (resp. B) w.r.t. $Y_{n}$. This is similar if $y \in X_{[0,1]}$ and $z \in X_{\mathrm{Lp}}$.
- Assume that $p(y), p(z) \in[0,1]$ and $p(y) \leq p(z)$. In that case, we have $u=\frac{3 p(y)+p(z)}{4}$ and playing action $a_{\mathrm{Ex}}$ (resp. $b_{\mathrm{Ex}}$ ) is optimal for Player A (resp. B) w.r.t. $Y_{n}$.
- Let us now assume that $y, z \in X_{[0,1]}$ and $p(z)<p(y)$. In that case, we have:

$$
\frac{3 p(z)+p(y)}{4} \leq u \leq \frac{p(z)+3 p(y)}{4}
$$

We argue that Player B always has an optimal GF-strategy w.r.t. $Y_{n}$.

- If $u=\frac{p(z)+3 p(y)}{4}$, then positionally playing action $b_{\text {Ex }}$ is optimal for Player B. We now assume that $u<\frac{p(z)+3 p(y)}{4}$.
- If, for some even $i \in \llbracket 0, n-1 \rrbracket$, we have $w\left(x_{i}\right) \leq u$, then playing action $b_{i}$ is optimal. We now assume that for all even $i \in \llbracket 0, n-1 \rrbracket$, we have $w\left(x_{i}\right)>u$ (i.e. $x_{i}$ is mapped to either a real greater then $u$ or even index). Furthermore, if for any even $i \in \llbracket 2, n-1 \rrbracket$, we have $w\left(x_{i}, x_{i-1}\right) \leq u$, then playing action $b_{i, i-1}$ is optimal. We now assume that for all even $i \in \llbracket 2, n-1 \rrbracket$, we have $w\left(x_{i}, x_{i-1}\right)>u$.
- It follows that, for any odd $i \in \llbracket 0, n-1 \rrbracket, w\left(x_{i}\right) \leq u$ and $w\left(x_{i}, x_{i-1}\right) \leq$ $u$ - otherwise Player A could ensure that the value of the game is more than $u$ by playing the corresponding row, i.e. action $a_{i}$ or $a_{i, i-1}$. It also implies that $u^{\prime} \leq u$. Indeed, assume that it is not the case, i.e. $u^{\prime}>u$. Consider a Player-A GF-strategy $\sigma_{\mathrm{A}} \in \mathcal{D}\left(\left\{a_{\mathrm{t}}, a_{\mathrm{b}}\right\}\right)$ whose value in the game in normal form $\left\langle\mathcal{T}_{n}, v\right\rangle$ is greater than $u$. Then, the Player-A positional strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{G}_{Y_{n}}$ that plays the GF-strategy $\sigma_{\mathrm{A}}$ in $q_{\text {init }}$ parity dominates the valuation $v_{\left(\mathcal{F}_{n}, E\right)}^{r}$ for some $r>u$, due to the assumptions we made in the previous item. In fact, $u^{\prime} \leq u$.
Note that this implies $X_{\mathrm{Ex}} \neq \emptyset$. Indeed, assume that $X_{\mathrm{Ex}}=\emptyset$. Let $\varepsilon>0$. Consider a Player-A GF-strategy $\sigma_{\mathrm{A}}$ in the game form $\mathcal{T}_{n}$ that plays action $a_{\mathrm{t}}$ with probability $1-\varepsilon$ and action $a_{\mathrm{b}}$ with probability $\varepsilon$. Then, for some small enough, yet positive, $\varepsilon>0$ and since $\frac{p(z)+3 p(y)}{4}>u$ and $v\left(x_{0}\right), \ldots, v\left(x_{n-1}\right)=u$, such a GF-strategy has value more than $u$ in the game in normal form $\left\langle\mathcal{T}_{n}, v\right\rangle$. Hence, $X_{\mathrm{Ex}}=\emptyset$.
- Let us exhibit a Player-B GF-strategy that is optimal w.r.t. $Y_{n}$. Consider a Player-B GF-strategy $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\left\{b_{l}, b_{\mathrm{r}}\right\}\right)$ that is optimal in that game in normal form $\left\langle\mathcal{T}_{n}, v\right\rangle$. Let $\mathrm{s}_{\mathrm{B}}$ be the Player-B positional strategy in the game $\mathcal{G}_{Y_{n}}$ that plays the GF-strategy $\sigma_{\mathrm{B}}$ at $q_{\text {init }}$. Recall that we assume that for any odd $i \in \llbracket 0, n-1 \rrbracket, w\left(x_{i}\right) \leq u$ and $w\left(x_{i}, x_{i-1}\right) \leq u, \frac{3 p(z)+p(y)}{4} \leq u$ and $X_{\mathrm{Ex}} \neq \emptyset$. Therefore, the strategy $\mathrm{s}_{\mathrm{B}}$ dominates the valuations $v_{Y_{n}}^{u}$ and no Player-A action can, against the strategy $\mathrm{S}_{\mathrm{B}}$, make the game loop indefinitely on $q_{\text {init }}$ while ensuring that the highest color seen is even, almostsurely. In fact, this strategy $s_{B}$ parity dominates the valuations
$v_{Y_{n}}^{u}$. Hence, the Player-B GF-strategy $\sigma_{\mathrm{B}}$ is optimal w.r.t. $\left(Y_{n}\right)$, recall Lemma 8.2.

Let us now consider the case of Player A.

- If $u=\frac{3 p(z)+p(y)}{4}$, then playing action $a_{\text {Ex }}$ is optimal. We now assume that $\frac{3 p(z)+p(y)}{4}<u$.
- It follows that, for all even $i \in \llbracket 0, n-1 \rrbracket$, we have $w\left(x_{i}\right) \geq u$ and for all even $i \in \llbracket 2, k-1 \rrbracket$, we have $w\left(x_{i, i-1}\right) \geq u$. Otherwise Player B could play the action $b_{i}$ or $b_{i, i-1}$ and ensure that the value of the game $\mathcal{G}_{Y_{n}}$, from $q_{\text {init }}$, is less than $u$.
- Furthermore, for any odd $i \in \llbracket 1, n-1 \rrbracket$, if either $w\left(x_{i}\right) \geq u$ or $w\left(x_{i}, x_{i-1}\right) \geq u$, then playing action $a_{i}$ or action $a_{i, i-1}$ is optimal. We now assume that, for all odd $i \in \llbracket A, k-1 \rrbracket, w\left(x_{i}\right)<u$ and $w\left(x_{i}, x_{i-1}\right)<u$.
- Assume that $X_{\text {Ex }} \neq \emptyset$. Then, we have $u^{\prime} \geq u$. This is analogous to the previous case for Player B. Indeed, assume that $u^{\prime}<u$. Then, consider a Player-B GF-strategy $\sigma_{\mathrm{B}} \in \mathcal{D}\left(\left\{b_{\mathrm{r}}, b_{\mathrm{r}}\right\}\right)$ whose value in the game in normal form $\left\langle\mathcal{T}_{n}, v\right\rangle$ is less than $u$. Then, a Player-B positional strategy $\mathrm{s}_{\mathrm{B}}$ in the game $\mathcal{G}_{Y_{n}}$ that plays the GF-strategy $\sigma_{\mathrm{B}}$ in $q_{\text {init }}$ parity dominates the valuation $v_{Y_{n}}^{r}$ for some $r<u$, due to the assumptions we made in the previous item and since we assume that $\frac{3 p(z)+p(y)}{4}<u$. In fact, $u^{\prime} \geq u$.
Therefore, in the case where $X_{\text {Ex }} \neq \emptyset$, Player A has an optimal GFstrategy w.r.t. $Y_{n}$ that consists in playing optimally (in $\left.\mathcal{D}\left(a_{\mathrm{t}}, a_{\mathrm{b}}\right)\right)$ in the game in normal form $\operatorname{val}\left[\left\langle\mathcal{T}_{n}, v\right\rangle\right]$, due to the assumptions of the previous item.
- Let us now assume that $X_{\mathrm{Ex}}=\emptyset$. Since, for all even $i \in \llbracket 0, n-1 \rrbracket$, we have $w\left(x_{i}\right) \geq u$, it follows that $n_{x_{i}}$ is even and at least equal to $c$. Similarly, since for all odd $i \in \llbracket 1, n-1 \rrbracket$, we have $w\left(x_{i}\right)<u$. That is, $m_{x_{i}}$ is odd or less than $c$. In addition, for all even $i \in \llbracket 2, n-1 \rrbracket$, we have $w\left(x_{i, i-1}\right) \geq u$. That is, $n_{x_{i}}>n_{x_{i-1}}$. Similarly, for all odd $i \in \llbracket 1, n-1 \rrbracket$, we have $w\left(x_{i}, x_{i-1}\right)<u$, it follows that $n_{x_{i}}>n\left(x_{i-1}\right)$. We have $c \leq n_{x_{0}}<n_{x_{1}}<\ldots<n_{x_{n-2}}<n_{x_{n-1}} \leq e$. This cannot happen if $e-c \leq n-2$.

Let us now exhibit a relevant environment $E$ of size $n-1$ w.r.t. which Player A has no optimal strategy. Consider the environment where $c:=0, e:=n-1$, $p(z):=0, p(y):=1$ and for all $i \in \llbracket 0, n-1 \rrbracket$, we have $p\left(x_{i}\right):=k_{i}$. We do have $\mathrm{Sz}(E)=n-1$. Furthermore, the value $u$ of the parity game $\mathcal{G}_{Y_{n}}$ from $q_{\text {init }}$ is equal to $\frac{p(z)+3 p(y)}{4}=\frac{3}{4}$. Indeed, Player B ensures that $u \leq \frac{3}{4}$ by playing action
$b_{\text {Ex }}$. Furthermore, for all $\varepsilon>0$, Player A can play with probability $1-\varepsilon$ action $a_{\mathrm{t}}$ and with probability $\varepsilon$ action $a_{\mathrm{b}}$, thus ensuring that $u \geq \frac{3}{4}-\varepsilon$.

Consider now an arbitrary Player-A GF-strategy $\sigma_{\mathrm{A}}$ and the corresponding positional strategy $\mathrm{s}_{\mathrm{A}}$ in the game $\mathcal{G}_{Y_{n}}$. If $\sigma_{\mathrm{A}}$ plays with positive probability action $a_{\mathrm{b}}$ or action $a_{\mathrm{Ex}}$, then the value of $\mathrm{s}_{\mathrm{A}}$ is less that $u$ since $\frac{p(y)+3 p(z)}{4}<$ $\frac{p(z)+3 p(y)}{4}$ (Player B can play the action $b_{\mathrm{r}}$ ). However, if $\sigma_{\mathrm{A}}$ does not play these actions with positive probability, then consider the Player $B$ strategy $s_{B}$ that plays action $b_{\mid}$with probability 1 . It ensures that the value of the strategy $s_{A}$ is 0 . The reason why is the following: the highest index that the variables $x_{0}, x_{1}, \ldots, x_{n-1}$ are mapped to w.r.t. $p$ is $n-1$ and it is odd. Furthermore, all variables $x_{1}, x_{3}, \ldots, x_{n-1}$ are mapped to odd indices. Finally, the highest index that the variables $\left(x_{1}, x_{0}\right)$ are mapped to is 1 and it is odd. This is also the case for $\left(x_{3}, x_{2}\right), \ldots,\left(x_{n-1}, x_{n-2}\right)$. Hence, the highest color seen infinitely often with $s_{A}$ and $s_{B}$ is almost-surely odd, and surely no stopping state is reached..

## Conclusion

The goal of this dissertation was to give significant insight on how concurrent games behave. Our first contribution is conceptual: we introduced the notion of arbitrary game forms, which generalize standard game forms. Usually, in the literature, standard game forms are the underlying structure of the (local) interactions of the players in concurrent games. A priori, using arbitrary game forms instead of standard game forms as local interactions makes concurrent games harder to handle. However, we have provided in this dissertation several new results that hold even with non-standard local interactions. The most notable example of this fact is the new version of Blackwell determinacy (i.e. Theorem 2.2). However, Theorems 3.1, 3.12 and 3.17, which we believe are also important results on concurrent games, are also relevant examples. Remarkably, the proofs of the above-mentioned results are not made any harder by the fact that non-standard game forms may appear as local interactions. By contrast, the proof of Theorem 4.11, and especially the intermediate definitions used to prove it, are more intricate when considering arbitrary game forms than when considering standard finite game forms. This shows that, although manipulating arbitrary game forms may prove tricky, significant results can still be established on concurrent games when using them as local interactions.

We would now like to highlight some of the aspects we believe are the most important takeaways from this dissertation. First, let us discuss the generalization of Blackwell determinacy, stated in Theorem 2.3. Interestingly, both the original result on the determinacy of Blackwell games [12] and Borel determinacy [8] are logical consequences of this generalization of Blackwell determinacy. Furthermore, as mentioned above, another benefit of this generalization is that it holds even with arbitrary game forms. In addition, as discussed in Chapter 2, this generalization extends Martin's determinacy of Blackwell in two directions (items 1.a and 1.b in Chapter 2). We believe that both of these directions are interesting; we have provided in this dissertation applications of both of them. Notably, these applications have been established with the help of the generalization stated as Theorem 2.3 and, a priori, the original result on Blackwell determinacy by Martin would not have been enough to establish them.

Second, in Chapter 3, we have introduced the notion of finite-choice strategies (Definition 3.22). Recall, these are strategies that, at every state of a game, play only finitely many different GF-strategies. We believe that this notion is very useful when studying concurrent parity games, especially standard finite ones. For instance, in such a setting with a parity objective, as stated in Corollary 3.38 , any value achieved by a finite-choice strategy can also be achieved
by a positional one. Said otherwise, if a positional strategy cannot achieve a value, then no finite-choice (and in particular, no finite-memory) strategy can achieve it either. In fact, we have extensively used Corollary 3.38 in Part II to establish that infinite choice is required to achieve some optimal values in several parity games.

Third, although we have already done it in the introduction and in the beginning of Part III, we would like to highlight once more the local-global transfers that we established in Part III. Recall that our approach consisted in defining classes of concurrent arenas by restricting the game forms that could be used as local interactions. These sets of game forms are defined such that the arenas built from them ensure some desirable properties. We have established several NSC-transfers, which all correspond to underlying necessary and sufficient conditions, as mentioned in page 248. Also, we have established merely sufficient conditions on game forms for the arenas built on them to behave in a desirable way. We believe that the various results that we have established in Part III show that this approach is viable to build concurrent arenas that are well-behaved by design.

## Future leads

We have already discussed at the end of each chapter (except Chapter 1) natural future work and open questions on the technical contents of the chapters. To conclude this dissertation, we would like to mention possible research prospects beyond what has been studied in this dissertation.

More objectives. First, when dealing with specific win/lose objectives, in this dissertation, we have only considered parity objectives. A very natural research lead would consist in exploring concurrent games with other kinds of win/lose objectives. The main characteristics of parity objectives are twofold. First, these objectives are prefix-independent. Second, they are qualitative in the sense that what matters is what colors are seen infinitely often regardless of how often these colors are seen. We believe that the most interesting questions would arise when considering quantitative objectives, i.e objectives where it matters how often colors occur. In this case, we believe that the easiest objectives to consider would be related to discounted sum w.r.t. a discount factor smaller than 1, either as payoff functions or win/lose objectives defined by threshold. The reason why studying these specific objectives should be trackable is because the discounted sum payoff functions are upper semi-continuous (recall Definition 4.2). In particular, one could apply Proposition 4.1.

We believe that more challenging questions would arise when studying mean-payoff objectives. Contrary to discounted sum, mean-payoff objectives are prefix-independent. Therefore, several general results that we have shown in this dissertations can be applied to mean-payoff objectives, such as The-
orem 3.12 or Theorem 3.37. We believe that the most interesting question would be to look for a similar result than the one stated in Theorem 8.3 in the case of mean-payoff objectives. However, the fact that these objectives are quantitative instead of qualitative seems a tricky issue to handle.

Non-antagonistic games. In this dissertation, we have only considered antagonistic objectives for the two players involved in the game. It could be interesting to allow for non-antagonistic player preferences over the traces, i.e. infinite sequence of colors. In such a setting, we would not consider (subgame) optimal strategies anymore but rather (subgame perfect) Nash equilibria. Not many results are known in this framework. For instance, consider a finite concurrent arena where both players have (non-antagonistic) reachability objectives. In this rather simple context, it is not known whether there always exist ( $\varepsilon$-)Nash equilibria. This is partly discussed in the second paragraph of the second page of [81]. We believe that the notion of finite-choice strategies may prove useful also in this setting.

Finally, one could also be interested in investigating even more involved questions, related to games with more than two players. Let us mention that, in the early times of this PhD , we have explored questions related to Nash equilibria with deterministic strategies in multi-player games (with arbitrarily many payers). The purpose of this work was to extend in a concurrent setting what is done in [82]. This is unpublished, but opens the way to various interesting research directions.
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[^0]:    ${ }^{1}$ In fact, in this dissertation, these local strategies will be called GF-strategy. It will be made clear why in the next section of this introduction.

[^1]:    ${ }^{2}$ This notion is actually called being "thrifty" in [37].

[^2]:    ${ }^{1}$ If $E$ is a singleton, the functions $f_{n}$ can be seen as real numbers.

[^3]:    ${ }^{2}$ In fact, Martin states that the result still holds even if the local interactions are such that one set of actions is finite, while the other is countable. Even with this weaker assumption, the local interactions are still valuable.

[^4]:    ${ }^{1}$ In fact, Martin mentioned that this also holds if either of the player action set is finite while the other one is countable.

[^5]:    ${ }^{2}$ To properly fit this definition, the function col needs to be defined on $Q_{\mathrm{ns}}$.
    ${ }^{3}$ This does not imply that the set $Q$ is finite if the set of colors K is infinite.

[^6]:    ${ }^{4}$ Otherwise, it would imply that any concurrent game has a value, regardless of the local interactions involved, which we know is not true

[^7]:    ${ }^{5}$ If we want the definition to exactly fit in the formalism of Definition 1.23 , we could consider $Q_{\mathrm{tb}}$ itself as set of colors and the identity function as coloring function.

[^8]:    ${ }^{6}$ Note that in Definition 2.8, Player-B states are pairs of state and valuation of successor states. We did not indicate the state (which is $q_{0}$ ) to simplify our drawing.
    ${ }^{7}$ More precisely, she can but she should not if she wants to win.

[^9]:    ${ }^{8}$ Note that switching strategy is necessary: if we remove the action $a_{3}$ for Player A, then the value of the game is 0 from $q_{0}$.

[^10]:    ${ }^{1}$ This is a game where, as hinted above, playing optimally requires "making a mistake". Formally, this means that no locally optimal strategy (notion to be defined) is optimal.

[^11]:    ${ }^{2}$ Recall that by definition of a concurrent game, a payoff function is bounded and measurable.

[^12]:    ${ }^{3}$ We need not consider all finite sequences of states since the objective considered is prefix-independent.
    ${ }^{4}$ The term well-founded comes from its use on order relations.

[^13]:    ${ }^{5}$ Specifically, Definition 2.6 made use of the notion of guards.

[^14]:    ${ }^{6}$ Recall, in the game of Figure 2.5, Player A has an optimal strategy among actionstrategies but none among classical strategies (the ones we consider in this dissertation). A description of this game in provided in Definition 2.19.
    ${ }^{7}$ Note that this is different from what we did in the previous section: there, we established a necessary and sufficient condition for a specific strategy to be subgame optimal. Here, given a game, we consider necessary and sufficient conditions on the game for the existence of a subgame optimal strategy.

[^15]:    ${ }^{8}$ Assuming the payoff function is PI upward well-founded.

[^16]:    ${ }^{9}$ Note that a trivial interaction can be obtained from any game form by mapping every outcome to the same state.

[^17]:    ${ }^{10}$ Recall Definition 1.19: we assume that all local interactions are finite
    ${ }^{11}$ Note that Gimbert is an author of both [58] cited above and [62], though these two papers seem unrelated.

[^18]:    ${ }^{12}$ This holds because the strategy $s_{A}$ is positively bounded: the probability to see a state of different value is bounded below by the product of the constant $\delta$ of Definition 3.17 and the smallest positive probability distribution over states in local interactions.

[^19]:    ${ }^{13}$ Note that this transformation may induce stopping states of value more than 1. However, all arguments still hold in that case.

[^20]:    ${ }^{1}$ In that article, they consider optimal strategies that may not be optimal from all states whereas we say that a strategy is optimal if it achieves the value of the game from every state of the game.

[^21]:    ${ }^{2}$ The reason why is, given a sequence $\left(\rho^{n}\right)_{n \in \mathbb{N}} \in\left(\mathrm{~K}^{\omega}\right)^{\mathbb{N}}$, we could extract a subsequence $\left(\rho^{\varphi(n)}\right)_{n \in \mathbb{N}}$ for some increasing $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ such that $\limsup \left(f\left(\rho^{n}\right)\right)_{n \in \mathbb{N}}=$ $\lim \left(f\left(\rho^{\varphi(n)}\right)\right)_{n \in \mathbb{N}}=\liminf \left(f\left(\rho^{\varphi(n)}\right)\right)_{n \in \mathbb{N}}$.

[^22]:    ${ }^{3}$ Specifically, $\varepsilon$ has to be chosen smaller than the smallest difference between the values of optimal actions in $\operatorname{Resp}_{\mathrm{s}_{\mathrm{A}}(q)}^{\mathrm{B}}(q)$ and non-optimal action.

[^23]:    ${ }^{4}$ This corresponds to the set of well-formed formulas in first order logic using existential and universal quantifiers along with logical connectors between polynomial (in)equalities. We will use the first order theory of the reals in Section 9.2, hence we will give more details in that section.

[^24]:    ${ }^{1}$ Note that we cannot apply Corollary 3.16 since the game $\mathcal{G}$ is not standard.

[^25]:    ${ }^{2}$ Action strategy is a notion defined in Section 2.5 , in the context of standard games, and used only in that section. These are strategies that take into account the states and actions played by the strategies. To distinguish the strategy we usually use from the action strategies of this section, we will sometimes refer to them as regular strategies.

[^26]:    ${ }^{3}$ This proposition applies to stochastic trees for a prefix-independent Borel objective. However, in the game $\mathcal{G}$, there could be some stopping states (of value 1), which make the objective in the stochastic tree not PI. However, it suffices to replace these stopping states by a self-looping sink of color 0 , which will therefore be of value 1 . In that way, the value of the game in unchanged and the objective is PI.

[^27]:    ${ }^{4}$ In this paragraph and the next, until Proposition 5.12, we use maximizable for maximizable w.r.t. Player A.

[^28]:    ${ }^{5}$ In other words, the strategy plays a single GF-strategy at each local interaction at states in $\mathrm{Opt}_{\mathrm{A}}$.

[^29]:    ${ }^{1}$ This is witnessed by the game form of Figure 6.9: if it placed in a game at a state $q$ where reaching $x$ is winning for Player A and reaching $y$ is winning for Player B , then the state $q$ has value 0 , but Player B has no winning strategy.

[^30]:    ${ }^{2}$ This is where the proof is informal, since this would require a formal proof, for instance by applying Lemma 1.2.

[^31]:    ${ }^{1}$ Note that the simple game that we have built from $\mathcal{F}$ does not exactly fit Definition 5.1. However, we would have obtained an equivalent game if all trivial states $x \in v[\mathrm{O}]$ were replaced by stopping states of value $x$.

[^32]:    ${ }^{2}$ Since the target in the reachability game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$ is self-looping, the objective can be seen as being a Büchi objective, and therefore as being PI.

[^33]:    ${ }^{3}$ This only applies to PI games, however since the target is a self-looping sink, the game $\mathcal{G}_{\mathcal{F}, m}^{\text {Reach }}$ can be seen as a Büchi game.

[^34]:    ${ }^{1}$ In particular, it must be the case that $\operatorname{vcol}(q) \leq 2$, see Proposition 8.13.

[^35]:    ${ }^{2}$ This can seen as computing a "probabilistic attractor with leaks towards the stopping states" that we mentioned above.

[^36]:    ${ }^{3}$ This is because all states $q \in Q_{n-1}$ satisfy $\operatorname{col}(q) \leq n-1$. This is one of the additional conditions for faithfulness that we did mention, but that is used in the Appendix in Definition 8.22.

[^37]:    ${ }^{4}$ We have shown that (vcol, Ev) is coherent at $n$, hence all states in $Q_{n}$ are such that $\operatorname{col}(q) \leq n$.

[^38]:    ${ }^{5}$ Note that this is why we increase the least color, and not an intermediate color. Indeed, if there were a state colored by the coloring function vcol by $n-3$, then the state $k_{n-3}^{n-2}$ would be colored by $n-3$ in $\mathcal{L}_{\text {vcol }}^{n-2}$, whereas its counterpart $k_{n-3}^{n}$ would be colored by $n-1$ in $\mathcal{L}_{\text {vcol }}^{n}$. Hence, we could not deduce anymore that since the BSCC $H$ is even-colored in $\mathcal{L}_{\text {vcol }}^{n-2}$, it also is in $\mathcal{L}_{\text {vcol }}^{n}$.

