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Introduction  

 
The investigation of the body fluids is not a recent concept. Hippocrates, a Greek physician, 

also known as the “Father of Medicine”, has contributed significantly to today’s medicine. 

He believed in a rational and scientific approach of the medicine and documented over his 

clinical observations, associating symptoms to pathological conditions. His theories were 

based on the analysis of the body fluids as well, notably the urine, which sweetish taste 

referred to diabetes. More than two thousand years later, an English physician named John 

Rollo, has described the smell of a decaying apple in the breath of a diabetic patient [1]. 

This reference to sweetness relates in reality of the excess of acetone produced by this 

illness conditions and eliminated through the urine and the breath. In contemporary 

medical practice, different methodologies exist to quantify and identify what are commonly 

referred to as biomarkers. Biomarkers have been defined by the Food and Drug 

Administration (FDA) as “characteristics that are objectively measured as indicators of 

health, disease, or a response to an exposure or intervention, including therapeutic 

interventions” [2]. In the early 1970s, Paulin et al [3] have published the first study revealing 

the presence of about 250 volatiles organic compounds (VOCs) in the exhaled breath of 

humans. Amongst these compounds, some are metabolically produced by the body, 

participate in exchanges between the blood and the lungs and are evacuated through the 

respiration. If it is possible to correlate these exhaled gases to a specific medical condition, 

accurately identify and quantify them, then it is possible to have an early and non-invasive 

access to the body metabolism.  

The World Health Organisation (WHO) has identified cardiovascular disease as the leading 

cause of death worldwide [4]. However, it is still diagnosed very late because of the invasive 

nature of the procedures for the patients. The initial step involves a comprehensive family 

tree analysis to ascertain potential hereditary risk factors. Subsequently, a range of blood 

and radiological examinations may be prescribed. Lastly, one of the most invasive 

procedures is the cardiac catheterization, wherein a catheter is inserted through a peripheral 

artery to trace the circulatory path back to the heart, aiming to identify any obstructions or 

constrictions. Recently, numerous studies have shown a direct or indirect link between 

certain gases measurable in exhaled breath and cardiovascular diseases (CVD), opening up 

the possibility of rapid, non-invasive and inexpensive diagnosis. However, the definition of 

new biomarkers requires the support of rigorously standardised studies leading to the clear 

definition of a pathological threshold. 

The SENSIR project represents a collaboration between the Department of Clinical 

Physiology at the University Hospital of Montpellier, involved in research related to 
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respiratory diseases (with PhyMedExp laboratory) and the Institute of Electronic and 

Systems (IES), in charge of the development of gas sensors using photoacoustic 

spectroscopy. This project, funded by the University of Montpellier (MUSE), aims to 

implement a sensor capable of detecting gases in exhaled air in order to help in the diagnosis 

of CVD.  

Four different gases have been identified within the scope of this project: nitric oxide (NO) 

[5], carbon monoxide (CO) [6], isoprene [7] and acetone [8]. The link between these gases 

and their concentration with cardiovascular pathologies is established in the Chapter 1 of 

this manuscript. The respiratory system and the various physiological, pathological and 

external factors that are involved in the modification of gas concentrations in exhaled air 

are presented showing the importance of conducting measurements in standardized 

procedures. The description of the respiratory system and its different compartments allows 

us to define a crucial measurement criterion, which is real-time monitoring, enabling the 

reconstruction of the complete expirogram for each molecule, i.e., tracing its concentration 

in each compartment of the respiratory system. 

In Chapter 2, the detection technique used to develop the gas measurements presented in 

this manuscript is described. This technique is Quartz Enhanced Photoacoustic 

Spectroscopy (QEPAS), which relies on photoacoustic principles applied in the infrared 

(IR) domain where various, numerous and intense absorption gas lines are present. As its 

name suggests, this technique is based on the conversion of an electromagnetic wave into 

an acoustic wave, which is measured using a piezoelectric transducer known as the Quartz 

Tuning Fork (QTF). The use of tunable lasers with smaller spectral width than the 

absorption lines improves the selectivity of the technique. This criterion is essential for 

applications such as exhaled air analysis, where gas matrices are complex and may exhibit 

spectrally close absorptions. Finally, the sensor that has been developed consists of lasers 

and transducers that can be combined in different configurations to optimize the sensor's 

sensitivity. 

In Chapter 3, a literature review is presented, referencing the various spectrophone 

configurations (transducer + acoustic cavity) implemented by different research teams since 

the introduction of QEPAS in 2002 [9]. The off-beam configuration used in the 

experimental setup, allows the laser to be aligned within a T-shaped acoustic cavity. This 

configuration helps to minimize the photothermal perturbations generated when the laser 

passes directly between the prongs of the tuning fork (on-beam or bare configuration). This 

configuration is studied through a numerical model constructed using the Acoustic Pressure 

(ACPR) module of COMSOL Multiphysics and compared to an analytical model based on 

the definition of acoustic impedances inside the T-shaped cavity. In order to understand 

the coupling between the two elements composing the spectrophone, the last part of this 

chapter is focused on a Multiphysics study designed to observe the effect of the QTF 

position on the frequency of the acoustic wave exiting the cavity. 
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The Chapter 4 presents the experimental work conducted at the IES on the implementation 

of the QEPAS detection module for each of the four gases as well as the adaptation of this 

technique to the exhaled breath application. The first part of this chapter relies on the 

implementation of breath sampling system and the management of the high amount of 

humidity present in the breath and playing an important role on the stability of the 

resonance frequency of the QTF. The second part of this chapter presents the development 

and the performances of each QEPAS devices. Finally, the last part of this chapter describes 

the combination of the QEPAS sensor with the Medisoft apparatus used at Montpellier 

hospital in pulmonary tests. This configuration will be used in a future clinical study 

conducted at the hospital involving CHF (chronic heart failure) patients and healthy 

volunteers. This study aims to reconstruct the expirogram of each molecule in order to 

understand their production in each respiratory compartment. QEPAS measurements 

combined with the flow rate and the capnography proposed by the Medisoft sensor will be 

used to provide information on the airways management. 
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Chapter 1 

Physiological factors influencing 

exhaled breath composition 
 

The lungs or respiratory system is the site of gaseous exchange between the internal 

environment of the body and the external environment, in favour of the supply of 

molecules that are used for the body metabolism (such as oxygen (O2)) and the removal of 

molecules that are produced by the body metabolism (such as carbon dioxide (CO2)). 

Respiration is defined as the cellular reactions of oxidation of energy substrates leading to 

energy production. Therefore, although the lungs are known as the “respiratory system”, 

they are not strictly involved in the respiration. The lungs constitute the first step leading 

to the O2 supply and CO2 removal to the human internal environment. The renewal of the 

lung gases from the external environment is called “ventilation”. The oxygen supply to, and 

CO2 removal from, the bloodstream (and thus the internal environment) is called 

“haematosis”. The lungs, which occupy most of the thoracic cage, are the main site of all 

involved mechanisms. Both of these mechanisms, which appears to be automatic, are 

controlled by different reactions, physics laws and mechanisms that govern the 

concentration of a gaseous molecule (O2, CO2 or any other molecule of the body or external 

environment) in the lungs during the ventilation, and thus, in the exhaled air. For a better 

understanding of the application targeted by this project, the following sections provide a 

simple description of the different respiratory compartments and the gas exchanges that 

take place within them.  

 

1- The human respiratory system: structure and functions 

The respiratory system is made up of several organs and tissues that work together in a very 

elegant way. The external environment of the lung is the ambient air, which is composed 

of a mixture of different gases (N2: 78%, O2: 21%, CO2: 0.04% and others). Yet, at the end 

of the respiratory system (the alveoli), the gas composition is different (N2: 78%, O2: 16%, 

CO2: 4% and others), and reflects the mechanisms involved in the lung ventilation and 

haematosis in the different lung structures.  

The respiratory system can be divided into two main parts: the upper airways and the lower 

airways (Figure 1). 
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Figure 1: The anatomy of the respiratory system [1] 

The upper part consists of:  

‐ The nose and the mouth, 

‐ The pharynx: carries out food and air and is divided in two parts leading to the 

respiratory or digestive system, 

‐ The larynx: contains the vocal chords involved in phonation. 

At this first stage, the air is humidified, warmed up and cleaned before contacting the lower 

part’s delicate tissues, which modifies the composition of the gas in the airways. 

The lower part of the respiratory system consists of:  

‐ The trachea: this canal is 10-12 cm long and about 2 cm wide, and its horseshoe-

shaped walls also help to clean the air and prevent particles from entering the lungs, 

‐ The bronchi, divided into an inverted Y, 

‐ The lungs.  

The lungs supply oxygen to the internal milieu of the human body and allow waste gases 

such as CO2 to be removed. The human body has two lungs, each weighing about 1 kg.  

In the lungs, the bronchi divide into what is known as the bronchial tree (Figure 2). This 

irregular separation of the main bronchi into several generation of daughters, of different 

sizes and diameters, leads to the formation of the alveoli. The pulmonary vascular system 
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follows a similar pattern, starting with the main pulmonary artery and rapidly branching 

into several small arteries and capillaries.  

 

Figure 2: Branching of the conducting and terminal airways [2] 

In the division of the bronchi, three zones can be identified: one purely air-conducting zone 

[3], one purely gas-exchange zone and a transitional zone that separates the two zones 

mentioned above (Figure 2) [4]. The different functions of the lungs emerge as we move 

deeper into the respiratory system. The conducting zone, as its name suggests, is only 

involved in the transport of the inhaled gases to the respiratory zone where occurs all the 

gaseous exchanges between the respiratory compartments and the internal environment 

(bloodstream). 

The gas exchange region is composed of tissues, blood and air. The tissues constitute a 

stable support for the blood and air compartments. In these compartments, gases diffuse 

from the air into the blood, and vice versa, over a large surface area of 140 square metres 

[5]. Gas exchanges take place through a thin wall, of about 1 µm thick [6], separating the 

alveoli from the blood capillaries. An adult human has about 480 million alveoli, each 

around 250-300 µm in diameter, which walls are lined up with small blood vessels. 

Altogether, this immense surface area facilitates the transport of gases between the blood 

and air compartments. In the alveoli, the composition of the gas is modified through its 

diffusion in the lung capillaries. The different mechanisms involved in this transport will be 

described in the section 2 of this chapter. 

Last, the respiratory system is constituted of the thoracic rib cage, the respiratory muscles 

(intercostal muscles and the diaphragm [2]) and the nervous system structures (phrenic 

nerves that controls the diaphragm and bulbar respiratory centres in the brainstem). They 

are involved in the control and cyclic movement of the respiratory system that actions the 

respiratory system as a “pump” leading to successive phases of inspiration and expiration, 
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that constitutes the ventilation. The composition of the gas that circulates within the 

respiratory system depends on:   

‐ The external environment: the changes in the ambient air or the inhalation of 

external gases or molecules modifies the concentrations of the gas in the lungs. 

‐ The internal environment: which is dependent on the endogenous production of 

molecules by the human body. 

‐ The structures and function of the respiratory system, including: 

• The mechanics of the ventilation 

• The respiratory compartments (airways and alveoli) 

• The gas exchanges occurring between the alveoli and the capillaries, which is 

dependent of the alveolo-capillary diffusion of the gas and molecules 

• the repartition of the air inhaled from the external environment. 

• the pulmonary vascular system, and the repartition of the lung perfusion of the 

alveoli.  

While the composition of the exhaled breath is determined by the environment and 

endogenous production in healthy condition, the ventilatory mechanisms in respiratory or 

cardiovascular diseases can also affect the exhaled gas matrix. In other words, what we 

exhale can also be affected by how we breath.  

Altogether, it is logical that the measurement of concentration of gaseous molecules in the 

exhaled air has emerged as a potential diagnosis tool in 3 different contexts: 

‐ Environmental toxic exposure 

‐ Systemic diseases, leading to circulating biomarker 

‐ Respiratory or cardiovascular diseases 

A molecule like the exhaled CO has been validated as a tool to assess the external exposure 

to “toxic” partial combustion of organic materials (like tobacco-smoke). Yet, it has recently 

emerged as a potential disease biomarker, given its ability to reflect the excessive internal 

environment concentration in different diseases, like chronic heart failure. 

Last, diseases of the lung, and airways in particular can impact the concentration of a 

gaseous molecule in the respiratory system. In the context of asthma, the concentration of 

NO, which is mainly produced in the airways can increase in the exhaled air. Other 

molecules, that are the consequence of their diffusion from the internal environment in the 

alveoli, can also be altered in the context of pulmonary or cardiovascular diseases, that 

impact the diffusion and lung alveolar ventilation or perfusion. 
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2- The mechanics of ventilation and lung volumes 

During the breathing process, the muscles in the abdomen and chest contract and relax, 

causing the lungs to expand and contract. A normal breathing process is a cyclic 

phenomenon composed of what is commonly known as the inspiration and the expiration. 

These two phenomena can be defined as the ventilation. During the inspiration, the 

contraction of the muscles involved in the ventilation process causes the pressure inside 

the alveoli to fall under the atmospheric pressure. Therefore, an airflow is directed into the 

lungs, causing the lung volume to increase. Conversely, during the expiration, the pressure 

in the alveoli is higher than the atmospheric pressure. Thus, the airflow is directed in the 

opposite direction. The ventilatory cycle is characterized by an opposite trend between the 

alveolar pressure and the pulmonary volumes (Figure 3). 

 

  

Figure 3: Variation of the lungs volume and alveolar pressure during a normal breathing cycle. 

 

During each breath, about 500 mL of air moves in and out of the lungs: it is the tidal volume 

VT. For a normal adult, the respiratory rate (RR) ranges between 10 – 12/ minutes. The 

minute ventilation V’T is defined as the product of the VT and RR and designates the flow 

of air (in litre) mobilized per minute.  

While the cyclic succession of inspiration and expiration during the ventilation occurs 

unconsciously, the inspiration constitutes an active process which means that the involved 

muscles of the thoracic cage receive a nervous order to contract. This cyclic activity (RR) 

and pattern of the VT is dependent on the brainstem command and regulatory mechanisms. 

Conversely, the expiration is a passive process occurring as a consequence of the lung 

expansion. It takes place in the same way an “elastic” compartment would go back to its 

resting configuration when the constraint is no longer applied.  
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‐ The static properties of the thoracic- pulmonary system: study of the lung 

elasticity.  

Boyle’s law links the volume and the pressure exerted by a certain mass at an unchanged 

temperature as:  

𝑃𝑉 = 𝑐𝑠𝑡𝑒 (1.1) 

With 𝑃 the alveolar pressure and 𝑉 the lung volume. This law describes the phenomenon 

of ventilation previously explained. The difference of pressure and volume observed during 

each inspiration and expiration are related to the compliance and elastic properties of the 

lung as:  

𝐶 =
1

𝐸
=

Δ𝑉

ΔP 
(1.2) 

With 𝐶 the compliance of the lungs equal to the inverse of its elasticity 𝐸. 

Thus, the lung volume (maximal lung volume and resting lung volume (P=0)) depend on 

the thoracic compliance.  

‐ Assessment of the lung volumes: spirometry 

The respiratory capacity can be investigated by the mean of a spirometer (Figure 4) during 

a totally non-invasive ventilatory manoeuvres. Basically, the air flows correspond to 

variations of the lung volumes. By connecting a spirometer to the mouth of the patient, it 

is possible to deduce the variation of volumes over a period of time. During a spirometry 

[7] [8] these volumes can be estimated to investigate the lungs function.  

 

Figure 4: Respiratory volumes and capacities of a normal adult. 

Figure 4 presents the different lung volumes during a breathing procedure: 
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‐ The tidal volume (VT) ≈ 500 mL: volume of air that moves in and out of the lung 

during normal breathing cycle. At the end of the expiration, the lung volume reaches 

its resting lung volume, which is the volume when the pressure in the system is equal 

to zero (no contraction of the respiratory muscles). Thus, this volume depends on 

the compliance of the thoraco-pulmonary system.  

‐ Inspiratory reserve volume (IRV) ≈ 2100-3200 mL: amount of air that can be 

inhaled by forcing the inspiration. It is directly dependent on the contractile activity 

of the respiratory muscles.  

‐ Expiratory reserve volume (ERV) ≈ 1200 mL: amount of air that can be exhaled by 

forcing the expiration. The expiration becomes an active process during this 

procedure as the thoracic muscles contract to push the air outside the body.  

‐ The vital capacity (VC) = VT + IRV + ERC 

 

Considering what has been previously described, any change in the lung compliance, in the 

respiratory muscle function or ventilatory brainstem command (“restrictive functional 

deficit” on a spirometry [9]) will modify the lung volumes and ventilation and thus, the 

composition of gaseous molecules in the lung and exhaled air. For instance, any voluntary 

change in the ventilation pattern (V’T= RR* VT) impacts the concentration of the gaseous 

molecules in the lung.  

During a voluntary apnea (V’T=0) or a hypoventilation (decrease V’T), there is no (or a little) 

renewal of the gas in the lung, and thus, the concentrations of the gas tend to reach the 

concentrations in the internal milieu (alveolar parts). During a voluntary hyperventilation 

(increase in VT and/or RR), the renewal of the lung gas from the external environment is 

increased, and thus, the concentrations of the gas tend to reach the concentrations in the 

external environment.  

To illustrate this, the exhaled concentration of CO2 is measured and the variation during 

hypoventilation and hyperventilation are presented in Figure 5. The measurement of the 

exhaled CO2 over a period of time is called a capnograph and will be detailed section 3.2 of 

this mauscript. 

 

Figure 5: Typical capnogram obtained during (a) hyperventilation, (b) hypoventilation. 

During hyperventilation the measured concentration of CO2 tend to decrease and get closer 

to the poor inhaled concentration of CO2 compared to the hypoventilation where the 
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concentration of CO2 tends to increase and get closer to the high concentration of CO2 

released during the respiration. 

 

If the ventilation process tends to modify the concentration of the gases present in the 

exhaled breath, it is necessary to use standardized procedures, for the flow related to the 

volume, between the different study investigating the exhaled breath composition as well 

as between the different subjects participating in these studies in order to minimize the 

biases.  

 

3- Gas exchanges 

3.1- Alveolar ventilation: V’A and dead space 

As the ventilation is a cyclic process, not all of the air volume that enters the lungs is 

involved into gas exchanges occurring in the respiratory part. A portion of the inhaled air 

remains in what is called the “dead space”. The alveolar volume VA (mL) can be expressed 

as:  

𝑉𝐴 = (𝑉𝑇 − 𝑉𝐷) = 350 (1.3) 

With 𝑉𝐷 the dead space volume approximately equal to 150 mL for a healthy adult. The 

composition of the alveolar air is different from the composition of the inspired air. Before 

reaching the alveolar part, the air is subject to different modifications, starting from the 

upper airways part, where the air is humidified. Additionally, a part of the alveolar volume 

is replaced at each cycle with a part of the tidal volume (VT) (Figure 6). Finally, the alveolar 

air composition is dependent of the gaseous exchanges.  

 

Figure 6: Repartition of the tidal volume VT, in the dead space and alveolar compartments. 

Figure 6 shows how the alveolar air is mixed, at each breath, with the tidal air volume. At 

the end of the expiration, the composition of the dead space is a representation of the 

alveolar air. In the dead space, this volume does not undergo any gas exchanges: it remains 

unchanged. At each inspiration, 500 mL of “fresh” air in introduced inside the lung. The 
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air contained in the dead space (150 mL) is introduced inside the alveolar part, with a part 

of the inspired air. At the end of the inspiration, the dead space is representative of the 

inspired air and the alveolar part is a mixture of the dead space air (composed of the alveolar 

air at the previous expiration) and a part of the inspired air. 

𝑉𝑇
′ = 𝑉𝑇 ∙ 𝑅𝑅 = 500 ∙ 12 = 6000 

𝑚𝐿

𝑚𝑖𝑛
(1.4) 

By using Equation (1.3), the alveolar ventilation 𝑉𝐴
′ can be calculated as: 

𝑉𝐴
′ = 𝑉𝐴 ∙ 𝑅𝑅 = 4200 

𝑚𝐿

𝑚𝑖𝑛
 (1.5) 

 

3.2-  Distribution of the alveolar ventilation and airways flows 

All the alveoli are not equally ventilated which means that the alveoli do not receive the 

same amount of air. Based on that, the ventilation of the airways is totally inhomogeneous. 

In addition, the distribution of the ventilation is dependent on the airway resistances. The 

Hagen-Poiseuille law can be successfully applied to air flowing in the airways. For an 

incompressible and Newtonian fluid (here inhaled air) flowing through a pipe (here the 

airways), this law links the difference of pressure in two points of the pipe to its resistance 

and the air flow going through it: 

Δ𝑃 = 𝑅𝑉′ (1.6) 

With 𝑅 the resistance of the pipe and 𝑉′ the flow. 

If the turbulences caused by the separation of the branches leading to the alveoli are 

neglected, the resistance can be calculated by considering the laminar flow of the air through 

the branch: 

𝑅 =
8𝜇𝑙

𝜋𝑟4
(1.7) 

With 𝑙 and 𝑟 respectively the length and radius of the considered branch and 𝜇 the dynamics 

viscosity of the fluid (air). The resistance exerted on the fluid strongly depends on the radius 

of the branch in which the fluid is flowing: the bigger the radius, the smaller the friction, 

the smaller the resistance. The resistance of the airways affects the air flow inside the lungs. 

The resistance can be increased in some diseases. In that case, the flow is modified and the 

maximal flow values measured by a spirometer during a forced expiration are decreased 

(“obstructive functional deficit”) and  reflects an obstructive disease of the airways [10].  

Altogether, the regional distribution of the ventilation is measured by the inhalation of a 

radioactive gas (Xenon 133 (133Xe)). The images obtained from this kind of test show, 

indeed, an important heterogeneity in the regional ventilation of the lungs but also inform 
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on the better ventilation of the inferior part of the lung. The augmentation of the ventilation 

from the bottom to the upper part of the lung is represented in Figure 7. 

 

Figure 7: Ventilation (V’) (blue curve) and blood flow (Q’) (red curve) from the apex to the base of the 

lung and the V’/Q’ ratio (black curve). The ventilation is described section 3.1 of this chapter. The blood 

flow is related to the perfusion describe in section 3.3. The ratio V’/Q’ is described section 3.4. 

‐ Assessment of the ventilation inhomogeneity and lung compartments: N2 

washout method 

During this procedure, the subject is asked to breath normally before inhaling (in a close 

circuit) 100 % of O2 and exhaling slowly and continuously until reaching the residual 

volume. During the expiration, the N2 is measured continuously with a gas analyser and 

plotted as function of the expired volume (mL). 

During the inspiration, the air goes to the bases of the lungs that are more ventilated and 

containing more alveoli. Therefore, when the oxygen is inhaled, it moves towards the bases 

of the lungs. The concentration of N2 present at the base of the lung is diluted in this region. 

The clinician obtains a graph that is representative of heterogeneity in the distribution of 

the inhaled gas. This graph is composed of 4 phases that are described in (Figure 8). 
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Figure 8: Representation of the 4 stages of the expired % of N2 function of the total lung volume during a 

washout N2 procedure. TLC: total lung capacity. CC: closing capacity. RV: residual volume. CV: vital 

capacity. 

The first phase corresponds to the void of N2 since it represents the composition of the 

upper airways from the end of the prior inhalation. The second phase is a mixture between 

the middle airways and the alveoli. As long as the person exhales the lung volume decreases 

which leads to narrowing the small airways. Therefore, the stage 3 is a mixture between the 

apexes (upper part of the lung), the middle and base of the lung. This phase is often referred 

to as the alveolar plateau. At the end of the expiratory manoeuvre, the smaller airways in 

the inferior part of the lungs are closed, the contribution of the alveoli to the N2 

concentration is considerably decreased, the concentration of N2 comes from the apex 

region where the N2 is less diluted. The 4th phase is representative of the closing volume, it 

occurs after the small airways closes. This volume is normally equal to 10 % of the vital 

capacity for a healthy adult. Changes of this value can be attributed to small airways diseases, 

aging, premature closure of the airways, smoking, etc. The slope of the phase 3 is generally 

representative of these variations (Figure 9). 
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Figure 9: N2 concentration in the expired air measured during a N2 washout procedure in a healthy 

(normal) person and patients with an early and severe lung obstructive disease (COPD). 

‐ Assessment of the ventilation inhomogeneity and lung compartments: 

Capnography 

The capnography is the measurement of the partial pressure of CO2 during inspiration and 

expiration. The measurement of CO2 informs on the airway management and is often used 

in emergency departments at the hospital [11][12], during anaesthesia [13] or for the 

placement of endotracheal tubes [14]. The maximum of partial pressure of CO2 is obtained 

at the end of the exhalation which corresponds to the end tidal CO2 (PETCO2). This value is 

often compared to the partial pressure of alveolar CO2 (PaCO2≈ 40 mmHg) for clinical 

interpretation.  

The exhaled CO2 curve over the ventilation time is represented on Figure 10. 

 

Figure 10: (a) Shape of a normal capnogram. [15] (b) Airways stages including the apparatus and 

physiological dead space containing air that will not operate in gas exchanges and alveolar ventilation 

where blood and air exchanges occur 
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Similarly, the capnogram reflects the lung compartments and the heterogeneity of the 

distribution of the alveolar ventilation, different phases are described (Figure 10a): 

‐ Phase I: at the beginning of the exhalation the CO2 is approximately equal to the 

atmospheric concentration of CO2 (≈ 340 ppmv). This value is also related to the 

anatomical and apparatus dead space (Figure 10b). 

‐ Phase II: synchronous release of atmospheric air mixed with alveolar air. 

‐ Phase III: stabilization of CO2: alveolar plateau. 

‐ Phase IV: end of exhalation and return to “zero” baseline.  

The CO2 can also be measured over the expired air volume but requires more elaborated 

equipment [16] (Figure 11). 

 

Figure 11: Normal capnogram function of the expired volume. [16] 

Crucial information can be interpreted from this capnograph: 

‐ Z and Y are respectively the anatomical and alveolar dead space (Z+Y= 

physiological dead space). 

‐ X corresponds to the effective tidal volume (VTalv) and determines the volume of 

CO2 in the breath. 

‐ VDaw corresponds to the airways dead space. 

‐ VT is the tidal volume = VDaw + VTalv. 

‐ In this graph the component “p” and “q” are equal. “p” represents the effective 

ventilation component of phase II and “q” its dead space component. 

‐ The 𝛼 angle is usually ranging between 100° and 110° for a normal person and 

increases with the phase III slope. Therefore, 𝛼 value is a good representative of the 

airway obstruction (Figure 12). 
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Figure 12: Capnogram of a normal and asthmatic subject showing different shapes and value of alpha 

angle. [17] 

The measurement of the exhaled CO2 is a good indicator of the obstruction as Figure 12 

shows. For an asthmatic person, the normally ventilated alveoli will release the CO2 faster 

while the obstructed alveoli, that are poorly ventilated will release a higher concentration of 

CO2 later during the expiration [17]. 

Finally, CO2 curves and N2 expired concentrations constitute interesting tools for the 

assessment of the respiratory function. This non-invasive measurement provides important 

information on the heterogeneity of the ventilation, the exchanges between the different 

compartments as well as the degree of lung obstruction. Moreover, a full expiration 

obtained in real time associates a concentration of CO2 to its origin in the airways. 

Therefore, and as it has been presented in Figure 10 and Figure 11, the CO2 expirogram is 

a valuable tool in the identification and management of the airways. 

 

3.3- Lungs perfusion: Q’ 

The pulmonary circulation is composed of veins, arteries and capillaries similarly to the 

systemic circulation. Two main differences exist between the two circulations: 

‐ The first one is directly related to the lungs function: the blood that arrives to the 

lung tissues is charged with CO2 and leaves the lungs charged with O2. 

‐ The pressure in the pulmonary circulation is much lower than the pressure of the 

systemic circulation. This leads to high blood flow that are close to the cardiac flow 

rate. 

The pulmonary circulation is organized in a tree structure ending with the capillaries that 

cover the surface of the alveoli. Their very thin walls facilitate the gas exchanges between 

the blood and the airways. The distribution of the lung perfusion (vascularisation) is, just 

like the ventilation distribution, very heterogenous and higher at the base of the lung (Figure 

7).  
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Different factors can influence the size and the resistance of the pulmonary blood vessels: 

‐ The pulmonary volume, 

‐ Gravity: the length of the lung of a person that is standing up ranges between 20-30 

cm. The blood distribution undergoes gravity, the pressure in the blood vessels is 

higher in the inferior part of the lung and blood flow is unequally distributed along 

the lung. The effect of gravity on the blood vessels and the perfusion is minimized 

in a layed down position.  

‐ The physical exercises, 

‐ Hypoxia (O2 deficiency) condition due to vasoconstriction: causes variations in the 

regional distribution of the perfusion. In small region suffering from hypoxia the 

blood vessels constrict and the perfusion is redistributed to other healthy regions.  

The inhomogeneous perfusion of the lung plays an important role on the composition of 

the expired air. The capnography presented in section 3.2 shows that the CO2 in the lower 

and better perfused part of the lung (alveolar plateau) is higher than the concentration in 

the upper part of the lung where the perfusion is smaller. Other gases that are coming from 

the systemic circulation and evacuated throughout the respiration will logically diffuse from 

the pulmonary circulation (capillaries) to the alveoli located at the base of the lungs similarly 

to CO2. The gas exchanges occurring between the blood and the airways take place in the 

better perfused regions (base). The position of the subject undergoing expired air 

composition investigation as well as its physical movement that both tend to modify the 

perfusion of the lungs should be standardized.   

 

3.4- Alveolar-capillary diffusion 

Two main mechanisms are involved in the transportation of gases in the lungs: convection 

and diffusion [18]. The former is characterised by mass flow and is responsible for the 

movement of air between the environment and the respiratory compartments while the 

latter is responsible for gas exchange between blood and air. The diffusion process is 

described by a partial pressure difference between two different compartments. This 

phenomenon is directly related to the gas concentration, regardless of the other gases. 

Therefore, whenever a difference of pressure exists between a gas (gaseous phase) and a 

dissolved one (liquid phase), a gradient of diffusion is established from the compartment 

containing the highest concentration of gas to the lowest one. The equilibrium between the 

liquid phase (blood) and the gaseous phase (alveolar air) is described by Henry’s law stating 

that the amount of dissolved gas in liquid is directly proportional to its partial pressure 

above the liquid. 

For O2 passing from the airways to the blood, the volume and flow rate of the diffusion 

between the two compartments can be described by Fick’s law: 
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𝑉𝑂2

′ =
𝛼

√𝑀𝑂2

∙
𝑆

𝑒
∙ (𝑃𝑎𝑙𝑣𝑂2

− 𝑃𝑐𝑎𝑝𝑂2
) (1.8) 

With 𝑉𝑂2

′  the flow rate in L/min, 𝛼 the solubility of the O2 in the membrane separating the 

two compartments, 𝑀𝑂2
 the O2 molar mass, S the surface of the membrane where the 

exchange is taking place and 𝑒 its thickness and 𝑃𝑎𝑙𝑣𝑂2
− 𝑃𝑐𝑎𝑝𝑂2

 the difference of partial 

pressure of O2 between the alveoli and capillaries. 

In an ideal case, the O2 would diffuse from the air to the capillaries and the equilibrium in 

partial pressure between the alveolar and blood compartments would be maintained as long 

as the O2 is not involved in other exchanges (occurring with the tissues). In reality, different 

factors contribute to the inhomogeneity of the O2 in the overall circulation: the alveolar 

dead space, the anatomic shunt and the difference between the perfusion and ventilation 

of the lungs (Figure 13). 

 

Figure 13: O2 cascade: from the atmosphere to the mitochondria (small cells that generate most of the 

energy inside the body) 

‐ The anatomic shunt 

In addition to the pulmonary circulation that is described above, the lung also receives 

blood from the systemic circulation. This blood that comes from the tissues contains a high 

amount of CO2 but does not take part in the gaseous exchanges. Instead, this blood shunts 

the ventilated part of the lung and directly joins the pulmonary arteries transporting O2 to 

the tissues without being re-oxygenated. The consequence of this shunt is a decrease of the 

partial pressure of O2 in the capillaries.  

‐ The ventilation and perfusion ratio 

The global ratio of perfusion and ventilation rate is equal to 1 at rest as both V’ and Q’ are 

close to 5 L/min in healthy and resting conditions. However, the ventilation and the 

perfusion are regionally heterogenous. The V’A increases slowly from the apex to the base 
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of the lung while the Q’ increases rapidly between these two regions. This heterogeneity is 

observed with the V’A/Q’ ratio (Figure 7):  

 

• The V’A/Q’ ratio is equal to 1, in the middle of the lungs. 

• The V’A/Q’ ratio increases towards the apex of the lungs as this region is 

better ventilated than perfused. 

• The V’A/Q’ ratio decreases towards the base of the lungs as this region is 

better perfused than ventilated.  

Therefore, a physiological shunt is created, the blood that will not be re-oxygenated will 

contribute, just like the anatomic shunt to the decrease of the partial pressure of O2 in the 

blood. This effect can be intensified with pathologies affecting the airways or the blood 

vessels. 

‐ The alveolar dead space: 

In the case where the alveoli are not perfused at all, the alveolar air is close to the inspired 

air which means that it is composed of a high amount of O2 and small amount of CO2. The 

consequence of the non-perfusion would be an V’A/Q’ ratio →  ∞ that corresponds to the 

alveolar dead space. Similarly, to the anatomical dead space, gas exchanges do not occur in 

these regions. The physiological dead space is defined as the addition of the alveolar and 

anatomical dead space (Figure 10b). 

Finally, the efficiency of the diffusion and gas exchanges is governed by the regional 

ventilation and perfusion ratio, the shunt effect (partially anatomic), the alveolar dead space 

as well as the exchange surface and its thickness that can be modified in some pathological 

conditions. A better diffusion will obviously facilitate the transport of the O2 from the 

airways to the blood but also the CO2 and other gases from the blood to the airways making 

the alveolar air composition a mirror of the body metabolism.  

All in all, the composition of the alveolar air depends on:  

‐ The alveolar ventilation VA
′ ,  and its inhomogeneous distribution is the lung 

‐ The lung perfusion, and its inhomogeneous distribution is the lung  

‐ The air diffusion in the alveolo-capillary barrier 

 

4- Endogenous production of CO, NO, isoprene and acetone 

In the following section, the endogenous production of CO, NO, acetone and isoprene as 

well as their link with the cardiovascular system and diseases is explained. 
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4.1- Endogenous production of CO 

 

Inside the body the main production source of CO is related to the catabolism of heme 

proteins. Heme proteins have multiple biological functions including the transport of 

oxygen or electrons in the body. The degradation of the heme proteins in the body is 

induced by the heme oxygenase (HO). This enzyme acts as a defence mechanism against 

oxidative stress [19]. The form of HO that is involved in the degradation of heme proteins 

and production of CO is the HO-1. The chemical reaction leads to the formation of CO, 

ferrous ion and biliverdin. The ferrous ion is stored as iron, the biliverdin is reduced into 

bilirubin that has anti- proliferative, oxidant and inflammatory functions inside the body 

(Figure 14).  

 

Figure 14: Heme degradation and production of carbon monoxide in Mammalians. [20] 

The endogenously produced CO has a vasodilatation function [21]. Higher concentration 

of CO has been found in chronic cardio vascular diseases [22] and inflammatory diseases 

[23] [24] and its action has been proven in the prevention of endothelial cell apoptosis 

(programmed cell death) [25].   

Different studies have shown a good correlation between HbCO and exhaled CO meaning 

that exhaled breath tests, that are completely non-invasive could be used as a good indicator 

of the body metabolisms [26][27]. In healthy, non-smokers, the end tidal concentration of 

CO ranges between 1 and 3 ppmv [28]. However, multiple external sources are often 

contributing to the increase of the exhaled CO concentrations. The main sources of CO 

are related to pollution, exposure to combustion in enclosed environments and active and 

passive consumption of cigarettes [29].  

The production of CO is predominantly systemic. The CO follows the blood pathway and 

participates into gas exchanges between the capillaries and the alveoli. Therefore, CO is 

removed from the body after crossing the alveolar-capillary membrane [30]. Consequently, 

the upper airways present smaller CO concentration than the alveolar part. The expirogram 

of CO follows the same trend as the CO2’s (Figure 15). Different studies presenting real-

time complete expirograms confirms these trends [31].  
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Figure 15: Real-time expirogram of CO combined with the expirogram of CO2 obtained for healthy non-

smoker subjects. [31] 

 

4.2- Endogenous production of NO 

Conversely to CO, the production of NO is mainly located in the airways [30] which is 

consistent with the results presented in some studies where the exhaled NO did not match 

the systemic concentration of NO [32][33]. Endogenously, NO is produced from the 

conversion of L-arginine by a nitric oxide synthases (NOS) (Figure 16a). The NOS are 

enzymes that are present in endothelial (inner layer of blood cells) or neuronal cells. They 

are differentiated in three types that are involved in the synthetization of NO and L-

citrulline from L-arginine. L-arginine and L-citrulline are both amino acids that are used in 

the production of proteins or removal of waste product during exercises [34]. Even if the 

main source of NO is found in the airways, the different types of NOS are expressed in 

different tissues including the heart, and the systemic circulations [35] [36] (Figure 16b). 

 

Figure 16: (a) Biosynthesis of NO. [37] (b) Biotransformation of NO in mammals. [35] 

A correlation has been found between exhaled NO levels and patients with asthma [38]. 

Higher concentrations of NO were observed in patients presenting asthmatic conditions 
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and these levels were decreased in response to corticosteroids treatments (anti-

inflammatory) [37]. These observations led to the adoption of exhaled NO in the diagnosis 

and monitoring of asthma. Moreover, NO is involved in different physiologic processes 

including vasorelaxation [37]. In heart failure, characterized by vasoconstrictive forces, NO 

is known to counter these forces and the overall NO levels are increased in a case of heart 

failure or cardiomyopathy [39][40][41]. 

The first exhaled breath measurement of NO was presented in the 1990s and was 

performed with a chemiluminescence-based analyser [42]. The concentration of NO was 

evaluated in the part per billions range. Today, the assessment of the fraction of exhaled 

NO (FENO) in the diagnosis of inflammatory diseases has been approved by the Food and 

Drug Administration (FDA). The measurements are standardized and the limitations are 

well-known [43]. The complete expirogram of NO has been presented in [44]. By 

associating the NO concentration to capnography measurements, it results that the 

concentration of NO is higher in the upper airways part (Figure 17). NO has also been 

found in higher concentration when measured directly from the nose where concentration 

levels can reach the ppmv range [45][46].  

 

 

Figure 17: NO expirogram associated with capnography and flow measurements. To measure this 

expirogram, two techniques are compared: Cavity enhanced absorption spectroscopy (CEAS) [47] and 

Direct absorption spectroscopy (DAS) (described in the section 1.4-4 of the Chapter 2 of this 

manuscript). 

 

Similarly, to CO, the endogenous production of NO can be affected by external sources. 

NO is commonly known as an environmental pollutant found in vehicles exhaust [52][53] 
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and different studies have found a decreases of NO concentrations in cigarette smokers 

[50][51]. 

 

4.3- Endogenous production of isoprene 

Isoprene has been discovered in 1860 during a process involving the thermal 

decomposition of natural rubber [52]. As a matter of fact, isoprene is produced in the 

manufacturing of synthetic rubber. Isoprene is also known as a pollutant as it participates 

in the generation of secondary organic aerosol (SOA) in the atmosphere [53]. The 

exposition and inhalation of isoprene is regulated as it is suspected to cause lung cancers. 

On a completely different level, the natural production of isoprene has been observed in 

trees as a protection mechanism to exposure to high heat [54]. 

The origins and the physiological behaviour of isoprene in the body are to date not fully 

understood [55]. However, this hydrocarbon that is the main endogenous hydrocarbon 

found in the exhaled breath has raised the interest of many research teams [56]. Isoprene 

can be found in the blood, in the urine but also in the exhaled breath. Due to its very poor 

solubility in water, the elimination of this gas through the urinary path is minor compared 

to the exhalation path. This also significates that isoprene is not (or very poorly) re-absorbed 

by the mucus layer in the upper airways part, and that its exhaled concentration is a good 

representative of its alveolar levels.  

First, the main endogenous production of the isoprene was attributed to the biosynthesis 

of cholesterol [57][58]. Later, many studies have shown that the main site of isoprene 

production is the muscle tissues [59][60]. This last observation stands as a solid argument 

in the investigation of the origin of this hydrocarbon. Indeed, different studies measuring 

the concentration of isoprene in the exhaled breath have proved a rapid and intense increase 

of its concentration few minutes after the beginning of the physical exercise going from a 

baseline at rest around 100 ppbv to about 800 ppbv [61] (Figure 18). At the beginning of 

an exercise the blood flows significantly through the muscles and washes out the isoprene 

that is transported in the systemic circulation until being evacuated from the body.  

 



26 
 

 

Figure 18: Evaluation of exhaled isoprene concentration before, during and after a physical exercise. [61] 

The misunderstanding of the exact production pathway of the isoprene inside the body as 

well as its high dependence on age, gender and physical activities do not encourage its 

adoption in clinical procedures neither help towards standardizations of its measurement 

[66][67]. Nevertheless, isoprene has been investigated in different conditions. Compared to 

controls, higher concentrations of isoprene have been found in patients with chronic kidney 

diseases, with an increase before and after haemodialysis [68][69], lung cancers [66] and also 

chronic liver diseases [67]. No correlation was found between the exhaled isoprene values 

and the cholesterol level in the blood [68]. In cardiovascular-related studies, the 

augmentation of the isoprene concentrations has been observed in acute myocardial 

infarction [69] while one study has shown a decrease of this gas level in chronic heart failure 

[70]. 

 

4.4- Endogenous production of acetone 

Acetone (C3H6O) is a ketone body mainly (but not solely) produced in the liver and released 

during the fatty acid metabolism. Fatty acids are transformed by the liver into Acetyl-CoA. 

In certain conditions, it happens that the body uses fat instead of glucose for energy 

production. Therefore, depending on the glucose concentration, Acetyl-CoA can be 

transformed into acetoacetate. The latter undergoes different decarboxylation and produces 

two different ketone body, including acetone (Figure 19).  
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Figure 19: Hepatic generation of acetone. [71] 

Acetone, as well as the other produced ketone bodies, enter the bloodstream circulation. 

Due to its small size, acetone diffuses into the airways and can be measured in the exhaled 

breath. At high plasma acetone concentrations, approximately 80% of the acetone 

production rate was attributed to exhaled breath. Thus, in diabetic patients, the exhaled 

breath was positively correlated with the plasma acetone concentrations during 

ketoacidosis. In addition, exercise, sleep and diet also alter exhaled acetone concentrations. 

In particular, fasting increased breath acetone while high carbohydrate feeding decreased 

or maintained breath acetone at low concentration. Different studies have observed the 

effect of fasting onto the exhaled breath concentrations. Thus, the diet should be controlled 

by standardizing the meals or the fasting duration before the measurement, in order to 

reduce the acetone variability [72]. Acetone has been defined as a biomarker for diabetes 

[73] where a significant difference of concentration between patients and controls was 

found with concentrations higher than 0.8 ppmv in the first group [74][75]. Many studies 

have been investigating the exhaled acetone concentration as biomarker of heart failure/ 

cardiovascular diseases. A systematic review and meta-analysis published by our team 

demonstrates that acetone concentrations were higher is patients than in controls even 

though the results were lacking standardisation to conclude on a pathological threshold 

[72].  

The expirogram of acetone has been established in different studies. As for CO and CO2 

that are mainly circulating in the bloodstream and diffuse into the airways, the concentration 

of acetone at the beginning of the exhalation is low and the maximum is reached from the 

alveolar volume (Figure 20) [78][79].  
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Figure 20: Complete expirogram of acetone.[77] 

 

During the breathing process, gases from the environment enter the body through the nose 

and reach the bloodstream and organs through the exchanges that take place between the 

alveoli and the blood capillaries in the last part of the respiratory system. These gases 

include CO2 and oxygen, which are necessary for the proper functioning of physiological 

metabolisms. Endogenously, the body produces a range of gases that are derived from or 

necessary for some internal processes. These gases can also access the bloodstream and can 

be removed from the body during respiration if they are able to pass through the 

alveolocapillary membranes. Therefore, just as CO2 informs us of certain physiological or 

pathological states in the body, these gases, if they can be measured, can also provide useful 

clinical information in the diagnosis or monitoring of some pathologies. 

In the previous section, we introduced capnography as a tool to associate the exhaled CO2 

concentration over time with a specific area of the respiratory system. Most studies that 

focus on analysing gases exhaled by the body tend to disregard the initial portion 

corresponding to the dead space and only analyse the alveolar volume. However, crucial 

information can be obtained from gas concentrations originating in these zones. This is 

particularly the case for exhaled NO, which concentration appears to be higher in the upper 

part of the respiratory compartments. 

In this project, we have chosen to associate the measurement of gases identified for our 

application with a simultaneously measured capnography curve. As a result, it is possible to 

track how the concentration of this gas evolves during a complete exhalation, associate this 

concentration with a CO2 concentration, and thus with a respiratory compartment, obtain 

the alveolar concentration originating from the blood. These measurements will be further 

discussed in the Chapter 4 of this manuscript. 



29 
 

Many factors are involved in the identification and definition of a biomarker. Ideally, our 

study is based on measuring a range of gases in the exhaled breath to diagnose 

cardiovascular diseases. The first thing to note is that we are not able to measure a single 

gas and relate it directly to the heart function. One valid reason for this is that the evolution 

of these gases may follow the same trend in different physiological or pathological 

processes. Another reason is the variability linked to external parameters. Therefore, for a 

gas with relatively high concentrations, a small variation linked to the pathology being 

studied will not necessarily be distinguished. In addition, in order to accurately define a 

biomarker, we need to be able to define a discriminating threshold for separating patients 

from a control group, as well as the tolerance range for this value. At the beginning of this 

project, we were interested in acetone concentrations in the exhaled breath, with the aim 

of finding a threshold that would allow us to separate people with heart failure from healthy 

people. The next part describes the different stages of this work. 

 

5- How to: write a literature review and meta-analysis 

Despite the positive results observed in many clinical studies, the measurement of the 

exhaled breath acetone has still not been approved for clinical practice. Different hypothesis 

suggests the high variability of the acetone with external parameters, the lack of reference 

values, the lack of large multicentric studies in heart failure or even the insufficient 

standardization in the procedures involving different detection techniques and breath 

sampling. 

Performing a systematic review is a relevant approach to establish whether findings are 

consistent and can be generalized [78]. It allows the identification of factors of variability 

as well as normal values of a biomarker [79][80][81]. However, previous systematic reviews 

in exhaled acetone did not include HF patient studies, and did not perform a quantitative 

meta-analysis of the data [82][73]. Therefore, we aimed to systematically review the exhaled 

acetone concentrations from studies in healthy controls and heart failure (HF) patients and 

to meta-analyse them in order: (a) to quantify the heterogeneity of the breath acetone 

between published studies and to determine its normal range; (b) to identify factors of 

variability and relations with HF diagnosis and prognostic factors (New York Heart 

Association (NYHA) dyspnea, left ventricular ejection fraction (LVEF) and plasma BNP); 

(c) to provide pooled estimate of its diagnosis accuracy and prognosis performance. The 

prognosis of a disease is a parameter that helps understand the behaviour and predict its 

development, expectancy of improvement or regression in the medical condition: NYHA 

classifies the patients in four categories according to the extent of the heart failure, LVEF 

is the ability of the heart to pump blood to the rest of the body, the value is > 50% in a 

healthy heart and plasma BNP is measured from the blood, it is a hormone produced by 

the heart muscle, its value increases in case of heart failure. 

 



30 
 

5.1- Protocol and registration 

Different guidelines have to be followed when reporting a systematic review and meta-

analysis. Our review was performed following the 2020 Preferred Reporting Items for 

Systematic Reviews and Meta-analysis (PRISMA) statement and the protocol of our study 

was registered in the International Prospective Register of Systematic Reviews 

(PROSPERO ID: CRD42020192672). The review work team was composed of a 

cardiologist, a physiologist, a methodologist/statistician and two persons working on the 

development of a gas detection module. 

 

5.2- Literature research 

The literature research was conducted in English on PubMed and Web of Science to include 

papers published between 1991 and 2020. The collection work took place in May 2020. 

Additional published studies were added after analysis of reviews on the topic and on the 

basis of references in the articles we initially retrieved. Unpublished sources were not 

included. Medline Subject Headings (MeSH) database of Medline was used to define the 

exact keywords. A combination of the following MeSH terms was used:  

‘Acetone AND (Breath OR Exhaled OR Air OR Exhaled breath OR Airway) AND 

(Adults OR Patients OR Healthy volunteers OR Control groups)’. 

To minimize information bias, the first step consists in screening the study titles and 

abstracts. Then, the full texts of the potentially eligible studies were retrieved to obtain the 

complete details for inclusion. Study selection was on the basis of agreement of the authors 

and, in cases of disagreement, the consensus of the authors was sought. 

 

5.3- Study selection 

Studies were included in the systematic review and meta-analysis if they met the PICOS 

inclusion criteria (Appendix A). We included every type of study reporting a measured 

concentration of acetone in the exhaled breath of subjects defined as adult HF patients or 

adult healthy subjects. The study type had to be clinical. Thus, a minimum of 15 subjects 

should be included in order to exclude laboratory validation studies. The design had to be 

comparative with acetone concentrations compared between healthy subjects and patients. 

Every type of analytic method was included in the study and the methodology had to be 

detailed. HF patients were defined according to the conclusion of a medical examination 

and echocardiography (showing LVEF < 50%) performed by a medical doctor. If 

information regarding the inclusion criteria were lacking in the study full text, the authors 

were contacted. If no answer was obtained the study was excluded. Duplicates were 

identified and removed from the analysis. In addition, we further identified studies eligible 

for the diagnostic and prognostic accuracy assessment, by adding the following criteria: (a) 



31 
 

an original comparative study including well defined populations of HF patients and healthy 

control and (b) providing receiver operating characteristic (ROC) curve analysis parameters 

(for a diagnostic marker) or providing survival analysis parameters (for a prognostic 

marker). 

 

5.4- Data extraction 

Studies providing charts only for acetone concentrations were included in the qualitative 

synthesis but not in the meta-analysis. If the breath sampling occurred in different 

conditions (sitting or lying down, during a workout, etc), only concentrations assessed at 

baseline was extracted. Data were extracted blindly and independently by the authors using 

a standardized form (Appendix B). When discrepancy occurred, the final data record was 

based on consensus. From the eligible articles, we extracted the acetone concentrations in 

volumic part per billion (ppbv) and the standard deviation (SD). To standardize the unit, 

acetone concentrations in mol.L-1 or g.L-1, were converted in ppbv, using the acetone molar 

volume and molecular molar mass (24.79 𝐿. 𝑚𝑜𝑙−1 and 58 𝑔. 𝑚𝑜𝑙−1 at P = 1 bar, T = 25 

◦C, respectively) and the following simple calculations:  

[𝐴𝑐𝑒𝑡𝑜𝑛𝑒] (𝑝𝑝𝑏𝑣) = ([𝐴𝑐𝑒𝑡𝑜𝑛𝑒](𝑔. 𝐿−1) ×
24.79

58
) × 109 (1.9) 

[𝐴𝑐𝑒𝑡𝑜𝑛𝑒] (𝑝𝑝𝑏𝑣) = ([𝐴𝑐𝑒𝑡𝑜𝑛𝑒](𝑚𝑜𝑙. 𝐿−1) × 24.79) × 109 (1.10) 

We also extracted age, sex ratio, body mass index, disease status, NYHA symptom 

classification of dyspnea, clinical state (stable/acute HF), LVEF (%), measurement method, 

sampling method, fasting state, smoking status and ventilatory procedure (breath-hold, 

control of expiratory flow, alveolar washout) because all these factors have been shown to 

modify the exhaled acetone concentration. When acetone concentrations showed 

discrepancies, authors were contacted by email to confirm the data. If no answer was 

obtained, the study was excluded from the meta-analysis.  

 

5.5- Study quality assessment 

As the selected studies were mostly observational with a cross-sectional design, the study 

quality was assessed using the journal’s impact factor and discipline, the study’s aim 

(clinical/sensor development), the ‘selection’ items of the Newcastle Ottawa Scale [83], the 

procedure of volunteer selection (medical examination), the inclusion/exclusion criteria, 

the description of the study’s population (HF ethology, medications, and other 

characteristics). Finally, the risk of bias (selective reporting, etc) was assessed. 
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5.6- Statistical analysis 

Quantitative data are presented as means ± standard deviation (SD) and means [95% 

confidence interval]. Median, min–max, SEM and interquartile range were converted 

according to Shoman et al [80]. If there were subgroups with different sample size (𝑛1, 𝑛2, 

etc), data were pooled into a single group (sample size: 𝑛𝑡𝑜𝑡) and the SD was calculated 

according to the following formula: 

𝑆𝐷 = √((
𝑛1

𝑛𝑡𝑜𝑡
)

2

× 𝑆𝐷1
2) + ((

𝑛2

𝑛𝑡𝑜𝑡
)

2

× 𝑆𝐷2
2) + ⋯ (1.11) 

Forest plots were used to graphically evaluate both the variability (i.e. SD) of the data and 

the weight of each study, according to its population size and variability. Statistical tests 

were performed by a statistician using R 4.0.3 software. The details of the different tests 

can be found in [72]. 

 

5.7- Results and discussion 

The search equation performed in PubMed and Web of Science retrieved 375 and 907 

articles, respectively. Figure 21 details the flow of studies included in the review. First, the 

study eligibility evaluation was performed on these 971 papers according to the title and 

abstract. The details of the reason of exclusion are given in the Appendix C. Thirty-nine 

studies were included for the qualitative synthesis and a final library of 18 studies (13 in 

healthy subjects and seven in HF patients) were included in the meta-analysis. Two studies 

have directly compared HF patients to healthy control and were included in the diagnostic 

and prognostic accuracy analysis [84][85]. Seven studies have compared exhaled acetone 

concentration in heathy controls to other patients (diabetes [74], [86], cancer patients [87], 

[88], respiratory [89], [90], or liver disease [91]). Nine studies were not comparative [92]–

[99]. These studies involved 1842 subjects (883 healthy subjects and 1009 HF patients). The 

age, the sex, the origin as well as the smoking habits of the included subjects are given in 

[72]. 

To sum up, the concentration of acetone was compared between healthy subjects and heart 

failure patients. The results showed that the exhaled acetone was 1.89 higher in the patients’ 

group. The effect of different parameters on the acetone concentration was assessed. 

However, no correlation between the smoking habits, the age or the gender was found with 

the exhaled acetone concentration. It is also important to note that our study showed an 

important heterogeneity between the results. Indeed, many detection techniques were used, 

some studies only analysed the end tidal air volume and some used on-line measurements 

while other performed off-line measurements. Heterogeneity is still observed between 

clinical studies while exhaled breath investigators are encouraged to used standardized 

procedures. It is not pertinent to develop this part in this manuscript, but an interesting 
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discussion about the diagnosis and prognosis potential of breath acetone has been proposed 

by the medical doctors working on this review [72]. 

 

 

Figure 21: flow chart of the study selection. [72] 

 

6- Exhaled breath values 

For the four different gases, identified in this project and presenting a link with 

cardiovascular diseases, exhaled concentrations reported in the literature for patients and 

healthy control are presented in the Table 1. The objective of this table is to define different 

ranges of concentration that needs to be targeted in the development of a gas detection 

module. No study presenting exhaled NO concentration in patients has been found.  
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Table 1: Concentration of acetone, isoprene, CO and NO found in the litterature for healthy subjects and 

patients with cardiovascular diseases. 

Ref Gas Study 
Healthy 

concentration 

Patients 

concentrations 

[72] Acetone 

Systematic review 

and meta-analysis: 

breath acetone in 

heart failure vs 

healthy controls 

412 (347-478) 

ppbv 

1.89 times higher 

than healthy 

controls 

[84] Acetone 

Exhaled acetone as 

biomarker of heart 

failure severity 

< 496 ppbv > 496 ppbv 

[69] Isoprene 
Acute myocardial 

infraction 

177.5 ± 25 ppbv 

(mean±SEM) 
285 ± 30 ppbv 

[100] Isoprene Healthy subjects 22 - 234 ppbv  

[26][101][28] CO 
Healthy smokers and 

non-smokers 

1 – 3 ppmv 
 

> 6ppmv 

[102] CO 

Increased risk of 

cardiovascular 

disease 

 > 4 ppmv 

[103][104][105] NO General review 0 – 25 ppbv  

 

 

7- Modelling the gas exchanges in the lung 

A gradient of concentration is established between the species that are endogenously 

produced by the body and the airways encouraging the diffusion in the direction of the 

alveolar air. It is estimated that the composition of the alveolar air, thus the expired air, 

reflects the body metabolism and can be investigated in clinical practice, then, 

understanding the pattern followed by the gases diffusing between these two compartments 

is crucial. 

Farhi [106] has proposed a first model depending on the blood/gas partition coefficient, 

the V’A and the cardiac flow rate Q’C. In this model, the lung is considered as one alveolus 

in contact with one capillary. The model predicted that the blood concentration of an inert 

gas is equal to its alveolar concentration assessed at the end of the exhalation. This model 

only considers gases coming from the circulation and taking part into the capillary/alveolar 

diffusion. Gases, such as it was presented for NO in section 4.2, that are produced in the 

airways are not included. Different teams have challenged Farhi’s model by proposing a 
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representation of the total airways compartment. These models take into account the 

contribution of the airways to gas exchanges which is a more accurate representation of the 

reality. On one hand, King’s model for exhaled isoprene represents the body in three 

different homogenous structures representing the alveolar compartment, a richly perfused 

compartment representing the tissue and peripheral tissue compartment accounting the 

storage of the isoprene (muscles). The perfusion and ventilation are described at rest for a 

healthy adult. This model is consistent with the experimental values of expired isoprene 

[59]. On the other hand, Ghorbani et al. have proposed a trumpet shape representation of 

the lung considering the conducting airways and the respiratory part including the 

respiratory bronchioles and the alveoli. This model proposed for exhaled CO has shown 

consistent results compared to real time assessment of CO concentration during one 

exhalation [107]. 

In this project, deep-learning techniques and the development of an AI are used to predict 

the evolution of a specific gas during a complete exhalation. This part is conducted in 

collaboration with the IDESP laboratory in Montpellier. 

 

Conclusion 
 

The composition of the exhaled breath depends on different factors that can be 

physiological, anatomical or pathological. The environment in which a subject is breathing 

also plays an important role on its expired air composition. The European Respiration 

Society (ERS) has published recommendations regarding the biomarkers of the lung 

diseases. These recommendations are relevant to any investigation of the exhaled breath. 

The lack of standardized procedures governing studies of the exhaled breath composition 

explains that some gases, presenting a strong correlation with physiological or pathological 

processes, cannot be assessed in clinical routine. In this chapter, the respiratory system was 

presented and the different factors involved in the modification of the expired air are 

identified. With this in mind, it is essential to correctly control these parameters by:  

‐ Knowing the environment in which the subject is breathing: it helps defining a 

background in the assessment of the exhaled breath. This includes measurement of 

the humidity level, the smoke exposure and habits, the CO2 concentration but also 

understanding the effect of the food consumption and beverage onto the expired 

air. 

‐ Regulating the flow, the condition of the test (at rest or during a physical exercise) 

and the position of the subject (standing up, sitting, laying down) which constitute 

modifications factors of the perfusion and ventilation of the lungs, thus a 

modification of the expired air. 
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‐ Additional recommendation of the ERS prone the regulation of the sampling of the 

breath (on-line, off-line) and its storage but also the gas detection apparatus that 

sometimes tend to under- or overestimate the concentrations. 

Over the years, teams working on gas detection have presented different types of 

sensors whose performances makes them suitable for use in a variety of applications 

such as environmental, industries or medical. What is expected in terms of 

performance? Depending on the application, good performances are achieved when the 

sensor is able to measure the lowest concentration of the gas of interest (sensitivity). A 

very important characteristic is also its selectivity: is this sensor able to detect one gas 

of interest, even if it is presented in a complex gas matrix? Finally, and if it is necessary, 

the sensor needs to be able to perform real time measurements, be compact in order to 

be transported on field and present an attractive price. Some sensors do indeed meet 

these criteria and are available on the today’s market. In the next chapter, we will discuss 

the different sensors most commonly found on the market and their different 

characteristics. 
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Chapter 2  

Gas sensors for breath analysis 
 

Different gas detection techniques and their features are presented. This involves 

electrochemical, metal oxide semiconductors (MOS) and non-dispersive infrared (NDIR) 

sensors that are widely present on the market and used for breath analysis. A focus is made 

on the infrared domain (IR) and photoacoustic based techniques used to perform gas 

detection and breath investigation demonstrated in this manuscript. 

The performance of a gas sensor can be defined according to the application for which it 

is intended. For example, a sensor may be suitable for detecting high concentrations of gas 

in the environment and be characterised as a "good" sensor, while the same characteristics 

may not be sufficient for breath analysis applications. Then, what is expected in terms of 

performance for this medical application? In the Chapter 1, the composition of exhaled air 

was presented as a complex matrix of gases that varies according to intrinsic parameters, 

such as the anatomy, the physiology or the metabolism of a subject, or extrinsic parameters, 

such as the environment in which a subject is evolving. In addition, the four different 

exhaled biomarkers defined for the diagnosis of cardiovascular disease (CVD) are present 

in very low concentration ranging from the part per million (ppmv) to the part per billion 

(ppbv). Consequently, the sensor dedicated to the detection of these species needs to be 

selective in order to separate them from other species of the exhaled breath. The sensor 

must also be sensitive enough to detect the lowest concentration of the gas of interest. 

Finally, the sensor has to perform real-time measurements as one of the objectives of this 

project is to propose a complete expirogram for each species.  

 

1- Gas detection techniques 

1.1- Mass spectrometry-based sensors 

Gas chromatography combined with mass spectrometry (GC-MS) is a technique that was 

invented in the 1950s, mostly used in chemistry for the identification and the quantification 

of gaseous compounds [1]. As suggested by its name, two main features compose the 

detection block: a gas chromatography (GC), that separates the gases composing the 

mixture according to their affinity with a stationary phase, and a mass spectrometer (MS) 

that separates the different analytes into ions and enables their identification using their 

mass-to-charge ratio. These two combined processes result into extremely good limit of 

detections, in the part per trillion (pptv) range and a highly selective detection technique 

even if this parameter can be affected by relatively close compounds or isomers leading to 
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false positive or negatives. For these reasons, GC-MS has been defined as the gold standard 

in terms of gas detections and analysis. Nevertheless, one of the main drawbacks of this 

technique is the preconcentration step that is necessary when working with complex gas 

matrixes [2]. Thus, this step is added to enhance the selectivity of the technique. It consists 

of using different procedures in order to separate the gas of interest from its environment. 

In complex gas mixtures such as the expired air, added such a step makes the on-line and 

real-time measurement not practicable. 

According to what has been defined in the previous paragraph, GC-MS technique could 

match the expectancy in terms of sensitivity for the breath analysis but the real-time and 

on-line characteristics remain hard to achieve, therefore reconstructing the complete 

expirogram of one exhaled gas using GC-MS is practically impossible. 

Three group of sensors dominate the market according to Yole group’s (Figure 1): 

Electrochemical, MOS and NDIR. In the next sections, the different types of sensors as 

well as their characteristics and limitations are described.  

 

Figure 1: Market of gas sensors [3] 

 

1.2- Electrochemical sensors 

 

The working principle of these sensors is simple (Figure 2): a chemical reaction is converted 

into an electrical signal. The chemical compounds (gases in this case) enter the sensor 

through a capillary barrier and a hydrophobic membrane. These two elements prevent dust 

from entering the sensor and trap the water outside while keeping the electrolyte inside the 

sensor. When contacting the sensing electrode, the gas is reduced or oxidized. This reaction 

produces charges that are transmitted through the electrodes to an amplification system 

and further analysed [4]. 

Generally, the life expectancy for electrochemical sensors lies between one to three years 

depending on the consumption of the electrode and the environment conditions in which 

the sensor is operating. Indeed, these types of sensors are somehow sensitive to difference 
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of temperature and are unable to operate in severe conditions that happen to affect their 

response time. For most commercially available models, the minimum operating 

temperature ranges close to -10°C. Besides this, electrochemical devices benefit from a low 

power consumption, high potential of miniaturisation and a wireless design. Without being 

extremely sophisticated they also offer a great reliability, linearity (displays real-zero when 

no target gas is present) and selectivity in the measurement. The selectivity of these sensors 

is defined by the sensing electrode that is especially chosen for one species. However, other 

gases causing the same reactions could lead to interference in the measurement. Low 

detection limits in the part per billion range were demonstrated with electrochemical sensor 

targeting isoprene in the exhaled breath [5] but also in environmental applications [6]. The 

response time of electrochemical sensors is around few seconds which make them 

unsuitable for real time measurements.  

 

Figure 2: typical –amperometric– electrochemical sensor: composed of a sensing electrode reacting with 

the gas of interest, a reference electrode, that impose a minimum voltage to the sensing electrode and a 

counter electrode, that balances the sensing electrode’s reactions, all separated with an electrolyte [7]. 

 

1.3- MOS sensors 

The working principle of these sensors is based on a reversible adsorption of the target gas 

on the surface of the heated metal oxide. The reaction of the chemical compound (gases in 

this case) is usually an oxidation that results in a change of the resistance of the oxide surface 

(Figure 3). The variation of the resistance is measured by the mean of simple electronic 

circuits and is related to the concentration of deposited gases [4]. 

 

Figure 3: Metal oxide semiconductor sensor with a sensitive layer deposited on a silicon wafer. [8] 

Compared to electrochemical sensors, the main advantages of MOS sensors are [9]: 
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- Their sensitivity, 

- The high life expectancy, integration and low cost. 

The main issue is related to the poor selectivity when in presence of interferents. In 

addition, the sensing element must be heated to operating temperatures ranging between 

100 and 500°C. The cost of operating in this range of temperature is the power 

consumption that is relatively high: generally, approximately 1 W is specified for 

commercial products. 

Many studies have reported the assessment of breath analysis in diabetes and lung cancers 

with MOS sensors presenting detection limits in the ppbv range [10], [11]. However, the 

slow response and recovery time makes these sensors impossible to use in real-time 

application or during rapid changes of concentrations. 

 

1.4- NDIR sensors 

The working principle of these sensors is completely different from the previously 

presented ones. Basically, it is based on the absorption of light by molecules present in the 

medium and as their name suggests, this phenomenon is applied to the IR domain. Before 

presenting NDIR sensors, the IR domain characterized by a large range of molecules 

absorbing at specific wavelength, has to be described.  

 

1.4-1. The infrared domain 

The light spectrum has been divided in different regions: the visible domain, typically 

between 380 and 780 nm, is surrounded by the Ultra-Violet (UV) at smaller wavelength and 

the infrared (IR) at higher wavelength. The infrared region is defined by three sub-regions 

(Figure 4):  

- SWIR: Short Wave InfraRed, between 0.8 and 3 µm, 

- MWIR: Medium Wave InfraRed, between 3 and 5 µm, 

- LWIR: Long Wave InfraRed, between 8 and 14 µm, 

 

Figure 4: Ranges within the electromagnetic spectrum. [12] 
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The IR is characterized by multiple and intense gas absorption lines interesting for 

industrial, medical and environmental applications (Figure 5). The energy accumulated from 

the absorption of light is returned to the medium through a non-radiative process [13]. 

These absorption shapes and wavelengths are very specific to each species, they are usually 

defined as the fingerprint of the molecules. The IR region also contains different 

atmospheric transmission windows that are attractive for applications such as free-space 

communications [14].  

 

Figure 5: Various gas absorption lines between 2 and 20 µm. [15] 

 

1.4-2. Line broadening  

The shape of the absorption lines is modelled by different effects [16]:  

- The natural broadening: this effect is always present and is related to the lifetime of 

excited states. It is described as homogenous as it has the same effect on all 

molecules and results in a Lorentzian profile. The natural broadening is observed 

for electronic transitions thus, it is never observed for vibrational-rotational 

transitions occurring in the IR. In this domain, the broadening is mainly due to the 

phenomena described below. 

- The Doppler broadening: its effect on the line shape is dominant at low pressure (< 

10 Torr). The Doppler broadening is related to the motion of the molecule caused 

by thermal excitations (Brownian motion). It results in a random shift of the 

frequency and is described as a Gaussian: 

𝑓𝐺(𝜎 − 𝜎𝑖𝑗 , 𝑝, 𝑇) =
1

𝛾𝐺(𝑝, 𝑇)
√

ln(2)

𝜋
𝑒

(− ln(2)(
𝜎−𝜎𝑖𝑗

𝛾𝐺(𝑝,𝑇)
)

2

)
. (2.1) 
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Where, 𝑓𝐺 is the line shape function depending on 𝑝, the pressure and 𝑇, the temperature. 

𝜎 =
1

𝜆
 (𝑐𝑚−1) is the wavenumber, 𝑖𝑗 designates an energy transition from the state 𝑖 to 𝑗 

and 𝛾𝐺 is the linewidth of the Doppler broadening given by:  

𝛾𝐺 =
𝜎𝑖𝑗

𝑐
(2 ln(2)

𝑘𝑇

𝑚
)

1
2

. (2.2) 

Where 𝑐 is the light speed (𝑚. 𝑠−1), 𝑚 is the mass of the target species (𝑘𝑔) and 𝑘 is the 

Boltzmann constant. 

- The collisional broadening: in atmospheric conditions of temperature and pressure 

in the IR, this effect is dominant and can be described as a Lorentzian profile:  

𝑓𝐿(𝜎 − 𝜎𝑖𝑗 , 𝑝, 𝑇) =
1

𝜋

𝛾𝐿(𝑝, 𝑇)

𝛾𝐿
2(𝑝, 𝑇) + (𝜎 − 𝜎𝑖𝑗)

2 . (2.3) 

Where, 𝛾𝐿 is the linewidth of the Lorentzian line shape calculated by considering each 𝑠 

species present in the gas sample:  

𝛾𝐿(𝑝, 𝑇) = ∑ 𝛾𝐿,𝑠
0

𝑝𝑠

𝑝0

 (
𝑇0

𝑇
)

𝑛𝑠

.

𝑠

(2.4) 

With 𝛾𝐿,𝑠
0  the broadening due to the specie 𝑠 at 𝑝0 and 𝑇0, 𝑝𝑠 the partial pressure of the 

specie and 𝑛𝑠 a temperature dependant coefficient, close to 0.5. 

The convolution of the Gaussian and Lorentzian profile results in the Voigt profile, even 

if at ambient temperature and pressure, the Lorentzian shape is a sufficient approximation 

of the absorption broadening.  

 

1.4-3. Molecular absorption spectra  

It is relatively straightforward to have access to a wide range of absorption lines defined for 

various molecules. For example, HITRAN database covers the whole IR domain (and UV 

parts) and reconstructs the absorption spectra for a large range of molecules such as water, 

carbon dioxide, carbon monoxide, ethylene, methane, etc [15]. Cross-sections, measured 

experimentally, are also available for more complex molecules such as acetone or BTEXs 

(benzene, toluene, ethylbenzene and xylene) [15]. However, not all molecules, including 

homo-nuclear molecules as N2, absorb in the infrared.  

Typically, using HITRAN it is possible to modelise the absorption or the transmission (in 

%) of a chosen molecule. The transmittance is described by the Beer-Lambert law as:  

𝑇(𝜎) =
𝐼𝑡(𝜎)

𝐼0(𝜎)
= 𝑒−𝛼(𝜎)𝐿 . (2.5) 
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With 𝐼0 the emitted intensity of a monochromatic light source and 𝐼𝑡 the intensity of light 

transmitted after passing through an absorbing gas sample, 𝛼 is the absorption coefficient 

and 𝐿 the length of the absorbing path (m). 

In the case where 𝛼𝐿 ≪ 1, Equation (2.5) can be linearized as: 

𝑇(𝜎) = 1 − 𝛼(𝜎)𝐿 = 1 − 𝐴(𝜎). (2.6) 

And knowing that:  

𝛼(𝜎) = 𝑁 ∙ 𝑘𝑣(𝜎) (2.7) 

with 𝑁, the number density in 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒/𝑐𝑚3 and 𝑘𝑣 the absorption cross section in 

𝑐𝑚2/𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 defined for a molecular transition ij as:  

𝑘𝑣,𝑖𝑗(𝜎, 𝑝, 𝑇) = 𝑆𝑖𝑗(𝑇)𝑓(𝜎 − 𝜎𝑖𝑗 , 𝑝, 𝑇). (2.8) 

With 𝑆𝑖𝑗 is the line strength in 
𝑐𝑚−1

𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 ∙𝑐𝑚−2
, 𝑓 is the line shape described in section 1.4-2.  

In a gas matrix composed of multiple gases, the mixture ratio of the specie involved in the 

light absorption process is calculated as:  

𝐶 =
𝑁

𝑁0

(2.9) 

With 𝑁0 the total number of molecules in the mixture in 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒/𝑐𝑚3 defined for a 

certain temperature 𝑇 and pressure 𝑝 as: 

𝑁0(𝑝, 𝑇) =
𝑝

𝑝0

𝑇0

𝑇

𝑁𝐴

𝑉0

 (2.10) 

Where 𝑝0 and 𝑇0 are the standard pressure and temperature, 𝑉0 is the molar volume of an 

ideal gas and 𝑁𝐴 is the Avogadro constant.  

For an easier reading, the mixture ratio is called “concentration” in the rest of the 

manuscript. 

In the previous parts of this manuscript, the ppmv and ppbv units were used to quantify 

the concentration of a target gas. From Equation (2.9), the concentration in ppmv or ppbv 

can be expressed as:  

𝐶𝑝𝑝𝑚𝑣 =
𝑁

𝑁0

106 (2.11) 

And,  

𝐶𝑝𝑝𝑏𝑣 =
𝑁

𝑁0

109 (2.12) 
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1.4-4. NDIR sensors 

The simplest detection technique based on the molecular absorption is the direct 

absorption. This technique is easily described by the Beer-Lambert law (Equation (8)). A 

light source characterized by its incident intensity 𝐼0 passing through a gas will be absorbed 

at the wavelength corresponding to the absorption wavelength of the target gas. The 

intensity of the absorption, quantified by the transmitted light intensity 𝐼𝑡, is measured with 

an optical detector and depends on the concentration of gas in the medium. 𝐼0 and 𝐼𝑡 are 

compared to quantitatively and qualitatively identify the target gas. 

NDIR sensors are based on this principle. They have been demonstrated for the first time 

in 1953 by Luft [17], [18]. These sensors are composed of simple elements including (Figure 

6):  

- light source, usually broadband,  

- filtered optical detectors. 

 

Figure 6: Typical NDIR sensor. [18] 

Figure 6 presents the operation principle of NDIR sensors: the light is propagated through 

the absorption medium, one part is optically filtered over the absorption band of the target 

gas and the other part is narrowly filtered far from this region (reference signal). The 

reference region is usually chosen to be far from the target gas but also from any other 

interferent such as water, which is not always comfortable to achieve in the IR region. Then, 

the signal after absorption (S3) is compared to the reference signal (S2 or S1). 

NDIR sensors can be very compact (Figure 7b). They are also very simple to assemble and 

low cost and that is probably how they earned their success. Nevertheless, the performances 

achieved with these cheap elements are somehow limited. Indeed, classical IR microbulbs 

used for NDIR provide high power and cost less than 2$ but they also operate at low 

frequencies (tenth of Hz). It is as well the case of thermopile detector, for example, that are 

known to be optimized at 1-2 Hz, where the 1/f noise is dominant. Better performances 

can be achieved with longer pathlength or detectors or light sources that are more 

sophisticated. 



53 
 

NDIR sensors dedicated to environmental investigation have demonstrated limits of 

detection in the ppb range with a pathlength of 12.5 cm (Li-Cor CO2/H2O sensor) [19] 

(Figure 7a). Different models, that are more compact, are used in breath analysers, for the 

detection of CO (Table 1) or CO2 (Figure 7b) for example, with response time < 1 second, 

which make them suitable for real time investigations. Unfortunately, the scope of 

application of these sensors is limited by the bandwidth of the employed optical filters. 

 

Figure 7: Commercial NDIR sensors. (a) Li-Cor sensor for CO2 and H2O in the atmosphere. (b) COMET 

II and COMET I sensor for CO2 used in breath analyser with limits of detection ranging between 0 and 

13 % and typical response time of 28 ms. [20]  

 

1.4-5. Commercial sensors in clinical practice 

Among the four gases that were identified for investigation in the exhaled breath, only CO 

and NO are approved in clinical practice. Different companies have introduced the sensors 

presented in Table 1. Generally, NO is dedicated for asthma diagnosis and CO for 

measuring the diffusion capacity of the lungs (DLCO). This test is realized by comparing 

an inhaled concentration of CO with the concentration after expiration. The name, the 

detected gas, the type of sensor, its size and weight are reported. In addition, technical 

specifications such as the detection range and accuracy on the measured value as well as the 

time response important for real time measurement are presented.  

This non-exhaustive list of breath analysers used at the hospital or by clinicians shows that 

most sensor targeting NO in the exhaled breath are electrochemical. However, even if on-

line measurements are performed, the main drawback of these sensors, in the point of view 

of our application, is the response time that is far from 1 second. Performing real-time 

measurements being impossible, it is also impossible to record a complete expirogram of 

for NO using these detection modules. Chemiluminescence is the reference method for 

on-line NO measurements. Its clinical use has been approved and matches the European 

Respiratory Society (ERS) and the American Thoracic Society (ATS) recommendations 
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[21]. Chemiluminescence sensors are based on the chemical reaction of NO with ozone 

(O3) that emits light which intensity is proportional to the concentration of the gas. This 

sensor provides real-time measurements and is adapted for the reconstitution of NO 

expirograms. 

The CO is mostly detected in DLCO tests [22] or for CO intoxication but not as biomarker 

used in diagnosis. The infrared sensors seem to be well adapted for the measurement. They 

present response time lower than 1 second and detection ranges that exceed the 

requirements for exhaled CO concentrations.  
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Table 1: Non-exhaustive comparison of sensors used by medical doctors or at hospital in the detection of exhaled NO and CO. 

Ref. Sensor Gas Detection technique 
Detection 

range (ppbv) 

Time 

response 

(sec) 

Accuracy 

(ppbv) 

Size: HxWxD (cm) 

Weight (kg) 

[23] NIOX FeNO NO Electrochemical 5-300 60 
 ± 5 under 

50 

14.5x18.5x4 

1 

[24] NObreath NO Electrochemical 5-300 < 10 
± 5 under 

50  

152x87x47 

0.4 

[25] Medisoft FeNO+ NO Electrochemical 1-200 25 2.5 

14x21x33 

10 

[26] 
Ecomedics 

Analyzer CLD 88 
NO Chemiluminescence 0.1-5000 < 0.1 NF 

13.5x50x54 

24 

[27] Cubic Gasboard-2050 CO NDIR 0-3500ppmv <0.3 
± 1% full 

scale 
18.3x6.56x ? 

[28] EasyOne Pro CO NDIR 0-3500ppmv NF ±0.003% 

27x33.5x27 

8 

[29] Medisoft Hyp air CO Chemical Fuel cell 0-3500ppmv 20 ± 0.1% 

14x40x33 

12 

[29] Medisoft Hyp air CO IR spectrometer 0-3500ppmv <0.1 ± 0.1%  
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The infrared region witnesses the development of various gas sensors dedicated to different 

applications. Other types of sensors also based on the same working principle as NDIR 

devices exist. They are more sophisticated, which means that they are more complex to 

assemble and more expensive. However, they present interesting characteristics, including 

extremely low detection limits, high selectivity and real-time responses that are mandatory 

in applications such as medical diagnosis. Laser modulation spectroscopy is the heart of 

these techniques. It is performed by the mean of tunable laser sources whose emission 

wavelength is scanned across one gas absorption line. 

 

1.4-6. Infrared laser sources 

With the development of semiconductors, typical microbulbs used in NDIR sensors were 

replaced by Light Emitting Diodes (LED) introduced in 1962. These broadband light 

sources can be operated at higher modulation frequencies which allows to decrease the 1/f 

noise. In the early 1960s, different families of semiconductor materials presenting direct 

bandgaps permitted the development of lasers sources [30]. 

Focusing on technologies using quantum wells (QWs) in their active region, three main 

groups are known: interband diodes, interband cascade lasers (ICLs), quantum cascade 

lasers (QCLs).  The light emission of the first two groups is obtained from transitions 

between conduction and valence bands while the third one’s relies on transitions between 

intersubbands, usually, conduction band. Altogether, these lasers sources based on 

antimonide material family, cover the whole IR spectrum and present interesting features 

for gas sensing application from 2-20 µm (Figure 8). 

For widespread sensors, mid-IR diode lasers are more attractive than QCLs as they are 

cost-effective and less complex to produce. Diode laser and ICLs, are more developed 

between 2 and 3 µm, they exhibit around tenth of milliwatts (mW) output power and are 

characterized by low power consumption and low threshold current (Figure 8). In most 

photoacoustic based techniques, the output signal is proportional to the power of the light 

source. Even if QCLs are known to be power consuming with threshold currents relatively 

high, their high output power defines them as good candidates in such applications when 

it comes to achieving better performances.  
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Figure 8: Threshold current density function of the wavelength for type I diode laser and ICL, usually 

using GaInAsSb in their active region, type II ICL, which active region is made of GaInAs/GaAsSb and 

QCLs (InAs/AlSb). [31] 

Laser based spectroscopy techniques earn their selectivity from the fact that they employ 

single mode laser sources.  Therefore, the emission of the laser is centred across a single (in 

an ideal case, free of interferents) absorption line. Compared to LEDs that are characterized 

by a broad wavelength emission (Figure 9a), lasers present thicker bandwidth and can be 

multi-mode (Fabry Perot lasers) or single mode (DFB-lasers) (Figure 9b). 

 

Figure 9: (a) comparison of LEDs and Fabry Perot Laser Diodes spectrum. (b) Comparison between a 

multimode FP spectrum and a single mode DFB spectrum. Figures adapted from [32], [33]. 

Single mode laser sources present a spectral linewidth in the MHz range while classical 

absorption lines range in the GHz at atmospheric pressure. The spectral response of the 

laser being thinner that the absorption lines, the detection becomes extremely selective as 

it allows the investigation of a single absorption line (thus, gas) at the time. Semiconductor 

lasers’ wavelength is related to the injected current or temperature. Therefore, if the 

injecting current is modulated, the wavelength is modulated as well: this property is the 

tunability of the laser expressed in nm/mA or nm/°C. 
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In WMS, the injecting current of the laser can be swept between the laser’s minimum and 

maximum specified limits. This first component can be seen as a sawtooth with a slow 

frequency (tenth of Hz) and a high amplitude. Then, a sinewave, with a small amplitude 

and a high frequency (ranging between the kHz and the MHz) is added by the mean of a 

function generator and used as a reference for the lock-in amplifier (LIA) for example. This 

high frequency sinewave is used to modulate the laser but also to perform the demodulation 

of the signal transmitted to the photodiode (detector) (Figure 10). The shape of WMS signal 

will be detailed in section 2.3.  

 

Figure 10: Typical WMS experimental setup. [16] 

Even if this technique provides a better selectivity and helps getting rid of the 1/f noise 

dominant at low frequencies, its sensitivity remains dependent of the propagation 

pathlength. Different designs including the use of multipass cells have been introduced in 

order to achieve longer pathlength. However, the proposed setups that are far from 

compact become also difficult to align and expensive. 

Different alternatives that are based on photoacoustics principles bypass the long 

pathlength problem and offer a high potential of miniaturization. As its name implies, this 

phenomenon describes the conversion of an optical energy to an acoustic energy that can 

be further detected with cheap and widely available detectors such as microphones: this 

technique is the classical photoacoustic spectroscopy (PAS). 

 

2- Photoacoustic spectroscopy (PAS) 

 

Photoacoustics can be briefly explained as follows (Figure 11): 

- The modulated light of the laser passes through the medium containing the gas of 

interest,  

- If the wavelength of the laser 𝜆𝑙𝑎𝑠𝑒𝑟  matches the absorption wavelength of the gas, 

the light is absorbed. 
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- As the laser is modulated (at a frequency = 𝑓0), a phenomenon of modulated 

absorption (excitation) and relaxation is witnessed in the medium.  

- In the IR domain, the relaxation is non-radiative. The energy is dissipated in form 

of collisions between the molecules (and the gas cell walls) creating a modulated 

heat source. 

- This rapid variation of temperature leads to a variation of the pressure, hence to the 

generation of an acoustic wave that will further be detected. 

 

 

Figure 11: Photoacoustics working principle. 

The photoacoustic effect has been observed in solids for the first time in 1880 by Bell [34]. 

This effect in liquids and gas phases has been rapidly characterized after that but, the lack 

of adapted light sources as well as detectors has led to its late exploitation. Unlike WMS 

that depends on the absorption pathlength the photoacoustic signal is proportional to the 

power of the employed laser (W) and the absorption coefficient of the target gas (cm-1). 

With the development of sophisticated laser sources and microphones, trace gases 

detection has been demonstrated [35].  

In conventional PAS, the detector is a microphone. Always in the pursuit of 

miniaturization, microelectromechanical system (MEMS) microphone have been 

developed. They present interesting characteristics, notably their potential of integration, 

small size, low power consumption and cost. Most commonly used microphones are based 

on a capacitive measurement of the acoustic waves. They are composed of a movable and 

a fixed plate, composing altogether a capacitor. The acoustic waves, directed to the 

microphone, cause the mechanical movement of the mobile face which induce a change in 

the capacitance. Thus, charges, proportional to the amplitude of the acoustic wave are 

generated. These microphones are usually employed in audio systems and present a 

resonance peak above 20 kHz. In Figure 12, the response of a typical microphone [36] used 

in PAS is presented [37]–[40].  
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Figure 12: SPU0410LR5H-QB response between 20 and 40 kHz. The generation of the acoustic wave 

leading to this response is obtained by exciting ambient water molecules at 2.3 µm with a DFB diode laser. 

Working at the 10th of kHz helps enhancing the Signal to Noise Ratio (SNR) obtained in 

PAS measurement as the noise is generally inversely proportional to the modulation 

frequency [41]. However, the poor quality factor of the microphone makes this technique 

highly sensitive to background noises and vibrations. In order to enhance the SNR, 

different geometries of resonators have been developed (Figure 13)[42]. When the 

generated acoustic wave is confined between the boundaries of the resonator, its amplitude 

is amplified due to the generation of constructive interferences. Naturally, the microphone 

is placed at the antinode of the standing acoustic wave, where the amplitude is at an 

optimum. 

 

 2.1- Gas cells as non-passive elements 

 

Just like optical cavities made of mirrors, acoustic cavities can be built in order to spatially 

confine and amplify the acoustic wave that is initially generated at a very small amplitude.  

 

Figure 13: Schematic of a (a) simple pipe (b) pipe with buffer volume used in PAS. [43] 

Acoustic resonators should be correctly designed in order to have a significant impact on 

the acoustic wave amplification. In order to target low frequencies, suitable for 

photoacoustic signal generation in slow relaxing molecules, the first order of the 
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longitudinal mode of the acoustic wave is usually exploited. Simple pipes (Figure 13a) are 

designed for this purpose with their lengths greater than their radius (L >> R). The laser 

passes through the acoustic cavity (along its axis) containing the target gas. The microphone 

is positioned where the maximum of the acoustic wave occurs. Most of the time, buffer 

volumes are added at each side of the pipe in order to attenuate the background noise 

generated by the absorption of the light on the windows or cell walls (Figure 13b) [42].  

Another option is the implementation of differential resonant cells.  

They consist in two air buffers separated by capillary tubes. The system can be assimilated 

to a mechanical oscillator composed of a mass and a spring with the mass being the air 

buffers and the spring being air volume in the capillaries. The pressure oscillates from one 

buffer to the other and the amplification depends on the thermal and viscous losses of the 

cells. In the design of the well-known Helmholtz resonator (Figure 14) [44], two 

microphones are placed in each buffer volume measuring the noisy photoacoustic signal. 

The differential measurement helps reducing this background noise. The gas in/outlet can 

be placed along the capillaries, at the nodes, to reduce the noise generated by the circulating 

gas. 

 

Figure 14: Schematic of a typical differential Helmholtz resonator. [44] 

To conclude, PAS benefits from the great selectivity offered by optical techniques but can 

be more compact, as its sensitivity does not depend on the optical pathlength. Microphones 

used as detectors, are cheap and widely available conversely to the photodiodes used in 

WMS that are expensive and do not cover the whole IR spectrum. However, even if some 

designs allow the reduction of the background noise, the system is limited by the noise of 

the microphone. Different techniques based on photoacoustic principles and matching the 

performances of the classical PAS have been introduced. They differ by the way the 

acoustic wave is measured and quantified.   
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2.2- Resonant transducers 

 

Different types of transducers have been implemented with photoacoustic measurements. 

The mechanisms leading to the generation of the acoustic wave remain similar to classical 

photoacoustics. However, the detector and read-out system are different.  

- CEPAS has been introduced in 2003 [45] and stands for Cantilever Enhanced 

Photoacoustic Spectroscopy. Cantilevers can be designed on Silicon wafers, offering the 

possibility to be integrated. Their geometry can be adapted in order to match with a special 

resonance frequency and maximize the displacement of the cantilever beam caused by the 

acoustic wave. Cantilevers do not necessarily operate at their resonance frequencies as good 

sensitivity can be achieved as long as the displacement is optimized, i.e. at low frequencies. 

The displacements are most generally measured optically with an interferometer which 

makes the final sensor quite bulky.  

- QEPAS, introduced in 2002 [46] uses a highly resonant quartz tuning fork and a 

piezoelectric transduction for the detection of the acoustic wave. This technique is 

employed for the gas detection presented in this manuscript and will be detailed in the next 

sections.  

-MEMSPAS (introduced in 2018) relies on the microelectromechanical system especially 

designed for photoacoustics [47]. It is based on a capacitive transduction and the frequency 

of the MEMS can be adapted during the design process in order to match the relaxation 

time of each detected molecule [48]. This newly introduced technique has proven its 

efficiency with performances reaching the state of the art for PA sensors [49].  

 

2.3- Study of WMS signals 

2.3-1.  Working principle 

 

In direct absorption techniques, the shape of the transmitted signal is the same as the shape 

of the absorption lines. In WMS, a modulated signal is recorded from the photodiode and 

the demodulation is generally operated at the 1st or 2nd harmonic of the signal which 

amplitude and maximum, respectively, are proportional to the concentration of target gas. 

Usually, the 2nd harmonic is preferred, because it is offset free, even if the 1st harmonic 

present a higher amplitude. At small modulation frequencies, the 1st and 2nd harmonics are 

directly equal to the 1st and 2nd derivative of the absorption lines. 

The theoretical description of the detected WMS signal was initiated by Arndt (1965) [50]. 

But the model was proposed only for pure frequency modulation (FM). Later on, 

Kluczynski et al [51][52] have given a generalized description of the signal detected through 

intensity and frequency modulation (IM-FM) using Fourier decomposition. The effect of 
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large frequency modulation on the laser as well as the residual background are considered 

in their model. Schilt [53][54] has used a comparable formalism to describe IM-FM 

modulation in photoacoustics undergoing a phase shift. Different parameters induced by 

the IM modulation creating a distortion of the detected signal are introduced and 

investigated. This model has been widely studied in [16]. 

In this section, WMS will be described exclusively but it is relevant to note the existence of 

a Frequency Modulation Spectroscopy (FMS). These two techniques differ by the order of 

magnitude of the modulation frequency. While the latter uses a frequency with the same 

order of magnitude as the absorption linewidths (𝑓𝑚 > Δ𝜎𝑙𝑖𝑛𝑒(𝐺ℎ𝑧)), the former’s 

frequency is considerably smaller than the absorption linewidths (𝑓𝑚 ≪ Δ𝜎𝑙𝑖𝑛𝑒). 

For this study, the idea is not to redesign a model for WMS signals or study the above-

mentioned models. The following description, using simple Fourier series serves as a 

support to understand the shape of the signal observed experimentally. This model does 

not take into consideration the variation of the laser’s power induced by the large 

wavelength variation. 

The modulation of the laser is described as an AC component 𝜆(𝑡) defined with a sinewave 

of amplitude Δ𝜆𝑎𝑚𝑝 to which is added a DC component 𝜆𝑐 . Gas absorption profiles are 

often described as an absorption function of the wavenumber or the wavelength 𝑔(𝜆). 

Therefore, we can write: 

𝑓(𝑡) = 𝑔 𝑜 𝜆(𝑡) = 𝑔(𝜆(𝑡)) (2.13) 

as a pseudo-periodic function, of period T, that can be developed with Fourier series. 

The development of 𝑓(𝑡) in Fourier series, gives: 

𝑓(𝑡) = 𝑎0 + ∑ 𝑎𝑛 cos (
2𝜋𝑛𝑡

𝑇
) +

∞

𝑛=1

∑ 𝑏𝑛 sin (
2𝜋𝑛𝑡

𝑇
)

∞

𝑛=1

. (2.14) 

Where 𝑎0 is directly related to 𝑓(𝑡) and 𝑎𝑛 represents the nth harmonics of the 

photoacoustic signal calculated over one period T with: 

𝑎0 =
1

𝑇
∫ 𝑓(𝑡)𝑑𝑡

𝑇
2

−
𝑇
2

(2.15) 

𝑎𝑛 =
2

𝑇
∫ 𝑓(𝑡) cos (

2𝜋𝑛𝑡

𝑇
) 𝑑𝑡

𝑇
2

−
𝑇
2

 (2.16) 

𝑓(𝑡) is an even function, therefore the 𝑏𝑛 are equal to zero. 
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2.3-2. Example of a Lorentzian line shape: carbon monoxide at 4.6 µm 

In this example, the absorption line of carbon monoxide around 4.6 µm, with a pathlength 

of 1 cm and a concentration of 1 ppmv is extracted from HITRAN database and defined 

as 𝑔(𝜆). It is presented as a Lorentzian line shape measured in atmospheric pressure 

conditions and ambient temperature. The 1st and 2nd harmonics of the signal are calculated 

in Figure 15. 

 

Figure 15: 1st and 2nd harmonics obtained for WMS simulations for a carbon monoxide absorption line at 

4.6 µm. 

In this example, the modulation index 𝑚 is introduced. It is calculated with experimental 

parameters related to the laser. Indeed, let Δ𝑖𝑒𝑥𝑝 be the experimental modulation amplitude 

related to a certain wavelength variation Δ𝜆𝑎𝑚𝑝 and 
Δ𝜆𝑎𝑚𝑝

Δ𝑖
, the current tunability of the 

laser, the variation of wavelength induced on the laser are defined as:  
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Δ𝜆𝑙𝑎𝑠𝑒𝑟 = Δ𝑖𝑒𝑥𝑝

Δλamp

𝛥𝑖 
 (2.17) 

For different modulation amplitude, 𝑚 can be calculated by:  

𝑚 =
Δ𝜆𝑙𝑎𝑠𝑒𝑟

Δ𝜆𝑙𝑖𝑛𝑒 

 (2.18) 

Δ𝜆𝑙𝑖𝑛𝑒   being the half width at half maximum of the considered absorption line. 

This modulation index has been studied by Schilt [53] and the optimum for the 1st and 2nd 

harmonics of the signal are found respectively for 𝑚 = 2 and 𝑚 = 2.2.  

The optimization and the effect of the modulation play an important role on the amplitude 

and the shape of the experimental signal. In fact, for higher modulation amplitudes, after 

the optimum obtained for the index 𝑚, a distortion can be observed as the secondary lobes 

become larger and higher in amplitude. In our model, this effect is not observed. 

Simultaneously, the amplitude of the 2nd harmonics (resp., the maximum for the 1st 

harmonics) starts to decrease. 

In reality, a factor of 2 can be observed between the calculated optimum and the one 

obtained experimentally. This effect occurs mostly because the tunability of the laser is 

measured statically, i.e. at fixed current and temperature, while the experimental signal is 

often observed during what we called “dynamic conditions” where the injected current is 

tuned with a high frequency sinewave. The latter indeed induce a mismatch if the 

temperature, that also plays a role on the actual laser wavelength, is not completely stabilized 

at each current step [55]. 

 

3- Quartz enhanced photoacoustic spectroscopy 

Quartz enhanced photoacoustic spectroscopy was introduced in 2002 by Kosterev et al 

[46]. This technique, based on photoacoustic principles, presents challenging performances 

to PAS while having the merit of being immune to background noise. Indeed, the QEPAS 

uses a commercial Quartz Tuning Fork (QTF), with a high quality factor (around 8000 in 

atmospheric condition of pressure), as a transducer. Conversely to the microphone used in 

PAS, that is positioned at the output of the gas cell, the QTF is located inside the cell. 

Indeed, added to the fact that the QTF is tiny (around 3 mm large and 8 mm long), the 

detected phenomenon, i.e. the acoustic wave, is localized at its neighbourhood which opens 

opportunities for miniaturization. By the mean of an external modulation, the light source 

is modulated at a frequency 𝑓0 chosen to be equal to the resonance frequency of the QTF 

𝑓𝑄𝑇𝐹 = 32.756 𝑘𝐻𝑧. The modulated absorption and relaxation lead to the generation of an 

acoustic wave at this same frequency which will induce the actuation of the QTF. By 

piezoelectric effect, the movement of the QTF generates electrical charges that are 

proportional to the photoacoustic wave intensity and to the concentration of the target gas 
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(Figure 16). Afterwards, these charges are converted into a voltage and amplified by a 

transimpedance amplifier (TA).  

 

Figure 16: QEPAS working principle. 

The experimental setup is presented in Figure 17. The laser is focused inside the gas cell 

containing the gas of interest by the mean of a focusing lens. The configuration presented 

in Figure 17 is called the off-beam configuration. This configuration has been used in the 

entire measurements conducted in this manuscript. Basically, the laser is not focused 

between the prongs of the QTF as it could have been the case in a bare or on-beam 

configuration (Figure 18a and b) but inside a designed acoustic cavity. Compared to these 

two configurations and given the fact that the space between the two prongs of the QTF 

is very small (≈ 0.3 µm), the off-beam configuration makes the alignment with the laser 

easier. This also tends to the minimize the photothermal noise generated when the laser 

hits the QTF prongs. In addition, compared to the bare configuration, the acoustic cavity 

leads to an enhancement of the photoacoustic signal by a factor 30 [56][57]. A study of the 

acoustic cavity in off-beam configuration is proposed in the Chapter 3 of the manuscript. 

 

 

Figure 17: QEPAS experimental setup. 
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Figure 18: Different spectrophone configurations (a) bare, (b) on-beam and (c) off beam. 

By focusing the laser inside the acoustic cavity, one needs to make sure that the maximum 

power of the laser is collected at the output of the cavity. Lasers used during this project 

were mainly QCLs, the beam of these light sources is studied and described by Gaussian 

optics principles as the beam is considered as Gaussian shaped. Figure 20 describes the 

geometrical parameters to consider when focusing this type of sources. 

 

3.1- Gaussian beams 

 

For this example, we consider a DFB QCL designed and manufactured at the IES. Dr 

Daniel Andres Diaz Thomas was working as a post-doc researcher on this project. His 

work aimed to develop different lasers targeting the different gases identified for the 

SENSIR project. 

The laser considered in this example is emitting around 𝜆 = 11 µ𝑚 targeting an isoprene 

absorption line in this region. The active region (where the light exits from the optical cavity 

of the laser) is rectangular, leading to an elliptical optical beam. The width s of the ridge is 

equal to 8 µm and the thickness t of the active zone is equal to 4.6 µm (Figure 19).  

 

 

Figure 19: Description and dimensions of the active region. [58] 



68 
 

Let’s define 𝑤0,𝑡 as the waist radius of the laser light in the t direction, equal to half the 

thickness of the active zone and 𝑤0,𝑠 the waist radius of the laser light in the s direction, 

equal to half the width of the active zone. Finally, 𝑤0,𝑡 = 2.3 µ𝑚 and 𝑤0,𝑠 = 4 µ𝑚.  

The light is collected with a focusing lens of focal 𝑓 = 5.95 𝑚𝑚  and the laser is positioned 

at around 6.15 mm. 

 

Figure 20: Focusing a gaussian beam. [59] 

Let 𝑤0
′  be the waist of the focused light, after the lens. 𝑤0

′  can be calculated as: 

𝑤0,𝑠,𝑡
′ = 𝛼𝑤0,𝑠,𝑡 . (2.19) 

With  

𝛼 =
𝑓

√(|𝑧| − 𝑓)2 + 𝑧0
2

, (2.20) 

where 𝑧 is the distance from the lens and 𝑧0 is Rayleigh range defined as follows: 

𝑧0 =
𝜋𝑤0,𝑠,𝑡

2

𝜆
(2.21) 

Therefore, the focused light is calculated in the s and t directions. 𝑤′0,𝑠 = 119 µ𝑚 and 

𝑤′0,𝑡 = 68.4 µ𝑚. 

The distance 𝑧′is calculated:  

𝑧′ = 𝑓 + 𝛼2(|𝑧| − 𝑓) = 18.3 𝑐𝑚. (2.22) 

The acoustic cavity is positioned where the waist of the laser is the smallest, i.e. at 𝑧′ =

18.3 𝑐𝑚. Therefore, the waist radius of the laser at the entrance of the acoustic cavity should 

be smaller than its radius in order to collect the maximum of the emitted intensity. The 

waist of the laser at the distance 𝑧′ −
𝐿

2
 is calculated. 𝐿 being the length of the acoustic 

cavity equal to 6 mm. 

𝑤0,𝑠,𝑡 (𝑧′ −
𝐿

2
) =

𝑤0,𝑠,𝑡

𝑧0
(𝑓2 − 2(|𝑧| − 𝑓) (𝑧′ −

𝐿

2
− 𝑓) + (

𝑧′ −
𝐿
2 − 𝑓

𝛼
)

2

)  (2.23) 
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At the distance 𝑧′ −
𝐿

2
= 18 𝑐𝑚, 𝑤0,𝑠 (𝑧′ −

𝐿

2
) ≈ 239 µ𝑚 and 𝑤0,𝑡 (𝑧′ −

𝐿

2
) ≈ 138 µ𝑚 which 

remains inferior than the radius of the acoustic cavity that is equal to 360 µm.  

To conclude, if the light of the laser is focused at approximately 18.3 cm from the lens, the 

beam is not affected by the small radius of the acoustic cavity. 

 

3.2- Molecular absorption in the infrared 

In the description of photoacoustic based techniques, two phenomena were mentioned: 

the absorption of photon by the molecules and their non-radiative relaxation. The 

absorption is characterized by vibrational and rotational transitions that will be described 

in the first part of this section in order to understand how is composed the absorption 

spectrum of a molecule.  As for the relaxation, it is made of collisions between the molecules 

or between the molecules and the medium walls and translations. This phenomenon 

generates a heat wave that is directly involved in the generation of the acoustic wave. The 

relaxation time, i.e. the time needed to return to a zero-energy level depends on the collision 

partners and the experimental conditions. This part will be described in the second part of 

this section.  

 

3.2-1. Vibrational-Rotational transitions 

Different types of interactions between light and matter exist. The absorption of light by 

molecules remains the most important in the IR domain (compared to Raman diffusion or 

fluorescence). A molecule is described by its energy levels and separated in two main 

groups. Diatomic molecules that are composed of two atoms (thus, two nucleus) and 

polyatomic molecules that are a combination of more than two atoms. The total energy of 

one molecule is the contribution of its electronic, vibrational and rotational energy. 

Electronical transitions occur at smaller wavelength, namely UV or visible. Therefore, in 

spectroscopy, when using IR lasers, the energy emitted by the light source and absorbed by 

the molecules will mainly generate vibrational and rotational transitions. Schilt [53] gave a 

complete description of the vibrational and rotational spectrum for diatomic and 

polyatomic molecules. The spectrum of polyatomic molecules is more complex and will 

not be detailed in this manuscript.  

Separately, the pure rotational (resp. vibrational) spectrum is obtained by considering only 

the rotation (resp. only the vibration) of the molecules. The vibrational-rotational (V-R) 

spectrum is obtained by considering every degree of freedom of the molecule. While the 

pure rotational spectrum is located at higher wavelengths in the LWIR and microwaves, the 

pure vibrational spectrum is located in the NWIR and MWIR.  

The pure vibrational spectrum is constituted of different states of energy which intensity 

decreases rapidly over the frequency (Figure 21). The vibration transitions can be described 
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as harmonic transitions as each level of energy is approximately proportional to the 

fundamental’s frequency. 

 

 

Figure 21: Pure vibrational spectrum of a diatomic molecule. 𝛥𝜈 being the difference between a superior 

state of energy and an inferior one. If the vibrational spectrum was purely harmonic it would have been 

composed of only one absorption line 𝜈�̃�. [53] 

The pure rotational spectrum is instead separated by equidistant transitions with a shape 

that is broadened by temperature increase. The V-R spectrum takes its shape from the 

rotational spectrum. Indeed, the group originating from the vibrational and rotational 

combination is located in a frequency region established by the vibrational spectrum. The 

V-R spectrum is constituted by two series of rotational transitions located on one side and 

the other of the vibrational state that is absent from the spectrum. The branch P is located 

at the left side of the vibrational state frequency, while the R branch is on the right side, at 

higher frequencies. The V-R spectrum draws two transitions groups at each side of the 

vibrational state with an intensity and a frequency spreading according to the temperature 

and pressure conditions (Figure 22). 

 

 

Figure 22: Schematic representation of a Vibrational-Rotational spectrum of a diatomic molecule. 

 

 

 

 



71 
 

3.2-2. Example of a diatomic molecule: carbon monoxide (CO) 

The spectrum of CO in the IR domain is shown in Figure 23. 

 

Figure 23: Carbon monoxide spectrum, with the different isotopes, in the IR domain depicting the 

different vibrational-rotational absorptions. Spectrum extracted from HITRAN database. 

On Figure 23a, it is possible to observe in the MWIR, the absorption features of CO 

separated in different harmonic groups around ν̃ν = 2143.2, 2ν̃ν = 4259.6, 3ν̃ν ≈

6430 and 4ν̃ν ≈ 8570 cm−1. These groups distributed around the vibrational state decrease 

rapidly in intensity as presented in Figure 21. Figure 23b presents the typical branches, P 

and R, of the V-R transitions of CO and its isotopes. 

 

3.2-3. Investigating water as collisional partner. 

The investigation of the effect of the collisional partners cannot be neglected as it can result 

in an enhancement of the photoacoustic signal and the performances of the sensor. Water 

(H2O) is now well-known to play in important role in the relaxation process of some 

molecules, such as CO2 [60] or CO that will be discussed in this section. Helium (He) have 

also proved to have the same catalyst effect on CH4 and O2 [61][62]. 

In photoacoustic sensing techniques, the laser source is modulated and the detected signal 

is expected to be generated in one modulation period. This means that the energy absorbed 

by the molecules has to be released to the medium in less than a modulation period. In 

QEPAS, the modulation frequency is close to 32 kHz (for 1f detection or 16 kHz for 2f 

detection when using a commercial QTF) but some molecules relax at much lower 

frequencies.  Therefore, the absorbed energy is not totally released within one half 

modulation period. This issue can be overcome by using transducers (QTFs) that present 
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a lower resonance frequency in order to match the relaxation frequencies of certain 

molecules. One other solution is to add water (or other catalysts) to the gas mixtures.   

In addition, depending on the environment in which the sensor is going to operate, 

different humidity level can be encountered. It is notably the case for environmental 

applications where the humidity level depends on the weather or the investigation of the 

exhaled breath saturated in water vapor. Knowing the effect of this molecules on the 

photoacoustic signal, it is important to characterize and quantify its effect on the gases 

investigated in this project. 

- Carbon monoxide in water 

Vibrational, rotational and translational transitions of carbon monoxide have been 

investigated and the effect of different collisional partners (N2 and H2O) assessed [63]. The 

enhancement of the detected signal of CO is observed for concentration of water above 

0.2 %v [63] The same effect has been observed with higher concentration of water by 

Maurin et al. [64]. In Figure 24a, the amplitude of signal detected for CO measurement is 

plotted for different levels of humidity, between 0 and 2.1 %v, and two different pressures, 

800 mbar and 200 mbar. Figure 24b presents the relaxation path prevailed by carbon 

monoxide in presence of water. On this graph, different paths and interactions are 

presented. These dynamics are characterized by the rate of occurrence of the energy 

transfer. The bigger this rate is, the more this path is to be chosen by the molecule. 

Therefore, in presence of water, the relaxation of CO will occur through vibrational-

vibrational energy transfer to water.  
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Figure 24: (a) Evolution of the normalized QEPAS signal obtained for the detection of carbon monoxide 

with different humidity levels. (b) is the relaxation path for carbon monoxide in presence of water or N2. 

The privileged path in presence of water is described in yellow. [63] 

To understand the effect of different humidity levels on the detected gases presented in the 

Chapter 4, these gases were humidified before entering the detection module. The 

humidification of the gas is done by the mean of a homemade bubble bath positioned in a 

water chiller. The chiller is controlled with an immersive thermostat: changing the 

temperature of the chiller leads to a change of the bubble bath temperature thus, a change 

of humidity. The experimental setup is presented in Figure 25. 

 

Figure 25: Experimental setup used to humidify a known concentration of a target gas. (1) is the bubble 

bath in which the gas is humidified. (2) is a water chiller used to control the temperature of the bubble 

bath. (3) is a gas cylinder containing a calibrated concentration of gas and (4) the gas cell, detection 

module. 

 



74 
 

In applications such as breath analysis, investigators have to deal with high levels of 

humidity that also tend to vary from one subject to another. Therefore, in order to get 

measurements that are the most reliable possible, the humidity can be fixed by the mean of 

a bubble bath that will maintain the breath humidity at a certain level depending on its 

temperature. The minimum temperature that can be reached with a water solution is 1 °C. 

The measurement presented in Figure 26 is started at 1 °C and the bubble bath is 

progressively heated until 20 °C. For each temperature step, the relative humidity (% RH) 

is measured inside the gas detection module. The CO amplitude increases considerably: an 

enhancement factor of about 10 is found between the QEPAS signal measured from dry 

CO (0 ppmv of humidity) and wet CO in 24000 ppmv of water.  

 

Figure 26: CO QEPAS signal obtained for different level of humidity with a DFB-QCL at 4.6 µm. The 

concentration of CO in this experiment was maintained at 1.5 ppmv. 

 

- Nitric oxide in water. 

The investigation of the effect of different humidity levels on the photoacoustic signal 

obtained for nitric oxide around 5.2 µm is performed with a DFB QCL targeting a NO 

absorption line.  The experimental scheme has been presented in Figure 25. In the range of 

studied water concentrations, the signal is enhanced from 0.1 mV (with zero humidity level) 

to 0.8 mV where it is stabilized around 12000 ppmv of humidity (Figure 27). A similar 

dependence of the shape of the photoacoustic signal obtained for NO in water has been 

observed in [65] and [66]. H. Wu et al have presented a similar plateau reached after 12000 

ppmv. 
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Figure 27: Photoacoustic signal obtained for nitric oxide in presence of different humidity levels. The 

concentration of NO in the experiment was maintained at 5 ppmv. 

 

- Isoprene in water  

The same study has been performed for isoprene, however, no significative effect of the 

level of humidity onto the photoacoustic signal has been observed (Figure 28). No 

qualitative or quantitative resource were found in the literature to confirm the effect of 

water as a collisional partner of isoprene. 

 

Figure 28: Photoacoustic signal obtained for isoprene in presence of different humidity levels 

This measurement has not been performed on the acetone, no information has been found 

in the literature. 

 

3.3- The quartz tuning fork 

The QTF is a piezoelectric element originally designed for the watch industry as a clock 

oscillator of frequency 32768 Hz (215). Other applications have adapted the properties of 

this element to microscopy (AFM) [67] or even humidity sensors in which the QTF have 
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shown interesting and reliable measurements [68]. The consequence of its massive 

production is its very low cost and its availability. On a more “technical” aspect, the QTF 

response to an electrical excitation draws a sharp and intense Lorentzian shaped line around 

32768 Hz underlining a very high quality factor. This Q-factor, around 8000 in atmospheric 

conditions of pressure and 100000 in vacuum, offers to QEPAS a strong immunity to 

background noises oppositely to the microphone that is characterized by a wide bandwidth 

(Figure 12). 

The QTF is made of quartz: the piezoelectric properties of this material were discovered by Pierre and 

Jacques Curie in 1880. This reversible phenomenon can be seen as a coupling between the electrical and 

mechanical properties of the material. Succinctly, the mechanical deformation of the crystal causes the 

generation of electrical charges and conversely, the electrical excitation causes the deformation of the 

material. The QTF is etched along the z-axis of a quartz wafer with the two branches of the QTF (called 

prongs in this manuscript), perfectly symmetric, along the y-axis. Silver electrodes are deposited on each 

side of the prongs for charges collection. The orientation of the crystal and the deposition of the prongs 

define the possible vibrational modes [69].  

 

Figure 29: Scheme of (a) commercial quartz tuning fork with y= 4 mm, w= 0.6 mm, t= 0.33 mm and g= 

0.3 mm. (b) presents the 1st ,2nd and 3rd in plane resonance of the QTF.  

For a frequency of 32 kHz, exploited in QEPAS, the deformations are allowed in the plan 

axis of the QTF, oppositely and symmetrically to its centre of mass, that is kept unchanged. 

An approximation of Euler-Bernoulli beam theory can be used to describe the frequency 

of the vibrational modes. The vibrations are considered as very small displacements. Each 

prong is considered separately, one part of the prong is defined as clamped, i.e. motionless, 

and the other part is free [70].  

𝐸𝐼
𝜕4

𝑦

𝜕𝑥4
(𝑥, 𝑡) + 𝜌𝐴

𝜕4
𝑦

𝜕 𝑡4
(𝑥, 𝑡) = 0 (2.24)  

Where 𝜌 is the density of quartz (𝜌 = 2659
𝑘𝑔

𝑚3), 

E is the Young’s modulus of the quartz (𝐸 = 7.87 × 1010𝑁/𝑚²) 

I is the second moment of area in the z direction (m²) 

A prongs cross section m². 
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Resolving this equation gives the frequency of each flexural mode n [71]: 

𝑓𝑛 =
𝑘𝑛

2𝑤

2𝜋𝑦2
√

𝐸

12𝜌
(2.25) 

 

Table 2: frequency of the three first resonance modes 

n kn [71] fn (Hz) 

1 1.875 32950 

2 4.694 206500 

3 7.855 578300 

 

The electrical model of the QTF can be approximated by the Butterworth Von Dyke model 

as an RLC circuit in parallel with a capacitance representing a parasitic capacitance (Figure 

30) 

 

Figure 30: Electrical model of the QTF 

 

The total impedance of the circuit can be written as:  

1

𝑍𝑡𝑜𝑡

=
1

𝑅 + 𝑗𝐿𝜔 +
1

𝑗𝐶𝜔

+ 𝑗𝐶0𝜔 (2.26)
 

For a lossless LC circuit, the angular frequency (𝜔0) is introduced. This frequency is 

calculated at resonance, when the reactance equals zero and the inductance and capacitance 

are equal and behave synchronously and in phase. 𝜔0 can be defined as: 

𝑍𝐿 = 𝑍𝐶   ↔   𝜔0𝐿 =
1

𝜔0𝐶
   ↔   𝜔0 =

1

√𝐿𝐶
(2.27) 

Noting that 

𝜔0 = 2𝜋𝑓0 (2.28) 
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The quality factor of a resonant circuit is defined as:  

𝑄 =
𝜔0

𝐵𝑊 
=

𝐿

𝑅
√

𝐿

𝐶
=

𝜔0𝐿

𝑅
=

1

𝜔0𝑅𝐶
(2.29) 

The quality factor of a resonant circuit defines its ability to maintain its own energy when 

the exterior excitation is stopped. 

By introducing Equation (2.28) and (2.29) into Equation (2.26), it is possible to rewrite 𝑍𝑡𝑜𝑡 

as: 

1

𝑍𝑡𝑜𝑡

=

1
𝑗𝐿𝜔

1 − (
𝜔0

𝜔
)

2

−
𝑗𝜔0

𝜔𝑄

+ 𝑗𝐶0𝜔 (2.30) 

At resonance, the parasitic capacitance 𝐶0 is considered very small. Therefore, the 

additional term 𝑗𝐶0𝜔 can be neglected. Accordingly, the squared magnitude of the complex 

impedance can be written as in Equation (2.31) and describes a Lorentzian shaped function. 

|
1

𝑍𝑡𝑜𝑡

|
2

=
1

𝑅2

1

1 + (
2𝑄(𝜔 − 𝜔0)

𝜔0
)

(2.31)
 

Using Proteus 8, the frequency response of the QTF is simulated for 𝑅 = 30 𝑘, 𝐿 =

2𝑘𝐻, 𝐶 = 0.012 𝑝𝐹 𝑎𝑛𝑑 𝐶0 = 12𝑝𝐹. The result is shown in Figure 31 presenting the 

Lorentzian line shape described by Equation (2.31) with the anti-resonance induced by 𝐶0. 

 

 

Figure 31: Normalized QTF current function of the excitation frequency. 𝑓0 is the resonance frequency of 

the QTF and 𝑓𝑎 is the anti-resonance. 
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Using Equation (2.26), 𝑓0 can also be deduced and calculated for the values of L and C used 

in the simulation.  

The anti-resonance induced by the parasitic capacitance occurs close to the resonance 

frequency and is calculated as [69]: 

𝑓𝑐,𝑎 =
1

2𝜋 √
1

𝐿 ∗
𝐶𝐶0

𝐶 + 𝐶0

= 32503 𝐻𝑧 (2.32) 

 

- Electrical characterization of the QTF 

The QTF can be characterized by using an electrical stimulation. This technique is very 

simple and rapid (approximately 10 sec) and can be used in daily experiments to calculate 

the resonance frequency 𝑓0 and the Q-factor of the QTF (Figure 32a). The response of the 

latter is recorded under a sinewave excitation, of amplitude 𝑉𝑒𝑥𝑐 and frequency 𝑓𝑒𝑥𝑐 (Figure 

32b). 

 

Figure 32: (a) Experimental setup of QTF characterization, (b) Frequency response of the QTF where 𝑓0 

is the resonance frequency of the QTF and 𝑄 its quality factor. 

Usually in such characterization experiments, 𝑉𝑒𝑥𝑐 is taken equal to 1 mV and the frequency 

is swept over a chosen range of frequencies. The resonance frequency 𝑓0 is used to calculate 

the Q-factor: 

𝑄 =
𝑓0

𝐹𝑊𝐻𝑀
=

𝑓0

Δ𝑓
(2.33) 
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- QTF characterization using a resonance tracking technique 

When an external perturbation is brought to an oscillating device, it oscillates according to 

the frequency imposed by the perturbation. When this perturbation is stopped, the 

oscillation goes back to the inner frequency of the device: it represents the relaxation phase. 

In the presented experimental setup (Figure 33) [72], a sinewave of frequency fexc and 

amplitude Vexc is generated using a waveform generator (Tektronix AFG 1022).  

 

Figure 33: Resonance tracking of the QTF: experimental setup [16]. 

The measurement is performed following different steps: 

- The sinewave is used to electrically excite the QTF (during texc). 

- The excitation is stopped, the switch s is connected to the mass. 

- The relaxation signal is recorded on the LIA. 

The signal collected from the QTF is amplified with a transimpedance amplifier and 

demodulated with a Lock-in amplifier (Zurich Instruments MFLI) at the frequency 𝑓𝑒𝑥𝑐 . 

The collected signal has an exponential decay shape related to the beat frequency 𝑓0 − 𝑓𝑒𝑥𝑐 . 

Its period and envelop are respectively described by Equation (2.34) and (2.35). While the 

former gives information about the instantaneous frequency of the QTF, the latter gives 

access to its quality factor.  

T = 
1

|f
0
-f

exc
|

 (2.34) 

Vout(t) = Vexc . e

-πtf
0

Q (2.35) 

 

For instance, fexc must be chosen close enough to f0 to get a good accuracy on the 

demodulated signal but far enough to avoid f0 = fexc, leading to huge values of T (the period 

of the signal). In parallel, Vexc must be chosen big enough to avoid uncertainty on the 

demodulated signal but small enough to avoid the saturation of the LIA.  

To determine the best experimental conditions, the effect of the sinewave parameters (fexc 

and Vexc) on the QTF parameters (f0 and Q) can be measured.  
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For a commercial QTF, the results are reported on Figure 34. For each data point, the 

demodulated signal is recorded for 60 seconds at a rate of 1 Hz. The mean value and the 

standard deviation are calculated. The acceptable error intervals for f0 and Q leading to less 

than 1% error on the QEPAS signal is calculated (the calculation is detailed in Chapter 4 

section 1) and represented by shaded areas. On Figure 34a, |f0-fexc|= 20 Hz and Vexc ranges 

from 3 to 300 mVpp. In Figure 34b Vexc is fixed at 0.1 Vpp and fexc is chosen to have|f0-

fexc|variation from 5 to 50 Hz.  

 

 

Figure 34: Measured QTF parameters as a function of the excitation amplitude (a) and the frequency (b). 

The hatched areas correspond to the target accuracy and the error bars to the standard deviation. The 

excitation time texc is set to 200 ms to ensure the QTF is at steady state before the onset of the relaxation. 

 

On one hand, for variations of |f0-fexc| in the range of [5, 50] Hz, f0 showed a nearly flat 

response. These observations assure that the measurement is robust and will not be affected 

by a sudden shift of f0. On the other hand, for low amplitudes, the large error bars illustrate 

the random error due to a poor signal-to-noise ratio (SNR). When the excitation amplitude 

increases, the dispersion decreases and mean values quickly converge. This study is useful 

to quantify the errors in the characterization set up.  

The characterization of the QTF frequency and Q-factor can be done by the mean of the 

two techniques previously presented. While the former is suitable to stable measurement 

conditions (temperature, pressure, flow) where the QTF parameters are not affected and 

do not require to be correct, the latter is adapted to variating conditions as a real time 

correction of the QTF parameters can be performed. 
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4- Evaluation of the sensor’s performances 

4.1-  Allan Deviation 

An important parameter that was used to describe the sensors in the previous sections is 

the limit of detection (LOD). It is the lowest concentration of gas that can be detected by 

the sensor. The LOD is related to the signal-to-noise ratio and the concentration of gas.  

Experimentally, the SNR is calculated by recording the measured signal for a known 

concentration of gas over a period of time. Then, the calculation of the Allan deviation is 

performed over the total range of data.  

The Allan-Werle deviation is a statistical tool used to quantify the stability of the sensor. It 

has been widely used in spectroscopy and is often considered for 1𝜎, i.e. when the SNR is 

equal to 1. The SNR can be improved by increasing the averaging of the signal. Therefore, 

with a longer time constant a better SNR, thus a better LOD is obtained. 

The signal containing N 𝑦𝑖 data for a specific concentration of gas 𝐶𝑔𝑎𝑠 is recorded each 

Δ𝑡 (Figure 35). A moving average is applied to this signal. The new signal contains 𝑀 =
𝑁

𝑘
 

subgroups originating from the first group. Each new group is separated by 𝜏 = 𝑘Δ𝑡. The 

value of each subgroup m is calculated as the mean of the signal over k data. Therefore, we 

can write: 

𝐴𝑚(𝜏) =
1

𝑘
∑ 𝑦(𝑚−1)𝑘+𝑖

𝑘

𝑖=1

(2.36) 

 

Figure 35: Working principle of the Allan-deviation, with k=4. [16] 

 

The variance of these data can be calculated as: 

𝜎2 =
1

2(𝑀 − 1)
∑ [𝐴𝑚(𝜏) − 𝐴𝑚−1(𝜏)]2

𝑀

𝑚=1

(2.37) 

Finally, the SNR is calculated as: 

𝑆𝑁𝑅(𝜏) =
�̅�

𝜎(𝜏)
(2.38) 

With �̅� the mean of the variable 𝑦𝑖 .  
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The LOD can be deduced: 

𝐿𝑂𝐷(𝜏) =
𝐶𝑔𝑎𝑠

𝑆𝑁𝑅(𝜏)
(2.39) 

 

‐ Example of Allan deviation measurement: 

 

Figure 36: (a) Benzene QEPAS signal recorded over a period of time. (b) Associated Allan plot. 

Figure 36a describes a typical signal recorded for Allan deviation calculation. The sensor’s 

output signal is recorded for a certain period of time. The concentration of the gas 

(benzene, targeted with a laser at 14.8 µm) during that measurement was 5 ppmv.  The Δ𝑡 

is here equal to 600 ms. The LOD of the system in this configuration is represented by the 

first point (black) on the Allan deviation curve (Figure 36b). The grey point at 1 second is 

often used to described sensors. During time increase, the LOD decreases, showing an 

amelioration of the detection limits as the averaging time increases. The slope of this first 

part is correlated to the noise. In QEPAS, this slope (blue curve) is characterized in 𝜏−1/2, 

referring to the QTF Brownian noise (white noise). The optimum averaging time is 

obtained around 100 s. Finally, the Allan deviation increases in a linear drift due to low 

frequencies noises 

 

4.2- NNEA 

The Allan deviation is a suitable tool to estimate the stability of the system and quantify the 

LOD. This LOD can be used to calculate the Normalized Noise Equivalent Absorption 

(NNEA). The latter is more adapted for comparison between sensors. For example, 

comparing CO2 detection between classical photoacoustic and QEPAS. This tool takes into 

account the power of the laser 𝑃 (mW), the absorption coefficient at the LOD 
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concentration 𝛼𝐿𝑂𝐷 and the integration bandwidth Δ𝑓. Most of the time, 𝛼𝐿𝑂𝐷 is calculated 

for 1 s, therefore, Δ𝑓 = 1. The NNEA is calculated as: 

𝑁𝑁𝐸𝐴 =
𝛼𝐿𝑂𝐷𝑃

√Δ𝑓
 . (2.40) 

The NNEA is expressed in cm-1.W.Hz-1/2. The lower the NNEA the more sensitive the 

sensor is. 

 

5- Breath analysis performed with QEPAS. 

Table 3 presents a sum up of the breath measurements performed with QEPAS sensors as 

well as the breath measurement performed with photoacoustic based sensors on SENSIR 

gases. For each study, the laser type, power and wavelength are reported and the limit of 

detection compared with the concentration of the target gas in the exhaled breath. 
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Table 3: QEPAS and PAS for breath analysis 

Ref Techniques Laser Type WN P Gas LOD  Breath sampling Concentration 

[73] 
BF-QEPAS 

On-beam 
QCL – 10.359 µm – 48 mW NH3 9.5 ppbv (1 s) 

On-line 

8 volunteers 
150-640 ppbv 

[74] 
QEPAS 

On beam 
DFB Diode laser – 1531.68 nm – 500mW NH3 14 ppbv (1 s) 

On-line 

3 volunteers 
170-230 ppbv 

[64] 
QEPAS 

Off-beam 
FP QCL – 4.7 µm - 100mW CO 20 ppbv (1 s) 

On-line 

14 volunteers 
0.35-23.2 ppmv 

[75] 
QEPAS 

On-beam 
DFB-QCL – 10.34 µm – 22 mW NH3 6 ppbv (1 s) On-line ~ 450ppbv 

[76] PAS H-type cavity CO2 Laser - 10.59 µm - 36.2 mW 

C3H6O 11 ppbv 

Off-line 

Healthy: 

 200-450 ppbv 

Cancer patients:  

400-720 ppbv 

C2H4 6 ppbv 39-201 ppbv 

NH3 3 ppbv 685-2364 ppbv 

[77] PAS H-type cavity CO2 Laser - 10.59 µm – 36.2 mW 

C3H6O 11 ppbv 

Off-line 

10 patients 

30 volunteers 

Healthy:  

128-819 ppbv 

Renal patients:  

628-941 ppbv 

C2H4 8 ppbv 

Healthy:  

46-245 ppbv 

Renal patients:  

167-213 ppbv 

NH3 3 ppbv 

Healthy:  

452-2420 ppbv 

Renal patients:  

4473-5361ppbv 
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Conclusion 
 

In order to perform breath measurements and provide the most reliable results, different 

features were defined. These characteristics also represent the difficulty of performing in 

vivo measurement. To resume, the main characteristics, if the price and size are excluded, 

are the selectivity, the sensitivity and the real time measurement. Infrared sensors and more 

precisely photoacoustic based gas sensors appear as very good candidates as they combine 

these three points. Amongst the photoacoustic technique, QEPAS was chosen to conduct 

the measurement presented in this manuscript. The different part composing the QEPAS 

sensor were described in this chapter. The spectrophone composed of the QTF as an 

acoustic transducer and an acoustic cavity plays an important role on the sensitivity of the 

sensor. This block will be studied in the next chapter.  
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Chapter 3 

Towards the optimization of the 

spectrophone  
 

In the previous chapter, the QEPAS experimental setup was introduced. Basically, this 

sensor is composed of a light source, in our case, a single mode semiconductor laser, and a 

spectrophone. The first part of this chapter aims to describe the different configurations of 

spectrophone that have been adopted in QEPAS experiments over the years and compare 

their performances. The second part focuses on the off-beam configuration employed to 

perform the experiments presented in this manuscript. Ultimately, the spectrophone is 

composed of the QTF (acoustic transducer) and an acoustic cavity, that can be referred to 

as a microresonator (mR). In this part, an analytical and a numerical model are 

implemented, and compared, in order to understand the behaviour of the acoustic wave 

generated inside the cavity and optimize the performances of the sensor. 

 

1- Acoustic cavities used in QEPAS 

Since it has been introduced in 2002, different approaches have been investigated for the 

improvement of the sensor sensitivity. In QEPAS, the amplitude of the output signal 

depends on the amount of charges generated by piezoelectrical effect by the QTF. The 

latter depends on the mechanical displacement of the QTF generated by the acoustic force 

applied by the acoustic wave, which is proportional to the concentration of target gas. To 

enhance the collected signal, different approaches, aiming to amplify the acoustic wave, 

have been adopted. In [1], three different configurations are presented by the authors:  

− The “bare” configuration: the laser’s beam arrives perpendicularly and is directly 

focused between the prongs of the QTF, 

− The “in-plane” configuration: the laser’s beam is in plane with the QTF, 

− The “on-beam” configuration: the laser’s beam is focused inside a designed acoustic 

cavity, perpendicularly to the QTF’s prongs. 

Amongst these three configurations, the “on-beam” shows the best results. The acoustic 

cavity helps confining and amplifying the acoustic wave between the prongs of the QTF, 

just like it can be done with music instruments. In [1], the mR is made of two tubes placed 

symmetrically on each side of the QTF and the acoustic wave can be treated as a stationary 
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wave with an antinode occurring between the tubes. The length 𝐿 of the tube is calculated 

with basic equations (𝐿 =
𝑐

2𝑓
) giving 𝐿 = 5.3 mm as half the wavelength of the sound at 

𝑓 = 32.77 𝑘𝐻𝑧. The length 𝐿 includes the tubes length, the space between the QTF and 

each tube and the prongs’ thickness. The cavity is here designed from a stainless-steel 

capillary with inner and outer diameter (ID – OD) respectively equal to 0.51 and 1.59 mm. 

The optimized position of the laser’s beam is found at the centre of the prongs and at 0.7 

mm from their opening (Figure 1). The NNEA in this configuration is equal to 1.2 ∙

10−7 𝑐𝑚−1 ∙ 𝑊 ∙ 𝐻𝑧−
1

2 for CH4 detection which implies a factor 7.3 of enhancement 

compared to the bare configuration (NNEA = 8.8 ∙ 10−7𝑐𝑚−1 ∙ 𝑊 ∙ 𝐻𝑧−
1

2).  

 

Figure 1: (a) bare, (b) in plane and (c) on-beam configurations presented in [1]. 

An important part in the optimization of the QEPAS system is placed into the investigation 

of the mR’s geometric parameters (length and diameter) and their relative position to the 

QTF. Indeed, a better coupling between the two elements composing the spectrophone 

would necessarily lead to an enhancement of the system’s sensitivity. In an ideal case, the 

maximum of the acoustic pressure should occur between the prongs of the QTF. In 2010, 

Dong et al [2] have compared the performances of their QEPAS system (detecting C2H2) 

using cavities with different lengths, IDs and ODs values. The first conclusion was that the 

two tubes cannot be treated as a single tube and that the efficient length of the tube is found 

between /4 and /2. The optimization of these parameters has resulted in an 

enhancement of 30 on the signal to noise ratio (SNR) compared to the “bare” 

configuration.  

After this first publication in 2002, QEPAS have raised interest in different research teams 

as the performances were close to what was achieved with other gas detection techniques. 

Indeed, the comparison of the on-beam QEPAS and conventional PAS in the detection of 

C2H2 has concluded to very close performances of both sensors (𝑁𝑁𝐸𝐴𝑄𝐸𝑃𝐴𝑆 = 4.1 ∙

10−9 and 𝑁𝑁𝐸𝐴𝑃𝐴𝑆 = 5.4 ∙ 10−9 𝑐𝑚−1 ∙ 𝑊 ∙ 𝐻𝑧−
1

2) with a better SNR for the QEPAS. The 

work has been focused on the optimization of this new detection technique and the 

proposition of new configurations implying sometimes more than one mR and/or QTF 

(Table 1). 
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In 2009, a new configuration is presented by K. Liu et al [3]. This new design is called “off-

beam” as the light of the laser is no longer directed between QTF’s prongs but inside an 

acoustic cavity. Here, the acoustic cavity is composed of a tube with a small slit in the 

middle used to direct the acoustic wave to the QTF. The latter is used as a probe for the 

generated acoustic wave (Figure 2). 

 

Figure 2: QEPAS spectrophone in off-beam configuration. [3]  

The main advantage of this configuration is the decrease of the potential photothermal 

perturbation induced by the laser hitting the QTF’s prongs. The alignment of the laser 

becomes easier and the technique more adapted to larger laser beams. One drawback of 

this configuration is the weak coupling between the mR and the QTF and the decrease of 

the QTF Q-factor induced by viscous losses occurring as air is trapped between the QTF 

prongs and the surface of the QTF. The optimization of the mR geometry becomes crucial 

to avoid a complete confinement of the acoustic wave inside the main tube. The 

experiments conducted reached an 𝑁𝑁𝐸𝐴 = 5.9 ∙ 10−9 𝑐𝑚−1 ∙ 𝑊 ∙ 𝐻𝑧−
1

2close to [2]’s 

performances. They also investigated the effect of the gap between the mR and the QTF 

[4]. For instance, a large distance between these two elements lowers their coupling but a 

very small gap increases viscous damping of the QTF created by very thin air gaps. An 

amelioration of the mR is proposed to counter these losses [4]. By removing the material 

from each side of the slit, the distance between the surface of the prongs and the external 

walls of the mRs is increased, resulting in a reduction of the air trapped between the two 

surfaces (Figure 3). 

 

Figure 3: Modified mR proposed by [4]. The surface of the mR is digged in order to increase the space 

between the QTF and the cavity walls. 
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H. Yi et al [5] have used acoustic impedances to propose a theoretical approach to 

determine the mR dimensions in the off-beam configuration. The model is based on the 

assumption that the mR can be treated as a one-dimensional resonator witnessing 

longitudinal acoustic resonance as the radius of the mR (ID  mm) is much smaller than its 

length 𝐿. The effective lengths are calculated by introducing end-correction taking into 

account the acoustic radiation outside the tube. In a publication using the same strategy, 

this research team have presented a T-shaped mR [6], structured exactly as in [3], but 

replacing the middle slit by a small tube. In contrast with the classic “off-beam” where the 

slit has to be “digged” at the middle of the main tube, the T-shape can be designed more 

precisely. The improvement on the signal to noise ratio compared to the “bare” 

configuration is close to 30, matching the performances of the on-beam configuration [2].  

The material used for the design of the mRs has been discussed but the observed 

improvement in the system’s performances could not be exclusively attributed to the use 

of glass [7], silica, aluminium [8] or stainless-steel tubes. Nevertheless, R. Rousseau [9] have 

conducted an interesting work on mRs in “T-shaped” configuration investigating different 

printing techniques and shapes for the small tube. This work has led to the conclusion that 

micromachined mRs present, indeed, a better quality factor due to the fact that their 

surfaces are smoother than the 3D printed ones. However, the latter gives more freedom 

in the choice of the shape. For instance, QEPAS measurements were conducted by the 

author with different shapes of mR and the best results are presented for an obround-

shaped 3D printed mR. 

The optimization of the geometric parameters of the mR by performing an empirical work 

is not always adequate especially when the parameters are interdependent. Firebraugh et al 

[10] have developed a finite element model using COMSOL Multiphysics to study the on-

beam configuration. This work outlines the importance of including the thermal and 

viscous losses on the inner part of the tube and helps understanding the correlation between 

each parameter even if the results do not match the experiments conducted by Dong et al 

[2]. In 2012, Y. Cao et al [11] have used a similar model, including Acoustic Pressure and 

Piezo Solid modules on COMSOL. This model draws a good agreement with experimental 

results presented by [2] and [1]:  

− The optimum of length is found between /4 and /2. 

− The offset on the position of the laser beam regarding the opening of the prongs is 

found around 0.6 mm. 

− An interdependence is found between L and ID: the optimum ID changes when L 

changes. However, the photoacoustic signal is maximized for thinner tubes. 

− The coupling between the mR and the QTF is increased when the gap between each 

tube and the QTF is reduced. Nevertheless, it is necessary to keep in mind what can 

exactly be achieved in real life applications, notably, the difficulty of alignment 

caused by an inadequate, small gaps. 
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These four configurations: “bare”, “on-beam”, “off-beam” and “T-shape” compose the 

basic designs of the QEPAS detection technique. However, one can say that research teams 

do not lack imagination when it comes to improving the performances of their systems. In 

Table 1, different configurations of the spectrophone are summed up showing the 

associated NNEA. Some of these designs might be complex to implement but they remain 

attractive to investigate as the SNR is enhanced by the multiple excitations of the QTF. It 

is noticed that the NNEA, demonstrating the performances of the sensor, even for more 

elaborated configuration, still ranges between 10-8-10-9. 
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Table 1: Different types of QEPAS spectrophones and the performances associated to their implementation 

Ref. 
Spectrophone 

configuration 

Spectrophone 

picture 

Gaz - 

wavenumber 

(cm-1) 

P 

(mW) 

TC  

(s) 

NNEA  

(cm-1W/Hz) 

[1] Bare 

 

CH4 

5999.5 
2 1 8.8 ∙ 10−7 

[12] 
Multi quartz 

“Bare” 

 

H2O 

7168.4 
12.6 1 5.95 ∙ 10−8 

[1] 

On-beam 

 

CH4 

5999.5 
2 1 1.2 ∙ 10−7 

[2] 
C2H2 

6529.17 
46 1 3.3 ∙ 10−9 

[13] Half on-beam 

 

H2O 

7161.41 
8 1 5.3 ∙ 10−9 

[14] 
Single tube on-

beam 

 

CO2 

6361.25 
40 1 1.21 ∙ 10−8 
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[15] Double on-beam 

 

H2O 

7296.65 

P1=19 

0.3 

8.1 ∙ 10−9 

P2=13 4.5 ∙ 10−9 

[16] 
Multi quartz on-

beam 

 

H2O 

7308.82 
5.4  1.24 ∙ 10−9 

[17] 
Double on-beam 

with prism 

 

H2O 

7306.79 
6.8 0.2 5.8 ∙ 10−8 

[3] 

Off-beam 

 

H2O 

7161.41 
8 1 5.9 ∙ 10−9 

[4] 
H2O 

7161.41 
8 1 6.2 ∙ 10−9 

[6] T- shape 

 

H2O 

7161.41 
8 1 3.9 ∙ 10−9 
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[18] 
Double pass off-

beam 

 

CH4 

6046.95 
3.74 0.3 1.8 ∙ 10−8 

[19] 
Double pass off-

beam 

 

H2O 

7181.18 
6 0.5 1.2 ∙ 10−8 

[20] 
Double pass 

off-beam 

 

CH4 

6046.95 
10  7.76 ∙ 10−8 

[21] Four off-beam 

 

H2O 

7306.75 
12  1.27 ∙ 10−9 

[22] H-shaped 

 

H2O 

7306.7 
24 0.2  
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In our experimental benchtop, only T-shaped mRs are used. To sum up on what have been 

presented above, in the T-shaped configuration, the laser beam is not focused between the 

prongs of the QTF but inside an acoustic cavity, that is parallel to the QTF axis. A small 

slit located at the middle of the tube directs the stationary acoustic wave formed inside the 

tube between the prongs of the QTF. This configuration makes the alignment of the laser 

more comfortable and helps reducing the photothermal perturbations that can be induced 

by the laser hitting on the surface of the prongs. This effect is even more amplified when 

using lasers at longer wavelength in the IR, presenting larger beams. Compared to the bare 

configuration, the SNR of the sensor can be enhanced by a factor 30 counting that the 

acoustic cavity is well designed and aligned with the QTF. 

In the next part, the behaviour of the acoustic wave generated inside the tube and 

propagating outside the mR walls is studied. For this purpose, we have used COMSOL 

Multiphysics software to implement the T-shape configuration of the mR. In order to 

validate this numerical model, an analytical model inspired from the model proposed by H. 

Yi et al [5] [6] is implemented. 

 

2- Study of the mRs design 

The resonance frequency of the commercial QTF employed in QEPAS experiments 

presented in this study ranges around 32.7 kHz. The resonance frequency of the acoustic 

cavity should be the closest to the QTF’s resonance frequency. The frequency of the 

stationary acoustic wave that is confined inside the mR is defined by the geometrical 

parameters of the mR (length and radius). In order to understand the effect of these 

variables onto the frequency of the acoustic wave, a T-shaped cavity is designed and studied 

using the Acoustic Pressure (ACPR) module of COMSOL Multiphysics. The results 

obtained from this numerical model are compared to an analytical model based on the study 

of the acoustic impedances inside the cavity. 

 

2.1- Global parameters 

2.1-1. Constants characterizing the medium 

 

The properties of a wave change according to the medium in which it is propagating. The 

concentration of gas that is experimentally detected is very low (ppmv or ppbv range). 

Therefore, the use of air as a propagating material for the acoustic wave is justified. For 

high concentrations (percentage range), it would have been more suitable to use the 

constant characterizing the target gas. In addition, experimental measurements are 

compared to the numerical and analytical model. These measurements are performed for 

the detection of water in ambient air, which concentration is close to 7750 ppmv. The 

different constants characterizing the medium are defined in Table 2. 
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Table 2: Different constants defined for air at atmospheric pressure (1 atm) and ambient temperature 

(20°C). 

Constant Value Units Symbol Ref. 

Bulk viscosity 1.29 ∙ 10−5 Pa. s μB 
[23]  

page 315 

Dynamic viscosity ~ 2 ∙ 10−5 Pa. s μ 
[23]  

page 305 

Ratio of specific heat 1.4 1 γ 
[23] 

page 314 

Heat capacity at constant 

pressure 
1005 

J

kg. K
 Cp [24] 

Density 1.292 
kg

m3
 ρ [24] 

Thermal conductivity 0.0234 
W

m. K
 κ [25] 

Speed of sound 343 
m

s
 c 

[23] 

page 314 

Mean molar mass 28 
g

mol
 M [26] 

Reference pressure for air 20 µPa ρair 
COMSOL 

reference value 

 

2.1-2. Thermal and viscous losses in the system 

 

When considering the propagation of an acoustic wave moving back and forth along a pipe, 

it is necessary to understand the processes that occur at the surface (rigid walls) of the pipe. 

If the viscosity in the fluid was negligible, the particles would “slip” along the walls. In 

reality a velocity gradient can be observed as the value of the particle velocity decreases 

from the mainstream towards the walls (Figure 4). This phenomenon occurs in a very thin 

layer called the acoustic boundary layer 𝛿𝑡𝑜𝑡.  

 

Figure 4: Representation of the effect of the viscous boundary layers on the oscillating flow. Figure 

adapted from [23]. 
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The effect of the viscosity of the fluid is defined in a viscous boundary layer of thickness 

[23] (page 305): 

𝑣𝑖𝑠𝑐𝑜𝑢𝑠 = √
2

𝜔
(3.1) 

where  =
μ

ρ
= 1.55 ∙ 10−5 𝑚2. 𝑠−1 is the kinematic viscosity at 20°C in air and 𝜔 = 2𝜋𝑓 

where 𝑓 is the frequency (Hz). 

A thermal boundary layer coexists with the viscous boundary layer. It implies heat transfers 

from the walls to the fluid. Its thickness is similar to 𝑣𝑖𝑠𝑐𝑜𝑢𝑠 as [23] (page 312), 

𝑡ℎ𝑒𝑟𝑚𝑎𝑙 =
𝑣𝑖𝑠𝑐𝑜𝑢𝑠

√𝑃𝑟
(3.2) 

where 𝑃𝑟 is the Prandtl number, equal to 0.707 for air around 20°C [27]. 

In the frequency range in which QEPAS using commercial QTFs operates (𝑓  32.7 kHz) 

the acoustic boundary layer 𝛿𝑡𝑜𝑡 is about 10 µm. The phenomena that occur in this layer 

induce losses in the system and can be described through two coefficients, namely, the 

absorption coefficient for a thermoviscous fluid 𝛼𝑇𝑉 and the absorption coefficient induced 

by the walls 𝛼𝑊 [23] (page 314, 325): 

𝛼𝑇𝑉=

𝜔2𝜈

2𝑐3
[(

4

3
+

𝜇𝐵

𝜇
) +

𝛾 − 1

𝑃𝑟
] , (3.3) 

𝛼𝑊 =
1

𝑅
√

𝜔𝜇

2𝜌0𝑐2
(1 +

𝛾 − 1

√𝑃𝑟
) . (3.4) 

In our model, as 𝛼𝑊 ≈ 15.36 𝑛𝑒𝑝𝑒𝑟𝑠. 𝑚−1 ≫  𝛼𝑇𝑉 ≈ 0.02 𝑛𝑒𝑝𝑒𝑟𝑠. 𝑚−1, only the walls 

losses were implemented. The losses values are calculated for 𝑓 = 32750 𝐻𝑧 and 𝑅=0.36 

mm. These losses affect the quality factor of the cavity. They are proportional to 
1

𝑅
 thus, 

they decrease as the radius of the cavity increases. 

The mesh is the division of geometry in multiple subdomains of well-defined size and shape 

(triangular in 2D or tetrahedral in 3D in the presented models), over which the acoustic 

pressure equations are solved. This naturally involves the discretization of the computation. 

In the ACPR module of COMSOL Multiphysics, the attenuation in the fluid can be defined 

by the user. Therefore, it is not necessary to mesh the acoustic boundary layer in order to 

observe its effect. In software such as COMSOL, working with Finite Element Method 

(FEM), the meshing process is crucial.  

The mesh is adapted regarding the acoustic wavelength. The recommendation to correctly 

mesh the geometry is to define the bigger element of the mesh as [28]:  
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𝜆

10
=

𝑐

10𝑓
≈ 1 𝑚𝑚 (3.5) 

Which means that the size of the bigger element composing the mesh must not exceed 1 

mm. 

The Thermoviscous Acoustic (TA) module of COMSOL Multiphysics could have been 

employed for this study. However, in this module, the losses cannot be defined manually 

by the user thus, the acoustic boundary layer needs to be correctly meshed in order to 

accurately consider the losses in the system. Therefore, the ACPR module was preferred as 

meshing layers of about 𝛿𝑡𝑜𝑡 = 10 µ𝑚  in the TA module resulted in extremely high 

computation time. 

 

2.2- Model of a simple pipe: COMSOL design 

 

First, the example of a simple open-open pipe (a tube with two ends open) is studied. This 

model has been widely described by the acoustic community and the literature did not lack 

information on the subject. Therefore, it appeared as a straightforward way to validate the 

COMSOL computations with a well-known analytical model. 

The ACPR module of COMSOL solves the Helmholtz equation in the frequency domain 

for a harmonic excitation:  

∇2𝑃 + 𝑘2𝑃 = 𝑖𝜔𝐻𝐶𝑔𝑎𝑠 (3.6) 

With ∇2 the Laplace operator, 𝑃 is the unknown acoustic pressure (Pa), 𝑘 =
𝜔

𝑐
 is the wave 

number, 𝜔 = 2𝜋𝑓 where 𝑓 is the frequency (Hz), H is related to the heat source and will 

be described in the next section and 𝐶𝑔𝑎𝑠 a coefficient related to the fluid. 

The pressure 𝑃 and the particle velocity 𝑢 are calculated in a defined frequency range. The 

acoustic impedance can be calculated from these two variables as [23] (page 47):  

𝑍 =
𝑃

𝑆𝑢
(3.7) 

 

2.2-1. The heat source 

 

An acoustic wave is generated in a fluid if the latter is heated and cooled down rapidly. This 

phenomenon is the consequence of a fast thermal expansion and contraction of the fluid. 

In order to recreate this acoustic wave, a heat source, representing the modulated laser 

source involved in QEPAS experiments is defined. The heat source can be defined as [29]:  
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𝐻(𝑥, 𝑦, 𝑧, 𝑡) =
𝛼𝑒𝑓𝑓(𝜔) ∙ 𝑃𝑙𝑎𝑠𝑒𝑟

√1 + (𝜔𝜏)2
∙ 𝑔(𝑥, 𝑦, 𝑧)𝑒(𝑖(𝜔𝑡−arctan(𝜔𝜏)) (3.8) 

With 𝑔(𝑥, 𝑦, 𝑧) =
2

𝜋𝜎(𝑥)2
𝑒

−
2𝑟2

𝜎(𝑥)2, 𝛼𝑒𝑓𝑓(𝜔) = 𝛼(𝜔) ∙ 0.5 with 𝛼 the absorption coefficient 

of the gas and 0.5 related to the first Fourier component in 1f detection method. 𝜏 is the 

relaxation time of the gas in the µ𝑠 range [30]. Considering a water absorption line at 

7181.14 cm-1 at a concentration of 7750 ppmv, 𝛼 = 0.9 𝑚−1 at the maximum of absorption. 

𝑃𝑙𝑎𝑠𝑒𝑟 is the power of the laser, here equal to 6 mW.  ≈ 100 µm is the width of the 

Gaussian beam considered linear in the mR length and 𝑟 is related to the coordinate 

position. The amplitude of the heat source is calculated for the defined values and is 

approximately equal to 105.  

 

2.2-2- 2D axisymmetric model 

 

The geometry designed on COMSOL to study the simple pipe is described by Figure 5. 

Two symmetry plans can be defined by (0, z) and (r, 0) as well as a rotation around the z-

axis. Therefore, the 3D representation of a simple pipe of length 𝐿  and radius 𝑅, can be 

simplified to a 2D axisymmetric model. This simplification offers the advantage of being 

less time consuming.  

 

 

Figure 5: 3D representation of the pipe of length 𝐿 and radius 𝑅 and the equivalent 2D model. A 

symmetry plan is defined in (0, z) as well as in (r, 0) which allows to get rid of the dashed area in the 

computation. The heat source is defined along the z-axis and the different boundary conditions will be 

discussed in the text below. 
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As mentioned above, the tube is filled with air (Table 2). Different conditions, defined by 

COMSOL, are imposed for the pipe walls and openings: 

- Rigid walls: this boundary condition is defined with the linear Euler equation [31] 

(page 119) and implies that the normal velocity at the walls is zero:  

−𝑛 (−
1

𝜌
∇𝑃) = 0 (3.9) 

For the opening, different conditions are studied:  

- Condition 1: without radiations: the pressure 𝑃 and the impedance 𝑍 are equal to 

zero. 

- Condition 2: with radiations: a radiation impedance 𝑍𝑟𝑎𝑑 is defined at the openings, 

implying that one part of the energy radiated outside the tube is reflected back into 

the pipe. This condition is closer to real-life phenomenon. The velocity particle term 

in Euler’s linear equation is not equal to zero but defined as the total pressure 

divided by the radiation impedance 𝑍𝑟𝑎𝑑: 

−𝑛 (−
1

𝜌
∇𝑃𝑡) =

𝑃𝑡𝑖𝜔

𝑍𝑟𝑎𝑑

(3.10) 

 

2.3- Model of a simple pipe: analytical model 

 

This analytical model is developed in order to compare and validate the results obtained 

from the COMSOL simulations. It is based on the estimation of the acoustic impedances 

inside the tube. Since 𝑅 ≪ 𝐿 and 𝑅 ≪ 𝜆 the model of the simple pipe can be treated as a 

1D model. Following the dimensions of this model, only the longitudinal acoustic 

resonance occurs inside the tube [32]. Figure 6 shows the first harmonic of a standing wave 

materialized in a pipe.  

 

Figure 6: Schematic of a standing wave inside a pipe of length 𝐿 and radius R. N: nodes occurring at both 

ends where 𝑍 = 0. A: antinode. 

The acoustic pressure 𝑃(𝑥, 𝑡) for a standing wave occurring in a pipe can be defined as:  

𝑃(𝑥, 𝑡) = 𝐴𝑒𝑖(𝜔𝑡−𝑘𝑥) + 𝐵𝑒𝑖(𝜔𝑡+𝑘𝑥). (3.11) 
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where 𝐴 and 𝐵 are the amplitude of the acoustic wave, 𝜔 = 2𝜋𝑓 where 𝑓 is the frequency 

(Hz), 𝑥 is the coordinate position and 𝑘 =
𝜔

𝑐
− 𝑖𝛼𝑊 where c is the sound velocity in air and 

the imaginary part involves the losses described by 𝛼𝑊 defined by Equation (3.4). 

The particle velocity is deduced from Newton’s second law [31] (page 118) describing a 

one-dimensional plane wave as: 

−𝜌
𝜕𝑢(𝑥, 𝑡)

𝜕𝑡
=

𝜕𝑃(𝑥, 𝑡)

𝜕𝑥
(3.12) 

where 𝜌  is the density of the gas contained in the medium (air). 

By derivation and integration of 𝑃(𝑥, 𝑡) in Equation (3.12) we obtain: 

𝑢(𝑥, 𝑡) =
1

𝜌𝑐
(𝐴𝑒𝑖(𝜔𝑡−𝑘𝑥) − 𝐵𝑒𝑖(𝜔𝑡+𝑘𝑥)). (3.13) 

By defining the acoustic impedance with Equation (3.7), we can express 𝑍(𝑥) as:  

𝑍(𝑥) =
𝜌𝑐

𝑆

𝐴𝑒−𝑖𝑘𝑥 + 𝐵𝑒𝑖𝑘𝑥  

𝐴𝑒−𝑖𝑘𝑥 − 𝐵𝑒𝑖𝑘𝑥
. (3.14) 

In the case of a finite pipe, at the node position (𝑥 = 0) representing the openings of the 

pipe, the acoustic impedance can be expressed:  

𝑍(0) = 𝑍0 =
𝜌𝑐

𝑆

𝐴 + 𝐵 

𝐴 − 𝐵
(3.15) 

Then, by calculating the ratio 
𝐴

𝐵
 (see Equation (3.16)) and replacing its expression in 

Equation (3.14), the acoustic impedance 𝑍(𝑥) at any 𝑥 position can be expressed as 

function of the acoustic impedance at the entrance of the tube 𝑍0:  

𝐴

𝐵
= −

𝜌𝑐
𝑆

+ 𝑍0

𝜌𝑐
𝑆

− 𝑍0

, (3.16) 

𝑍(𝑥) =
𝑍0 − 𝑖

𝜌𝑐
𝑆

tan(𝑘𝑥)

𝑍0𝑆
𝑖𝜌𝑐

tan(𝑘𝑥) + 1
. (3.17) 

The different calculation steps are described in Appendix D. 

As for the numerical model, different boundary conditions are studied.  

Condition 1: without radiation. This first condition is well described by Figure 6. At 

resonance in an open-open pipe of length 𝐿, the condition 𝑍0 = 𝑍𝐿 = 0 is verified since 

the acoustic pressure at each node tends to 0 and the particle velocity tends to . 
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Thus, it is possible to write: 

𝑍𝐿 = −𝑖
𝜌𝑐

𝑆
tan(𝑘𝐿) = 0. (3.18) 

This condition is satisfied if 

tan(𝑘𝐿) = 0. (3.19) 

Which implies that: 

𝑘 =
𝑛

𝐿
. (3.20) 

We can deduce, for the first harmonic, 𝑛 = 1, the length of the pipe as function of the 

frequency 𝑓 of the acoustic wave and the sound velocity 𝑐 ∶ 

𝐿 =
𝑐

2𝑓
. (3.21) 

Condition 2: with radiation. In reality, the condition 1 of 𝑍0 = 𝑍𝐿 = 0 can not be satisfied. 

It can be seen as a mismatch between the 1D model used to define the acoustic impedance 

and the phenomena occurring in reality (3D). In the case of an open-open pipe, when the 

acoustic pressure generated inside the tube debouches into the atmosphere the planar wave 

front occurring inside the cavity becomes spherical. A part of this wave in transmitted and 

the other part is reflected into the tube from a point located beyond the physical boundaries 

of the tube [33] (page 493).  

The term of radiative impedance has been used by Rayleigh (1894) to describe this 

phenomenon. Basically, everything happens as if the tube was physically longer. In the case 

described in Condition 1, the length of the tube, for a given frequency 𝑓, is calculated using 

Equation (3.21). In Condition 2, the radiation phenomenon impose a correction 𝐶𝐿 of the 

length in order to be correctly considered (Figure 7). For a tube open at both ends, the 

effective length 𝐿𝑒𝑓𝑓 is calculated as: 

𝐿𝑒𝑓𝑓 = 𝐿 + 2 ∙ 𝐶𝐿 ∙ 𝑅 (3.22) 

The correction is multiplied by 2 in order to consider the correction at each opening. The 

value of 𝐶𝐿 are discussed section 2.4-2. Equation (3.22) implies an interdependence of the 

length with the radius 𝑅. 
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Figure 7: Representation of a longitudinal wave exiting into the atmosphere as a spherical wave. 

Compared to Figure 3 the nodes are represented beyond the physical length of the pipe. This 

phenomenon implies a length correction 𝐶𝐿. 

 

2.4- Comparison of the analytical and numerical models 

 

In this section, a comparison between the analytical and numerical model of a simple tube 

is proposed: 

- In the analytical model, the acoustic impedance is calculated at the antinode (Figure 

6) where the maximum of the acoustic wave is observed. Using Equation (3.17) with 

𝑍 (𝑥 =
𝐿

2
), the acoustic impedance at the middle of the tube as function of the 

frequency is calculated using a python program. For different pipe lengths L, the 

frequency corresponding to the maximum of impedance is compared to the 

numerical model. 

- The analytical 1D model supposes that the acoustic impedance at a given section of 

the tube, i.e. at a certain length 𝑥, is constant. COMSOL simulations denote the 

presence of a gradient of impedance as the pressure and the particle velocity are not 

constant on one section. Therefore, following Equation (7), the acoustic impedance 

from COMSOL is calculated by dividing the average acoustic pressure with the 

average particle velocity at 𝑥 =
𝐿

2
: 

𝑍𝐶𝑂𝑀𝑆𝑂𝐿 (𝑥 =
𝐿

2
) =

∫ 𝑟𝑃 (𝑥 =
𝐿
2

) 𝑑𝑟
𝑅

0

∫ 𝑟𝑢 (𝑥 =
𝐿
2

)
𝑅

0
𝑑𝑟

(3.23) 

Our model is represented by a 2D axisymmetric model, the section used in the 

determination of the acoustic impedance is highlighted in blue on Figure 8. 
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Figure 8: the blue line on the edge of the geometry represents the area over which is integrated the 

acoustic pressure and particle velocity 

  

2.4-1. Comparison of results obtained for Condition 1: without radiations 

 

In this first study, the acoustic impedance is calculated at 𝑍 (𝑥 =
𝐿

2
) with 𝐿 defined with 

Equation (3.21) as 𝐿 =
𝑐

2𝑓
. For different tube lengths, with a fixed radius of 𝑅 =

0.3 𝑚𝑚, the frequency corresponding to the maximum of 𝑍 is reported (Figure 9). 

 

 

Figure 9: (a) Boundary condition 1 (b) Frequency corresponding to the maximum of acoustic impedance 

calculated for different pipe lengths obtained with the analytical and numerical model. The radius of the 

pipe is fixed at R = 0.3 mm. 

The error between the two models can be calculated as:  
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𝐸𝑟𝑟𝑜𝑟 =
𝑓𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 − 𝑓𝐶𝑂𝑀𝑆𝑂𝐿

𝑓𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 + 𝑓𝐶𝑂𝑀𝑆𝑂𝐿

2

× 100 ≈ 0.2 % (3.24)
 

The numerical and analytical model give comparable results which means that for a simple 

pipe without radiation, the ACPR module of COMSOL can be used as a reliable prediction 

tool for the frequency of the generated acoustic wave. 

 

2.4-2. Comparison of results obtained for Condition 2: with radiations 

 

The boundary Condition 2 is closer to the phenomenon that occurs at the openings of a 

pipe in real-life applications. In this case, a length correction must be considered. The 

analytical model calculates the impedance 𝑍 (𝑥 =
𝐿𝑒𝑓𝑓

2
) in the middle of the tube but the 

length 𝐿𝑒𝑓𝑓 is calculated from Equation (3.22) as 𝐿𝑒𝑓𝑓 = 𝐿 + 2𝐶𝐿𝑅. On COMSOL ACPR 

module, a boundary condition can be defined at the opening in order to consider the 

radiation 𝑍𝑟𝑎𝑑 (Figure 5).  

The radiation condition as well as the correction coefficient 𝐶𝐿 are described in the literature 

in case the tube is considered flanged or unflanged. While the unflanged describes a tube 

with extremely thin walls (ID ≈ OD), the flanged describes a tube with extremely large 

walls (OD ≫ ID). In reality, a tube is described between these two extreme conditions. 

- The unflanged pipe 

The unflanged and flanged conditions that are described can be defined for 𝑍𝑟𝑎𝑑 presented 

in Figure 5. However, these conditions affect the propagation of the acoustic wave radiating 

outside the tube. Even if they are accurately considered in 𝑍𝑟𝑎𝑑, it is also necessary to 

observe their effect for a better comprehension of the phenomena. Thus, the COMSOL 

geometry is modified: two air buffers are added at each opening in order to assure the 

continuity of propagation of the acoustic wave outside the tube. (The two geometries: with 

boundary conditions at the openings or with air buffers to assure the propagation of the 

wave outside the tube are equivalent). 

For an unflanged tube, the air buffers are included as two half circles (Figure 10) in the 

geometry in order to not modify the thickness of the tube walls. The length of the tube 𝐿 

is equal to 4.8 mm and its radius 𝑅 equal to 0.3 mm. Figure 10 is observed at ~ 33200 Hz 

corresponding to the maximum of the acoustic wave intensity.  

It is important to note that even if the calculation and the comparison of the numerical and 

analytical model involves the impedances values, it is the propagation of the acoustic wave 

that is interesting in the photoacoustic application. In addition, the maximum frequency of 

the acoustic impedance is retrieved at the maximum of acoustic pressure. 
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Figure 10: Simulation of an unflanged pipe: half circle air buffers added at the each opening of the simple 

tube is order to observe the radiation of the acoustic wave outside the tube (Pa). The length of the tube 

𝐿 = 4.8 𝑚𝑚 and its radius 𝑅 = 0.3 𝑚𝑚. The graph is observed for 𝑓 = 33200 𝐻𝑧 corresponding to the 

maximum amplitude of the acoustic wave. 

 

In the case of an unflanged pipe, the length correction is calculated as [34], [35]: 

𝐶𝐿𝑢𝑛𝑓𝑙𝑎𝑛𝑔𝑒𝑑
=

0.6133 + 0.027(𝑘𝑅)2

1 + 0.19(𝑘𝑅)2
(3.25) 

Therefore, the effective length in the analytical model is calculated as:  

𝐿𝑒𝑓𝑓 = 𝐿 + 2 ∙ 𝐶𝐿𝑢𝑛𝑓𝑙𝑎𝑛𝑔𝑒𝑑
∙ 𝑅, (3.26) 

The effect of the length correction in a case of an unflanged pipe is depicted on Figure 11. 

The length and the radius have an effect on the frequency. Consequently, in Figure 11b, 

the radius is fixed at 𝑅 = 0.3 𝑚𝑚 and the values of frequency corresponding to the 

maximum of impedance are plotted for different lengths. In Figure 11c, it is the length that 

is fixed at 4.8 mm. 
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Figure 11: (a) Boundary condition 2: case of an unflanged pipe (b) the frequency obtained for the 

maximum of acoustic impedance for different pipe length is presented. The radius is fixed at 𝑅 =

0.3 𝑚𝑚. (c) the effect of the radius onto the frequency depicted, the length is fixed at 𝐿 = 4.8 𝑚𝑚. 

In the case of an unflanged simple pipe, the effect of the length and the radius onto the 

acoustic impedance also gives very comparable results. Using Equation (3.24), the error is 

estimated at about 0.2 % calculated on Figure 11c data while the error on the length is 

neglectable. The frequency decreases when the length and the radius increase and a 

variation of 100 µm on the geometric parameters leads to a decrease of  ~ 1000 Hz on the 

frequency. 

-  The flanged pipe 

The observations that are depicted in Figure 10 for an unflanged tube are performed for a 

flanged pipe. The air buffers are included as a quarter of circle in the geometry in order to 

simulate a large wall thickness (Figure 12). The length of the tube 𝐿 is equal to 4.8 mm and 

its radius 𝑅 equal to 0.3 mm. Figure 12 is observed at ~ 32500 Hz corresponding to the 

maximum of the acoustic wave.  
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Figure 12: Simulation of a flanged pipe: quarter circle air buffers added at the each opening of the simple 

tube in order to observe the radiation of the acoustic wave outside the tube. The length of the tube 𝐿 =

4.8 𝑚𝑚 and its radius 𝑅 = 0.3 𝑚𝑚. The graph is observed for 𝑓 = 32500 𝐻𝑧 corresponding to the 

maximum amplitude of the acoustic wave. 

In the case of a flanged pipe, the length correction is calculated as [34], [35]: 

𝐶𝐿𝑓𝑙𝑎𝑛𝑔𝑒𝑑
=

0.82159 − 0.49(𝑘𝑅)2

1 − 0.46(𝑘𝑅)3
(3.27) 

The effective length is calculated in the analytical model as:  

𝐿𝑒𝑓𝑓 = 𝐿 + 2 ∙ 𝐶𝐿𝑓𝑙𝑎𝑛𝑔𝑒𝑑
∙ 𝑅. (3.28) 

 

These approximations are valid for numbers kR ∈ ]0; 3.8[  [34].  

The effect of the length correction in a case of a flanged pipe is depicted on Figure 13. The 

length and the radius have an effect on the frequency. Consequently, in Figure 13b, the 

radius is fixed at R = 0.3 mm and the values of frequency corresponding to the maximum 

of impedance are observed for different lengths. In Figure 13c, it is the length that is fixed 

at 4.8 mm. 
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Figure 13: (a) Boundary condition 2: case of a flanged pipe (b) the frequency obtained for the maximum 

of acoustic impedance for different pipe length is presented. The radius is fixed at 𝑅 = 0.3 𝑚𝑚. (c) the 

effect of the radius onto the frequency depicted, the length is fixed at 𝐿 = 4.8 𝑚𝑚. 

In the case of a flanged simple pipe, the effect of the length and the radius onto the acoustic 

impedance also gives very comparable results, with an acceptable difference of 200 Hz 

between the analytical and numerical model. This difference leads to an error of 0.6% 

calculated using Equation (3.24). As observed in the unflanged model, the frequency 

decreases when the length and the radius increase and a variation of 100 µm on the 

geometric parameters leads to a decrease of  ~ 1000 Hz on the frequency. 

Figure 10 is observed for 𝐿 = 4.8 𝑚𝑚, 𝑅 = 0.3 𝑚𝑚 and an optimum frequency of 33200 

Hz while Figure 12 is observed for the same geometric parameters but for an optimum 

frequency of 32500 Hz. This difference shows the effect of walls thickness onto the 

radiation phenomenon as for the same length and radius, the optimum of acoustic 

impedance is found at frequencies separated by ~ 1000 Hz. 

Through this model of a simple pipe, it was possible to confirm that for 3 different 

configurations, the numerical results obtained from the ACPR module of COMSOL 

provide results that are comparable to an analytical model that is well referenced in the 

literature. In the following parts, the T-shaped mR is designed by adding a small tube at the 

middle of the simple tube. Once again, a numerical and analytical model are adapted to this 

new configuration and their results are compared. 

 

2.5- T-shaped cavity: COMSOL design 

 

The design of the T-shaped geometry is realized on COMSOL as presented in the Figure 

14. In this configuration the symmetry plan in (0, z) and the rotation along z no longer exist. 

Therefore, the tube cannot be designed in a 2D axisymmetric study and has to be 
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represented in its 3D shape. The simple pipe, that we are going to call the “main pipe” (or 

tube), is characterized by its length 𝐿 and its radius R. A union is formed with another tube, 

called the “small tube”. This tube is positioned perpendicularly at the middle of the main 

tube and is characterized by its length 𝑙 and its radius 𝑟.  As for the previous model, the 

tube is filled with air and the constant characterizing the medium are presented in Table 2. 

A schematic representation of the 3D T-shaped model is also presented in Figure 14. The 

propagation axis of the heat source as well as the boundary conditions are depicted.  

 

Figure 14: COMSOL geometry designed for the T-shaped mR and its schematic representation showing 

the geometric dimensions, boundary conditions and heat source propagation axis. The amplitude of the 

acoustic pressure is measured in the following part at the exit of the small tube represented by the red dot 

on the 3D pattern. 

The boundary condition 1 (presented section 2.2) is far from reality thus, not relevant to be 

studied in the present configuration. Only the radiation condition is studied in this section, 

for a flanged or an unflanged tube. 

 

2.6- T-shaped cavity: analytical model   

 

Figure 15: Schematic representation of the T-shaped mR used in the analytical model. 
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A standing acoustic wave generated in an open-open pipe with a small tube at its middle is 

now considered (Figure 15). The model that is described in the following part is based on 

H. Yi et al [5], [6] model proposed for the T-shaped mR used in QEPAS experiments.  

To begin, the main pipe, of length 𝐿, can be separated in two tubes with the same length 

𝑎 = 𝑏 =
𝐿

2
 (Figure 15). The first step consists of defining the acoustic impedances at four 

different points inside the main tube. In the first part of length 𝑎, the acoustic impedances 

𝑍𝑎0 and 𝑍𝑎 are calculated respectively at 𝑥𝑎 = 0 and 𝑥𝑎 = 𝑎. In the second part of length 

𝑏, the acoustic impedances calculated at 𝑥𝑏 = 0 (also corresponding to 𝑥𝑎 = 𝑎) and 𝑥𝑏 =

𝑏 are defined respectively as 𝑍𝑏0 and 𝑍𝑏. 

The acoustic impedances 𝑍𝑎 and 𝑍𝑏 can be calculated from Equation (3.17):  

𝑍𝑎 =
𝑍𝑎0

− 𝑖
𝜌𝑐
𝑆

tan(𝑘𝑎)

𝑍𝑎0
𝑆

𝑖𝜌𝑐
tan(𝑘𝑎) + 1

(3.29) 

and  

𝑍𝑏 =
𝑍𝑏0

− 𝑖
𝜌𝑐
𝑆

tan(𝑘𝑏)

𝑍𝑏0
𝑆

𝑖𝜌𝑐
tan(𝑘𝑏) + 1

(3.30) 

Now that the acoustic impedances in the middle of the tube are defined, let’s retrieve the 

acoustic impedance in the small tube. 

As defined in the previous model of a simple pipe, at resonance the acoustic impedance at 

the nodes is equal to zero. Then,  

𝑍𝑎0
= 𝑍𝑏 = 0. (3.31) 

The acoustic impedance at the node formed by the three impedances 𝑍𝑎 − 𝑍𝑏0
− 𝑍𝑠 can 

be written as in an electrical circuit (Figure 16) [33] (page 487).  

 

Figure 16: Electric representation of three impedances in parallel. 

Thus, we can write:  

1

𝑍𝑎

=
1

𝑍𝑏0

+
1

𝑍𝑠

 (3.32) 
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Using Equation (3.31), it is possible to deduce the 𝑍𝑎 and 𝑍𝑏0 values from Equation (3.29) 

and (3.30). By replacing their expression in Equation (3.32), we obtain: 

 −
𝑖𝜌𝑐

𝑆𝑍𝑠

=
2

tan (
𝑘𝐿𝑒𝑓𝑓

2
)

. (3.33)
 

In order to calculate the length 𝐿𝑒𝑓𝑓 from Equation (3.33), 𝑍𝑠 needs to be defined as 

function of the acoustic impedance at the output of the small tube. From Equation (3.17), 

it is possible to deduce:  

  

𝑍𝑐 =
𝑍𝑠−𝑖

𝜌𝑐

𝑠
tan(𝑘𝑙𝑒𝑓𝑓)

𝑍𝑠 𝑠

𝑖𝜌𝑐
tan(𝑘𝑙𝑒𝑓𝑓)+1

. (3.34) 

𝑙𝑒𝑓𝑓 represents the effective length of the small tube and 𝑠 its cross-section area. 

Once again, at resonance the acoustic impedance at the output of the small tube is equal to 

zero. 

𝑍𝑐 = 0. (3.35) 

𝑍𝑠 can be written as: 

𝑍𝑠 =
𝑖𝜌𝑐

𝑠
tan(𝑘𝑙𝑒𝑓𝑓) . (3.36) 

As 𝑙𝑒𝑓𝑓 is very small, Taylor series expansion of first order can be used to calculate: 

tan(𝑘𝑙𝑒𝑓𝑓) = 𝑘𝑙𝑒𝑓𝑓 (3.37) 

Thus, Equation (3.36) becomes: 

𝑍𝑠 =
𝑖𝜌𝑐

𝑠
𝑘𝑙𝑒𝑓𝑓 (3.38) 

The acoustic conductivity 𝜎𝑠 is introduced: 

𝜎𝑠 =
𝑠

𝑙𝑒𝑓𝑓

(3.39) 

Equation (3.38) can be written as function of 𝜎𝑠: 

𝑍𝑠 =
𝑖𝜌𝑐𝑘

𝜎𝑠

(3.40) 

Finally, by replacing expression (3.40) in Equation (3.33), we can deduce: 

tan (
𝑘𝐿𝑒𝑓𝑓

2
) = −

2𝑘𝑆

𝜎𝑠

(3.41) 
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As 𝐿𝑒𝑓𝑓 designates the geometric value it can only be attributed positive values. Therefore,  

𝑘𝐿𝑒𝑓𝑓

2
= 𝜋 − arctan (

2𝑘𝑆

𝜎𝑠

) (3.42) 

And 𝐿𝑒𝑓𝑓 is deduced from Equation (3.42) as:  

𝐿𝑒𝑓𝑓 =
𝑐

𝑓
(1 −

1

𝜋
arctan (

4𝜋𝑓𝑆

𝜎𝑠𝑐
)) (3.43) 

By adding the length correction, we can calculate the real length of the main tube 𝐿:  

𝐿 = 𝐿𝑒𝑓𝑓 − 2 ∙ 𝐶𝐿 ∙ 𝑅 =
𝑐

𝑓
(1 −

1

𝜋
arctan (

4𝜋𝑓𝑆

𝜎𝑠𝑐
)) − 2 ∙ 𝐶𝐿 ∙ 𝑅, (3.44) 

where 𝐶𝐿 is the correction coefficient defined for flanged and unflanged pipes respectively 

in Equation (3.27) and (3.25). The Equation (3.44) shows that the length of the main pipe 

involved in the calculation of the acoustic impedance relies on the geometric dimensions 

of this small tube. 

 

2.7-   Comparison of the analytical and numerical models 

 

With the analytical model, it is possible to calculate, for a given frequency, the length 𝐿 of 

the tube. Therefore, on COMSOL (numeric), the frequency corresponding to the 

maximum of the acoustic impedance is calculated for different tube lengths. Then, for the 

same frequency, the length 𝐿 is calculated using a python script (analytical). The different 

length values are compared in the case where the T-shaped tube is flanged or unflanged.  

Note that 𝜎𝑠 takes into account the length of the small tube 𝑙. As a radiation is occurring 

from this exit, the length needs to be correct as it is done for the main pipe length 𝐿. The 

correction coefficient is the same 𝐶𝐿 coefficient defined for the flanged and unflanged pipe.  

The results of the analytical and numerical model are presented in Figure 17. This study is 

conducted for different values of 𝐿, in case the geometry is flanged or unflanged. The other 

geometric parameters are fixed:  𝑙 = 0.3 𝑚𝑚, 𝑅 = 0.36 𝑚𝑚 and 𝑟 = 0.25 𝑚𝑚. 
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Figure 17: Comparison of the numerical model of a flanged and unflanged pipe with the analytical model 

of a flanged and unflanged pipe. For a given value of frequency corresponding to the maximum of 

acoustic impedance, the length 𝐿 is reported. 

The results presented in Figure 17 are promising. A difference of approximately 0.1 mm is 

found between the analytical model and the COMSOL simulations leading to a difference 

of approximately 250 Hz on the frequency. Considering this difference, it is possible to use 

the proposed COMSOL model in order to understand the effect of the different geometric 

dimensions onto the generated acoustic wave.  

The effect of 𝑅, 𝑙 and 𝑟 onto the resonance frequency of the acoustic impedance is 

investigated for an unflanged and a flanged tube (Table 3). 

 

Table 3: Evolution of the frequency of the acoustic impedance with the variation of each geometric 

dimensions: 𝐿, 𝑅, 𝑙 and 𝑟 

𝐃𝐢𝐦𝐞𝐧𝐬𝐢𝐨𝐧𝐬 (𝐦𝐦)   𝐅𝐫𝐞𝐪𝐮𝐞𝐧𝐜𝐲 (𝐇𝐳) 

𝐿    

𝑅   

𝑙    

𝑟   

 

While the frequency appears to shift to lower values when the main tube length and radius 

as well as the small tube’s length (𝐿, 𝑅 and 𝑙) increase, the contrary is observed when the 

radius of the small tube (𝑟) increases. This must be considered when designing a new 

resonator. 
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2.8- Comparison of COMSOL results with experimental results 

 

In this section, the COMSOL simulations are compared to experimental values. For this 

purpose, cavities of different lengths are printed using a 3D printing machine.  

One of the most widespread technique used in 3D printing is the Stereolithography (SLA) 

[36]. The working principle is simple: a UV laser is focused onto a photosensitive resin. The 

selective exposition to the laser light induces the polymerization and solidification of the 

resin. Movable mirrors direct the light of the laser into the resin in order to draw the 2D 

pattern. This process is repeated as the 3D pattern is constructed layer by layer (Figure 18).  

 

Figure 18: Schematic representation of the working principle of Stereolithography (SLA). [37] 

The Institute of Electronics and Systems (IES) of the University of Montpellier is equipped 

with a Form3 3D printer from formlabs. The xy resolution of this machine as well as its 

minimum layer thickness ranges around 25 µm. Different cavities are designed using 

CATIA v5 software (Dassault system) and printed using our laboratory facilities. 

The characterization of the cavities is performed through photoacoustic (PA) 

measurements. A DFB QCL laser targeting a water absorption line around 1906 cm-1 is 

focused inside each cavity and a typical microphone used in PAS [38] is positioned in front 

of the small tube to probe the PA signal. The measurement is performed on ambient air 

(Figure 19) 
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Figure 19: Characterization setup of the mR. The PA signal measured with a microphone [9] is retrieved 

by exciting water molecules in ambient air around 5.2 µm. 

During the measurement, the position of the cavity is fixed and the microphone is 

positioned on a xyz stage. The microphone is mounted on a PCB where a hole is drilled to 

have access to the membrane that will be centred in front of the opening of the small tube. 

In order to not perturbate the propagation of the acoustic wave, an optimum position of 

0.75 mm is set between the cavity and the microphone [9]. The response of the microphone 

is retrieved from the PA signal normalized by the response of the microphone. 

Seven cavities with three different lengths of the main pipe are characterized. 𝐿 = 6, 5 and 

4.5 𝑚𝑚. The radius of the main pipe 𝑅 = 0.36 𝑚𝑚, the length of the small pipe 𝑙 = 0.3 𝑚𝑚 

and its radius 𝑟 = 0.25 𝑚𝑚 (Figure 20). The results are compared to COMSOL values and 

presented in (Figure 21). 

 

Figure 20: 3D printed cavities with expected 𝑅 = 0.36 𝑚𝑚, 𝑙 = 0.3 𝑚𝑚 and 𝑟 = 0.25 𝑚𝑚. The length 

𝐿 is equal to 6, 5 and 4.5 mm respectively for mR 6.1, 5.2 and 4.4. 
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The PA signal obtained from the characterization of the different cavities is reported on 

Figure 21 (black squares). The COMSOL results obtained for a flanged (green dot) and 

unflanged (magenta triangle) tube with the expected dimensions are also presented. A 

mismatch of more than 5000 Hz is observed between the experimental and the COMSOL 

model (flanged and unflanged). Different reasons could be at the origin of this error. First 

of all, the roughness of the surface induced by the deposition of the multiple layers during 

the manufacturing of the cavities which can interfere with, or disturb the generation of the 

acoustic wave. Another source of error is also the shape of the openings that are not strictly 

round as expected. A study has shown the effect of different slit shapes onto the measured 

frequency of the acoustic wave characterized with a similar setup [9]. Finally, one major 

source of error that can be studied in this comparison is the size of the small tube radius. 

Indeed, an important error has been observed on the size of this parameters. Therefore, 

for different cavities observed with a microscope, the size of the smallest radii observed 

was around 0.17 mm. Therefore, the COMSOL results that could be obtained for such a 

radius, by keeping the other parameters fixed, are presented for the unflanged (blue triangle) 

and flanged model (red dot) (Figure 21). 

The results show that the frequency switches to smaller frequencies when the radius 

decreases. By taking into account this source of error, the experimental frequency values 

lay between the unflanged and flanged prediction of COMSOL. 

 

 

Figure 21: Comparison of experimental values of frequency obtained from the T-shape measurement of 

the acoustic signal generated in cavities of different lengths with COMSOL predictions for a flanged and 

unflanged model. The radius of the small tube is adapted in order to consider potential error sources on 

the measured frequency. 

The different mRs tested are printed at the same time. For the measurement, three different 

mRs of 𝐿 = 6 𝑚𝑚 and 𝐿 = 5 𝑚𝑚 and two mR of length 𝐿 = 4 𝑚𝑚 (black squares) were 

measured. Except for the last group, the other lengths of mRs do not present the same 

resonance frequency which illustrates the error caused by the manufacturing. By 
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considering these errors on 𝑟 into the COMSOL simulations, the experimental results are 

closer to the flanged model which is expected as the mR is built in a block (resine) and 

cannot be considered as totally unflanged. 

In the next section, we will see that the frequency of the measured acoustic wave generated 

inside the tube as well as its amplitude can be modified when the QTF (acoustic transducer 

used in QEPAS experiments) is placed in front of the mR opening. 

 

3- Multiphysics study of the spectrophone 

 

Relying on the designed model, the propagation of the acoustic wave occurs in the z-axis. 

The QTF used in QEPAS experiments as a signal transducer is introduced to the model as 

a quartz material. The QTF is positioned at the output of the small tube, where the acoustic 

wave exits. The crystallographic orientations of the QTF are defined as presented in the 

Chapter 2. The propagation of the acoustic wave along the z-axis is investigated as well as 

the effect of the position of the QTF onto the frequency of the generated acoustic wave. 

By using the Solid mechanics interface of COMSOL, it is possible to observe the 

mechanical deformations of the quartz element. In order to assure the continuity of the 

acoustic wave outside the walls of the mR, the impedance conditions are replaced by a large 

air buffer. This buffer is built big enough to not perturbate the propagation of the acoustic 

wave and avoid reflection toward the mR. In this configuration, the mR is considered as 

unflanged as the OD = ID. The dimensions of the acoustic cavity are 𝐿 = 7 𝑚𝑚, 𝑅 =

0.36 𝑚𝑚, 𝑙 = 0.3 𝑚𝑚 and 𝑟 = 0.25 𝑚𝑚 and the resonance frequency is observed around 

32 kHz as it is depicted in Figure 17. The surface of this buffer is coarsely meshed to avoid 

long computation time (Figure 22). Additionally, the phenomenon arising far from the mR 

and QTF are not relevant in this study.  

 

Figure 22: COMSOL geometry defined for Multiphysics study. 
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3.1- Propagation of the acoustic wave along the output of the small tube 

The acoustic pressure retrieved from COMSOL simulations and directly involved in the 

mechanical displacement of the QTF is studied. On Figure 23, the red line describes the 

direction is which the acoustic wave exits the cavity and propagates towards the QTF. The 

amplitude of the acoustic wave is studied along this red line, from the middle of the main 

tube to a distance located after the QTF. 

 

Figure 23: COMSOL simulations: the propagation of the acoustic wave is investigated along the z-axis 

represented with the red line. 

 

Figure 24: (a) COMSOL simulations of the propagation of the acoustic wave along the z-axis. (b) 

Corresponding acoustic pressure amplitude (Pa) inside the mR. 

The investigation of the propagation of the acoustic wave along the z-axis shows that less 

than half the amplitude of the acoustic wave generated in the middle of the pipe is measured 

at the output of the small tube and at the QTF position (Figure 24). For the same amplitude 

of heat source (5 ∙ 105 𝑊/𝑚3) the propagation of the acoustic wave in the bare 

configuration was investigated. In this case, the acoustic wave is measured from the middle 

of the QTF toward one of its prongs (along the x-axis). The amplitude of the acoustic wave 

reaching the prongs of the QTF is close to 0.002 Pa. This value shows the amplifying effect 

of the acoustic cavity with approximately a factor 100 between the two configurations. 
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Using COMSOL as a tool, by changing the shape of the resonator, its dimensions and by 

adapting the position of the two elements composing the spectrophone, it is possible to 

observe the variations of the acoustic pressure along this axis and maximize its amplitude. 

In [9] instead of using a cylindric small tube, the shape has been experimentally modified 

and, for the same geometrical dimensions of the main tube, different frequencies were 

observed as well as an enhancement of the acoustic wave measured with a microphone.  

 

3.2- QTF prongs displacements and charges generation 

The displacements of the QTF generated by the acoustic wave can be observed when 

combining the ACPR and the Solid mechanics interface. For two different frequencies, 29 

kHz and 32.1 kHz, the generated displacement of the QTF and the acoustic pressure are 

observed on Figure 25. 

 

Figure 25: COMSOL simulations: mechanical displacement of the QTF generated by the acoustic wave 

for different frequencies. The QTF is located around 50 µm from the opening of the small tube along the 

z-axis. Along the y-axis, the top of the prongs are located at 0.3 mm from the centre of the small tube and 

centered along the x-axis. 

A zero displacement condition is imposed to the base domain of the QTF. A higher 

amplitude of the acoustic wave is observed around 32 kHz. These values are not presented 

in this graph as it was meant to observe the in-plane displacement of the QTF. The current 

QTF that is represented in these simulations is built in different blocks assembled with an 

union condition. It is necessary to redesign this QTF in order to observe the resonance 
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frequency at 32 kHz (as for commercial QTFs) because, in the current configuration, the 

defined boundary conditions do not reflect the real physical constraints of the QTF.  

The electrical charges generated by the displacement of the QTF prongs can be calculated 

using the following equation [39]:  

𝐼

𝑥𝐿

= 3.42 × 𝑓 ×
𝑡𝑤

𝑦
, (3.45) 

where I is the generated electrical charges (A) per displacement unit (m). 𝑓 is the frequency 

in Hz, 𝑡, 𝑤 and 𝑦 are respectively the thickness, the width and the length of the prongs (m). 

The generated electrical charges are calculated in Figure 26. 

 

 

Figure 26: Electrical charges generated by the displacement of the QTF prongs. The values of the 

displacement is measured at the top the QTF and calculated with Equation (3.45). 

The electrical charges were calculated with Equation (3.45), however, further improvement 

of the model implies the introduction of the Piezoelectric module of COMSOL into this 

Multiphysics model to correctly observe the generated charges. 

 

3.3- Optimum QTF position 

The effect of the position of the QTF on the resonance frequency and the amplitude of the 

acoustic wave is investigated in this section. The acoustic wave is measured  at the output 

of the small tube, at the distance separating the opening of the tube from the QTF prongs. 

Mathematically, positioning the QTF in front of the small tube induces a change of the 

acoustic conductivity of the tube which induces a different length correction [6]. The 

investigation of the Q-factor and the resonance frequency of the QTF has been performed 

when moving the QTF in the x-y-z directions [9].  
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The objective being to optimize the acoustic wave amplitude, this study can be performed 

in order to find a compromise between the amplitude of the acoustic wave collected 

between the prongs of the QTF and the optimum position of the QTF that does not affect 

the generation and the propagation of this wave at the frequency that is defined by the 

dimensions of the cavity. 

 

Figure 27: COMSOL simulations: frequency and amplitude of the acoustic wave measured at the output 

of the small tube when moving the QTF along (a) the x-axis: the position on z-axis = 0.14 mm and on y-

axis = 0.3 mm above the centre of the small tube, (b) the y-axis: the QTF is centred along the x-axis and 

the position along z-axis = 0.14 mm) and (c) the z-axis: the QTF is centred along the x-axis and the 

position along y-axis = 0.3 mm above the centre of the small tube. 
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The amplitude of the acoustic wave as well as its frequency is measured: 

- When the QTF is moving along the y axis: the amplitude of the acoustic wave 

increases as long as the QTF’s prong appears in front of the small tube. The 

frequency follows the opposite trend. However, a stabilization of both values is 

observed around y=0.5 mm where the prongs of the QTF are above the top of the 

small tube. 

- When the QTF is moving along the x axis: again, in this study, the frequency and 

the amplitude of the acoustic wave follow two opposite trends. While the QTF’s 

prongs are moving along the x axis, the frequency shift to lower values when the 

opening is obstructed with the surface of the prongs. Simultaneously, the amplitude 

of the acoustic wave reaches a maximum value. 

- When the QTF is moving along the z axis: when the prongs of the QTF are in 

contact with the surface of the small tube, the amplitude of the acoustic wave as well 

as its frequency shows outlier values. When the QTF is moving far from the mR, 

the amplitude of the acoustic wave decreases. 

Finally, these observations show that the QTF interferes with the generation of the acoustic 

wave at the predicted frequency. The optimum of the photoacoustic signal should be 

obtained for the maximum of acoustic pressure amplitude. Along the x-axis, the QTF must 

be positioned at x=0 in order to symmetrically excite the two prongs. The optimization of 

the position of the QTF can be observed from the y and z-axis. Finally, these observations 

follow what has been observed experimentally for the photoacoustic signal [9]. The acoustic 

pressure is maximized when the QTF is the closest in the z-axis to the mR and when the 

latter is positioned around 0.7 mm from its top part. 

 

Conclusion  
 

This chapter constitutes a comprehensive study of the acoustic cavity used to enhance the 

sensitivity of the QEPAS sensor. The development of the analytical model helped in the 

validation of the COMSOL (numerical) model. The Multiphysics model can be used as a 

tool to optimize the acoustic wave generation and observe the behaviour of different 

geometries comparable, for example, to what is used in musical instruments to amplify the 

sound. In order to use COMSOL as a prediction tool, the current model has to be more 

representative of the real-life design and further development must be performed in the 

fabrication of the mR. The off-beam configuration with 3D printed mRs presenting a 

resonance frequency that is closest to the QTF’s are used to perform the measurements 

conducted in the next chapter.   
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Chapter 4 

Quartz enhanced photoacoustic 

spectroscopy for breath analysis 
 

The first part of this chapter is dedicated to the adaptation of the QEPAS setup to breath 

analysis and the implementation of a breath sampling system to ensure repeatable 

measurement conditions.  

In the second part of this chapter, calibrated measurements of CO, NO, isoprene and 

acetone as well as breath measurements using the previously presented sampling system are 

proposed. 

Finally, the QEPAS setup is combined with the Medisoft Ergocard apparatus used at 

Montpellier Hospital (Clinical Physiology department) in order to perform real-time breath 

measurements associated with capnography and flow assessment. 

 

1- Humidity effect on QEPAS stability  

 

QEPAS has been used as a detection technique in many applications such as environmental 

gas detection [1], exhaled breath analysis [2] or for food-industry (detection of ethylene). 

Measurements performed in laboratory conditions, under standardized procedures, with 

calibrated gas bottles and controlled humidity and temperature are very simple to perform: 

the light of the laser is focused inside the gas cell containing an already known concentration 

of the target gas and, from the data acquisition system, the user receives a magnitude 

(voltage) corresponding to this concentration. However, on-field measurements can be 

more challenging. The previously cited parameters, often characterizing the working 

environment, can act in a non-neglectable way on the stability of the sensor. In real-life 

application, the variation of the humidity, temperature, flow and their effect on the 

measurement cannot be controlled or predicted.  

The QEPAS signal is usually defined as proportional to the power of the laser source, the 

absorption coefficient of the gas and Q-factor of the QTF and inversely proportional to its 

resonance frequency. The very high quality factor of the QTF makes QEPAS almost 

immune to background noises but at the same time very sensitive to frequency drifts. 

Nevertheless, if environmental conditions cannot be controlled or predicted, the frequency 
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and the Q-factor are, alternatively, two experimental values that can be taken into account. 

Different teams working on QEPAS measurements have faced these issues by developing 

techniques relying on the measurement of the frequency and the Q-factor in order to 

correct their variations [3]–[5].  

In a previous project conducted in our laboratory, R. Rousseau has developed a technique 

to measure the QTF’s parameters and perform a correction in order to stabilize the QEPAS 

signal. Indeed, before any QEPAS measurement, the resonance frequency of the QTF is 

measured by the mean of an electrical excitation as presented in Chapter 2 section 3.3. This 

value is used simultaneously by the LIA as a reference frequency for the demodulation of 

the measured signal and for the modulation the laser. During QEPAS measurement, if the 

frequency of the QTF is affected by any outside variations, it is possible to lose information 

related to the amplitude of the signal as the reference of the LIA and the resonance 

frequency of the QTF are no longer matching. It is sometimes not possible to perform an 

electrical characterization of the QTF during the analysis of a gas sample, especially if the 

application is targeting real-time measurement, as this method can take up to 10 seconds to 

be completed. Therefore, by using the method presented in Chapter 2 section 3.3, it is 

possible, in about one second, to measure the frequency and the Q-factor of the QTF and 

perform a correction of the LIA parameters in case of variation [6].  

 

1.1- Effect of humidity on the QTF frequency and Q-factor 

1.1-1. Experimental setup 

 

As the exhaled breath is saturated in terms of relative humidity, the resonance tracking 

method presented in Chapter 2 is implemented in order to understand the effect of this 

parameter onto the resonance frequency and Q-factor of the QTF and the stability of the 

QEPAS signal. In this part, three different QTFs are compared: commercial QTF and two 

types of custom QTFs especially designed for QEPAS experiments. These QTFs have been 

provided as part of a collaboration between our laboratory and the Polysense team from 

the University of Bari (Italy).  

These QTFs are characterized by larger prongs spacing (~1 𝑚𝑚) which makes the 

alignment of the laser more comfortable and helps avoiding the photothermal perturbations 

especially with long wavelength laser presenting larger beams. Moreover, these QTFs are 

also more adapted to the detection of slow relaxing molecule as they present lower 

resonance frequencies that are closer to the relaxation frequency of some gases such as CO 

or NO. 

The custom QTFs used in this study are presented in Figure 1 and their dimension are 

compared to the commercial QTFs in Table 1. 
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Figure 1: From left to right, the QTFs are referenced as: AV-08, T1-08 and commercial (NC38LF by Fox 

Electronics). 

 

Table 1: Comparison of the dimensions of each category of QTF. 

Ref QTF 
Prong length 

 (mm) 

Prong width  

(mm) 

Prong spacing  

(mm) 

AV-08 16.0 1.2 0.8 

T1-08 
Base: 7.0 Base: 1.4 

0.8 
Head: 2.4 Head: 2.0 

Commercial ~3.8 0.6 0.3 

 

The effect of the temperature on the frequency of the QTF is well known and specified by 

manufacturers. The frequency evolves in a parabolic shape when the temperature increases. 

The effect of the humidity on the different parameters characterizing the QTF, meaning 

the resonance frequency and the quality factor was questioned as soon as the QTF was 

diverted from its intended use in vacuum. In this section the effect of humidity on different 

QTFs is compared. In the chapter 2, the characterization setup that is used to perform this 

study has been detailed.  

As a reminder, the measurement is based on the investigation of the beat frequency 

recorded from the QTF in response to an external sinewave excitation of amplitude 𝑉𝑒𝑥𝑐 

and frequency 𝑓𝑒𝑥𝑐 . The period of the beat frequency informs on the frequency of the QTF 

𝑓0 and its envelop describes the Q-factor 𝑄 (Equation (2.34), (2.35) Chapter 2). 

 

The optimum excitation parameters for the commercial QTF were assessed in the chapter 

2. The same experiment has been conducted for the two categories of custom QTFs. The 

first step consists of fixing 𝑉𝑒𝑥𝑐 and measure the beat signal for a certain value of 𝑓𝑒𝑥𝑐 . The 

second step is the measurement of different excitation amplitudes 𝑉𝑒𝑥𝑐 at a fixed 𝑓𝑒𝑥𝑐 . These 

experiments are conducted for 1 minute at a rate of 1 Hz, each. The results are presented 

in Figure 2 and summed up in Table 2.  
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The optimum is chosen for values presenting the smaller deviations. 𝑓𝑒𝑥𝑐 is chosen small 

enough as long as 𝑓𝑒𝑥𝑐 ≠ 𝑓0 and 𝑉𝑒𝑥𝑐 is chosen big enough to avoid errors on the 

measurement but small enough in order to not saturate the input of the LIA. 

 

Table 2: Resonance frequency, Q-factor and optimum values characterizing the sinewave excitation: fexc 

(Hz) and Vexc (mVpp), for each QTF. 

Ref QTF 
𝒇𝟎  

(Hz) 
𝑸 

|𝒇𝒆𝒙𝒄 − 𝒇𝟎|  

(Hz) 

𝑽𝒆𝒙𝒄  

(mVpp) 

AV-08 3800 7500 2 100 

T1-08 12450 15000 3 100 

Commercial 32750 8000 20 100 

 

 

Figure 2: Investigation of the optimum excitation frequency and amplitude of the sinewave (𝑓𝑒𝑥𝑐, 𝑉𝑒𝑥𝑐) for 

each QTF. (a-b) respectively corresponds to |𝑓𝑒𝑥𝑐 − 𝑓0| and 𝑉𝑒𝑥𝑐 for the AV-08 group and (c-d) to 

|𝑓𝑒𝑥𝑐 − 𝑓0| and 𝑉𝑒𝑥𝑐, respectively, for T1-08 group. The measurement conducted for the commercial 

QTF are presented in Chapter 2 section 3.3. 

In order to ensure a stabilized and controlled humidity, the measurements were performed 

in a humidity chamber (ESPEC SH-242). Different humidity steps are generated, from 30 

to 90% of relative humidity (%RH) with an increasing step of 10%. Each humidity step 

lasts 20 minutes to make sure that the humidity in the chamber is completely stabilized. At 
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the end, two steps of 50 and 30 %RH are added to assure the repeatability of the 

measurement. The temperature in the chamber is kept constant at 22 °C.  

 

1.1-2. Required accuracy on the QTF parameters during QEPAS  

 

An important specification to have for industrial sensors is the accuracy on the displayed 

values (concentrations, signal amplitude). Most gas sensors assure an accuracy of a few 

percent, therefore, this criterion has been followed in the subsequent definitions. The 

QEPAS signal is the final value displayed by the sensor. Thus, an acceptable relative error 

of 1% is established. The accuracy that needs to be reached on 𝑓0 and 𝑄 to not exceed this 

1% error is calculated as follows:  

ΔS

S(f0)
< 0.01 (4.1) 

The QEPAS signal is represented by a Lorentzian lineshape, centered at 𝑓0, the resonance 

frequency of the QTF. The response of the QTF is electrically represented with the well-

known Butterworth-Von Dyke (BVD) model. This model has already been introduced in 

Chapter 2 section 3.3 showing that the QEPAS signal is proportional to the squared 

admittance of the QTF, representing a Lorentzian function: 

S2(f, Q) =
CQ2

1 + (
2Q(f − f0)

f0
)

2 (4.2)
 

In this equation, C is a constant that is related to the transimpedance gain (107) and the 

BVD model parameters which are included in 𝑓0 and 𝑄 as well. 

The defined 1% amplitude error can be associated to an error on the measured frequency 

Δ𝑓0. 

By isolating 𝑓 in Equation (4.2), we obtain:  

f(S) = ±
f0

2Q
√

CQ2

S2
− 1 + f0 (4.3) 

The frequency error Δ𝑓0 for a commercial QTF with a 𝑓0 = 32 kHz and a 𝑄 = 8000 in 

atmospheric conditions is found noting that: 

S2(f0) = CQ2, (4.4) 

Thus,  
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Δ𝑓0 = |𝑓0 − 𝑓(𝑆 − Δ𝑆)| =
𝑓0

2𝑄 √

1

(1 −
𝑆(𝑓0)

Δ𝑆
)

2 − 1 (4.5)
 

 

Δ𝑓0 =
32 × 103

2 × 8000
√

1

(1 − 0.01)2
− 1 = 0.28 𝐻𝑧. (4.6) 

 

As the QEPAS signal at resonance (𝑓 = 𝑓0) is linearly related to the Q-factor, the error on 

the latter is easily estimated as: 

Δ𝑄

𝑄
=

Δ𝑆

𝑆(𝑓0)
 ↔ Δ𝑄 = 0.01𝑄 = 80. (4.7) 

 

Figure 3 represents the variation of the frequency in green corresponding to a 0.28 Hz shift 

and the variation of 80 on the Q-factor in blue both leading to a relative error of 1% on the 

QEPAS signal, shift free, represented in black. 

 

 

Figure 3: The QEPAS signal is associated to a Lorentzian curve centered at 32.768 kHz with a Q-factor of 

8000. The frequency response of the shift-free QEPAS signal is represented in black and present a 

maximum value at f = f0. The frequency response is represented for a frequency shift of 0.28 Hz (green) 

and a Q-factor reduction of 80 (blue). The intersection of the two curves at f = f0 corresponds to the 1% 

error calculated on the QEPAS signal [4]. 

For both types of custom QTFs, the same 1% error is estimated on 𝑓0 and Q according to 

their values. The results are described in Table 3. 
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Table 3: Variations of f0 and Q, respectively, Δf0 and ΔQ, leading to 1% error on the QEPAS signal, 

reported for each group of QTF. The calculation is performed on the fundamental mode. 

Ref QTF 
𝒇𝟎  

(Hz) 
Q 

𝜟𝒇𝟎 
(mHz) 

𝜟𝑸 

AV-08 3800 7500 36 75 

T1-08 12450 15000 60 150 

Commercial 32750 8000 280 80 

 

1.1-3. Experimental results 

 

The study of the variation of the QTF parameters was made following two steps:  

- Investigating the deviation of 𝒇𝟎 and 𝑸 during a stabilized value of humidity 

(arbitrary measured for 70 %RH) as it could be the case in a QEPAS experiment 

with controlled humidity (for example breath sensing with controlled humidity). 

- The difference of mean values of 𝒇𝟎 and 𝑸 between 30% and 90 %RH is 

investigated considering the case of a real-life measurement where the humidity 

would increase rapidly (for example breath sensing with no control of the humidity). 

 

The presented results are interpreted on the basis of an acceptable error of 1% on the 

QEPAS signal. The calculated variation of f0 leading this 1% error were equal to 0.28, 0.036 

and 0.06 Hz respectively for commercial, AV-08 and T1-08 group. 
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Figure 4: Frequency and quality factor measurement for different humidity steps with a fixed temperature 

of 22°C. Humidity and temperature data were collected from the humidity chamber software. Variation of 

f0 and Q were measured with a LabVIEW program. a) commercial QTF, b) AV-08 and c) T1-08. The 

time constant of the LIA was set to 1 ms for proper BF demodulation. The study of f0 and Q variation 

for different steps of humidity was performed in two conditions described in blue and orange dashed lines 

(a). 

 

Figure 4a describes the variation of the commercial QTF parameters. It shows a shift of 

approximately 2 Hz when varying the humidity from 30 to 80 %RH and about 1.5 Hz 

between 80 and 90 %RH which represents a maximum shift of about 3.5 Hz between the 

lowest and the highest value of humidity. On a constant value of humidity, f0 variations 

were very small: 0.025 Hz. The same investigations were realized for the custom QTFs 

and the results are summarized in Table 4. For each QTF, the largest shift of f0 is occurring 

at 90 %RH. The variation of f0 when moving from 80 to 90 %RH was approximately equal 

to the shift occurring when the humidity was increased from 30 to 80 %RH. It is also at 90 

%RH that the largest error on the temperature was observed. It could be estimated that 

this error, approximately equal to ±0.2 °C, occurred due to the difficulties to keep this 

humidity value stable. 

On a constant value of humidity, i.e. by keeping the humidity level stable during the 

experiment, both commercial and custom QTFs presented non-significative variations of 
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their resonance frequency showing that the characterization setup is stable and accurate. In 

fact, there was approximately a factor of 0.1 between measured variations of f0 and 

calculated values leading to 1% of error for each group of QTFs. 

The comparison of frequency variations between 30 and 90 %RH showed a difference in 

behavior between custom QTFs and commercial ones. Several commercial QTFs were 

tested, the dispersion of the data shows unpredictable variations in high humidity 

conditions (80-90 %RH) whereas, both groups of custom QTF presented sustainable 

variation in the same conditions. For commercial QTFs the variations of 𝑓0, ranging 

between 0.5 and 3 Hz, was above the acceptable defined values. In this comparison, the 

AV-08 group (Figure 4b) presented more stable results than the T1-08 (Figure 4c). The 

measured values for AV-08 (resp., for T1-08) were about 0.0055 (resp., 0.05) and were 5 

times (resp., 1.2 times) smaller than the calculated values. 
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Table 4: Comparison of measured variation of f0 and Q to the related calculated variation leading to 1% error on the measured QEPAS signal. The measured 

variation of f0 and Q are obtained by varying the humidity between 30% and 90 %RH. 

 

 Variations of 𝒇𝟎 (Hz) Variations of Q 

 Target Experimental Target Experimental 

 
Calculated for 

1% error 

Inter-step 30-90 

%RH 

Intra-step 70 

%RH 

Calculated for 

1% error 

Inter-step 30-

90%RH 

Intra-step 

70 %RH 

Commercial 

(presented) 
0.280 3.5 0.025 80 391.5 22.7 

Statistics on 

commercials  
0.280 1.105±1.612 0.01±0.01 80 365.7±393.1 19.1±2.8 

AV-08 A 0.036 0.0055 0.0035 75 10 100 

AV-08 B 0.036 0.0087 0.0058 75 86 60 

T1-08 A 0.06 0.052 0.0064 150 40 300 

T1-08 B 0.06 0.041 0.0042 150 381.7 250 
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In Table 4, the results are presented for a commercial QTF and for each group of custom 

QTFs. Several measurements were performed on commercial QTFs and mean values were 

extracted from these experiments including 6 QTFs.  

While we are still uncertain about the origin of the high dispersion observed on commercial 

QTF, one must consider the necessity to perform additional measurements on each group 

of QTF in order to build a statistic and potentially observe a trend. Further measurements 

for a better understanding of the humidity effect may imply the development of custom 

QTFs with dimensions that are closer to the commercial ones. 

The irregular variation of f0 leads us to focus our concern on this crucial parameter that is 

taken into consideration at different stages in the experiments. However, the inconsistent 

variations of the quality factor are more complex to describe. For commercial QTFs, the 

variation of Q from 30 to 90 %RH might be a cause of instability in the system while they 

are acceptable on a constant humidity value. For custom QTFs, the observation of the 

variations of Q could not lead to the definition of a trend.  

Different observations that need to be investigated, can be proposed to explain f0 and Q 

variations:  

- During measurements presented in Figure 4, the QTF was connected to a metallic 

support and that support was in mechanical contact with the metallic surface of the 

humidity chamber. The mechanical vibrations of the support as well as the air flow 

generated by the fan present inside the chamber can possibly be the cause of this 

“degradation” observed on Q. It was even more pronounced for custom QTF due 

to their higher length and thinner thickness. Measurements presented in Figure 2 

were performed on constant humidity level. These measurements were performed 

before launching the machine, i.e. with the machine’s door open, thus the condition 

of temperature and humidity inside the chamber are equal to the ambient ones. The 

dispersion observed in this figure, for the chosen parameters (|f0-fexc|= 20 Hz and 

Vexc= 100 mVpp), is less significant than what was reported during the measurement 

performed with humidity variations.  

- QTFs have been exposed to high levels of humidity. Experiments presented in this 

paper were conducted at least two times. The surface of the QTFs was observed 

with a microscope. However, with a magnification down to 100x, no physical 

degradations of the QTFs was noticed. Consequently, these observations cannot 

explain the variation of 𝑄, neither 𝑓0. 

- In the literature, the effect of humidity on the resonance frequency was investigated 

when using QTFs as humidity sensors as they can be very sensitive to mass changes 

[7]. Hygroscopic coating was added on the QTFs prongs and the effect of different 

coating thickness investigated. The variations were measured with an oscillating 

circuit: the shift of the frequency is negative when humidity increases and more 

pronounced for a thicker coating as the surface for water deposition is increased. In 
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the investigation of QTF as humidity sensor [7], the presence of small water droplets 

settling on the surface of the prongs due to their roughness was considered . This 

added non-uniform mass can be a cause of the observed damping.  

 

Even if they were not especially designed for photoacoustic sensing, commercial QTFs 

present very comparable QEPAS performances to custom QTFs as long as the humidity is 

stabilized during the measurement. In that case, commercial QTFs remain a cheaper, 

smaller and efficient option for gas sensing. Nevertheless, in some applications such as 

breath analysis, the relative humidity can reach 90 % at the end of the exhalation, implying 

a large increase of the humidity in the sensor usually operating at room humidity. The results 

obtained through these measurements showed more reliable performances of custom 

QTFs in that case while commercial QTFs’ behavior can be unpredictable. 

 

Although custom QTFs are especially designed to resonate at lower frequencies, adapted 

to match the relaxation frequency of some slow relaxing gas detected in photoacoustic 

applications and even though they seem to be more stable to drastic humidity changes, we 

decided to keep working with commercial QTFs. Indeed, commercial QTFs are widely 

available and cheaper. Their small size opens up the way to the miniaturization of the gas 

cell thus, the sensor. Moreover, the previously presented results shows a very good stability 

of these devices if the humidity is maintained stable. Regarding humidity, as presented in 

chapter 2, this parameter has a significant impact in the process leading to the generation 

of the acoustic wave. The direct consequence of that phenomenon is that for a fixed 

concentration of gas (if its relaxation path through water relaxation is prevailed), different 

magnitudes can be measured for different humidity levels. In the chapter 2, this effect was 

demonstrated on some molecules such as CO and NO, leading to an enhancement of the 

PA signal by a factor of 10 (in the case of CO). Therefore, it is crucial to be able to control 

the humidity and avoid working in highly variable environment if we are not able to 

compensate its effect.  

The humidity in the breath is not stable and its level can be different from one subject to 

the other. In the 1st chapter, we mentioned the importance of working in standardized 

conditions is order to avoid false measurements. Therefore, the humidity must be stabilized 

and the use of the commercial QTFs seems justified.  

The following part of the chapter are dedicated to the development of a bubbling bath used 

to stabilize the humidity.  
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1.2- Stabilization of the humidity: homemade bubble bath 

 

In this manuscript, two techniques used to stabilize the humidity in a gas mixture are 

described. In this section, the bubbler humidifier is presented. In the last part of this 

chapter, membranes designed with Nafion material are described. 

The humidifier which function is to stabilize the humidity coming from the exhaled breath 

constitutes the first stage of the breath sampling system. Bubbler humidifiers are one of the 

most common way to humidify and stabilize the humidity in a gas mixture. In the rest of 

the chapter we are going to call it a bubble bath or bubbler. The principle is as simple as its 

fabrication: the gas is humidified in a water container. The gas arrives in a tube immersed 

in the water where multiple small holes are drilled (Figure 5). Bubbles are formed and 

charged in humidity by rising to the surface where they can exit from the container by a 

tube kept outside of the water. By implementing this bubble bath, the objective is to 

stabilize and decrease the humidity during the breath measurement. 

 

 

Figure 5: Bubble bath used in breath measurement and immerse tube with small drilled holes conducting 

to the generation of air bubbles.      

The exhaled breath temperature ranges around 33 °C and is basically saturated in relative 

humidity (95 %RH). Despite the fact that the humidity is variable between each subject, if 

the exhaled breath is directed directly to the gas cell, condensation will certainly occur on 

the “metallic” walls of the cell and windows as they are close to room temperature. Figure 

6 describes this phenomenon. 
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Figure 6: Dew point as function of the temperature, for different relative humidity. The exhaled breath 

condensates around 30 °C meaning that inside the gas cell, that is close to 22 °C, condensation may occur. 

[8] 

 

As long as the bubble bath helps to stabilize the humidity in order to not disturb the 

frequency of the QTF and allows it to reach a low level to prevent this condensation 

phenomenon, the final value of the relative humidity at the exit of the bubble bath is not 

important to define.  

In addition, in this sampling system, the measurement is carried out through the complete 

expiration of the physiological volume. Consequently, the bubble bath has to be “passive” 

and not act as a resistance for the subjects during exhalation.  

On a more technical level, the response time of the sensor must be affected as little as 

possible. For that purpose, the volume of the bubble bath was reduced as much as possible 

and its characteristics as function of the temperature and its effect on the QEPAS signal 

are investigated in the next sections through an empirical study. 

 

1.2.1- Temperature effect on humidity level 

 

The aim of this experiment is to assess the effect of the bubble bath temperature onto the 

relative humidity of the gas arriving to the QEPAS gas cell after passing through the 

bubbling water system. 

The humidity level in the gas cell is measured by the mean of a humidity sensor (HIH-4000 

Series) and the data are recorded from an Arduino board on a LabVIEW program. The 

accuracy of the sensor ±3.5 %RH and its response time close to 5 seconds.  
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The experimental setup is simple: dry N2 is flushed through the bubble bath with a flow of 

about 1 L/min and the humidity level is measured after humidification of the dry gas in 

water at ambient temperature (tap water temperature close to 19 °C) and close to 6 °C. In 

order to decrease the temperature of the bubble bath a water coil, in which water close to 

3°C circulates, is soldered onto the bubble bath. Thermal paste is added in order to facilitate 

the conduction and the system is enclosed into a foam sheath.   

On Figure 7 the result of this first experiment is presented. The dry N2 is humidified 

through the bubbler and the humidity is stabilized at a certain value for each water 

temperature. Indeed, when the bubble bath is kept at room temperature, the measured 

humidity level in the gas cell is close to 90 %RH. When the bubble bath is close to 6 °C, 

the level of humidity is stabilized at around 40 %RH.  

 

 

Figure 7: Relative humidity measured inside the QEPAS gas cell after flushing dry N2 through the bubble 

bath maintained at room temperature (black) and close to 6°C (red). The N2 flush is maintained at 1 

L/min. 

The capacity of a gas to hold water decreases as its temperature decreases. This value is 

expressed in kg of water vapor per kg of air and depends of the temperature of the gas. 

Therefore, the bubble bath is efficiently working, if the gas at the output of the bubbler is 

saturated (100 %RH) in water vapor. In that case, the humidity ratio ranges close to 0.014 

kg/kg and 0.006 kg/kg respectively at room temperature and at 6°C. Which is in line with 

the fact that the air holds less water at lower temperatures. When the gas exits the bubble 

bath, the tubes and the gas cell are closer to 20-22°C. The humidity ratio remains the same 

but the relative humidity changes from 100 %RH to ~40 %RH and 80 − 90 %RH 

respectively for the gas humidified at 6 °C and at room temperature. This phenomenon can 

be explained by Figure 8.  
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Figure 8: For different relative humidity and temperature, the humidity ratio is calculated. The red lines 

describe the gas humidified at 6 °C and arriving to the gas cell around 20°C and the yellow lines describe 

the gas humidified around 19°C. 

The efficiency of the bubble bath depends on different parameters including the flow rate 

of the gas, its residence inside the water, the length of the immersed tube and the size of 

the holes. These parameters were not investigated in this manuscript. However, when 

humidifying the air through water around 6°C, the relative humidity will be close to 40 

%RH at 20°C and lead to a dew point around 7.5 °C, which helps preventing condensation 

on the cell’s walls and windows.  

The effect of the cold bubble bath is then observed on the exhaled breath. The humidity 

inside the gas cell is measured with the humidity sensor presented above. First the subject 

is exhaling into the cold bubble bath and the output gas is directed to the gas cell (left Figure 

9). Then, the subject is exhaling directly into the gas cell (right Figure 9).  

 

Figure 9: Left: the effect of the cold bubble bath (6°C) is measured on the exhaled breath. Right: the 

exhaled breath is directly sent to the gas cell. The black arrow shows the beginning of the exhalation and 

the red arrow shows the end of the exhalation. 
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The conducted experiments show that it is possible to stabilize the humidity coming from 

the breath by the mean of a bubble bath while reducing its level by changing the 

temperature of the bath to lower values. Thus, it is possible to keep the humidity close to 

40 %RH in order to avoid working in extreme conditions that are more severe for the 

transducer as predicted in section 1 of this chapter. 

 

1.2-2. The effect of temperature on the shape of the signal  

 

During the first trials experimenting the measure of exhaled breath gases with a QEPAS 

sensor, one major issue was the shape of the signal. Basically, the concentration of gas, here 

carbon monoxide from the breath, rises to a certain value but starts to decrease even if the 

subject is still exhaling, which is not correct according to the expirogram of CO where an 

end tidal plateau should be observed [9]. This abnormal peak is mostly due to a frequency 

perturbation, as shown by the result of the section 1 of this chapter, caused by the high 

amount of humidity introduced into the gas cell. In fact, during these first trials, the gas cell 

was flushed (rinced) with dry N2 and the breath measurement were conducted through the 

bubble bath. The humidity inside the cell increases from 0 to around 90 %RH which could 

cause a high drift of the frequency and a loss of signal. Therefore, in the following 

measurements, the effect of different humidity levels is assessed.  
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Figure 10: (a-c) Photoacoustic signal measured for 1 ppmv of CO in different experimental conditions. 

The humidity and the temperature (thermistor) are measured inside the gas cell. (a) QEPAS signal 

measured on dry CO. (b) QEPAS signal measured on wet CO: the humidification is done with the 

bubbler at ambient temperature. During (a) and (b) the humidity is kept constant in the gas cell. (c) The 

gas cell is flushed with dry N2 and the QEPAS signal measured on wet CO, humidified with the bubbler 

at ambient temperature. (d) QEPAS signal from breath CO: by exhaling directly into the gas cell (first 

part) and by exhaling through the cold bubbler (6°C) (second part). 

The measurements are conducted on a CO absorption line around 𝜆 = 4.6 µm. A calibrated 

concentration of dry carbon monoxide (1 ppmv) in N2 is used. During these measurements 

the temperature and the current of the laser are fixed. The first measurement is conducted 

on a dry sample of CO (Figure 10a). The signal increases when the gas is introduced to the 

gas cell and reaches a plateau around 0.15 mV. The humidity is stabilized close to zero 

during the experiment (blue curve). In the second experiment (Figure 10b), the humidity 

of the cell is stabilized at around 95 %RH (blue curve). First, dry N2 is flushed through the 

bubble bath at room temperature (N2, wet). When the humidity in the gas cell is stabilized, 

CO is flushed through the bubble bath into the gas cell (CO, wet), the signal increases, 

marking a little inflection before completely stabilizing at around a magnitude of 1.2 mV. 

If the measurement at a settled value of humidity seems to reach a plateau, it is not the case 

if the humidity varies drastically when the gas is introduced to the gas cell. Indeed, Figure 

10c shows that the signal, when passing from 0 to 90 %RH (reached respectively with dry 

N2 flush and wet CO), is not reaching a plateau even after a long period of time (dashed 

red line). 
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With the purpose of understanding the consequence of these last observations upon the 

breath humidity and analysis, we conducted two different experiments (Figure 10d). In 

these experiments the humidity of 50 %RH is reached by humidifying the gas through the 

bubble bath around (6°C-8°C). For the first expiration (delimited with the black dashed 

lines) the subject is asked to exhale directly into the gas cell without passing by the 

humidifier which results in an increase of the humidity and the signal of CO. However, it 

is possible to observe that the signal starts to decrease even if the subject is still expiring 

through the gas cell. For the second expiration, the subject is exhaling through the cold 

bubbler. The results show a stabilization of the signal during the whole exhalation 

procedure and a plateau reached for end tidal part. 

 

To sum up on the previously presented work, the stabilization of the humidity level is 

crucial in order to provide a reliable measurement and correct concentration of the gas. 

According to our last observations, an acceptable and stable level of humidity, i.e. 40 %RH, 

is achievable by reducing the temperature of the bubble bath (around 6°C). In addition, it 

appears more consistent to keep the humidity level in the gas cell always constant to avoid 

high changes of humidity leading to frequency shifts. 

 

1.3- Measurement of the flow 

 

Different mass flow meters were available in our laboratory. The possibility to build a 

numeric interface and record the shape of the flow curve is valuable in the measurement of 

the breath to estimate the beginning of the exhalation. However, a mass flow meter needs 

a high pressure (1 bar at least) at its entrance which is physiologically impossible to execute. 

The aim of this work being the standardization of the breath measurement, we have used 

rotameters using their visual appearance to define a range of flow to not exceed. Due to 

that, before any measurement, we asked the subjects to perform several breathing 

procedures to get acclimated to the device and be able to respect the flow ranges (± 1.5 

L/min). The measurement of the flow can only be described from a qualitative perspective 

as no data can be extracted from the rotameters. For some subject it felt like they were 

holding back their breath and for others it felt like they needed to force the expiration. In 

both cases, asking the subject to control their flow, even with a visual sign represented on 

the flowmeter, was not natural. Therefore, this variability needs to be considered as a bias 

in the measurements. 
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1.4- Design of a new gas cell: time response reduction 

 

Regarding the reduction of the response time of the sensor, the first intuition led to the 

reduction of the gas cell volume. Indeed, QEPAS technique offers a high potential of 

miniaturization as the phenomenon leading to the generation of a PA signal is measured at 

a very localized scale, at the neighborhood of the QTF. Therefore, it is possible to reduce 

the volume of the gas cell in order to reduce the gas volume that needs to be “recycled” 

(chased out) of the gas cell at the beginning of the experiment. The volume of the big gas 

cell (in which the measurement presented in the previous sections were performed) is close 

to 60 mL. The design of the reduced gas cell was performed on CATIA v5 software and 

manufactured in our laboratory. The volume of the reduced cell is close to 2 mL. Figure 11 

presents the two gas cells and their dimensions. The volume calculated above considers the 

support of the spectrophone, this support occupies an important volume that is subtracted 

from the air volume to recycle. Figure 12 shows the response time of the QEPAS sensor 

using the normal cell and the reduced one when 1ppmv of CO is flushed through the 

bubble bath to the gas cell with a constant flow of 1 L/min. 

The effect of the volume reduction is summed up in Table 5. The rise time is the time 

between 10 % and 90 % of the maximum value and the response time is the time to reach 

± 5% of the maximum value.  

 

Figure 11: Big and reduced gas cell: inside view presenting the spectrophone (mR + QTF) and side view 

presenting the windows and gas in/outlet. The dimensions of the cells are given in mm.   
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Figure 12: Effect of the gas cell volume reduction onto the response time of the sensor. The measurement 

is conducted on wet CO (with bubbler at ambient temperature) (1 ppmv) with a flow rate of 1 L/min. 

 

Table 5: Rise time and response time of the sensor conducted with the big and the reduced gas cell when 

1 ppmv of CO is flushed through the bubble bath at ambient temperature before entering the gas cell at a 

flow rate of 1 L/min. 

 Big cell Reduced cell 

Rise time (s) 20 10 

Response time (s) 40 25 

 

In the last part of this chapter, the QEPAS sensor is combined with the Medisoft apparatus. 

The Medisoft apparatus measures the expiration and inspiration flow rate and the exhaled 

concentration of CO2. The provided physiological information that must be combined with 

the exhaled concentration measured with the QEPAS sensor only hold meaning if they are 

acquired at the same time. The Medisoft measurements are performed in less than one 

second, therefore it is crucial to reduce the response time of the QEPAS. The response 

time presented in Table 5 includes the bubble bath. When this element is taken off the 

experimental setup, the response time of the sensor ranges between 1 and 2 seconds. These 

measurements are presented in the last part of this chapter. 

 

To sum up on this first part, the effect of the humidity onto the frequency of the QTF that 

is considered at different stage of the experiment setup was assessed. The results showed 

the necessity to conduct the measurement in a constant and reduced level of humidity 

compared to what can be found in the exhaled breath. A breath sampling system has been 

implemented. It involves a bubble bath that is capable of providing a stable and reduced 

humidity, a flowmeter and a gas cell with a reduced volume helps reaching response time 

close to 1 s for an efficient breath investigation. 
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In the next part, the experimental setup for the detection of CO, NO, isoprene and acetone 

is presented. 

 

2- SENSIR gases detection using QEPAS 

 

As presented in the first chapter, this project aims to detect four different gases that were 

defined according to their implication in cardiovascular diseases: carbon monoxide, nitric 

oxide, isoprene and acetone.  

The detection of any gas begins with the definition of the laser source and the wavelength 

working range. The choice is made according to: 

- the intensity of the absorption line as the QEPAS signal is proportional this value, 

- the interferences with water and CO2 that are present in high amount in the 

exhaled breath 

- the availability of the light sources. 

Once the working wavelength is defined, different steps are necessary for the calibration 

of the sensor and will be detailed in the next sections. 

 

2.1- Carbon monoxide detection at 𝝀 = 4.6 µm 

2.1.1- Wavelength working range and laser source 

 

The targeted absorption line of each compound is recovered from HITRAN database. In 

this case, the absorption path is defined at 1 cm. The concentration of CO is 1 ppmv and 

the atmospheric concentration for H2O and CO2 are defined respectively at 7750 ppmv 

and 340 ppmv. The V-R spectrum of CO shows, among other, two different regions in the 

near and mid-IR.  However, the intensity of the absorption lines at 4.6 µm are about 140 

times higher than those present at 2.3 µm (Figure 13).  
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Figure 13: V-R spectrum of CO around 2100 and 4250 cm-1 with the H2O and CO2 interferents. The data 

were retrieved from HITRAN database. The concentrations were equal to 1, 7750 and 340 ppmv 

respectively for CO, H2O and CO2. The pathlength was equal to 1 cm.  

The employed laser source is a commercial DFB-QCL operated in continuous wave regime 

(Adtech Photonics). The specification of the laser is given in Figure 14a. The absorption 

line of CO, located exactly at 2172.7 cm-1 is targeted between 20 and 25 °C. The CO is 

simulated for 1 ppmv and the H2O for 7750 ppmv. At 20°C, in the absorption region, the 

optical power of the laser is close to 50 mW (Figure 14b). 

 

 

Figure 14: (a) Targeted CO absorption line at 2172.7 cm-1 and tuning range of the laser between 20 and 25 

°C. (b) Power and Voltage as function of the injection current (PIV) at 20 and 25 °C. 

 

 



156 
 

2.1.2- CO QEPAS signal: optimization 

 

Figure 15a shows a typical 2f QEPAS signal obtained for 20 ppmv of CO (generated with 

a calibrated gas cylinder). As presented in the experimental setup in Chapter 2 section 3, 

the light of the laser is focused inside the gas cell using a black diamond aspherical lens 

(Thorlabs C028TME-E) coated between 3-5 µm. The laser is modulated at 
𝑓0

2
 ~16.378 𝑘𝐻𝑧 

with an optimum modulation amplitude calculated from the experimental results presented 

in Figure 15b. The QEPAS setup is used in an off-beam configuration. The QEPAS signal 

is obtained by performing a current sweep of the injection current of the laser. The signal 

recorded from the QTF and amplified with the transimpedance amplifier is sent to the LIA 

(EG&G 7260) for 2f demodulation with a time constant of 100 ms. 

 

 

Figure 15: (a) 2f-signal obtained for 20 ppmv of dry CO. The laser’s temperature was stabilized around 

22°C and the modulation amplitude set at 10.6 mA peak. (b) Amplitude of QEPAS 2f-signal according to 

the modulation amplitude. The optimum is found at 10.6 mAp.  

 

2.1.3- Sensor calibrations 

 

The calibration of the sensor takes place once the sensors parameters are optimized, i.e, the 

modulation amplitude and frequency. The laser injected current is fixed at 207.5 mA and 

the signal is recorded over a period of time. The calibration of the sensor consists of 

recording its response to different concentrations of the target gas. In the following 

experiments, a gas mixing system (GasMix-2 Aiolos) is used to generate different controlled 

concentrations of CO from a 20 ppmv calibrated cylinder (the vector gas is N2). Four 

different concentrations of CO are generated: 0.5, 1, 5 and 10 ppmv. The output voltage of 

the sensor is measured in 3 different conditions (Figure 16): 
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- The gas is directly sent to the gas cell (dry: black squares), 

- The gas passes through the bubble bath at ambient temperature before entering the 

gas cell (wet: red squares), 

- The gas passes through the cold bubble bath (6°C), before entering the gas cell (cold 

bubbler: blue squares). 

The error on the amplitude is measured around 0.01 mV. The error bars are reported on 

Figure 16.  

 

 

Figure 16: QEPAS signal obtained for 0.5, 1, 5 and 10 ppmv of CO: dry, wet and cold bubbler, i.e. the gas 

is humidified with the bubbler at ambient temperature and a 6°C, respectively.  

 

In the three different cases, the sensor achieves linear responses with R² = 0.999, 0.99982 

and 0.998 respectively for dry, wet and cold bubbler data. Water has a significant effect on 

the amplitude of the QEPAS signal as we can calculate that the signal of CO humidified at 

room temperature is 10 times higher than the dry CO signal as observed in Chapter 2 

(section 3.2-3)  

 

2.1.4- Allan deviation and NNEA  

 

In the Chapter 2 section 4.1, the Allan deviation and the NNEA have been presented as 

tools to evaluate the performances of the sensor.  

Allan deviation is conducted to determine the limit of detection of the sensor as function 

of the integration time. 1 ppmv of CO humidified with the cold bubbler (6°C) is introduced 
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into the gas cell and the 2f-signal is recorded for 10 minutes. The Allan deviation is 

calculated. 

The limit of detection at 1 s in 2f is equal to 17 ppbv giving 𝑁𝑁𝐸𝐴 = 3.5 ∙ 10−8 𝑊 ∙ 𝑐𝑚−1 ∙

𝐻𝑧−0.5. The optimum averaging time is obtained for 100 seconds. 

 

 

Figure 17: Allan deviation showing the limits of detection (LOD in ppmv) as function of the integration 

time (s). The signal is recorded for 1 ppmv of wet (bubble bath at ambient temperature) CO. The LOD is 

equal to 17 ppbv at 1s and the optimum averaging time obtained for 100 s. 

 

2.2- Nitric oxide detection at 5.2 µm 

2.2.1- Wavelength working range and laser source 

 

The V-R spectra of NO depicts strong absorption line (𝜈1) around 5.2 µm (1900 cm-1) 

approximately 67 times stronger than the 𝜈2 group (inset around 3700 cm-1). The 

absorption of NO and its interferents is given in Figure 18 for 1 ppmv of NO, 7750 ppmv 

of water and 340 ppmv of CO2. The absorption pathlength is fixed at 1 cm. 
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Figure 18: V-R spectrum of NO around 1900 and 3700 cm-1 with the H2O and CO2 interferents. The data 

were retrieved from HITRAN database. The concentrations were equal to 1 ppmv, 7750 ppmv and 340 

ppmv respectively for CO, H2O and CO2. The pathlength was equal to 1 cm. 

 

The laser used for NO detection is a MirSense DFB – QCL operating at 20 °C in 

continuous wave regime. The spectrum of the laser is presented in Figure 19a. In the 

absorption region, around 750 mA, the optical power of the laser is close to 20 mW (Figure 

19b). A water absorption line as well as a smaller absorption line of NO are reachable in 

the tuning range of the laser at 20 °C 

 

 

Figure 19: (a) Targeted CO absorption line at 1906.1 cm-1 and tuning range of the laser at 20°C. (b) Power 

and voltage as function of the injection current (PIV) at 15, 20 and 25 °C. The offset observed before the 

threshold current at 25 °C is due to ambient light measured by the powermeter. 
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2.2.2- NO QEPAS signal: optimization 

 

Figure 20a shows the second harmonic of the QEPAS signal obtained for 50 ppmv of NO. 

The light of the laser is modulated around 16.378 kHz and the optimum modulation 

amplitude is evaluated from Figure 20b. The signal is recovered with a time constant of 200 

ms.  

 

 

Figure 20: (a) 2f-signal obtained for 50 ppmv of dry NO showing the two reachable absorption lines. The 

laser’s temperature was stabilized at 20°C and the modulation amplitude set at 18 mAp. (b) Amplitude of 

QEPAS 2f-signal according to the modulation amplitude. The optimum is found at 18 mA peak.  

 

2.2.3- Sensor calibrations 

 

Using the same gas mixing unit as presented for CO detection but with a 50 ppmv calibrated 

bottle of NO (in dry N2), different concentrations of NO are observed in different 

conditions: dry and with humidified with the cold bubbler (6°C). The magnitude of QEPAS 

signal is retrieved for concentrations equal to 0.1, 0.5, 1 and 5 ppmv. By flushing the NO 

into cold bubble bath (cold bubbler, blue squares), the signal can be enhanced 

approximately by a factor 8 as calculated in Chapter 2 section 3.2-3 (Figure 21). The 

standard deviation calculated for the dry and cold bubbler measurement respectively ranges 

around 0.008 and 0.01 mV. The error bars are reported on the graph. The sensor is 

characterized by linear response with R²=0.99998 and 0.99615 respectively for cold bubbler 

and dry measurements. 
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Figure 21: 2f-QEPAS signal obtained for 0.1, 0.5, 1 and 5 ppmv of NO: dry, humidified through the 

bubbler at 6°C. These measurements were conducted with a time constant of 200 ms. 

 

2.2.4- Allan deviation and NNEA  

 

To measure the Allan deviation, the gas cell is filled with 50 ppmv of NO humidified 

through the bubble bath at ambient temperature. The 2f-signal is recorded for about 10 

minutes.  

 

 

Figure 22: Allan deviation showing the limits of detection (LOD in ppmv) as function of the integration 

time (s). The signal is recorded for 50 ppmv of wet (bubble bath at ambient temperature) NO. The LOD 

is equal to 70 ppbv at 1s and the optimum averaging time obtained for 40 s. 
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The limit of detection at 1s in 2f is equal to 70 ppbv giving 𝑁𝑁𝐸𝐴 = 1.22 ∙ 10−8 𝑊 ∙ 𝑐𝑚−1 ∙

𝐻𝑧−0.5. The optimum averaging time is obtained for 40 seconds. 

 

2.3- Acetone detection at 8.2 µm 

2.3.1- Wavelength working range and laser source 

 

Acetone absorption lines are somehow particular. As a matter of fact, most absorption lines 

in the infrared domain present a classical Lorentzian line shape at atmospheric pressure. 

However, other types of line shapes can be observed for complex molecules such as 

acetone. Figure 23 shows the absorption of acetone obtained from Cross Section data 

available in HITRAN database. The graph is plotted for 7750 ppmv of water, 340 ppmv of 

CO2 and 1 ppmv of acetone with a pathlength of 1 cm. In the near and mid-infrared, the 

acetone spectrum presents different absorptions near 3000, 1740, 1380 and 1220 cm-1. The 

last three zones are at least 3 times more intense than the absorption around 3000 cm-1. A 

focus on each line is proposed in Figure 24 as well as a comparison with interfering water 

lines for a concentration of 1 ppmv for each compound. Therefore, we will focus our 

concern on the study of these three different zones. A laser source tuned around 1740      

cm-1 is available in our laboratory. Nevertheless, considering the breath analysis during 

which is not possible to dry completely the exhaled air, this zone is not suitable as the 

absorption lines of water are in the same range as the acetone absorption. The lines in the 

1380 and 1220 cm-1 ranges remain the most interesting. The intensity of absorption in both 

regions are nearly the same. Regardless of that, water absorption lines are observed on each 

side of the acetone present at 1380 cm-1 and they have a significative contribution at higher 

concentrations. Let us consider an exhaled breath application during which the 

concentration of water is close to 40 %RH ~ 12000 ppmv and a high concentration of 

acetone of about 1 ppmv measured in a healthy and fasting subject. Figure 25 shows, for 

these concentrations, that the acetone at 1380 cm-1 is not distinguished from water anymore 

while it is still the case for the 1220 cm-1 absorption line. 
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Figure 23: Acetone (C3H6O) absorption lines plotted from the HITRAN cross section database. The 

concentration of acetone is 1 ppmv. Different absorption lines are observed around 3000, 1740, 1380 and 

1220 cm-1. The interference with water (7750 ppmv) and CO2 (340 ppmv) is presented. 

 

 

Figure 24: Focus on the acetone absorption lines around 1220, 1380 and 1740 cm-1. The concentration of 

acetone is set to 1 ppmv and the concentration of water is 1 ppmv. The pathlength is 1 cm. 
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Figure 25: Comparison of acetone (1 ppmv) absorption lines at 1380 and 1220 cm-1. The concentration of 

water is set to 12000 ppmv corresponding the concentration of water reachable with the bubbler at 6°C. 

 

A commercial DFB-QCL (Alpes lasers) tuned across 1220 cm-1 is acquired for the detection 

of acetone. The spectra of this laser source are exhibited in Figure 26a. Figure 26b shows 

the power of the laser as a function of the injected current. At 10 °C, the laser source targets 

a little inflection in the acetone line shape, thinner than the rest of the line, around 500 mA. 

In this case, the optical power of the laser is close to 16 mW. 

 

Figure 26: (a) Targeted acetone absorption line at 1220 cm-1 and tuning range of the laser between 10 and 

20 °C. (b) Power and voltage as function of the injection current (PIV) at 10, 15, 20 and 25 °C. 
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2.3.2- acetone QEPAS signal: optimization 

 

As described in the previous paragraph, the absorption lines of the acetone are not classical 

Lorentzian, but, they are broader therefore, the theory of WMS described in Chapter 2 

section 2.3 does not exactly apply in this case. Thus, it is necessary to perform amplitude 

modulation in which the laser is electrically set on and off, as if it was operated in pulsed 

regime. Consequently, the current of the laser is fixed and a sinewave is used to modulate 

the amplitude, the maximum of the sine is leading to around 500 mA while the minimum 

of the sine is leading below the current threshold. The frequency of the sinewave is around 

32.758 kHz adapted for 1f detection. Normally, a square signal is used for amplitude 

modulation instead of a sinewave, however, the observation of the electrical signal at the 

output of the current drive (Thorlabs (ITC4005QCL)) showed that the square is distorted 

implying a cutoff frequency. The use of a sinewave was prevailed in this case. 

As the injecting current of the laser is scanned across the absorption line, the shape of the 

latter is drawn. The research of an optimum of modulation amplitude is performed (Figure 

27a) but the shape obtained for CO or NO and presented in Figure 15b and Figure 20b 

can not be expected in this case. Figure 27b presents the 1f signal obtained for a modulation 

amplitude of 85 mAp compared to the absorption line shape. 

 

 

Figure 27: (a) Amplitude of QEPAS signal according to the modulation amplitude. The optimum is found 

at 60 mAp for the 2f-signal as the distorted signal is combined with the laser threshold, no optimum can 

be found for 1f-signal. (b) 1f-signal obtained for 100 ppmv of dry acetone with a modulation amplitude of 

85 mAp. The experimental signal is normalized and compared to the normalized absorption line of 1 

ppmv of acetone. 
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2.3.3- Sensor calibrations 

 

A calibrated bottle of 100 ppmv of acetone in dry N2 is used to generate smaller 

concentration of acetone in order to calibrate the sensor. The results obtained for 0.5, 1, 2 

and 5 ppmv of acetone are presented in Figure 28. A high background is observed during 

these measurements. The response of the sensor is normalized according to this 

background. The standard deviation is approximately equal to 0.008 mV. The error bars 

are presented on the graph. The sensor shows a linear response characterized with 

R²=0.9997. The background observed on the 1f signal due to the broad absorption line and 

the noise generated by the cell walls even more amplified at high modulation amplitude.  

 

 

Figure 28: 1f-QEPAS signal obtained for 0.5, 1, 2 and 5 ppmv of dry acetone. The measurements were 

performed with a time constant of 200 ms. 

 

2.3.4- Allan deviation and NNEA  

 

To measure the Allan deviation, the gas cell is filled with 2 ppmv of dry acetone. The 1f-

signal is recorded for about 10 minutes.  
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Figure 29: Allan deviation showing the limits of detection (LOD in ppmv) as function of the integration 

time (s). The signal is recorded for 2 ppmv of dry acetone. The LOD is equal to 237 ppbv at 1s and the 

optimum averaging time obtained for 100 s. 

The limit of detection at 1s in 1f is equal to 237 ppbv giving 𝑁𝑁𝐸𝐴 = 1.84 ∙ 10−8 𝑊 ∙ 𝑐𝑚−1 ∙

𝐻𝑧−0.5. The optimum averaging time is obtained for 100 seconds. 

The results presented for the acetone detection module are performed on dry acetone. 

Indeed, no signal showing the signature of acetone was measured when the acetone was 

flushed into the bubble bath as if the gas condensates instead of being humidified in the 

bubbler. For now, we are not able to provide a calibration curve of humidified acetone 

representative of the breath. Although the sensor present performances in terms of limits 

of detection that are enough for breath investigations, it cannot operate with humidified 

gas samples.  

In the investigation of breath acetone, Mitrayana et al. [10] have used CaCl2 scrubber to 

remove the water from breath sample collected in Teddlar bags. This method was tested 

with our experimental setup. However, after long expirations, the scrubber that traps the 

humidity becomes wet and sticky. In order to quickly remove the humidity, one idea is to 

heat the scrubber. No stable results were obtained and this idea was abandoned as it is not 

adapted for on-line and real-time measurements. Maiti et al [11] have proposed to use a 

water condenser allowing to selectively remove water from a gas mixture, keeping acetone 

in the gas phase. Their measurement using a Fourier Transform Infrared spectroscopy 

(FTIR) have permitted the measurement of about 1.1 ppmv of breath acetone from healthy 

volunteer. 
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2.4- Isoprene detection at 11 µm 

2.4.1- Wavelength working range and laser source 

 

Isoprene demonstrates two intense absorption lines close to 900 cm-1 (11 µm). These 

absorption lines are thinner than the acetone ones but remain broader than those observed 

for NO or CO and cannot be defined as Lorentzian. The interfering water and CO2 line 

are presented in Figure 30. An InAs/AlSb DFB -QCL manufactured in our laboratory 

targeting an isoprene line at 906.3 cm-1 (11.03 µm) and operating in CW regime is used for 

the detection. The spectrum of this laser at 5 °C around the targeted absorption line is 

presented in Figure 31a. The optical power around the absorption line, at 340 mA, reaches 

about 2 mW (Figure 31b). 

 

 

Figure 30: Isoprene (C5H8) absorption lines obtained from the HITRAN cross sections. The 

concentration of isoprene is 1 ppmv. Inset shows two strong absorption lines around 900 cm-1. The 

interference with water (7750 ppmv) and CO2 (340 ppmv) is presented. The asterisk represents the 

targeted absorption line. 
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Figure 31: (a) Targeted isoprene absorption line at 906.3 cm-1 and tuning range of the laser at 5 °C. (b) 

Power and voltage as function of the injection current (PIV) at 5 and 6.5 °C. 

 

2.4.2- Isoprene QEPAS signal: optimization 

 

On a similar note to the experiments conducted on acetone, it is not expected that the 

modulation amplitude reaches an optimum. However, the maximum value of amplitude 

that preserves the laser from operating in its current limits is used as amplitude of 

modulation. (Figure 32b). This value is different for 1f and 2f measurements. The QEPAS 

signal is presented in Figure 32a. The 1f and 2f signal are represented in comparison to the 

targeted absorption line of isoprene. The shape of both 1f and 2f signal is broader than 

what is usually observed, however, one can easily recognize the beginning of a 1f and 2f 

signal. In Figure 32a dashed lines have been manually added to ease the understanding of 

the reader as the current limitations of the laser do not allow a complete reconstitution of 

the photoacoustic signal. The dotted lines show that the maximum of the 2f corresponds 

to the maximum of absorption and the maximum of 1f corresponds to the position where 

the slope of the absorption line is higher. These characteristics are also retrieved in classical 

WMS. 
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Figure 32: (a) 1f and 2f photoacoustic signal compared to the targeted isoprene absorption line. The signal 

was obtained for 10 ppmv of isoprene and a modulation amplitude of 50 mAp. The dashed lines are 

added manually to show the reconstitution of the 1f and 2f signal as the current limitations of the laser 

does not allow the complete reconstitution of the PA signal. The dotted lines show the correspondence 

between the maximum of the PA signal and the absorption line. (b) Amplitude of QEPAS signal 

according to the modulation amplitude. 

 

2.4.3- Sensor calibrations 

 

Different concentrations of isoprene are generated from a calibrated bottle of 50 ppmv of 

isoprene. The results obtained for the 1st and 2nd harmonic of the signal are presented for 

0.25, 0.5, 1, 5 and 10 ppmv of isoprene (Figure 33). No calibration was performed on 

humidified isoprene as no significant effect of water was found on the isoprene PA signal 

(Chapter 2 section 3.2-3). 
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Figure 33: 1f-2f-QEPAS signal obtained for 0.25, 0.5 1, 5 and 10 ppmv of dry isoprene. The 

measurements were performed with a time constant of 500 ms. 

 

The sensor presents linear response respectively in 1f and 2f with R²=0.998 and 0.9994. 

The standard deviation calculated for the 1f and 2f-signal ranges around 0.01 mV 

 

2.4.4- Allan deviation and NNEA 

 

To measure the Allan deviation, the gas cell is filled with 2 ppmv of dry isoprene. The 2f-

signal is recorded for about 10 minutes.  
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Figure 34: Allan deviation showing the limits of detection (LOD in ppmv) as function of the integration 

time (s). The signal is recorded for 2 ppmv of dry isoprene. The LOD for 1f and 2f signal is respectively 

200 ppb and 457 ppbv in 1s. The optimum averaging time obtained for 200 s. 

The limit of detection at 1s in 1f is equal to 200 ppbv giving 𝑁𝑁𝐸𝐴 = 9.92 ∙ 10−9 𝑊 ∙ 𝑐𝑚−1 ∙

𝐻𝑧−0.5. The optimum averaging time is obtained for 200 seconds. 

The concentration of isoprene in healthy subjects at rest are around 100 ppbv. 

Unfortunately, the detection module developed for the investigation of isoprene cannot be 

used for breath investigation for healthy subjects at rest. However, the concentration of 

isoprene can reach 800 ppbv at the beginning of a physical exercise [12] which would be 

detectable by our QEPAS detection module. 

 

2.5- Conclusion 

 

Four different sensors have been developed for the detection of four different gases 

involved in cardiovascular diseases. During the period of time covering the SENSIR 

project, for administrative reasons, it was not possible to have access to a cohort of patients 

at the hospital to perform breath measurement using our QEPAS detection module in 

parallel to their medical routine. Therefore, the exhaled breath measurements that are 

presented in this thesis were conducted in our laboratory on volunteers (colleagues). 

The exhaled concentration of these gases in the breath of patients are different (higher) 

from what can be measured in the breath of healthy subjects. It is necessary to compare the 

minimum detectable concentrations reached by our sensor to the required working ranges 

for detection in healthy subjects. Table 6 presents the limits of detection of the different 

detection modules in comparison to the required working range for breath investigation of 

healthy volunteers.  
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Table 6: QEPAS detection module limits of detection and required working for healthy adult breath 

investigation. 

Gas 

Sensor detection 

limits 

(ppbv in 1s) 

Required working 

ranges (ppbv) 

Patients 

concentrations 

(ppbv) 

CO 17 > 1000 > 4000 [13] 

NO 70 < 25 > 25  

C3H6O 237 < 400 > 496 [14] 

C5H8 200 > 80 285 ± 30 [15] 

 

To sum up:  

- The CO sensor is able to perform measurement on healthy subjects. 

- The NO sensor presents interesting limits of detections however the 

concentrations of NO in the breath of healthy volunteers cannot be detected in 

the present configuration. Different options involving a more powerful laser 

source are considered to reach lower limits of detection. 

- The acetone sensor presents limits of detection that are enough for breath 

measurements but the sampling system and humidity management needs to be 

adapted to this species. 

- The isoprene sensor could be used to investigate breath isoprene in healthy 

persons during physical exercise. 

 

The performances achieved by our QEPAS sensor make the measurement of exhaled 

carbon monoxide possible. In the next section, measurements of carbon monoxide 

performed in the breath of volunteers using the sampling system described in the section 

1.2 of this chapter are presented. 

 

3- Exhaled carbon monoxide  

 

The measurements presented in this section are performed on two different groups of 

volunteers, smokers and non-smokers. Therefore, it is possible to use the QEPAS sensor 

to discriminate each group of persons.  

The presented measurements are performed with the CO sensor presented in section 2.1 

using one of the “big cell” which explains the response time of the sensor. 
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Before any measurement, objectives of the measurements and the working principle of the 

sensor are explained to the volunteers. They complete a form available in Appendix E. The 

measurement is totally non-invasive. 

During the measurements, the volunteer is sitting on a chair in a natural position. Anti-

bacterial mouthpieces are used for each person. This mouthpiece is connected to the bubble 

bath, controlled in temperature (8°C), by the mean of a Silicone tube of 4 mm of diameter. 

A flow meter is connected at the output of the bubble bath and its output is directed to the 

gas cell where the gas is analysed (Figure 35). 

 

 

 

Figure 35: Typical experimental setup used for breath investigation composed of an anti-bacterial 

mouthpiece, a temperature-controlled bubble bath, a flowmeter and the gas detection module compose of 

the laser focused inside the gas cell by the mean of a focusing lens. 

 

To perform these measurements, the subject is asked to take a deep inspiration, put on a 

nose clip in order to prevent air from escaping through the nose, and expire as much as 

possible (total lung volume) at a flow of ± 1.5 L/min observed on the flowmeter. At the 

end of the expiration, N2 is flushed through the bubble bath into the gas cell in order to 

remove the expired air. 

The optimum parameters of the laser presented in section 2.1 are fixed and the signal is 

recorded over a period of time covering the whole expiration to which is added a period of 

time to observe the behaviour of the signal. Before the measurements, the gas cell is flushed 



175 
 

with N2 passing through the cold bubble bath (here 8°C) to maintain a stabilized humidity 

during the measures.  

 

 

Figure 36: Breath CO concentration (ppmv) measured with QEPAS setup described in section 2.1. The 

measurement is performed on four volunteers: 1 and 2 are male and smokers, 3- is a male non-smoker 

and 4- is a female smoker. 

 

Measurements conducted on 4 volunteers are presented in Figure 36. The volunteers 

presented different demographic situations: 

- Subject 1 is a male, smoker 

- Subject 2 is a male, occasional smoker 

- Subject 3 is a male, non-smoker 

- Subject 4 is a female, smoker 

 

The concentrations of carbon monoxide are higher in the breath of smokers (30, 3.75 and 

24 ppmv, respectively, for the subject 1, 2 and 4) than in the breath of non-smokers (2.25 

ppmv). In the literature, a limit of 10 ppmv [16] has been defined to separate smokers from 

non-smokers. However, another limit of 6 ppmv [17] has been established as the 

concentration of CO for abstinent smokers are lower.  
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During the measurement, one can observe that the humidity increases at the beginning of 

the exhalation due to errors in maintaining the temperature of the bubble bath at the correct 

value. Calibration of the sensor at 55 %RH (reach at the end of the expiration) was used in 

order to convert the voltage (PA signal) into CO concentration (ppmv).  

 

4- Combination of QEPAS and Medisoft sensor 

 

Medisoft has been a partner on the SENSIR project. One of the main objectives of this 

project is to develop a sensor that is able to communicate with sensors that are already used 

at the hospital. Moreover, being able to connect our sensor with the apparatus that are 

already used in medical routine is somehow interesting as an additional measurement would 

be performed during a single consultation and tests. The words “connect” and 

“communicate” employed when talking about the two sensors involve electrical 

communication but also breath sampling. 

The QEPAS sensor gives information on the exhaled concentration of a gas related to a 

certain disease. Combining these values to the real-time measurement of CO2 proposed by 

Medisoft as well as the flow would lead to the re-composition of the entire expirogram of 

the target gas as the CO2 level is used to discriminate the respiratory compartments.  

The next sections will focus, on a technical level, on the Ergocard sensor, acquired in august 

2022 and the modifications that occurred on the previously presented setup in order to 

establish the communication between the two different sensors. 

 

4.1- Ergocard sensor 

 

In its original configuration, the Ergocard sensor is constituted with a NDIR CO2 sensor 

[18], an electrochemical O2 sensor and a flow measurement performed with a Pitot tube. 

The apparatus has been modified to match our specifications and to be flexible to our 

needs. Thus, the O2 sensor has been removed. Indeed, only four analog inputs are available 

on the apparatus and O2 occupies one of them. By removing the O2 sensor, enough inputs 

are available for the CO, NO, isoprene and acetone sensors. The breath sampling system 

is adapted to tests performed during physical efforts. Basically, the subject breathes 

normally (inhale/exhaled) into a single use anti-bacterial mouthpiece. The measurement of 

the flow is performed with a Pitot tube connected to this mouthpiece. A pump, located at 

the last part of the sampling system is extracting the air from the output of the mouthpiece. 

First of all, the air passes through a Nafion tube, that lowers and stabilizes the humidity in 

the extracted breath. Then, the breath is directed to the CO2 sensor and exhausted into the 
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room. On the Medisoft software, called Expair II, the flow as well as the concentration of 

CO2 are displayed simultaneously (Figure 37). 

 

 

Figure 37: Schematic representation of the breath sampling system and Medisoft sensor to which the 

QEPAS sensor is connected. The CO2, Flow and QEPAS measurement are sampled at the same rate (10 

ms). 

 

4.1.1- Pressure measurement using Pitot tube 

 

 

Figure 38: Schematic description of a Pitot tube. 
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The working principles of Pitot tubes is simple. Basically, it consists of two tubes (Figure 

38): one is measuring the dynamic pressure P2 (in our case induced by the inhaled or exhaled 

air) and the other one is measuring the atmospheric pressure P1. The total pressure Ptot 

measurement by the pressure transducer is given by the addition of the two pressures and 

can be calculated with Bernoulli’s equations: 

 

𝑃𝑡𝑜𝑡 = 𝑃1 + 𝑃2, (4.8) 

 

𝑃𝑡𝑜𝑡 = 𝑃1 +
𝜌v2

2
. (4.9) 

In this equation, 𝜌 is the density of the air and v its velocity. The velocity can be deduced 

to estimate the flow as:  

v =  √
2(𝑃𝑡𝑜𝑡 − 𝑃1)

𝜌
, (4.10) 

 

𝐹𝑙𝑜𝑤 =  v𝜌2 (4.11) 

 

The pitot tube furnished by Medisoft is connected to the Prevent Flow Sensor (PFS). This 

flow meter is bidirectional, it allows the measurement of the inhalation and expiration in 

the range of ± 18 L/s with an accuracy of ± 3%.   

The calibration of the Pitot tube is performed through a 3 Litre syringe connected at the 

mouthpiece location. Two sets of measurement are performed: “low flow” and “high flow” 

describing a slow and rapid breathing manoeuvre. A colour indication displayed on the 

software informs the user if the test has been well performed. 



179 
 

 

Figure 39: Volume-flow calibration (respectively represented on x and y axis) of the Medisoft sensor 

PreVent Pitot tube. The terms ‘expiration’ and ‘inspiration’ represents in this calibration the air inspired in 

and chased out of the syringe. 

 

4.1.2- The Nafion technology 

 

The Permapure company have developed different tubes made of Nafion membranes that 

are capable of decreasing the humidity in a mixture. Nafion is a polymer of Teflon with a 

fluocarbon and sulfonic acid side chains. The performances of the tube are related to the 

gas flow and the input humidity. When a humidified air flows through the Permapure tube, 

the water is absorbed by the sulfonic group. Then, the water diffuses to the environment 

creating an equilibrium between the mixture and the ambient level of humidity. 

 

Figure 40: Schematic of the working principle of Nafion tubes (BETM series Moisture Echangers). 

Nafion is impermeable to oxides such as CO and NO and simple forms of hydrocarbons 

such as isoprene which makes it a good candidate to integrate in the sampling system 

dedicated to the detection of these gases. Nevertheless, it is permeable to ketones including 

acetone. Therefore, the humidity needs to be managed in a different manner when 

performing acetone measurement in a wet sample. 
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4.1.3-Capnography: CO2 sensor 

 

The CO2 sensor implemented in the Ergocard is a NDIR sensor developed by TreyMed 

[18]. This sensor is capable of measuring concentration of CO2 ranging between 0 and 13% 

and offers a response time of about 30 ms. Before any measurement, the sensor is calibrated 

with a calibrated mixture of gas containing O2 (16 %)/CO2 (4 %) in N2. A colour indication 

displayed on the software informs the user if the measured value of CO2 by the sensor is 

comparable to the defined value of the apparatus. 

 

4.2- Connecting both sensors 

 

The communication between both sensors has been established as presented in Figure 37. 

Concerning the gas tubing: the systems (CO2 sensor and QEPAS sensor) are connected in 

serie. The subject is breathing into the mouthpiece, the flow is calculated and displayed for 

inhaling and exhaling processes. The pump located at the end of the circuit samples the 

breath gas at a rate of 0.11 L/min. First the gas circulates through the Nafion tube before 

being analysed by the CO2, then the QEPAS sensor and exhausted in the room.   

 

The amplitude of the demodulated signal can be sent to one of the four analog inputs 

available on the Ergocard. Indeed, the LIA has different analog outputs that can be defined 

as the magnitude of the demodulated signal. Therefore, the QEPAS signal, the CO2 and 

the flow are displayed and sampled at the same rate, 10 ms. 

 

4.2.1- The effect of the pump on the QTF’s frequency 

 

At the beginning of each measurement involving both sensors, a sudden loss of the signal 

was observed. This problematic was each time corrected by manually adjusting the 

resonance frequency which was suddenly changed. Therefore, it appeared necessary to 

understand what kind of degradation is caused whenever the pump was activated. 
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Figure 41: Variation of the resonance frequency of the QTF when the pump of the Medisoft apparatus is 

turned on (red arrow). The frequency is measured with the resonance tracking technique presented in 

Chapter 2. The flow is measured with (Bronkhorst MASS-VIEW 302). 

 

The resonance tracking technique presented in Chapter 2 section 3.3 was used to retrieve 

the resonance frequency of the QTF for different flow rates ranging between 0 to 0.15 

L/min. For each tested QTF an important shift of approximately 2 Hz was observed at the 

exact moment when the pump was turned on (red arrow on Figure 41). During the rest of 

the measurement the frequency did not seem to be affected by the variation of the flow. 

Consequently, the frequency of the QTF is checked manually at the beginning of each tests. 

 

4.2.2- Breath measurements 

 

Breath investigation was performed with the CO sensor combined with the Medisoft 

sensor. The presented measurement is performed on a smoker and a non-smoker. In the 

breath samples presented section 3, only the forced expiratory procedure could be 

performed as the subject cannot inspire through the bubble bath. With the Medisoft’s 

breath sampling system, the subject can breathe normally (inspiration and expiration) but 

the nose clip remains necessary. During the expiration a sample of the expired air is 

extracted by the pump and circulates towards the gas sensors. During the inspiration, it is 

the ambient air that is analyzed by the gas sensors.  

For this test, different procedures are performed: 

- The subject is asked to breath (inspire and expire) normally. 

- The subject is asked to take a deep inspiration and expire its total lung volume. 

This last procedure gives information on the alveolar concentration of CO. 
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As expected, the concentration of CO is higher for the smoker (~15 ppmv) than for the 

non-smoker (< 2 ppmv). The measurement of the flow indicates the moment at which the 

subject started to exhale, but can also be a good indicator of abnormal ventilatory rates. 

The hypoventilation (breathing too slow) or hyperventilation (breathing too fast) can also 

be indicated with the value of CO2, that would respectively increase or decrease. The value 

of CO2 reports on the airway management (Chapter 1). By combining the CO2 value to the 

CO value, it is possible to define the complete expirogram of the measured molecule 

(Figure 42). 

 

 

Figure 42: CO, CO2 and flow measurement performed by combining the QEPAS and Medisoft apparatus. 

The measurement is performed on smoker and non-smoker during a normal breath and forced maneuver. 

 

During these measurements, the schematic presented in Figure 37 was modified, the gas 

circulates first through the QEPAS sensor before going to the CO2 (Medisoft sensor). This 

modification implies an additional tube length that implies a time delay between the CO 

and CO2 measurements. 

The time response of the CO sensor, meaning the time to reach ±5 % of its maximum 

value is about 2 seconds allowing almost real time measurements. We believe the response 

time of the sensor can be reduced by reducing the length of tube that separates both 

sensors. 
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Conclusion  
 

In this chapter, we have demonstrated the establishment of an exhaled air sampling system 

capable of addressing issues related to humidity stabilization and reduction. This system 

allowed us to conduct measurements of CO in the exhaled air of both smoker and non-

smoker volunteers using the QEPAS sensor that was implemented. The Medisoft device, 

routinely used in medical practice, was electrically connected and, through its air sampling 

system, interfaced with various QEPAS sensors (CO, NO, acetone, and isoprene). The 

measurement of CO in exhaled air, combined with CO2 and flow measurements 

(performed by the Medisoft), enables us to demonstrate almost real-time monitoring and 

propose a reconstruction of the complete CO expirogram. The measurements performed 

on CO are encouraging, however, NO, isoprene and acetone detection module has to be 

implemented with the CO’s in order to clinically validate the measurements.  
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Conclusion 

 
Different specifications were defined at the beggining of this project for the develoment of 

the gas sensors applied to the breath analysis: high sensitivity, high selectivity and real time 

analysis. First, the sensor must be sensitive enough in order to detect the smallest 

concentrations of gas found in the exhaled breath. Second, the sensor needs to be selective 

enough in order to accurately discriminate between all species present in a complex gas 

matrix. Finally, the real time analysis is a key point as the objective was not only to measure 

a certain concentration of gas during the expiration but monitor the variation of the target 

gas concentration in each airways compartment.  

Chapter 1 is presented as an introduction to the medical application with the definition of 

different physiological concepts. Indeed, this chapter introduced the respiratory system as 

well as the mechanics of respiration and perfusion. Altogether, these concepts help 

understanding the composition and the variability factors of the expired air. Then, the 

second part of the chapter presents the endogenous production of CO, NO, acetone and 

isoprene as well as their link with the cardiovascular diseases (or condition). In order to be 

able to define a pathological concentration threshold, a systematic review and meta-analysis 

was performed for breath acetone concentrations. The rigorous metodology of this 

research work was presented as well as the conclusion that shed light on the importance of 

the standardisation of the measurements conditions to overcome the inter and intra-

induvidual bias on the detected concentration. 

Chapter 2 presents the different categories of gas sensors that dominate the market. 

Amongst them, electrochemical and NDIR sensors are respectively implemented in 

medical devices for the measurement of exhaled NO (asthma diagnosis) and CO 

(pulmonary diffusion after inhalation of CO) at the hospital. The electrochemical sensors 

are not suitable for real time measurement and the availability of NDIR sensor is limited 

by their optical filters bandwidth. Finally, QEPAS matches the specifications needed for 

the breath sensor, with an excellent selectivity and sensitivity and an almost real-time 

measurements. The different blocks composing the QEPAS sensors are studied, inclucling 

WMS, QTF characterization techniques and water effect through molecular relaxation 

principles. These measurements have shown the necessity to control the humidity 

variations as the sensor performances can be enhanced with a factor 10 in presence of 

water. 

Chapter 3 presents a numerical model built with COMSOL Multiphysics for the study of 

the off-beam spectrophone. This model was validated in a first place by the mean of an 

analytical model based on the definition of the acoustic impendances inside the cavity. Both 
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model present comparable results which means that the numerical model can be employed 

to study and optimise the generation of the acoustic wave inside the acoustic cavity instead 

of performing an experimental empirical work. The comparison of the frequency of the 

acoustic wave calculated with the numerical model and measured experimental have shown 

some discrepancy. Indeed, the different tests performed with the numerical model have 

shown that for a difference of 0.1 mm on the geometric dimensions, a frequency shift 

higher than 1 kHz can be observed. The errors between the numeric simulations and the 

experiments can be attributed to the errors observed on the dimensions of the 3D-printed 

cavities. Future work will focus on the design of micromachined acoustic cavities. Even if 

the production time is longer, the dimensions and the smoothness of the internal surfaces 

can be better controlled. 

Chapter 4 presents the experimental work conducted during this project.  

The first part of this chapter shows that if the humidity is under certain conditions necessary 

for the enhancement of the PA signal, it can also be a cause of instability as its variations 

affect the resonance frequency of the QTF therefore it has to be stabilized.  

The second part of this chapter presents the implementation of a homemade breath 

sampling system including a bubble bath capable of managing the humidity issues as long 

as it is well stabilised in temperature.  

Four different QEPAS setups were implemented for NO, CO, acetone and isoprene and 

achieved performances corresponding to the state of the art for QEPAS sensors. 

Measurements of CO in healthy subjects were performed with the homemade breath 

sample. 

The NO and isoprene sensors showed correct performances however not enough to 

perform measurement on healthy subjects presenting lower breath concentrations of each 

gas. Different techniques may be implemented to optically (optical cavity) or mechanically 

(for example, multiple acoustic cavities) enhance the performances of these sensors. By 

conserving the simple off-beam configuration, the limit of detection of the sensors can be 

enhanced with a using laser source exhibiting higher optical power as the PA signal is 

proportional to this parameter.   

The calibrated and dry measurements performed on the detection of acetone have shown 

limits of detection that are enough for the breath investigation. However,  no measurements 

were performed in presence of humidity as no signature of acetone could be distinguished 

in the PA signal after humidifying the gas in the bubble bath. We are working on a different 

setup for the acetone measurements including the heating of the gas cell in order to be able 

to exhale directly into it and avoid the condensation of water or acetone.  

The last part of the chapter 4 details the different electrical connections and adaptation of 

the breath sampling system between the QEPAS sensors and the Medisoft Ergocard 

apparatus. This work has conducted to the reconstruction of the expirogram of CO for 



189 
 

healthy subjects. The reduction of the gas cell volume led to a response time close to 1 

second making the monitoring of CO concentration during the complete expiration 

possible. In addition to the measurement of CO performed with QEPAS, the flow rate 

measurement and the capnography provide crucial information on the airway management 

and for the diagnosis. Indeed, the chapter 1 have shown that the different mechanisms 

involved in the respiration affect the composition of the exhaled breath but also that the 

concentration of CO2 informs on the origin of the breath in the respiratory system. 

Therefore, an interesting monitoring/ diagnosis tool is obtained from the combination of 

these three measurements. 

This thesis constitutes a first step in this project aiming to the implementation of QEPAS 

as a breath sensor. The different issues related to the management of the humidity, the very 

low detectable concentrations and variations highlight the differences between working in 

calibrated laboratory, conditions and working “on field”. A special attention must be 

attributed to measurements performed on humans. Indeed, the sensor needs to match the 

requirements in terms of performances (sensitivity, selectivity and response time) and 

consider the variability factors (such as humidity) in order to provide a measurement that 

is the most accurate and standardised possible as the challenge is related to a medical 

diagnosis. The successful reconstruction of the expirogram of CO constitutes an 

encouraging step in the development of QEPAS as a breath sensor. Nevertheless, it is not 

possible to conclude on a diagnosis by measuring a single molecule. Therefore, a different 

alternative has to be studied for the isoprene and NO setups and for the management of 

the interference of water with acetone measurements. 

Further work will be dedicated to the combination of the four sensors for simultaneous 

and real-time measurements. This system will be studied and validated in a clinical study 

carried out in 2024 in the Clinical Physiology department of Montpellier Hospital, involving 

patients admitted with cardiovascular pathologies.  

One of the objectives of this clinical study will be the clinical validation of the QEPAS 

sensor and measurement of the four different gases in the exhaled breath of patients and 

volunteers. During this study, complete expirograms will be generated for the four different 

gases in the two groups composing the cohort in order to enrich a database dedicated to 

the training of an artificial intelligence used for diagnosic purpose. This database currently 

includes CO expirogram data measured in smokers and non-smokers volunteers, and is 

being developed in collaboration with the IDESP laboratory in Montpellier. 
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Appendix A 
PICOS (population, interventions, comparators, outcomes and study designs) criteria. 

 

P • Humans, adults (at least 18 years old), male and female  

• Healthy subjects: without any chronic diseases or treatment that could 

modify the concentration of acetone in the body.  

•  Heart failure patients: any kind of heart failure, FEVG < 50%, patients 

recruited with a medical exam. 

I        N/A 

C        N/A 

O • Any studies mentioning a measured concentration of acetone in the 

exhaled breath (not buccal air). 

• Any kind of analytical method and sampling (on-line/ off-line). 

S • Studies including more than 15 subjects. 

• All types of reviews are excluded. 

• Comparative studies: heart failure or other diseases vs. control group 
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Appendix B 
Study data items for extraction  

 

 

Some of these data are conditions: 1 is used in case the condition is filled and 0 if not. 

“Pathology associated”: some studies involve control in comparison to other pathologies 

it is important to know for which purpose the controls have been recruited. “Type of 

sampling”: the sampling can be alveolar or full exhaled air or bronchial. 

 

About the study About the HF 

• References (team, title, date) 

• Control (0) or HF subjects (1) 

• Pathology associated 

• Study population (number) 

• Number of male and female 

• Age: mean, SD 

• IMC: mean +- SD 

• Smoking habits 

• Diet (1/0) 

• Class NYHA 

• % FEVG 

• BNP 

• HF: stable (1) or decompensated (0) 

 

About the sampling Acetone concentration 

• Sampling: online (1) or offline (0) 

• Method of sampling 

• Analytical method 

• Type of sampling 

• Alveolar washout (1/0) 

• Expiratory flow control (1/0) 

• Concentration: mean, SD                         

• Concentration: median, IQR or 

range  
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Appendix C 
 

Reasons for exclusion of 55 full-texts studies 

 

Reason of exclusion Number Reference 

Measurement of acetone in the 

exhaled breath is not the aim of 

the study 

10 

Chen Q et al (2020), Sukul et al (2017), 

Sukul et al (2017), Prabhakar et al (2015), 

Sukul et al (2014), Worall et al (2013), 

Dummer et al (2011), Boshier et al (2010), 

Thekedar et al (2009), Gonzalez et al (2008) 

Population recruited at the 

hospital 
3 

Adam et al (2019), Hanouneh et al (2014), 

Dolch (2008). 

Population <15 19 

Bovey et al (2018), Righettoni et al (2014), 

Grabowska et al (2013), White et al (2013), 

Ma V et al (2010), Bloor et al (2006), 

Anderson et al (2006), Senthlinohan et al 

(2001), Senthlinohan et al (2001), Kumagai 

et al (1999), Diskin et al (2003), Mitrayana 

et al (2020), Galasetti et al (2005), Mieksch 

et al (2008), O’Hara et al (2009), Boshier et 

al (2011), Tanda et al (2014), Bayrakil et al 

(2016), Grabowska et al (2017). 

Fake controls 4 
Andrews et al (2018), Chien PJ (2017), Ueta 

I (2014), Gilchrist (2013). 

Measurements performed on 

kids (less than 18 years old) 
1 Dryahina (2017) 

No control and no HF patients 1 Qiao (2014). 

Reviews 2 Crofford et al (1997), Smith et al (2007). 

Measures performed on buccal 

air or not from exhaled breath 
4 

Angerer (1991), Tanda (2007), Velde 

(2009), Ross (2009) 

No acetone measurement 2 Mizumuma (1993), Wysocki (1997) 

Does not match PICOS criteria 9 

Fenske (1999), Grote (1997), Stoner (2017), 

Huzier (2012), Fan GT (2014), Giannoukos 

(2014), King (2012), Satoh (1996), 

Righettoni (2012). 
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Appendix D 
 

The purpose of this appendix is to detail the different calculation steps leading to the 

expression of the acoustic impedance 𝑍 in a simple pipe and a T-shaped pipe.  

 

1- Acoustic pressure  

 

The model of a simple pipe can be treated as a one-dimensional model as the radius of the 

pipe 𝑅 is much smaller than its length 𝐿 (𝑅 ≪ 𝐿) and the acoustic wavelength 𝜆 (𝑅 ≫ 𝜆) 

(Figure 43). 

 

 

Figure 43 : standing wave inside a pipe of length 𝐿 and radius R. N: nodes occurring at both ends where 𝑍 

= 0. A: antinode 

 The acoustic pressure inside the pipe can be expressed as a one-dimensional standing wave 

as:  

𝑃(𝑥, 𝑡) = 𝐴 𝑒𝑖(𝜔𝑡−𝑘𝑥) + 𝐵𝑒𝑖(𝜔𝑡+𝑘𝑥)               (1)  

 

Where x is related to the coordinate position and 𝑘 =
𝜔

𝑐
=

2𝜋𝑓

𝑐
 with 𝑐 the sound velocity 

(m.s-1) and f, the frequency (Hz) 

 

2- Particle velocity 

  

In order to express the particle velocity inside the tube, let us take the example of a very 

small section of an enclosed fluid with pressure variation along its length: 
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Newton’s second law applied to a one-dimensional plane wave gives: 

 

𝐹 = 𝑚𝑎 (2) 

 

With 𝐹 the force (N), 𝑎 =
𝑑𝑢

𝑑𝑡
 the acceleration (m.s-2) with 𝑢 the particle velocity (m.s-1) 

and 𝑚 = 𝜌𝑆𝑑𝑥, the mass (kg) with 𝜌 the density (kg.m-3) 

 

𝐹 = 𝑆 (𝑃 − 𝑃 + (
𝜕𝑃

𝜕𝑥
) 𝑑𝑥) = −𝑆𝑑𝑥

𝜕𝑃

𝜕𝑥
(3) 

 

With 𝑆, the cross section of the pipe. 

 

From (2) and (3) we can write:  

 

𝜌𝑆
𝑑𝑢

𝑑𝑡
𝑑𝑥 = −𝑆𝑑𝑥

𝜕𝑃

𝜕𝑥
(4) 

This equation represents linear Euler equation describe in [1] (page 119, equation 5.4.10) 

 

The particle velocity can be deduced from (4): 

 

𝑑𝑢

𝑑𝑡
= −

1

𝜌

𝜕𝑃

𝜕𝑥
 

 

𝑢(𝑥, 𝑡) = −
1

𝜌
∫

𝜕𝑃

𝜕𝑥
 𝑑𝑡 

 

𝑢(𝑥, 𝑡) = −
1

𝜌
∫

(𝐴 𝑒𝑖(𝜔𝑡−𝑘𝑥) + 𝐵𝑒𝑖(𝜔𝑡+𝑘𝑥))

𝜕𝑥
𝑑𝑡 

 



203 
 

𝑢(𝑥, 𝑡) = −
1

𝜌
(−𝐴

𝑖𝑘

𝑖𝜔
𝑒𝑖(𝜔𝑡−𝑘𝑥) + 𝐵

𝑖𝑘

𝑖𝜔
𝑒𝑖(𝜔𝑡+𝑘𝑥)) 

 

Knowing that 
𝑘

𝜔
= 𝑐, 

 

𝑢(𝑥, 𝑡) =
1

𝜌𝑐
(𝐴𝑒𝑖(𝜔𝑡−𝑘𝑥) − 𝐵𝑒𝑖(𝜔𝑡+𝑘𝑥)) (5) 

 

3- Acoustic impedance  

 

The acoustic impedance for a stationary wave inside the pipe is not expressed in the time 

domain and can be defined as [2] (page 47, equation E-10):  

𝑍(𝑥) =
𝑃(𝑥)

𝑆𝑢(𝑥)
=

𝜌𝑐

𝑆

𝐴𝑒−𝑖𝑘𝑥 + 𝐵𝑒𝑖𝑘𝑥

𝐴𝑒−𝑖𝑘𝑥 − 𝐵𝑒𝑖𝑘𝑥
 (6) 

 

For x=0, 𝑍(0) is expressed as: 

𝑍(0) =
𝜌𝑐

𝑆
 
𝐴 + 𝐵

𝐴 − 𝐵
(7) 

 

Let us express the ratio 
𝐴

𝐵
 with 𝑍(0) = 𝑍0: 

 

𝑍0(𝐴 − 𝐵) =
𝜌𝑐

𝑆
(𝐴 + 𝐵) 

 

𝑍0

𝐴

𝐵
− 𝑍0

𝐵

𝐵
=

𝐴

𝐵

𝜌𝑐

𝑆
+

𝜌𝑐

𝑆

𝐵

𝐵
 

 

𝐴

𝐵
=  −

𝜌𝑐
𝑆

+ 𝑍0

𝜌𝑐
𝑆

− 𝑍0

(8) 
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Therefore, we can express 𝑍(𝑥) in (6) as function of 𝑍0 using (8): 

 

𝑍(𝑥) =

𝐴
𝐵

𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥

𝐴
𝐵

𝑒−𝑖𝑘𝑥 − 𝑒𝑖𝑘𝑥
 

𝑍(𝑥) =  
𝜌𝑐

𝑆

−

𝜌𝑐
𝑆

+ 𝑍0

𝜌𝑐
𝑆

− 𝑍0

𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥

−

𝜌𝑐
𝑆

+ 𝑍0

𝜌𝑐
𝑆

− 𝑍0

𝑒−𝑖𝑘𝑥 − 𝑒𝑖𝑘𝑥

  

 

𝑍(𝑥) =
𝜌𝑐

𝑆

(
𝜌𝑐
𝑆

+ 𝑍0) 𝑒−𝑖𝑘𝑥 − (
𝜌𝑐
𝑆

− 𝑍0) 𝑒𝑖𝑘𝑥

(
𝜌𝑐
𝑆

+ 𝑍0) 𝑒−𝑖𝑘𝑥 + (
𝜌𝑐
𝑆

− 𝑍0) 𝑒𝑖𝑘𝑥
 

 

𝑍(𝑥) =
𝜌𝑐

𝑆

𝑍0(𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥) +
𝜌𝑐
𝑆

(𝑒−𝑖𝑘𝑥 − 𝑒𝑖𝑘𝑥)

𝑍0(𝑒−𝑖𝑘𝑥 − 𝑒𝑖𝑘𝑥) +
𝜌𝑐
𝑆

(𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥)
     

 

Knowing that tan 𝑥 =
sin 𝑥

cos 𝑥
=

𝑒𝑖𝑥−𝑒−𝑖𝑥

𝑖(𝑒𝑖𝑥+𝑒−𝑖𝑥)
,  

 

𝑍(𝑥) =  
𝜌𝑐

𝑆

𝑍0 + 𝑖
𝜌𝑐
𝑆

𝑒−𝑖𝑘𝑥 − 𝑒𝑖𝑘𝑥

𝑖(𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥)

𝜌𝑐
𝑆

+ 𝑖𝑍0
𝑒−𝑖𝑘𝑥 − 𝑒𝑖𝑘𝑥

𝑖(𝑒−𝑖𝑘𝑥 + 𝑒𝑖𝑘𝑥)

 

 

𝑍(𝑥) =
𝜌𝑐

𝑆

𝑍0 − 𝑖
𝜌𝑐
𝑆

tan(𝑘𝑥)

𝜌𝑐
𝑆

− 𝑖𝑍0 tan(𝑘𝑥)
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𝑍(𝑥) =
𝜌𝑐

𝑆

𝑍0 − 𝑖
𝜌𝑐
𝑆

tan(𝑘𝑥)

𝜌𝑐
𝑆

 (
𝑍0 𝑆
𝑖𝜌𝑐

tan(𝑘𝑥) + 1)
 

 

𝑍(𝑥) =  
𝑍0 − 𝑖

𝜌𝑐
𝑆

tan(𝑘𝑥)

𝑍0 𝑆
𝑖𝜌𝑐

tan(𝑘𝑥) + 1
(9) 

  

At resonance and anti-resonance in an open-open pipe of length L, the acoustic 

impedance at the nodes is equal to zero. Therefore,  

𝑍0 = 𝑍𝐿 = 0 (10) 

 

Then, the length of the pipe can be calculated from nine as:  

𝑍𝐿 = 0 = −𝑖
𝜌𝑐

𝑆
tan(𝑘𝐿) 

 

This equation is true for tan(𝑘𝐿) = 0 therefore,  

𝑘 =
𝜋

𝐿
𝑛 

We can deduce 𝐿 as: 

 

𝐿 =
𝑛𝜋

𝑘
=

𝑛𝜋𝑐

2𝜋𝑓
=

𝑛𝑐

2𝑓
   

 

For n=1 (first harmonic):  

𝐿 =
𝑐

2𝑓
=

𝜆

2
(11) 

 

The acoustic impedance is calculated in the middle of the pipe as 𝑍 (𝑥 =
𝐿

2
). 
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4- Acoustic impedance in a T-shaped pipe 

 

The definition of the acoustic impedance inside a T-shaped pipe is inspired from Hi et al 

[3]. 

 

 

Figure 44 : Schematic representation of the T-shaped mR used in the analytical model 

 

In the case of a T-shaped pipe (Figure 44), a small tube is added at the middle of the 

presented in the previous part. The main tube can be separated in two part 𝑎 = 𝑏. 

 

From (9) we can express the acoustic impedance 𝑍𝑎 and 𝑍𝑏 in each part as: 

 

𝑍𝑎 =  
𝑍𝑎0 − 𝑖

𝜌𝑐
𝑆

tan(𝑘𝑎)

𝑍𝑎0 𝑆
𝑖𝜌𝑐

tan(𝑘𝑎) + 1
(12) 

 

𝑍𝑏 =  
𝑍𝑏0 − 𝑖

𝜌𝑐
𝑆

tan(𝑘𝑏)

𝑍𝑏0 𝑆
𝑖𝜌𝑐

tan(𝑘𝑏) + 1
(13) 

 

At resonance, the acoustic impedance at the nodes is zero. Therefore, 𝑍𝑎0 = 𝑍𝑏 = 0 

leads to: 
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𝑍𝑎 =  −𝑖
𝜌𝑐

𝑆
tan(𝑘𝑎)        (14) 

 

 

𝑍𝑏0 =  𝑖
𝜌𝑐

𝑆
tan(𝑘𝑏)        (15) 

The impedance at the node is defined as in an electrical circuit:  

1

𝑍𝑎

=
1

𝑍𝑏0

+
1

𝑍𝑠

        (16) 

 

Replacing (14) and (15) in (16), we can express 𝑍𝑠: 

 

1

𝑍𝑠

=
1

−𝑖
𝜌𝑐
𝑆

tan(𝑘𝑎)
−

1

𝑖
𝜌𝑐
𝑆

tan(𝑘𝑏)
 

 

−𝑖
𝜌𝑐

𝑆𝑍𝑠

=
1

tan(𝑘𝑎)
+

1

tan(𝑘𝑏)
 

 

As 𝑎 = 𝑏 =
𝐿𝑒𝑓𝑓

2
, we have:  

 

−𝑖
𝜌𝑐

𝑆𝑍𝑠

=
2

tan (𝑘
𝐿𝑒𝑓𝑓

2
)

        (17)
 

 

4.1- Acoustic impedance in the small tube 

Let’s now express 𝑍𝑠 function of 𝑍𝑐 , expressing the impedance in the small tube. From 

(9), we have:  

𝑍𝑐 =  
𝑍𝑠 − 𝑖

𝜌𝑐
𝑠2

tan(𝑘𝑙𝑒𝑓𝑓)

𝑍𝑠 𝑠2

𝑖𝜌𝑐
tan(𝑘𝑙𝑒𝑓𝑓) + 1

        (18) 

Where 𝑠2 is cross the section of the small tube and 𝑙𝑒𝑓𝑓 is the effective length of the small 

tube. 
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At resonance 𝑍𝑐 = 0, therefore, 

𝑍𝑠 = 𝑖
𝜌𝑐

𝑠2

tan(𝑘𝑙𝑒𝑓𝑓)        (19) 

As 𝑙𝑒𝑓𝑓 is very small, from the Taylor series expansion of first order, we can write 

tan(𝑘𝑡0) ≈ 𝑘𝑡0 

Thus, (19) becomes:  

𝑍𝑠 = 𝑖
𝜌𝑐

𝑠2

𝑘𝑙𝑒𝑓𝑓 (20) 

 

The acoustic conductivity 𝜎𝑠 for the small tube can be introduced as:  

𝜎𝑠 =
𝑠2

𝑙𝑒𝑓𝑓

        (21) 

By replacing with (21), (20) can be written as: 

𝑍𝑠 =  𝑖
𝜌𝑐

𝜎𝑠

𝑘         (22) 

4.2- Effect of the small tube on the length of the main pipe 

By replacing (22) in (17), we retrieve  

−𝑖
𝜌𝑐𝜎𝑠

𝑖𝑆𝜌𝑐𝑘
=

2

tan (𝑘
𝐿𝑒𝑓𝑓

2
)

 

2

tan (𝑘
𝐿𝑒𝑓𝑓

2
)

= −
𝜎𝑠

𝑆𝑘
 

tan (𝑘
𝐿𝑒𝑓𝑓

2
) = −

2𝑘𝑆

𝜎𝑠

 (23) 

𝐿𝑒𝑓𝑓 can only be attributed positive values. Then, we can write:  

tan (𝑘
𝐿𝑒𝑓𝑓

2
± 𝜋) = −

2𝑘𝑆

𝜎𝑠

 

𝑘
𝐿𝑒𝑓𝑓

2
= 𝜋 − 𝑎𝑟𝑐𝑡𝑎𝑛 (

2𝑘𝑆

𝜎𝑠

) 

𝐿𝑒𝑓𝑓 =
𝑐

𝑓
(1 −

1

𝜋
arctan

4𝜋𝑓𝑆

𝜎𝑠𝑐
) (24) 
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The real length of the tube is calculated adding the correction: 

𝐿 =
𝑐

𝑓
(1 −

1

𝜋
arctan

4𝜋𝑓𝑆

𝜎𝑠𝑐
) − 2𝐶𝐿𝑅 (25) 

𝐶𝐿 is the correction coefficient calculated for a flanged or unflanged pipe given by [4][5]. 
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Appendix E 

 

FORMULAIRE FOR CARBON MONOXIDE 

MEASUREMENT IN THE EXHALED BREATH 

NAME AGE  WEIGTH SIZE 

SMOKER YES NO 

NUMBER OF CIG/DAY DO YOU STAY NEAR SMOKERS? 

DO YOU OCCASIONALLY 

SMOKE? 
TYPE OF CIGARETTES  

TIME SINCE LAST CIGARETTE ? 

PHYSICAL 

EXCERCISES 
YES NO 

HOW OFTEN ? PUBLIC TRANSPORT ? WALK ? 

ALCOHOL 

CONSUMPTION 

EVERYDAY 2-3x /WEEK OCASIONALLY 

RARELY NEVER 

FOOD 

CONSUMPTION FASTING TIME SINCE LAST MEAL 

ASTHMA YES, TREATED YES, NOT 

TREATED 
NO 


