
HAL Id: tel-04563915
https://theses.hal.science/tel-04563915

Submitted on 30 Apr 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Neuronal basis of multisensory integration
Hippolyte Moulle

To cite this version:
Hippolyte Moulle. Neuronal basis of multisensory integration. Biological Physics [physics.bio-ph].
Sorbonne Université, 2023. English. �NNT : 2023SORUS703�. �tel-04563915�

https://theses.hal.science/tel-04563915
https://hal.archives-ouvertes.fr


Monday 29th April, 2024, 17:39 version

PHD THESIS
SORBONNE UNIVERSITÉ

Field : Physique
Doctoral school nº564: Physique en Île-de-France

completed at

Laboratoire Jean Perrin

under the supervision of Volker BORMUTH

presented by

Hippolyte MOULLE

to acquire the following degree :

DOCTOR OF PHILOSOPHY SORBONNE UNIVERSITÉ

PhD subject :

Neuronal basis of multisensory integration

defended on the 6th April 2023

in front of the jury :

M. Ruben PORTUGUES Rapporteur
M. Yves BOUBENEC Rapporteur
M. Germán SUMBRE Examinateur (président du jury)
Mme.Elim HONG Examinatrice
M. Volker BORMUTH Directeur de thèse



Monday 29th April, 2024, 17:39 version



Monday 29th April, 2024, 17:39 version

Abstract

In a multisensory environment, our central nervous system is constantly dealing with a

substantial amount of information. In this thesis, we wonder where and how stimuli are

integrated in the brain, and the influence of multisensory integration on behaviour. Using

a rotating setup associated with a screen and projector, we were able to investigate the

effect of vestibular and visual cues on larval zebrafish. During unisensory and multisensory

stimulations, we recorded the behaviour of the animals by tracking their eyes, and ana-

lyzed their neuronal response using light-sheet imaging. From a behavioural perspective,

we found that the coherence of the stimuli had a strong impact on response, and that co-

herent vestibular and visual stimuli elicited a super-additive behaviour. Some neurons in

the brain responded to both cues, and were stereotypically located. These neurons could

be modeled linearly, and some of them were super-additive. This work helps understand

how vestibular stimulation, a complex to evoke stimulus, is processed with visual input,

at the whole-brain level. The multisensory area uncovered could define a basis for future

studies on multisensory integration.

Keywords: multisensory integration · brain · neurons · behaviour · zebrafish · light-

sheet microscopy · vestibular · visual · super-additive · adaptation
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Résumé

Les humains et les animaux survivent en interagissant avec leur environnement. Nous

intégrons constamment des stimuli extérieurs et répondons à ceux-ci pour optimiser notre

comportement et nos chances de survie. Ce flux constant d’information doit être traité

par notre cerveau et par notre système nerveux pour que la représentation que nous nous

faisons de ce qui nous entoure soit la plus proche possible de la réalité. Avec 100 milliards de

neurones dans un cerveau d’humain adulte, et 1 000 000 milliards de connexions estimées,

il est difficile de se représenter la complexité des calculs opérés dans cet organe. Mais c’est

grâce à cette intégration multisensorielle continue que nous pouvons définir des commandes

motrices plus rapides et plus précises, et apprendre.

A l’aide de technologies d’imagerie, il a été montré que de nombreuses zones du cerveau

que nous pension unimodales sont en réalité sièges d’intégration de multiples modalités. Le

défi actuel du domaine des neurosciences est de pouvoir enregistrer des données neuronales

couvrant le plus grand volume possible du cerveau afin d’avoir une idée des circuits neu-

ronaux sous-jacents, tout en ayant une résolution temporelle suffisante pour ne pas perdre

trop d’information. Grâce à la technologie de microscopie à nappe de lumière, combinée à

des indicateurs calciques génétiquement encodés, cette possibilité est maintenant à notre

portée. Avec comme modèle animal le poisson zèbre, dont certaines sous-espèces génétique-

ment modifiées sont transparentes, nous avons accès à des dizaines de milliers de neurones

simultanément. Comme le comportement de cet animal à l’état larvaire est facilement

définissable, il est possible de relier ses actions à des circuits neuronaux, et comprendre

plus en détail comment son cerveau lui permet d’interagir avec son environnement.

Pour étudier l’intégration multisensorielle, il faut nécessairement simplifier le nombre

de modalités étudiées, et se concentrer sur deux d’entre elles qui, présentées en même

temps, peuvent avoir un impact sur la réponse comportementale. Dans cette thèse nous

iii
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avons choisi de nous concentrer sur les modalités vestibulaire et visuelle.

Le système vestibulaire est utilisé pour stabiliser le regard et le corps. Il est intrisèque-

ment multisensoriel, et il a été montré chez le singe que de nombreux neurones des noyaux

vestibulaires répondent à des stimuli visuels. Le système vestibulaire est localisé dans

l’oreille interne, et est composé de canaux semi-circulaires qui détectent les accélérations

angulaires, et des otolithes qui détectent les accélérations linéaires et gravitationnelles.

Ces accélérations sont perçues par les cellules ciliées, qui convertissent les mouvements

mécaniques du fluide inertiel avec lequel elles sont en contact en signaux nerveux. C’est

grâce au système vestibulaire que nous pouvons stabiliser notre regard, par le biais du

réflexe vestibulo-oculaire: l’utricule, un des otolithes, envoie une information de mouve-

ment aux noyaux tangentiels, qui à leur tour stimulent les noyaux oculo-moteurs. Le

système vestibulaire est fonctionnel à 3 jours chez la larve de poisson zèbre, et est bien

conservé chez les vertébrés.

Le système visuel est également bien conservé chez les vertébrés, et la larve de poisson

zèbre a une rétine fonctionnelle à 5 jours. Ce système permet à un autre réflexe d’exister:

le réflexe optocinétique. Durant ce réflexe, les yeux suivent le mouvement visuel environ-

nant. Le système visuel inclut l’oeil, composé notamment de la rétine, et des projections

neuronales qui vont jusqu’au cortex visuel du cerveau. Dans la rétine, une organisation

neuronale par couche permet de transformer un influx de photons en signal nerveux, en

particulier grâce à l’action de photo-récepteurs, qui nous permettent de capter l’intensité

lumineuse et les couleurs.

Dans le travail présenté ci-après, nous allons nous intéresser au comportement et à la

réponse neuronale de la larve de poisson zèbre dans un environnement multisensoriel com-

posé des modalités vestibulaire et visuelle. Nous commencerons par expliquer comment

nous avons visualisé des données neuronales, avant d’étudier l’influence de la cohérence

des stimuli sur l’animal. Nous étudierons ensuite comment le contraste visuel est intégré,

et discuterons finalement de la capacité d’apprentissage dans un contexte multimodal.

En arrivant au laboratoire Jean Perrin, j’ai eu l’opportunité de récupérer des données

neuronales de poissons zèbres issues de différents protocoles expérimentaux. Parmi les 38

différents poissons étudiés, 11 expériences avaient été faites sur le système vestibulaire,

1 sur le système visuel, 3 sur le système auditif, 9 sur la réponse au chaud, et 14 sur la
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réponse au froid.

Mon objectif premier a été de trouver un moyen de relier efficacement la réponse

neuronale à l’échelle du cerveau entier au stimulus. Comme je n’avais pas défini les ex-

périences moi-même, les stimuli étaient variés. Les stimulations vestibulaire et visuelle

étaient périodiques, en sinusoïde ou en créneau, la stimulation auditive était périodique

en pulsation, et les stimulations en températures étaient des flux aléatoires d’eau chaude

ou froide. Après avoir essayé plusieurs méthodes pour définir si un neurone répondait à

un stimulus, j’ai finalement choisi la F-statistique, qui donne une valeur indicative de la

performance d’une régression linéaire ou multilinéaire.

L’étape suivante a été de visualiser ces neurones. Pour pouvoir comparer ces jeux de

données, j’ai défini une structure en grillage, dans laquelle chaque neurone du cerveau était

associé au voxel dans lequel il était. J’ai ensuite conçu un programme qui permettait de

superposer les neurones les plus sensibles aux stimuli proposés pour 2 poissons différents.

Grâce à la structure en grillage proposée, les voxels incluant des neurones communs aux

deux poissons, et donc potentiellement des zones multisensorielles du cerveau, étaient

faciles à repérer. J’ai ajouté plusieurs autres fonctionnalités à ce programme, comme la

possibilité de représenter les isovaleurs des F-statistiques pour un poisson donné, et les

différentes zones du cerveau, prises dans un cerveau de référence.

J’ai finalement pu superposer les 38 jeux de données, et identifier des régions du cerveau

potentiellement multisensorielles. L’une se situait antérieurement aux neurones oculo-

moteurs, une autre dans le cervelet, et la dernière était localisée dans le cerveau postérieur

dorsal, une zone comprenant d’autres neurones moteurs.

Cette analyse a permis d’étudier un grand nombre de jeux de données, et un grand

nombre de stimuli. Elle a permis d’identifier des régions intéressantes dans le cerveau,

en terme d’intégration multisensorielle. Mais malheureusement, comme ces expériences

n’avaient pas été faites sur les mêmes poissons, il n’était pour le moment pas possible de

dire avec exactitude que des neurones étaient effectivement multisensoriels. C’est ce que

la partie suivante de ma thèse a voulu creuser.

Mon deuxième objectif a été de localiser avec précision des neurones multisensoriels

au sein du cerveau. Grâce aux stimuli vestibulaire et visuel présentés l’un après l’autre,

puis en même temps, j’ai pu étudier les réponses comportementales et neuronales de la
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larve de poisson zèbre. Dans les expériences que j’ai réalisées, la larve de poisson zèbre

était immobilisée dans de l’agarose. Pour récupérer les informations comportementales,

j’ai libéré les yeux de l’animal, et pour l’imagerie j’ai au préalable paralysé le poisson

à l’aide de bungarotoxine. L’animal était tourné autour de son axe rostro-caudal par

un moteur pour le stimulus vestibulaire, et un écran placé sous son corps permettait de

projeter un motif à bandes blanches et noires pour le stimulus visuel. Pour les stimuli

multisensoriels, on définit la cohérence entre les deux modalités grâce à un paramètre: la

congruence. Une congruence de 1 veut dire qu’une stimulation visuelle (grâce au réflexe

optocinétique) éliciterait la même réaction qu’une stimulation vestibulaire (grâce au réflexe

vestibulo-oculaire): c’est un environnement multisensoriel cohérent, et c’est ce que nous

expérimentons tous au quotidien. Nous appelons une congruence de 0 conflit, puisque

malgré une rotation vestibulaire, le motif visuel est fixe dans le référentiel du poisson.

Une congruence de -1, appelée opposition, signifie que le motif visuel est en opposition

de la rotation, et une congruence de 2, appelée amplification, signifie que le motif visuel

devrait déclencher un réflexe oculaire deux fois plus élevée que la rotation.

J’ai commencé par caractériser la réponse comportementale aux stimuli. Les réponses

normalisées à des stimuli vestibulaires étaient environ 6 fois plus élevées que les réponses

aux stimuli visuels, pour plusieurs amplitudes de stimulations. Ceci nous a montré que la

réponse comportementale est très variable en fonction du type de modalité étudiée. Pour

les réponses multisensorielles, alors que les réponses pour des stimulations en opposition et

en conflit étaient sensiblement les mêmes que la réponse au vestibulaire, les réponses pour

des stimulations cohérentes et amplifiées étaient bien supérieures au réponses au stimulus

vestibulaire. De manière encore plus intéressante, pour des stimulations cohérentes, les

réponses multisensorielles étaient plus élevées que la somme des réponses unisensorielles,

nous montrant un comportement super-additif.

En analysant des données neuronales sur les mêmes types de stimulations, j’ai pu définir

les neurones vestibulaires et visuels. Le nombre de neurones répondant à ces deux modal-

ités était constant d’un poisson à l’autre, de même que leur localisation était stéréotypée

et correspondait à la littérature. Une faible partie des neurones du cerveau répondait à la

fois aux deux modalités, mais leur localisation dans le cerveau était une fois encore très

stéréotypée. En définissant géographiquement cette région multisensorielle du cerveau,

j’ai pu constater qu’elle incluait une proportion importante des régions motrices des yeux
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et de la queue du poisson.

En modélisant la réponse des neurones répondant aux stimuli vestibulaire et visuel, il

a été intéressant de remarquer que leur activité multisensorielle était linéaire par rapport à

leurs activités unisensorielles. Par ailleurs, en utilisant un coefficient extrait de ce travail

de modélisation, j’ai pu identifier des neurones super-additifs, c’est-à-dire des neurones

dont la réponse à un stimulus multimodal était supérieure à la somme de leurs réponses

aux stimuli unimodaux. En définissant une région super-additive du cerveau, il a été

intéressant de constater que celle-ci incluait 50% de la région multisensorielle définie ci-

dessus. Par ailleurs, cette région super-additive incluait également un nombre important

de neurones moteurs, et notamment de neurones oculo-moteurs. Ceci nous a permis de

faire le lien avec la réponse comportementale super-additive que nous avions observée plus

tôt.

Ce travail a fourni une analyse poussée des réponses comportementales et neuronales

de la larve de poisson zèbre, soumise à des stimuli vestibulaire et visuel. L’analyse du com-

portement nous a montré qu’il existait des mécanismes permettant d’adapter la réponse

d’un organisme plus efficacement quand deux stimuli étaient cohérents, en particulier

la super-additivité observée dans le cerveau. Nous avons ensuite pu voir que malgré

l’existence de neurones multimodaux localisés dans différentes régions du cerveau, cer-

taines régions en étaient plus densément peuplées. Ceci confirme l’aspect multimodal

du cerveau dans son entièreté, tout en ayant des zones plus spécifiquement dédiées à

l’intégration multisensorielle.

Je me suis ensuite intéressé à l’intégration du contraste visuel dans un environnement

multisensoriel. J’ai utilisé le même protocole expérimental que celui décrit précédem-

ment, mais j’ai cette fois-ci également joué sur la différence d’inténsité entre les bandes

blanches et noires du motif visuel. Un contraste de 0 revient à présenter un motif uni, et

donc à stimuler le poisson vestibulairement, et un contraste de 1 revient à avoir des ban-

des avec la différence d’intensité maximale. Deux hypothèses ont été testées dans cette

partie. D’abord, dans le cas d’une stimulation multisensorielle conflictuelle, est-ce que

l’augmentation du contraste pouvait permettre au poisson de passer d’un état vestibulaire,

où le réflexe vestibulo-oculaire est dominant à un état visuel, où le réflexe optocinétique

est dominant. Ensuite, dans le cas d’une stimulation multisensorielle cohérente, est-ce que
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l’augmentation du contraste conduisait à une augmentation logarithmique de la réponse

comportementale, en adéquation avec des expériences de la littérature ayant été réalisées

avec le stimulus visuel uniquement.

En conflit, je n’ai pas obervé de changement de comportement entre un contraste de 0

et un contraste de 1. C’est un résultat qui fait sens, puisque dans mon travail précédent,

je n’avais pas observé de différence majeure entre les réponses vestibulaire et conflictuelle.

En regardant les données neuronales, on a pu comprendre que cela était dû au fait que les

neurones visuels n’étaient pas du tout stimulés, puisque le motif visuel était immobile.

En cohérent, j’ai pu observer une augmentation logarithmique de la réponse comporte-

mentale quand le contraste augmentait de manière linéaire, correspondant aux résultats

de la littérature pour une stimulation visuelle unimodale. Les réponses des neurones

répondants au stimulus visuel étaient également log-correlées au contraste.

Cette étude nous a montré qu’une augmentation de contraste lors d’une situation de

faible contraste avait plus d’impact sur la réponse comportementale que lors d’une situ-

ation de fort contraste dans un environnement multisensoriel. Ce résultat est intéressant

puisqu’il permet de voir qu’un individu peut évaluer rapidement si un stimulus fait sens,

avec un bout d’information limité venant d’un deuxième stimulus cohérent. Il aurait été

également intéressant de développer la même expérience avec deux stimuli multisensoriels

en opposition, pour constater quel comportement le poisson zèbre aurait adopté.

Dans le dernier chapitre de ma thèse, je me suis intéressé à l’apprentissage, et aux effet

d’un environnement multisensoriel sur celui-ci. Il a été montré que le poisson rouge adulte

pouvait modifier son réflexe vestibulo-oculaire lorsque les stimuli vestibulaire et visuel

n’étaient pas cohérents, et j’ai voulu reproduire cette expérience sur des larves de poisson

zèbre. Le protocole expériemental consistait en une alternance de phases d’entraînement

multisensoriel et de phases de test vestibulaire. La congruence entre les deux modalités

augmentait au fil de l’expérience, passant de 1 (cohérent) à 2 (amplifié) au bout des 25

minutes de l’expérience. L’évolution de la rotation des yeux lors des phases de test nous

donnait une bonne indication sur l’influence de l’entraînement sur le comportement des

animaux. J’ai voulu consécutivement regarder si nous pouvions bien observer ce change-

ment de comportement, puis si ce changement était lié à l’action du cervelet, élément

nécessaire dans le cerveau pour l’apprentissage moteur. J’ai finalement étudié l’impact de
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l’environnement multisensoriel et du laser d’imagerie sur la réponse.

Sur 29 poissons ayant subi l’expérience décrite ci-dessus, 40% d’entre eux, appelés les

apprenants, ont montré une adaptation durable, avec un gain comportemental augmentant

de plus de 100% entre le premier et le dernier test vestibulaire. Par ailleurs, 45% des pois-

sons, les semi-apprenants, ont montré une augmentation de gain au cours des 8 premières

minutes de l’expérience, avant que celui-ci ne retourne au niveau du gain initial. Au total,

cela a donc fait 85% des poissons qui ont montré un comportement d’apprentissage dans

cet environnement multisensoriel.

J’ai par la suite ablaté les cellules de Purkinje de 24 poissons et lancé les mêmes

expériences sur ces poissons. Les cellules de Purkinje sont une composante essentielle

du cervelet et en représentent une des trois couches nécessaire à l’apprentissage moteur.

Ces poissons ablatés ont présenté des statistiques d’apprentissage similaire aux poissons

possédant toujours leurs cellules de Purkinje, avec 46% des poissons dans la catégorie

apprenant, et 29% des poissons dans la catégorie semi-apprenant. Ceci nous a montré que

le cervelet ne semblait pas jouer de rôle dans l’apprentissage observé.

J’ai ensuite voulu confirmer que l’environnement multisensoriel, avec une congruence

augmentant au fil de l’expérience était bien la raison de cette augmentation de gain

comportemental. J’ai donc adapté le protocole en remplaçant d’une part ces périodes

d’entraînement par un stimulus cohérent, puis d’autre part par un stimulus vestibulaire.

A ma surprise, les statistiques d’apprentissage étaient toujours similaires aux statistiques

dans des conditions de base. Pour le protocole avec une congruence constante, 44% des

poissons étaient dans la catégorie apprenant, et 38% dans la catégorie semi-apprenant.

Pour le protocole avec un stimulus vestibulaire à la place de l’entraînement multisen-

soriel, 40% des poissons étaient dans la catégorie apprenant, et 33% dans la catégorie

semi-apprenant. Ces informations nous ont donné l’indication que l’environnement multi-

sensoriel n’était pas la raison de l’adaptation du réflexe vestibulo-oculaire.

J’ai finalement testé l’hypothèse que c’était le laser qui influençait l’adaptation. En

effet, dans les premières expériences d’apprentissage que j’avais faites, le laser permettant

d’imager le cerveau était actif, puisque j’avais enregistré le cerveau des poissons étudiés

au début et à la fin du protocole. J’avais par la suite laissé le laser allumé, pour que les

conditions des expériences soient les même lors des contrôles réalisés. Dans ce dernier

protocole expérimental, j’ai donc éteint le laser, pour tester son influence sur l’adaptation.
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Dans cette nouvelle configuration, les statistiques d’apprentissage étaient différentes: 18%

des poissons était dans la catégorie apprenant, et 23% dans la catégorie semi-apprenant,

soit seulement 45% des poissons montrant un comportement d’adaptation.

Après analyse de ces données, il semble que ce n’était pas l’environnement multisen-

soriel qui influençait l’apprentissage, contrairement aux expériences faites sur des poissons

rouges que j’essayais de reproduire. Par ailleurs, le cervelet ne semblait également pas

avoir d’influence sur l’augmentation du gain du réflexe vestibulo-oculaire, alors que c’était

une des conclusions de l’étude sur les poissons rouges. Il semble que c’était le laser, et

lui seul, qui était à l’origine de cette augmentation. Plusieurs hypothèses permettent

d’expliquer l’implication du laser dans l’évolution comportementale observée. Il est pos-

sible que le laser ait déclenché un stress dans les poissons, et il a été montré que le stress

déclenche des comportements erratiques. Dans notre cas néanmoins, le comportement

semblait plus consistant qu’erratique. Il est également possible que le laser stimulait une

région neuromodulatoire du cerveau, qui a pu changer le comportement de l’animal. Ma

dernière hypothèse est que la lumière du laser touchait des photorécepteurs localisés dans

le cerveau profond des larves de poisson zèbre, et déclenchait un état extrême de réveil,

qui pourrait être à l’origine de l’apprentissage observé.

Mots clés: intégration multisensorielle · cerveau · neurones · comportement · poisson

zèbre · microscopie à nappe de lumière · vestibulaire · visuel · super-additif · adaptation
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I.1 Context and overview

I.1.1 Presentation

Humans and animals live in a multisensory world, and survive in it by interacting with

their environment. There are five well known senses: vision, audition, touch, taste, and

smell. Many more come to mind, although less widely known, such as pain, temperature,

balance and movement perception, proprioception, and magnetic field perception. Unless

taking part in a sensory deprivation experiment, all our experiences are multisensorial.

We are constantly integrating sensory cues, and reacting to our surroundings with muscle

movements, which allow us to behave differently in order to optimize our chances of

survival [1].

In the brain, there is a convergence of information from different sensory modalities.

Multisensory integration is the processing of all these sensory signals inside the brain, to

have a coherent perceptual experience. Information need to be combined such that the

resulting information is more informative and less noisy than each individual modality

alone. Multisensory integration is necessary to our survival for numerous reasons:

• It allows for an error reduction in tasks [2], and decision making improvement [3].

• It leads to a faster response time [4], and more precise motor outputs [5].

• It helps to resolve conflicts in tasks involving multiple modalities [6].

• It makes learning better, because multisensory conditions are closer to natural per-

ception [7].

• It allows for cross-sensory calibration during development [8] [9] (when one modality

is missing, the development of the other modalities is impacted).

The continuous stream of information from outside our body needs to be processed so

that the representation we make of what is happening around us is the closest to reality.

The brain needs to sort these signals, and to reduce the noise in them, that originates

from the nature of the signals or the way neurons process them [10]. As a matter of fact,

there are around 100 billions neurons in an adult human brain, with an estimated 1 000

000 billions connections to link them. These numbers are so high it is hard to comprehend
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the machinery the brain is. But multisensory integration of these continuous signals is in

fact used in a major part of the cognitive functions [11] and has an influence on cerebral

plasticity [12], which is at the center of learning processes.

I.1.2 Modeling multisensory tasks, and brain recording techniques

Psychophysical models have been developed to understand behaviour in multisensory

tasks. Specifically, the Bayesian observer frame work has been successfully used to de-

scribe multisensory behavioural responses. This probabilistic approach takes into account

the uncertainty associated with sensory information and the prior probabilities of encoun-

tering specific signals [13]. In this frame work, modalities are generally weighted based

on an inverse estimate of their noise [14] [15]. Bayesian inference models suggest that,

in addition to maximization of information and reliability from sensory cues, there is an

interpretation based on prior knowledge [10]. Theoretical and computational models have

been introduced to explore how the brain could implement such probabilistic models us-

ing neuronal population activity. However, extensive neuronal recordings are still needed

to validate these models. Currently, our understanding of multisensory processing relies

mainly on observations at the single-neuron level.

Interestingly, multisensory integration happens at various scales in the brain. Using

electrophysiology, it has been shown that single neurons could detect multisensory inputs,

through super-additivy [16], which means the response of the neuron is superior to the sum

of the responses for each unisensory stimulus. These super-additive neurons could play

a role in enhancing or amplifying multisensory information, which is a helpful process

in a noisy environment. During an experiment, out of 40 neurons recorded in the cat

superior colliculus, a multisensory center of the brain, 33% of them were super-additive,

whereas 60% were additive (possibly encoding the presence or absence of a particular

sensory feature), and 7% sub-additive (possibly helping filter out irrelevant or redundant

sensory information) [17] (figure I.1). Up until recently, recordings at the scale of single

neurons were limited to tens of neurons. As a result, psychophysical models lack extensive

neuronal recordings necessary to evaluate their physiological relevance, and studies are

typically conducted on single neurons in specific brain regions [13] [18]. However, the

development of Neuropixel probes in recent years has allowed for recording up to 10,000

neurons in mice brains [19] with promising potential for research. But these probes only
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Figure I.1: Example of different multisensory responses for one neuron.

capture signals from neurons in close proximity to the 1 cm long probe, representing a

limited number of neurons per brain region and still only a small fraction of the enormous

amount of 70 million neurons in a mouse brain (and 100 billion in an adult human brain!).

On the other hand, at a larger scale using fMRI, it has also been shown that some

regions we thought were uni-modal in the cortex are actually multi-modal [20]. For exam-

ple, the auditory cortex is stimulated even in the absence of auditory sensory cues when

we read lips [21] (figure I.2). A large number of multisensory regions has been identified

in the brain, all receiving information from different sensory areas [22]. The problem with

brain-wide imaging is that recorded voxels are not single cells (an fMRI voxel is 1 mm3

and contains 100,000 neurons), and it is therfore not possible to have single neuron reso-

lution in fMRI [23]. This sets a trade-off between single-cell recordings, and whole-brain

imaging.

New developments in light-sheet imaging techniques and genetically encoded calcium

indicators (GECI) have made possible a whole-brain recording of a vertebrate, at several

brains per second, at cellular resolution [24] [25] (figure I.3). Due to its transparency, the

vertebrate whose brain was successfully recorded was the larval zebrafish, at six days post

fertilization. Larval zebrafish possess other advantages for light-sheet imaging, such as

small and compact brains of around 100,000 neurons. With a neuron diameter of around

10µm, the whole brain has a length of around 0.1mm, compared to the 10cm of the human

brain. This animal model can also be genetically modified to express genetically encoded

calcium indicators, which emit fluorescence when bound to calcium ions, thus acting as

a proxy to visualize neuronal activities. In addition to this, the simplicity of the larval

zebrafish body makes possible a large description of its behaviour by a large community

around the globe. It is the relationship between behaviour and neuronal activity that

enables to describe properly neural circuits, and fully understand sub parts of the brain

[26].
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Figure I.2: Parts of the brain active during auditory and visual stimulations, recorded
using fMRI, by Calvert et al. [21]. Regions in blue are activated during auditory speech
perception, in purple are regions activated during silent lip reading, and in yellow are
regions activated by both auditory speech and silent lip reading. The dotted white line
indicates where the auditory cortex is.

Figure I.3: Trade-off between single-cell recordings, whole-brain imaging, and light-sheet
imaging.
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I.1.3 Chosing modalities to study

To study multisensory integration, we need to simplify the very complicated multisensory

process, and focus on at least two sensory modalities that make sense together. Visual

and auditory systems have been widely analyzed in zebrafish. It would make sense to pick

them to study multisensory integration, but the auditory circuit is not fully developped

in larval zebrafish, and audio is detected through an organ of the vestibular system: the

saccule [27].

Although the auditory system is not on the table, the visual system is a good candidate.

It has been studied on zebrafish [28], rats [29], primates [30] and humans [31]. It is also

conserved in vertebrates and even in flies [32], and the zebrafish visual system is used to

study ocular diseases in humans [33]. In addition, at 5 dpf, zebrafish have a functional

typical vertebrate retina [34], and the optokinetic response (OKR, consists in following

the movement of the entire visual field with the eyes) is functional as soon as 3 dpf in

zebrafish [35] [36].

The vestibular system, used to stabilize gaze [37] and body [38], is the second solid

candidate to study multisensory integration. First of all, it is closely related to the visual

system: in monkeys, a lot of neurons in the vestibular nuclei also respond to visual stimuli

[39]. Moreover, the vestibular system is at the center of the vestibulo-ocular reflex (VOR),

which is the eyes compensation during a movement, to keep a fixed visual image on the

retina [40]. In terms of multisensory integration, the vestibular system does not have its

own region in the cerebrum for monkeys and humans, in opposition to visual and auditory

system [41], and therefore can be thought of as a multisensory modality. This system is

functional as soon as 3 days post fertilization [42], and is well conserved across vertebrates

[43] [44]. Finally, it is possible to image the brain while providing a vestibular stimulus,

using a rotating light-sheet microscope [45].

I.2 From neurons to nervous system

Study of the mind and brain dates back millennia. Although the Greek philosopher

Aristotle (384-322 BC) believed our spirit originated from our heart, Greek physician

Hippocrates (460-377 BC) speculated the brain was at the center of our thinking and

emotions. Galen (129-216) used dissections studies to discover cerebral ventricles, and
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Figure I.4: Hand drawing of brain anatomy, by Vesalius in 1543.

inferred the nerves were pipes, allowing information transfers from all of the body organs

to the brain. Vesalius (1514-1564) pointed out errors of Antiquity scientists, and published

in 1543 De humani corporis fabrica, a book of anatomical drawings, including detailed

drawings of the human brain (figure I.4). Since Galen, the dominant theory was that

the three ventricles in the brain were at the center of senses, cognition and memory; it

is Thomas Willis (1621-1675) who understood thoughts originated from cerebellar cortex

convolutions. Santiago Ramon y Cajal (1852-1934) made a huge step in neuroscience,

demonstrating neurons, i.e. brain cells, are independent, the same way other cells in the

body are (figure I.5). Korbinian Brodmann (1868-1918) described the first cortical map

of the human brain, and thanks to the development of in vivo imaging, we are nowadays

able to have more precise maps of the brain from living subjects [46].

Centuries of anatomical and physiological studies have allowed us to have a good

understanding of how the brain and the whole nervous system drive our lives. We will

present here how neurons, synapses and brain circuits work.

I.2.1 Neurons

The neuron is the building block of the nervous system. It is a cell, and therefore possesses

the same organelles as any cell in the body, such as a nucleus and mitochondria. The

particularity of the neuron is that it has a membrane potential, and can depolarize along



Monday 29th April, 2024, 17:39 version

I.2 From neurons to nervous system 9

Figure I.5: Hand drawing of pyramidal neurons from the cortex, by Ramon y Cajal [47].

its ramifications, leading to an electrical current, called an action potential. This electrical

current allows information to travel from the inputs of a neuron (the dendrites, around

7,000 per neuron), to its output (the axon). Myelin sheaths surround neurons axons, and

allow electrical signal to travel faster. They are formed by glial cells, another type of cells

found in the brain, with approximately three times more glial cells than neurons. Neurons

widely vary in the central nervous system: as an example, in the cerebellum, granule cells

have 3 to 4 dendrites, whereas Purkinje cells have up to 200,000 dendrites [48] (figure I.6).

An action potential appears when membrane potential exceeds a threshold value.

Sodium ion channels open, and sodium ions enter the cell, provoking a local depolar-

ization. This triggers a cell reaction along a dendrite or an axon. As the time constant

of potassium ion channels is greater than sodium ion channels, they open later, and drive

potassium ions in, leading to a repolarization. There is a refractory period after this

event, during which sodium/potassium pumps move sodium ions out, and potassium ions

in (figure I.7).
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Figure I.6: A: Representation of a neuron, from Cook et al. [49]. B: Different types of
neurons in the central nervous system [50], adapted from Ramon y Cajal drawing.

I.2.2 Synapses

Action potentials drive information from one end to the other of a neuron, but the trans-

mission of this information between one neuron to the next is carried out by synapses.

Synapses can either be electrical or chemical. In electrical synapses, there is a cytoplasmic

continuity between pre and post-synaptic neurons, and the electrical current is continuous

between the two neurons. In chemical synapses, the action potential leads to the release

of neurotransmitters at the synapse from the pre-synaptic neuron. This neurotransmitter

activates receptors in the post-synaptic neuron, and sodium ions flow into it (figure I.8).

The type of neurotransmitter varies between synapses: in excitatory synapses, the most
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Figure I.7: Description of an action potential based on membrane potential and ion chan-
nels openings. Figure from https://neurofeedbackalliance.org

common neurotransmitter is glutamate, whereas in inhibitory synapses, it is GABA. Many

other neurotransmitters exist, famous ones being acetylcholine, dopamine and serotonin.

Excitatory and inhibitory inputs are integrated in the post-synaptic cell, and lead to a

new action potential, if the electrical threshold is reached.

The strength of a synapse is related to the amount of neurotransmitters releases, and is

not fixed in time. A constant synchronous firing between two neurons connected through

a synapse leads to long-term potentiation, which is the strengthening of the synapse [51]:

synapses are at the center of learning and adaptation.

I.2.3 Brain organization

The brain comprises a large amount of neurons, connected through synapses, and organized

geographically and functionally. For example, a nucleus is a cluster of neurons in the

central nervous system, whose neurons usually have similar connections and functions.

There are three main areas in the brain: the forebrain (prosencephalon), midbrain

(mesencephalon), and hindbrain (rhombencephalon). The forebrain itself is made from

the telencephalon and the diencephalon. In addition to the brain, the spinal cord is the

second part of the central nervous system. It transmits motor commands, with nerve

signals, from the motor cortex to the muscles, and sensory information, with afferent

fibers, from the body to the sensory cortex.
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Figure I.8: Chemical synapse between two neurons mechanism, from Behnke et al. [52].

Some regions in the brain are worth mentioning (see figure I.9):

• In the telencephalon:

– The cerebral cortex (attention, perception, awareness, cognition, thoughts,

memory, language, consciousness).

– The hippocampus (memory [53]).

– The basal ganglia (movement planning, cognitive behaviour, saccadic eye move-

ment [54]).

– The olfactory bulb (olfaction).

• In the diencephalon:

– The thalamus (relay for sensory and motor signals to cortex [55], cognition

[56]).

– The hypothalamus (metabolic control, thermoregulation, wake-sleep cycles, re-

production [57]).

– The pretectum (pupillary light reflex [58], optokinetic reflex [59], somatosensory

information mediator [60]).

• In the mesencephalon:
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Figure I.9: Different regions of the human brain. Figure from
https://mapp.mgh.harvard.edu

– The tectum (spatial sensory integration [61]).

– The tegmentum (autonomic functions [62], reward control [63], control of pos-

ture [64]).

– The cerebral acqueduct (mediates circulation of the cerebrospinal fluid, as part

of the ventricular system).

• In the rhombencephalon:

– The pons (autonomous functions such as respiration [65] and sleep [66]).

– The cerebellum (motor control and learning [67], cognitive processing and emo-

tional control [68]).

– The medulla oblongata (involuntary functions such as vomiting and sneezing,

and autonomous functions of breathing, heart rate and blood pressure [69]).

I.3 Zebrafish as a model

The zebrafish (Danio rerio) is a fish originally found in India, and living in fresh water

(figure I.10). George Streisinger started experimenting on this animal in 1972, and found
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Figure I.10: Adult zebrafish swimming. Photo by Lynn Ketchum, taken at Oregon State
University.

it a good model because of three reasons: the zebrafish lays a lot of eggs, it is transparent

during larval development, and it can easily be genetically modified. In 2001, the con-

tribution of zebrafish to the study of vertebrate development over the 1990’s was already

underlined [70], and it has since then been confirmed that zebrafish is vastly used in all

the fields of biological and medical research [71]. In addition to neuroscience, zebrafish

is used to study cardiovascular development [72] and diseases [73], immunology [74], and

drug discovery [75] and development [76], amongst other fields.

Due to its small brain size (around 100,000 neurons), zebrafish is a very interesting

model to understand brain circuits [77] (figure I.11). Moreover, its body is simple, and

thus allows for a thorough description of its behaviour, and a possibility to link it to the

neural circuits responsible for it [26]. A wide range of behaviours and their associated

neuronal circuitry in the zebrafish has been studied so far, such as optokinetic response

[78] [79], optomotor response [80], phototaxis [81], movement detection [82] and hunt-

ing behaviour [83], thermotaxis [84], auditory response [85], olfactory response [86], and

vestibular behaviour [45].

Zebrafish development is very fast: larvae hatch between 48 and 72 hours post fertil-

ization (figure I.12), and swim at 5 dpf [89]. At 30 dpf, the animals are not considered

larvae any more, but juveniles. As zebrafish can be genetically modified with ease, genetic

tools were developed, and allowed for the creation of a wide range of mutants. The nacre
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Figure I.11: A: Larval zebrafish and its brain in green, adapted from
https://braintour.harvard.edu and [87]. B: Different regions of the zebrafish brain, from
Jurisch et al. [88]
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Figure I.12: Zebrafish development, from Cambero et al. [93]

[90] is one of them (figure I.13): due to its impaired melanin production, the nacre mutant

is more transparent than the wild type, and makes it even easier to access the brain by

optical microscopy. Another very interesting genetic modification in the neuroscience field

is the GCaMP probe [91], which becomes fluorescent when bound to Ca2+ (calcium ions

help transmit the electrical signal in neurons, and them entering the cell at the synapses is

the trigger for neurotransmitters; they are also involved in genes transcription). GCaMP

can be expressed in the whole brain or in subparts of the brain, making it possible to mon-

itor neuronal activity of thousands of neurons at the same time with imaging techniques

[92] [24].

I.4 Light-sheet imaging to record the brain

Electrophysiolgy was first developped by Hubel in 1956. The problem with this technique

is that is it invasive, can only record neurons in proximity to the probe, does not reveal

cellular identity, and cannot be used in small brains. As detecting calcium variation during

action potential is non invasive in larval zebrafish [94], and intracellular concentration of

calcium ions increases by a factor of 10 to 100 when there is an electrical current in the

neuron [95], it is no surprise GECI are so widely used nowadays in neuroscience. Amongst

GECI, GCaMP are the most widely used indicators in vivo [91], and have outperformed

other calcium indicators, after several improvements [96]. In GCaMP, a green fluorescent



Monday 29th April, 2024, 17:39 version

I.4 Light-sheet imaging to record the brain 17

Figure I.13: Comparison between wild type (wt) and nacre (nac) zebrafish from the side
(A) and top (B), adapted from Lister et al. [90]

protein emits light when stimulated by a 480 nm wavelength light.

The development of imaging devices has thrived in the last decades. A notable dis-

covery is confocal microscopy by Marvin Minsky in 1961: the use of two pinholes blocked

scattered and out-of-focus fluorescence light, and allowed Minsky to observe a Golgi ap-

paratus with a greater resolution [97]. In 1995, this confocal imaging technology was used

to record motor neurons in larval zebrafish, with neurons labeled with calcium indicators

[98]. Many more imaging technologies have been developed since then [99].

The technology we use in this thesis is light-sheet imaging. A rotating mirror creates

a light-sheet from a laser beam, and illuminates a whole plan of a sample. The light-sheet

being in the focal plan of an objective lens, the fluorescence can be observed (figure I.14).

Light-sheet imaging is well suited to image deep within transparent tissues or organisms,

and photobleaching and phototoxicity is reduced compared to confocal and multiphoton

imaging, because tissues are only exposed to the thin plane of light [100] from which

fluorescence is collected. Light-sheet imaging has a performance that is often superior to

traditional imaging methods [101], and is well suited to image large systems with high

spatiotemporal resolutions over long scales of time [102]. In particular, it is well-suited to

record a zebrafish whole brain [24] [92]. Let us note that two-photon microscopy [103] is

also a widely used technique for functional imaging. Its main problem is that the frequency
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Figure I.14: Light-sheet microscopy explained, from Huisken et al. [104]

of acquisition is lower than light-sheet imaging, because the final image is built pixel by

pixel.

The recording of a zebrafish brain volume through whole-brain imaging outputs a stack

of images (see figure I.15). From these images, we extract the neurons coordinates. These

coordinates are displayed in the left panel of figure I.16. Using a non linear transformation,

we can project these coordinates on a reference brain [105], which provides us with a set

of brain regions associated to each coordinate. These reference coordinates are displayed

in the right panel of figure I.16. Neuron activity over time is extracted from sequentially

Figure I.15: A: Figure of different layers imaged with a light-sheet in a zebrafish brain. B:
One layer of the zebrafish brain, with specific neurons and their activity. Adapted from
Panier et al. [24]
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Figure I.16: Left panel is neurons coordinates as segmented from light-sheet images, for
one fish. Right panel is neurons coordinates after projection in the reference brain, with
reference brain outline in light grey.

recorded brain scans after motion correction. Because in calcium imaging the fluorescence

is not the same across neurons, this raw signal of activity is not used, and instead we

compute the ∆F/F = (raw_signal − baseline)/(baseline − background) signal. The

baseline subtraction enables us to center the fluorescence, while the difference between

baseline and image background normalizes the neuron’s activity. In this work, it is this

∆F/F we will refer to, when we speak about a neuron’s activity.

I.5 The vestibular system

The vestibular system is a system of the inner ear, and a specificity of the vertebrates

[106]. It allows for a sense of balance, and a coordination of movement with balance, as

being able to maintain posture is vital for animals [107]. It is interesting to note that in a

multi-sensory task, humans and monkeys tend to over-weight vestibular information over

visual information [18]. The first detailed description of the vestibular organs was done by

Du Verney in 1610, and the first functional study of the vestibular system done by Eswald

in 1892 [108].

The vestibular system is made of two distinct parts: the semicircular canals, in charge

of detecting angular accelerations, and the otolith organs, in charge of detecting linear

accelerations and gravity in the horizontal and vertical plans [109] (figure I.17). These

organs then project to the vestibular nuclei, which in turn project to the spinal cord,

extraocular neurons, contralateral vestibular nuclei, and the cerebellum [110].
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Figure I.17: A: Location of the vestibular apparatus with relation to the hear. B: Vestibu-
lar organ, with linear acceleration detectors (utricle and saccule), and angular acceleration
detectors (the semicircular canals). Figure from Howard et al. [111].

I.5.1 From sensory input to neuronal signal

Acceleration detection is done with particular cells, called hair cells [112], present in the

semicircular canals and otoliths (figure I.18). They convert mechanical movement to elec-

trochemical activity, a process called mechanotransduction [113]. The movement of hair

cells’ stereocilium causes more or less neurotransmitters release at the synapse, depending

on the direction of movement.

There are three semicircular canals, orthogonally oriented: anterior, horizontal and

posterior, detecting angular accelerations around the three axes. This detection is done

through a hair cell structure called crista, inside a widening of the semicircular canals called

ampulla. The crista detects the inertia of the endolymph fluid when a head movement

occurs.

There are two otoliths organs: utricle and saccule. The saccule detects vibrations in

the vertical direction at relative high frequency and can thus also detect vibrations in

the range of auditory frequencies. Though mammals and birds have the cochlear organ

to detect sounds, fish and amphibians do not possess it, and use the saccule to detect

vibrations in the auditory range [114]. Contrary to the saccule, the utricle has a sole

vestibular purpose. In otoliths, hair cells are arranged in a patch called the macula.

The difference of movement between the otolithic membrane (due to attached calcium

carbonate crystals) and the macula, due to a density difference, allows to detect linear
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accelerations. The macula is horizontal for the utricle, and vertical for the saccule.

The number of vestibular nuclei is four on the two sides of the brain. The superior

and medial vestibular nuclei get inputs predominantly from the semicircular canals, but

also from otolith organs. The lateral vestibular nucleus gets inputs from both semicircular

canals and otolith organs. The descending vestibular nucleus gets inputs predominantly

from the otolith organs [115].

I.5.2 The vestibular system in zebrafish

The zebrafish possesses the three semicircular canals, that start to form at 42 hpf, up until

5 dpf [117]. Nevertheless, the canals only start working when larvae are 35 dpf [118]. Two

otoliths with hair cells are observable by 24 hpf [117], and both the utricle and saccule are

functional at 72 hpf in larval zebrafish [42] [119] (figure I.19).

The vestibular system is involved in two different reflexes in vertebrates, and in par-

ticular in larval zebrafish: the vestibulo-ocular reflex, and the vestibulospinal reflex. The

vestibulospinal reflex is the correction of posture with relation to gravity [120]. We will

discuss in more details the vestibulo-ocular reflex just below.

I.5.3 The vestibulo-ocular reflex

The vestibulo-ocular reflex is the stabilization of the retinal slip (i.e. position of an image

on the retina) during a head motion, with compensatory eye movement [106]. It is well

preserved across species, in particular between human [41] and zebrafish [37], and pitch

axis VOR is functional at 3 dpf in larval zebrafish [42]. Larval zebrafish also have a roll

axis VOR response at 6 dpf [45]. However, their yawn axis VOR maturates only at one

month [123]. The eyes correction, or VOR gain, for humans in the dark is up to 0.9 with

head rotation frequency between 0.025 and 4Hz [124], and around 0.24 for larval zebrafish

around pitch axis [37].

The utricles only play a minor role in VOR in monkeys [125], but with the absence of

functional semicircular canals in larval zebrafish, they are responsible for VOR: ablating

utricles results in no correction [37]. Interestingly, Xenopus tadpoles, which have no semi-

circular canals either, have adapted their way of swimming so that their head movements

can be detected by the utricles, and stabilize their vision [126]. The three-neuron arc

handles VOR in zebrafish larvae, with utricles projecting to tangential nuclei, projecting
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Figure I.18: A: (A) two types of hair cells, (B) effect of deflection on action potentials,
(C) cristae structure, inside a semicircular canal, (D) macula structure, inside utricule
and saccule. Figure from Swenson et al. [116]. B: Picture of a hair cell from the in-
ner ear by Dr. David Furness. C: Effect of a movement on a semicircular canal, from
https://www.britannica.com. D: Effect of a movement on a utricule or saccule, from
https://www.britannica.com.
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Figure I.19: A: Photo of a 5 dpf larval zebrafish. Anterior canal (ac), posterior canal (pc),
and otoliths (o) are shown . B: Lateral close-up, asterisk is the neuroepithelium within
the posterior canal. C: Representation of larval zebrafish ear (ac: anterior canal, pc:
posterior canal, mc: medial canal, am: anterior macula or otolith, pm: posterior macula
or otolith). D: Representation of adult zebrafish ear (u: utricle, s: saccule, l: lagena, the
hearing organ, similar to a rudimentary cochlea). Figure from Nicolson et al. [121].
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Figure I.20: Left panel is the vestibulo-ocular reflex circuit, and right panel is the vestibu-
lospinal reflex circuit. Figure from Auer et al. [122]

in turn contralaterally to oculomotor nucleus [37] [44] [127] (figure I.20).

I.6 The visual system

Vision has been studied more than other sensory modalities [?], and the visual input

dominates perception [128]. Because of the presence of light on Earth, eyes have become

the premier sensory outposts of the brain, and, as a matter of fact, 96 % of animals

possess a complex optical system [129]. In the second century, Galen used the work of

anatomists to describe many components of the eye. Ibn Al-Haitham described the eye in

more details, and studied the effect of light on vision in the XIth century [130], and it was

ultimately Kepler who discovered in 1604 how the image was formed and inverted on the

retina [131]. Franz Joseph Gall suggested the visual cortex was a subpart of the cortex in

1810 [132], and Hermann Munk located the primary visual cortex in the occipital lobe of

the brain in 1881 [133].

The visual system comprises the eyes, and the nerves and tracks projecting the informa-

tion from the sensory organ to the visual cortex. Eyes are an optical system, transforming

light to brain signal, after projection of it on the retina. Fibers of the retina become the
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Figure I.21: A: Structure of the human eye. The retina transforms light into neuronal
signal. Figure from https://www.alberta-retina.com. B: Optic track from the eyes to the
visual cortex, from Love et al. [134].

optic nerves, and meet at the optic chiasm. At the optic chiasm, optic nerves from nasal

part of the retina cross the brain to join optic nerves from temporal retina of the other eye.

The new optic tracks join structures called lateral geniculate nuclei, and optic radiations

then project to the visual cortex [134] [135] (figure I.21). The visual cortex then projects

to 18 different areas in the brain [136], including to higher visual cortical areas, to the

thalamus, and to subcortical areas like the superior colliculus, striatum, or the brainstem

nuclei [137].

I.6.1 From sensory input to neuronal signal

Light detection is done in the retina, where the epithelium is lined with two types of

photoreceptors: rods and cones. Rods are sensitive to blue/green wave length, and cones

to red, green, or blue, depending on whether they are long-wave, middle-wave, or short-

wave cones, respectively [138]. In addition to colour sensitivity difference, rods are more

sensitive to light in dim conditions, whereas cones are sensitive only to bright light. This is

the reason we do not see colours at night. Photons are absorbed by visual pigments, which

consist of a retinal bound to a protein called opsin [139] (the pigment is called rhodopsin

in rods). This leads to the closing of calcium ion channels, to the hyperpolarization of the

photoreceptor, and to the end of glutamate (excitatory neurotransmitter) transmission at

the synapse [140]. Photoreceptors are non-spiking neurons with a significant time constant
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[141].

Signal processing is then done in the retina, organized with five different layers. The

first layer is the outer nuclear layer, with the photoreceptors. The second layer is the outer

plexiform layer, and consists of horizontal cells, which allow for contrast enhancement and

colour oponency through photoreceptors inhibitory feedback [142]. The third layer is the

inner nuclear layer, with bipolar cells, which contribute to the receptive field properties of

the ganglion cells. The fourth layer is the inner plexiform layer, and is made of amacrine

cells, which are thought to contribute to the generation of transient responses in ganglion

cells [143]. The fifth layer is the ganglion cell layer [144], which project optic fibers to the

brain (figure I.22).

I.6.2 The visual system in zebrafish

Zebrafish retina is very similar to that of humans, with the difference that they possess

five photoreceptors instead of four [146], allowing them to see UV lights [147]. The layered

retinal organisation is visible at 60 hpf, and well developped at 72 hpf [146] (figure I.23).

In terms of vision, larval zebrafish can detect a decrease in light intensity at 68 hpf, and

movement at 73 hpf [35]

Retinal ganglion cells project contralaterally to the pretectum, the thalamus, and the

optic tectum [148], and in particular, direction-selective retinal ganglion cells project to

ten different retinal arborization fields in the optic tectum [80]. Neurons in the pretec-

tum are symmetrical, strongly direction sensitive [149], and binocular, in opposition to

the monocular neurons of the arborization fields [80]. Interestingly, dorsal neurons of the

pretectum can integrate visual information over time [150]. When showing zebrafish visual

stimuli, neuronal activity is also spotted in the anterior hindbrain, and in premotor pro-

cessing regions of the hindbrain. Oculomotor regions are stimulated, such as dorsally and

ventrally located extraocular motor neurons [149]. Tail motor regions are also stimulated,

such as anterior rhombencephalic turning regions (responsible for swim direction, but also

for correlation of swim direction over time [151]), ventromedial spinal projection neurons

[80], and nucleus of the medial longitudinal fasciculus (in charge of postural control for

tail orientation [152]) [149] (figure I.24).
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Figure I.22: A: Structure of photoreceptors, from https://www.britannica.com. B: Pho-
toreceptors of the retina under microscope, from Pugh et al. [145]. C: Structure of the
retina, from https://doctorlib.info. D: Influence of light on different cells of the retina,
from https://doctorlib.info. E: Receptive fields of ON and OFF ganglion cells, from
https://doctorlib.info.
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Figure I.23: Transverse section of development of wild-type zebrafish eye (ventral is down,
scalebar is 100µm). A: At 36 hpf, retinal cells do not form layers. B: At 60 hpf, the 5
layers of the retina are visible. C: At 72 hpf, retinal stratification is well developed (gcl:
ganglion cell layer, inl: inner nuclear layer, ipl: inner plexiform layer, opl: outer plexiform
layer, pcl: photoreceptor cell layer). D: At 5 dpf, cones can be told apart from rods in
outer nuclear layer (le: lens, on: optic nerve, pe: pigmented epithelium). Figure from
Malicki et al. [146].

Figure I.24: Optic flow processing circuits in the zebrafish brain. SFGS: stratum fibrosum
et griseum superficiale (sublayer of the optic tectum), OT: optic tectum, CB: cerebellum,
AF: arborization field, PT: pretectum, OMR: optomotor response, OKR: optokinetic re-
flex, nMLF: nucleus of the medial longitudinal fascicle, nIII: oculomotor nucleus, nIV:
trochlear nucleus, ABN: abducens nucleus. Adapted from Matsuda et al. [153].
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I.6.3 The optokinetic reflex

The optokinetic reflex stabilizes the visual image on the retina, and allows for high reso-

lution vision [154]; it is widely preserved across animals [155]. At 73 hpf, zebrafish begin

to have a response to moving patterns around their yaw axis, and at 80 hpf, virtually

all the fish respond to these patterns [35]. OKR improves steadily between 73 and 96

hpf, and OKR gain of 96 hpf fish is 0.9, comparable to adult performances [36]. If the

moving pattern consists of stripes, the relationship between stripes contrast and gain is

logarithmic, and saturates at very high contrasts, which means maximum gain is reached

at very high contrasts [79].

During optokinetic reflex in zebrafish, neuronal responses are highly stereotypical

across fish, except for scattered neurons in the stratum periventriculare of the optic tectum

[156]. The pretectum is sufficient and necessary for OKR [149], and sends a signal to motor

neurons in charge of the extraocular muscles [155]. The optic tectum is not involved in the

reflex circuit, and ablating it only has a slight influence on OKR gain [79]. The cerebellum

is not directly involved in the reflex but receives sensory and motor inputs related to the

OKR through mossy fibers. The pretectum also projects OKR-related information to the

inferior olive, reaching the cerebellum through climbing fibers [156].

I.7 Multisensory integration

We constantly integrate multisensory information coming from our sensors. For example,

our body ownership feeling is due to the integration of visual, tactile, and proprioceptive

information in the brain [157]. Multisensory integration allows us to interact with the

world, but also to change: when we learn something, it is more effective if the training

we undergo involves more than one sensory modality, because our default interaction with

the world is multisensorial [7].

In this section we will focus on the multisensory aspect of the brain, and on models

that have been developped to understand it.

I.7.1 Anatomy of multisensory integration

There are many multisensory convergence areas in the brain, including the superior col-

liculus, basal ganglia, the cerebellum [158] and motor regions (such as the nucleus of the
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medial longitudinal fasciculus in zebrafish [159]), as well as the parietal, frontal [160], and

prefrontal cortex [20], the latter being usually associated to complex cognitive operations

[161], such as causal inference in the case of multisensory problems [162]. In addition,

most, if not all, of the neuronal processes in the neocortex are multisensorial [163]. As a

matter of fact, multisensory perception is not a localized process, but is rather the inte-

gration of many multisensory operations happening in multiple areas of the brain [164].

Interestingly, some of what we think are unisensory regions are not so unisensory after all:

the auditory cortex is stimulated when we read lips for instance [21]. The open question

is whether the areas we thought were unisensory are intrinsically multisensory, whether

multisensory areas are adjacent to unisensory centers (like the medial superior temporal

area, located in monkeys extrastriate visual cortex [18]), or whether multisensory regions

of the brain project feedbacks to these centers [20] [165].

The superior colliculus is a particularly interesting multisensory area of the brain.

Called tectum in non mammal animals, it overlaps sensory maps from different modalities

[166], with visual inputs in the upper layers, other sensory convergence areas in interme-

diate layers, and motor areas in the deepest layers [61]. When stimuli are time and space

coherent, there is a response enhancement in the tectum output neurons, while other areas

are inhibited [167]. The tectum receives inputs from many regions of the brain, including

the thalamus and hypothalamus, the cerebellum, the raphe (responsible in zebrafish for

initiation and maintenance of sleep [168], and short term motor learning [169]), the torus

semicircularis (part of the auditory pathway in zebrafish [170]), the nucleus isthmi (active

during hunting behaviours [171] in zebrafish), and the contralateral tectum. These inputs

are though to carry information from different types of modalities [61].

In order for multisensory integration to be effective, the brain needs to be able to

compute correlations between stimuli, and compare them across time. It also needs to

deal effectively with conflicting multisensory situations [172]. Species have developed

neuronal strategies to act (preferentially as fast as possible) when undergoing conflicting

multisensory stimulations. For example, in such a situation between auditory and visual

stimulations, mice tend to favour auditory cue (although preference to visual cue can be

induced with training). This is due to the fact that neurons in the auditory cortex project

massively to inhibitory interneurons in the posterior parietal cortex, silencing projections

from the visual cortex [6] [173].
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I.7.2 A model for multisensory integration: divisive normalization

There are many ways to integrate multisensory information [174], and many models to

explain non-linear operations in the brain [175]. In particular, the brain has canonical

neural computations, i.e. defined operations happening everywhere. Some of them are

exponentiation (a thresholding operation), linear filtering (a weighted sum by linear re-

ceptive fields), and divisive normalization, a computation in which a neuron’s response is

divided by a pool of neurons average [176]. In divisive normalization, the response to a

multimodal stimulus is not the sum of the responses to unimodal stimuli, but rather the

average [177]. This model explains well neurons activities in fruit flies antenna lobe (equiv-

alent to olfactory bulb in vertebrates), in the retina [178], and in the visual cortex and

auditory nerves [179]. More broadly, divisive normalization is well suited for multisensory

integration models [180].

I.7.3 Super-addivity during multisensory integration

Neuronal response to multisensory stimulation can be enhanced when the stimuli come

from the same location (spatial rule), when they happen at the same time (temporal rule),

or when one of them is weak (inverse effectiveness rule) [166]. This enhancement is called

super-additivity: it is when the number of spikes a neuron generates when responding to

a multisensory stimulation is higher than the sum of spikes for unisensory stimulations.

The usual response of multisensory neurons is linear, and super and sub-additivity are

more rarely observed at population level [181]. Divisive normalization can properly model

inverse effectiveness, and super and sub-additive neurons responses [180].

Although multisensory processes in the brain do not only rely on super-additivity

[182], super-additive neurons have been widely used to identify multisensory regions in

brain imaging [183]. The reality is that basic summation model explains a lot of bi-modal

combinations in the superior colliculus. As super-additivity occurs, as we said, when one of

the two stimuli has a weak influence on neural response, it might be due to near threshold

signals from the weak stimulus [17]. As a matter of fact, while the number of spikes seems

super-additive when one of the stimuli causes a weak response, the voltage current related

to each stimulus is integrated linearly [184]. So super-additivity may simply be due to the

intrinsic non-linearity of action potential triggering.
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I.8 Learning and adaptation

Learning and adaptation allow us to evolve as individuals and integrate new skills that

will make us more suited to survive.

In this section we will see the different learning processes there are, from the synapse

level to the cerebellum scale.

I.8.1 Plasticity at the scale of the synapses

The amplitude of the synaptic response after trains of action potentials is not constant in

time. This property allows for plasticity to happen at the synapse level.

In short-term plasticity, after a certain time, the synapses recover their initial strength

[185]. Facilitation is a form of short-term plasticity, and consists in the increase of synaptic

response (and therefore the increase of post-synaptic neuronal response), when stimuli are

very close in time [186]. Facilitation occurs at the millisecond timescale, but other short-

term enhancement mechanism can happen at longer timescales, such as augmentation,

in seconds, and post-tetanic potentiation, in minutes [187]. Facilitation, augmentation,

and post-tetanic potentiation are all due to an increased concentration of calcium ions in

the pre-synaptic neuron, because of the elevated frequency of incoming action potentials,

leading to a greater release of neurotransmitters. It is also possible that the elevated

frequency of incoming action potentials leads to a depletion of the vesicles containing neu-

rotransmitters in the pre-synaptic neuron, in which case we speak of short-term depression

[188].

On the other hand, long-term plasticity has been shown to last for up to 16 weeks

[189]. Repeated stimulations of the pre-synaptic neuron have a long-term effect on the

activity of the post-synaptic neuron in excitatory synapses [190]. Experiments done on

pyramidal neurons of the rat hippocampus have shown that the frequency of pre-synaptic

stimulation has a key role in synaptic plasticity [191]. A repeated pre-synaptic stimula-

tions at a high frequency (100 Hz) results in a sustained increased post-synaptic activity,

called long-term potentiation [192]. In opposition, with a pre-synaptic stimulation at low

frequency (1 Hz), there is a decreased post-synaptic activity, called long-term depression

[193]. Long-term potentiation and depression can be observed between two neurons in

which the post-synaptic neuron fires shortly after or before the pre-synaptic one, respec-
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Figure I.25: A: Neuronal organization of the cerebellum. Figure from Consalez et al.
[198]. B: Layered organization of the adult zebrafish cerebellum. Sagital section, anterior
to the left. ML: molecular layer, PCL: Purkinje cell layer, LCa: lobus caudalis cerebelli,
GCL: granule cell layer, TeO, optic tectum, Val: lateral division of the valvula cerebelli,
CC: crista cerebellaris, Vam: medial division of valvula cerebelli, TeV: tectal ventricle,
MON: medial octavolateralis nucleus, Va: valvula cerebelli, CCe: corpus cerebelli. Figure
from Bae et al. [199].

tively, a phenomenon called spike timing dependant plasticity [194]. We can also talk

about habituation (sometimes referred to as adaptation), during which the response to

the same stimulus presented multiple times decreases in intensity [195]. At a neuronal

level, habituation is due to calcium channels opening during action potentials, and cal-

cium entering the cell, resulting in a cell current decrease, and a form of self-inhibition

from the neuron [196]. It is amusing to note that the reason we are able to see is because

our eyes constantly do micro-movements, to not have the constant same image projected

on the neurons of the retina, which continually habituate [197].

I.8.2 Mechanisms of motor learning

The anatomy of the cerebellum, responsible for motor learning is highly conserved across

vertebrates [200]. In humans, although it represents only 10 % of the total brain volume,

it contains more than 50 % of the total number of neurons in the brain [?], making it a

very complex system. The cerebellum is organized in three layers: the granule cell layer,

the Purkinje cell layer, and the molecular layer (figure I.25).

The granule cell layer is composed of granule cells, getting sensory feedbacks from

their mossy fibers inputs [201]. The Purkinje cell layer is made of Purkinje cells; a single
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one of them can receive signals from 200,000 granule cells [48]. Purkinje cells also receive

signals from the inferior olive, through climbing fibers. One cell is connected to a single

climbing fiber, divided into around 500 synapses [202]. The inferior olive sends a strong

[203] error signals to the Purkinje cells and therefore contributes to timing and learning

operations [204]. The climbing fibers signals originating from the inferior olive can also

represent harmful consequences of a movement, or wrong movement executions [201]. The

molecular layer is composed of Purkinje cells dendrites, climbing fibers, and axons of the

granule cells, in the form of parallel fibers. At the end of the circuit, the deep cerebellar

nuclei are the only cerebellar outputs [205], and project to cortical and subcortical areas

of the brain [206]. In particular, three (dentate, emboliform, and globose; the two latter

are fused into the interposed nucleus in humans) of the four deep cerebellar nuclei (the

three plus the fastigii) project to the motor cortex and are involved in voluntary limb

movements [207].

Motor learning takes place in the cerebellum because of long-term depression [208].

It happens specifically when a granule cell, through a parallel fiber, fires repeatedly at a

Purkinje cell synapse, while one climbing fibre fires synchronously at the same location

[201]. Many models exist to describe how this local depression explains cerebellar motor

learning [209], and Marr’s theory, published in 1969, is still relevant nowadays [210].

It hypothesises that after long-term plasticity has occured in Purkinje cells, they have

correlated context from the parallel fibers to error from the climbing fibers. After the

learning, the context alone is enough to accurately predict a motor output [211].

I.8.3 Learning and adaptation experiments in fish

Many adaptation experiments have been performed on fish, and zebrafish in particular, in

which the cerebellum is confirmed the be an important part of motor learning.

Adaptation seems to begin at three weeks for zebrafish, in situations in which they

need to make a decision based on visual pattern associated electro-shocks [212]. In larval

zebrafish though, Purkinje cells have been depicted as prediction error signal encoders

during a periodical stimulus [213], and their ablation prevents the fish from adapting

in long timescales [214]. The inferior olive has been shown to make possible short-term

learning through compensatory changes in motor output [92]. In goldfish, removing the

cerebellum after VOR adaptation does not result in a change of behaviour, but the absence



Monday 29th April, 2024, 17:39 version

I.9 Summary and aim of this work 35

of cerebellum prevents VOR adaptation [215]. The adaptation to an artificial change in

VOR gain for these goldfish, happens in six hours, with significant improvements after

thirty minutes. [216].

In zebrafish, it is interesting to note that regions of the brain other than the cerebellum

can trigger short-term learning. Glial cells accumulate evidence that a motor output

results in no actual action on the environment. When glial cells activities are high enough,

zebrafish switch to a passive state [217]. The dorsal raphe nucleus as well is involved in

short-term motor learning, through an increased average activity [169]. As the raphe

nuclei account for 85 % of all the serotonergic neurons in the brain [218], this raphe

mediated short term learning can be thought of as neuromodulation, a situation in which

a restricted group of neurons influences multiple neurons through the release of a specific

neurotransmitter.

I.9 Summary and aim of this work

We have seen that the combination of vestibular and visual stimulations was interesting in

terms of multisensory integration, and have explained how the vestibular and visual cir-

cuits work. We have gone through notions of neuroscience, and through how the zebrafish

is a good model to study neuronal circuits of the brain. We have seen that technologies,

and in particular light-sheet imaging, allow us to image the entirety of a zebrafish brain.

Finally, we have covered theory and state of the art about multisensory integration, and

learning.

Our main question is the following: what is going on inside the head of a zebrafish

during a multisensory stimulation, at whole-brain scale, with single-cell resolution?

This work will tackle the following consecutive questions on multisensory integration.

We will first visualize multisensory neuronal data, with the hypothesis that if we over-

lap brain recordings from different types of stimuli, we will observe areas of the brain that

will be responsive to several of them. This analysis is not focused on single-cell resolution,

but with rather define global multimodal regions in the brain.

We will then study the multisensory integration of vestibular and visual information,

at single-cell resolution, and hope to find multisensory neurons inside the brain of larval
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zebrafish, which we will try to link to the behaviour under multisensory stimulation.

We will then study the influence of visual contrast on behavioural and neuronal re-

sponses, when coupled with vestibular stimulation. In particular, Rinner et al. have shown

that the evolution of behavioural response was logarithmically correlated to the contrast

[79]; we will test this hypothesis when vestibular stimulation is added.

Finally, the last hypothesis we will be testing is: is it possible to induce learning in

larval zebrafish in a mismatching multisensory environment?

This work’s new approach is the combination of vestibular and visual stimulations,

along with behaviour analysis, and whole-brain imaging. Our setup allows for eye tracking

and light-sheet microscopy, while the animal model is rotated and presented with moving

gratings at the same time. All in all, we aim at providing an exhaustive analysis of

behavioural and neuronal responses to the combination of vestibular and visual modalities,

that will allow us to go beyond the state of the art shown in this introduction.
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II.1 Introduction

Humans live in a multisensory environment. We can interact with our surrounding be-

cause we have information on it. We can see what is in front of us, hear noises around

us, smell, taste, and touch objects. We have information on whether it is too hot or too

cold, and we can feel pain. Migrating birds can even feel the Earth magnetic field in order

to orientate themselves. Although we might survive using only one of these senses, the

combination of them allows us to have a more precise, robust and complete perception

of our environment. Trying to stand on one leg with the eyes closed is a good indication

on the importance of visual information along with inner ear balance. The perturbing

experience when trying to watch a movie with the wrong subtitles is another indication

on how important coherence between auditory and visual information is.

In order to understand how we can thrive in a multisensory environment, we need to

look at how multisensory data is processed inside the brain. A stimulation, whatever it

is - as long as it is perceivable -, will provoke a surge of activity in certain brain regions.

Studying these brain regions for different kinds of stimulations can provide interesting

insight on how the brain actually works to sort out the signals, and have a robust motor

output.

In the first part of my thesis, I will present this first approach taken on multisensory

integration: finding multimodal regions inside the brain.

The zebrafish team at the Jean Perrin lab works on different parts of the fish be-

haviour: mechanotaxis (response to movement), phototaxis (response to light), thermo-

taxis (response to temperature), chemotaxis (reponse to chemicals). This allowed me to

access loads of datasets on these different modalities, from the works of Geoffrey Migault

[219], Guillaume Le Goc [220], and Raphael Olive [221]. The classic way to tackle a neuro-

behaviour project is to study a behaviour, and then record neuron’s activity, trying to link

the neuronal recordings to the behaviour.

The first part of this work was finding a metric to compute how the neurons signals

are linked to the simulations. I then built a program to visualize the data, with many

options to optimize the interface. Using this program, in the end, I was able to look inside
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the brain, and find interesting areas as to where multisensory integration could be taking

place.

II.2 Results

II.2.1 Datasets presentation

a) Methods summary

Having access to multiple datasets from multiple experiments, the first objective was to

understand the data. Once I had, I needed to find a good metric to be able to say which

neurons were the most responsive. For each fish whose brain activity was recorded, I had

information on between 10,000 and 100,000 neurons, scattered all across the central ner-

vous system. Information on these neurons, as well as their coordinates was conveniently

stored in HDF5 files.

In the HDF5 files, there was a lot of information from different experimental proto-

cols. I explain here the different protocols one after the other. I then go through different

methods to analyze the neurons responses, and weight the pros and cons of each of them.

In this part, I aim at explaining the data I was manipulating, and discuss a good way

to say if a neuron was responsive or not. This first analysis provided me with a unique

response value for each neuron of each dataset, and helped me compare the datasets.

b) Explanation of the different protocols of the study

In each HDF5 file, there were different data recordings for an experimental protocol, done

on one fish. Here, I explain these protocols.

Along with the neurons coordinates, HDF5 files contained information about the ex-

perimental protocol stimulus. Experimental protocols are displayed in figure II.1, with

their associated stimulus time traces. I studied 38 HDF5 files in total, split as follow:

• Vestibular stimulations (11 of them) were obtained using a rotating microscope.

The light-sheet, and objective were mounted on the setup, and allowed for a stable
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recording during the rotational movement. Motor rotation could either be sinusoidal

(10◦ amplitude at 0.2Hz, during 10 minutes with GCaMP6s sensor) or step like (15◦,

20◦, and 25◦ amplitude with a velocity of 60◦/s and a step length of 10 s, during 10

minutes with GCaMP6s sensor).

• Visual stimulation (1 in total) was obtained by projecting a striped pattern on a

bent screen below the fish. Movement of the projected stripes was sinusoidal (10◦

amplitude at 0.2Hz, during 10 minutes with GCaMP6s sensor).

• Auditory stimulations (3 of them) were obtained with a speaker positioned below

the fish, providing a periodic acoustic pulse (sound frequency of 750Hz between

121 − 161dB every 10 s, during 30 minutes with GCaMP6f sensor).

• Finally, thermotaxis stimulations, with either hot (9 of them) or cold (14 of them)

water were obtained with a water dispenser, delivering the water at random times

during the experiment (20 hot or cold water flows of 24 − 30◦ or 11 − 21◦, separated

by 10 − 30 s, during around 8 minutes).

Having information on the stimuli, along with neurons signals, it was time to find a

way to tell whether a neuron was responsive to a stimulation.

c) How to link the neurons signals to stimuli

I needed to find a good way to link the different neurons to the stimuli. In order to do

this, I went through different analysis strategies.

First of all, I needed to take into account the fluorescence dynamics. Neurons do not

light up instantaneously as they emit action potentials, nor do they stop instantaneously

as their activity stops. There is a time constant when fluorescence rises, and another

when it decays. In the lab, we were able to approximate this rise and decay with a simple

decaying exponential kernel, with a time constant of 2.6s. The first step was therefore to

convolve all the stimuli signals with this exponential kernel. What the convolved signals

looked like after an additional step of normalization is shown in figure II.2.

The type of stimulus varied, depending on which modality was analyzed. As I gathered

datasets and did not do these experiments myself, I could not define the same type of

stimulus for all the modalities. This added an additional difficulty to the data analysis.
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Figure II.1: Experimental protocols on left panels, with associated stimulus traces on
right panels. A: vestibular experiments from [219], B: visual experiment from [219], C:
auditory experiments from [221], D: thermotaxis experiments from [220].
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My goal was to be able to say whether a neuron was responsive to a stimulus, and I

did it by analyzing their ∆F/F signals. A few handpicked neurons’ ∆F/Fs are plotted in

figure II.3. Following are ways I tried to link a neuron’s ∆F/F signal to the processed

stimulus signal.

• When looking at auditory and thermotaxis stimulations, the first possible way to

analyze neurons’ responses was subtracting neurons’ activities before and after the

pulse. If the pulse was occuring at time t, neuron_activity =
∑t+n−1

i=t ∆F/Fi −∑t−1
i=t−n ∆F/Fi, with n the number of points considered before and after the pulse.

The problem with this formula was that it was not easily applicable to sine signals,

and I therefore discarded it.

• An interesting way to analyze the data was with Fourier analysis. But as thermotaxis

experiments were random pulses, it was not relevant.

• Correlation was a quick and easy way to determine whether a neuron was responsive

to the stimulus. Taking the stimulus array stim and the ∆F/F of a neuron, corr =
cov(stim,∆F/F )

σstim·σ∆F/F
, cov being the covariance, and σ the standard deviation. Correlation

gives an indication on whether two signals vary the same way, the opposite way, or

not together a all. It was interesting, but for the auditory pulses, accoustic sounds

lasted for a few time steps, and could be missed by the analysis.

• Linear regression was a good way to study the relationship between a stimulus and

a neuron’s response. A high regression coefficient meant the neuron’s ∆F/F was

similar to the stimulus, and very active. The problem was that it was possible to

have responsive neurons with low responses, and these neurons could be easily de-

tected using Fourier transform for instance. To that extent, the F-statistic came in

handy. In a linear or multilinear regression, this statistic provides a value determin-

ing whether the fit is better than a trivial one, with only a constant regressor. Said

differently, it tests the hypothesis stating that all coefficients of the regression are 0,

except for the coefficient associated to the constant regressor, which is the average

of the signal. F-statistic is very interesting, because a neuron with a low response,

but very responsive to the stimulus is detected with it.

There was no perfect way to analyze neural data, and all of the strategies suggested

above had their pros and cons. Although I spent a lot of time using correlations to study
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Figure II.2: Stimulus signals after being convoluted with an exponential kernel (to account
for fluorescence dynamics), and normalized.

Figure II.3: ∆F/Fs corresponding to the stimuli times, for different handpicked neurons.
We looked for neurons which displayed at least a small response to the stimulations.

the ∆F/Fs, the F-statistic approach was the one that provided the best results. It was

therefore with this F-statistic that I analyzed the responsiveness of neurons to stimuli.

Precise computation of F-statistic is provided in annex VIII.1.

II.2.2 Building a program that easily allows to visualize data

a) Methods summary

My goal was to be able to visualize in a common reference frame the data recorded in

different animals, in an simple and informative way.

In order to do that, I defined a grid, the size of the reference brain. This way, each

neuron, with a particular set of coordinates in this reference brain, was going to be as-
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sociated to the closest grid point. The grid increment was the distance between two grid

points, and could be define arbitrarily. I set this increment to be 5µm, which is the average

neuron radius. As we discussed above, each neuron had a metric, the F-statistic. For each

fish, I therefore had a set of F-statistics associated to grid points. The grid allowed to

compare the 38 experiments I had, since the space of comparison was common to all the

fish. In this part, I will go through the Matlab program I made to visualize the data.

b) Visualizing the most responsive neurons

I needed to display the most responsive neurons, and find regions in the fish brain where

most responsive neurons of different modalities overlapped.

The program allowed to pick two datasets from the list of 38, based on the stimuli

I wanted to compare. I could then either set a threshold for the F-statistic, or display

a certain number of neurons with the highest F-statistic (figure II.4). It was possible to

manipulate the grid using a set of controls that allowed me to rotate the visualization,

zoom in, or select a reference plane (horizontal, coronal or saggital) on which to project

the grid points on. The selected datasets were coloured green and magenta, and the grid

points most responsive to both modalities were in black. Size of the grid points could be

changed.

Next, I implemented a function to visualize isovalues for one dataset F-statistics with

a user defined threshold for the isovalue (figure II.5).

Using this program, I was able to visualize the areas in the brain that were the most

responsive to a certain type of stimulation, along with the F-statistics isovalues. The

program made it possible to reveal potentially multisensory areas in the brain. In the

following, I will discuss further interesting functionalities of this program.

c) Other interesting options of the program

The program made it possible to display most responsive neurons for two different selected

datasets, and F-statistic isovalues for one of the two datasets. Here, we are going to go

through the other options available.
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Figure II.4: Program interface to display most responsive areas. The top 1,000 most
responsive grid points, approximately, are displayed in the transverse plan, in green for
a vestibular dataset, and magenta for a visual dataset. Black dots are overlapping green
and magenta grid points.

Figure II.5: Program interface to display F-statistics isovalues. Represented are the iso-
values for a vestibular dataset.
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Further optional functionalities were organized in different tabs on the graphical user

interface.

One of the tabs was dedicated to visualizing the neuronal response over time related

to a single user defined grid point. (figure II.6). The user could then select two datasets,

which could be different from the datasets displayed, and visualize the ∆F/Fs of this grid

point for the two selected fish, alongside with the stimuli. This grid point’s brain region

was also shown. This guaranteed an easy access to specific regions’ ∆F/Fs.

Another tab allowed to overlap chosen brain regions over the current plot (figure II.7).

Multiple regions could be selected, as well as the whole brain. Along with the 3D plot

of the regions, it was possible to have a projection of these regions onto one of the three

main plans.

The last tab gave three options to save parts of the selected data for further analysis

(figure II.8). The first one allowed to save the index of the points that were the closest to

the selected grid point in the ∆F/F tab. The second one allowed to save average response

to stimuli within a certain radius, around the grid point selected in the ∆F/F tab. The

last one allowed to save the index of the plotted neurons.

These options allow the user to navigate through the data, and save them for a later

analysis.

II.2.3 Finding multimodal areas

a) Methods summary

My goal in this part was to examine the neuronal activity in the fish brain in response to

various sensory stimulation and to identify specific regions where neurons responsive to

different modalities intermingle.

The first step was to average all the fish brains for a given modality. As we will see,

there are different ways to do so, each coming with interesting approaches and limitations.

The second step was to display the most responsive grid points for each of the modalities

together, and find grid points which intersect. I did this using the program explained

above.
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Figure II.6: Program interface to visual ∆F/Fs at a selected grid point. Here, the grid
point selected seems to respond to both vestibular and visual stimulations.

Figure II.7: Program interface to plot brain regions along with data.
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Figure II.8: Program interface for analysis tools.

This work’s goal was to answer the following question: are there clusters in the brain

that integrate information from different sensory modalities?

b) How to average neurons in the grid

Averaging the recorded neuronal activity across datasets for a given type of stimulation

was the first step towards identifying multisensory areas.

Let us consider a particular grid point, for which we want to average the F-statistics

from different datasets. Two methods come to mind.

The first one is summing all F-statistics, taking a value of 0 for a dataset if no neuron

from this dataset is associated to the grid point; then dividing by the total number of

datasets. This method is interesting in the way that it smooths the data: if there is

only one dataset with a neuron associated to a particular grid point, but with a very

high F-statistic, then the averaged value of this grid point will be much lower, and this

provides the information that we do not have enough data to actually label this grid point

responsive.

The second method is summing only the F-statistics of datasets with at least one
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neuron associated to the grid point, then dividing by the number of datasets involved.

This method is also interesting in the way that the absence of data is not penalised with

a lower averaged F-statistic.

The problem with the first method, is that a highly responsive grid point might in fact

not be that responsive, and "beat" more interesting grid points. For instance, say we have

10 datasets, and two different grid points. A first grid point has the following associated F-

satistics: (5, 5, 5, 5, 5, 5, 5, 5, 5, 5). A second grid point has (15, _, _, 15, _, _, _, _, 15, _),

where "_" indicates the absence of neurons in the grid point voxel for that dataset. Using

the first method, average F-statistics for grid points 1 and 2 are respectively 5 and 4.5,

even if grid point 2 looks more promising. Second method solves this problem, with av-

erage F-statistics of 5 and 15. Second averaging method is not perfect though: we might

detect an outlier at some point for a particular fish. I performed both analysis, so both

methods are for the reader to compare. Nevertheless, it is good to keep in mind that the

way I averaged the signals to have the grid point averaged response in figures II.9, II.10

and II.11 corresponds to second method. Simply put, the averaged signal is the mean of

existing responses. Results for first averaging methods can be found in annex VIII.2.

Now that I had picked an averaging method, I had an F-statistic average for each

modality, and could therefore try and find multisensory regions.

c) Multimodal areas in the brain

I started by visualizing F-statistic isovalues in figure II.9. Clear clusters emerged from

these most responsive brain areas.

I then plotted the 2.5% most responsive grid points from the averaged datasets, in

figure II.10, with a more detailed plan by plan plot in figure II.11. Some of the clusters

did overlap, in specific regions of the brain. The three main clusters were:

• One anterior to the oculo-motor neurons,

• One in the cerebellum,

• One in the dorsal hindbrain, which is a potential motor-neurons area.

When picking individual multimodal grid points, I could display the average response for

each neuron associated to this grid point, and check this response was correlated to the
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stimulus.

This analysis allowed to identify three locations in the brain where neurons from dif-

ferent experiments responded to the stimulations, making them multimodal regions.

II.3 Discussion

In this chapter, we were able to look into the data, and determine an interesting metric,

the F-statistic, to analyze the neurons’ signals, and link them to the stimuli. Next step

was to compare all the fish and stimuli through a visual interface, to try later to identify

a potential multimodal region in the brain.

We coded a program that facilitated data browsing. Through the use of the F-statistic

metric, displaying most responsive areas in the brain to a stimulus was possible, along

with finding the regions associated to these areas. It was even possible to visualize the

∆F/Fs associated to a picked grid point.

Given 38 datasets, and 5 modalities, we were able to look inside the brain of the larval

zebrafish, and identify regions where neurons responding to several modalities intermin-

gled. These regions were located anteriorly to the oculo-motor regions, in the cerebellum,

and in the dorsal hindbrain.

Although we could infer these regions include multisensory neurons, we could not know

for sure, as our data was scattered across several fish. As a matter of fact, if we compare

two experiments, they were performed on two different fish. A common response area

provides an indication on the region being multimodal, but we do not know for sure this

region’s neurons would have been responsive to both modalities in the same fish. An easy

fix to this limitation would be to do multisensory experiments on fish, and record their

neuronal activity. This way, we would be able to actually see the individual neurons fir-

ing in response to both stimuli. This is the work presented in the next chapter of this thesis.

The strength of this work is the high number of datasets, and the wide range of

modalities studied. The visualizing tool makes it convenient to navigate the data, and one

can easily download it to include their own data. This makes comparison with new data

quick and effective. We took a voxel size of 5µm, but it is very easy to increase this value
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Figure II.9: F-statistic isovalues. Scarlet red corresponds to top 2.5% F-statistic, interme-
diary red to 5% and light red to 10%.
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Figure II.10: Representation of the 2.5% most responsive grid points, based on the average
of the F-statistic per grid point over all recorded animals. A: Projection of most responsive
grid points in midsagittal plane and frontal plane with details on the right. B: Grid points
responding to more than one modality in light blue, projections on frontal and midsagittal
planes. Important brain areas contours are specified (hab: habenula, cer: cerebellum, teg:
tegmentum, ts: torus semicircularis, nMLF: nucleus of the medial longitudinal fasciculus,
io: inferior olive, om: oculomotor nucleus, mon: medial octavolateral nucleus). C: Details
for specific planes. D: Averaged answer to stimuli for neurons associated to grid points
selected in C. n is the total number of neurons whose signals were averaged and p is the
percentage of grid points with a higher F-statistic.
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Figure II.11: Detail of each frontal plan for 2.5% most responsive grid points, for each
modality. Vestibular is in green, visual in brown, auditory in purple, hot in black, and
cold in grey.
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in order to look for wider areas in the brain, with a reference size bigger than a neuron’s

radius.
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III.1 Introduction

Multisensory integration is thought to be important for animals and human beings to

survive. The sensory information is integrated in the brain in order to form a robust

perception of the environment. It is this perception that allows us to interact with that

environment in the best way possible. A good example of how multisensory integration

works is trying to understand someone speaking with their hand or a mask over their

mouth: it is not as effective as when we see the lips and combine this visual information

with the auditory information. Understanding how this information is processed and com-

bined in the brain leads to a better understanding of how animals and humans respond to

the many stimuli from the world around them.

Multisensory integration in the brain has been thouroughly investigated. It is believed

nowadays that most of the brain processes multisensory information, and that unisensory

areas of the brain are more the exception than the standard [165]. Some regions of the

brain are highly multisensorial, such as the superior colliculus / tectum [184], the cerbellum

[222], motor related areas [159], as well as the parietal, frontal [160], and prefrontal cortex

[20]. Multimodal neurons have been widely identified because of a particularity they can

have: super-additivity [183]. We speak of super-additivity when the number of spikes a

neuron generates in response to a multimodal stimulus is higher than the sum of the spikes

it generates in response to each unimodal stimulation alone.

In larval zebrafish, our animal model, research shows that deep layers of the tectum

can integrate multisensory inputs, along with being responsible for motor commands [61].

Granule cells of the cerebellum have also been identified to be a multimodal part of the

brain, responding to flashes of light, moving gratings, and electric shocks [158].

The study of vestibular-visual integration provides an interesting model system to

study multisensory integration in larval zebrafish. Both sensory pathways are well devel-

oped at the larval stage where whole-brain functional imaging is possible. Eyes motions

can be monitored conveniently by video tracking because of the large eyes. Both sensory

systems are direction sensitive and evoke directed behavioural eye responses that are not

discrete but continuous.
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Vestibular-visual integration is central to self-motion estimation. When a fish is nat-

urally roll-tilted in space in a clockwise direction along its rostro-caudal body axis, e.g.

due to turbulent water flow, its visual environment moves counter-clockwise relative to

the fish. The vestibular and the visual system both provide a separate stream of sensory

information to the brain signaling amplitude and direction of the body’s roll-tilt: (i) The

vestibular system in the inner ear detects the gravitational acceleration and reports the

angular change in orientation relative to the gravitational field. (ii) The visual system

detects the motion of the entire visual environment relative to the fish. The fish can esti-

mate that only self-motion must have caused the observed visual flow based on the prior

that its visible environment is static in space. Both the vestibular and the visual sensory

streams of information are integrated in the brain to drive eyes movements to stabilize

gaze in space, and to execute tail movements to stabilize posture against the external

perturbation.

To our knowledge, no previous work has been done on combining vestibular and visual

stimuli while doing whole-brain imaging in larval zebrafish.

The visual system of the zebrafish has been investigated in detail [149] [156] [80],

leading to the identification of precise brain areas involved in the process of the visual

information. Similarly, the vestibular system has been studied using a rotating light-sheet

microscope [45], which has also uncovered brain regions associated to inner ear stimulation.

Our study focuses on the combination of these stimulations. How does the fish respond

to the two stimuli presented together? Can we expect to find multisensory neurons, i.e.

neurons activated by both vestibular and visual stimuli? Where would these neurons be,

and how would they integrate this information? Those are the questions we aim to answer

here.

In order to study multisensory integration, we presented the fish with a range of com-

binations between rostro-caudal rotations (vestibular pattern), and horizontally moving

stripes (visual pattern).

We began the study analyzing the behaviour of the fish by looking at its eyes. Our

results show that a conflicting combination leads to a vestibular capture, i.e. a behaviour

similar to a unisensory vestibular stimulation. When presented to a coherent stimulation

though, the response is higher than the sum of the responses to both unisensory modalities,
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showing a super-additivity phenomenon.

We then looked into the brain of paralyzed animals using light-sheet imaging, presented

with the same stimulations. We found that the number of multisensory neurons and their

locations is stereotypical across a wide panel of fish.

Finally, we fitted different models to describe the activity of these neurons. A linear

model, adding the responses of the two unisensory stimuli is sufficient to accurately de-

scribe the multisensory activity. We used this model to identify super-additive neurons

that could be responsible for the behaviour we observed.

III.2 Methods

III.2.1 The experimental setup and sample preparation

Under natural conditions, vestibular and visual information are correlated, and if well

calibrated the perception of self-motion along the two pathways is coherent. However,

under experimental conditions, both sensations can be disentangled to create conflicting

conditions of different degrees that are useful to probe the system’s response to various

multisensory scenarios. To decorrelate vestibular and visual input, we mounted a fish

in a sample chamber of a rotating microsocope filled with embryonic medium E3. The

fish was hold by its trunk in a gel of agarose. For the behavioural experiments, agarose

was removed around the eyes to allow for free movement. Rotating the microscope roll-

tilted the fish around its rostro-caudal axis and thus stimulated the vestibular system.

Evoked eye movements were recorded with a camera. A curved screen was mounted on

the microscope beneath the fish. On the screen we projected moving red gratings with a

video projector, to fully control the visual environment and to decorrelate it movement

from the vestibular stimulation. In addition, the microscope was equipped with a light-

sheet forming unit and a fluorescence detection unit to perform brain-wide functional

calcium imaging of evoked neural activity. Figure III.1 describes the setup. Ideally, the

screen should have covered 360◦ of the fish’s visual field. Here we only covered the lower

hemisphere to maintain access to the fish’s brain from above for the neuronal recordings.

We studied the multisensory responses at the behavioural and neuronal level in trans-

genic Tg(elavl3:H2B-GCaMP6f) [?] zebrafish larvae of age between 5–8 days post fertil-

ization (dpf) carrying the nacre mutation making them more transparent. For the neural
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Figure III.1: Experimental setup description. Left panel shows light-sheet imaging along
with vestibular stimulation setup. Right panel shows visual stimulation setup. LU: light-
sheet unit, Cam F: camera for fluorescence detection, Cam B: camera for behaviour record-
ing.

experiments, the fish were paralyzed before being mounted in agarose by bathing them for

2–5 min in a solution of 1 mg/mL α-bungarotoxin (Thermofisher Scientific) in E3 medium.

We then transferred them into pure E3 medium and waited for ≈30 min to insure absence

of motor activity and normal heart beating. We paralyzed the fish to prevented movement

artifacts in the neuronal recordings due to eye movements and to simplify the interpreta-

tion of the experiments. The retina is stimulated by movements of the visual environment

relative to the eye. We controlled in our open-loop experiments only the movement of the

visual environment relative to the fish, which however equals the movement relative to the

eyes when fish are paralyzed and eyes do not move.

The light-sheet laser power was set so that the behaviour elicited with laser was similar

to the behaviour without laser. Annex VIII.3 presents the observed behaviours under

different laser powers.

III.2.2 The experimental stimulation protocol

The angular motion of the fish body relative to its dorsal-up posture was denoted αvest(t)

and counted as positive in the clockwise direction. The angular movement of the visual
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pattern on the screen was denoted βvis(t) and counted as positive in the same direction.

With this system we created four different sensory scenarios defined by the congruence, c,

of the visual information about self-motion relative to the vestibular one, c = −βvis/αvest

(see figure III.2).

1. Coherence, c = 1: When the fish was roll-tilted clockwise, the visual pattern

moved counter-clockwise on the screen with equal absolute amplitude βvis = −αvest.

This configuration restored the natural sensory condition in which the visual infor-

mation about body roll-tilt was congruent with the vestibular information.

2. Conflict, c = 0: A static image was projected on the screen (so βvis = 0), which

rotated with the fish so that the visual environment did not move relative to it.

This is known in the literature as a head-attached object and was designed to create

a conflict in the self-motion perception along the two sensory pathways, with a

vestibular perception of motion versus a visual perception of no motion.

3. Opposition, c = -1: Both the roll-tilt motion of the fish and the motion of the

visual pattern on the screen moved in the same direction and with equal absolute

amplitudes, βvis = αvest. The visual and the vestibular system signalled self-motion

with equal absolute amplitudes but in opposite directions.

4. Enhancement, c = 2: When the fish was roll-tilted clockwise, the visual pattern

moved counter-clockwise on the screen with twice the absolute amplitude βvis =

−2 · αvest. The visual information signaled self-motion in the same direction as the

vestibular system, but at twice the amplitude.

A positive congruence means that the visual stimulus signals self-motion in the same

direction as the vestibular stimulus and a negative congruence means that the visual

stimulus signals self-motion in the opposite direction.

Each fish was presented with unisensory stimuli, and with a set of multisensory stimuli

defined by different congruence levels. The unisensory vestibular stimulus was created

by replacing the projected grating with a homogeneous grey image of the same total

luminance as the grating. In all sensory scenarios, the vestibular and visual stimuli were

driven sinusoidally at a frequency of fstim = 0.2Hz for 30s corresponding to 6 stimulation

periods. The relative phase shift between the two stimuli in the multisensory periods was
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Figure III.2: The experimental protocol. Top: Schematics of the different uni- and mul-
tisensory stimulations applied to the fish. The vestibulo-ocular reflex is elicited when the
fish is physically roll-tilted in space, while the opto-kinetic reflex is elicited by a moving
grating with a video projector on on a screen fixed in the referential of fish. Roll-tilting
the fish and showing him at the same time a moving grating created a multisensory stimu-
lation scenario characterized by its congruence value, which we defined as minus the ratio
between the visual and the vestibular stimulation amplitudes.

set to zero. Only the sign and absolute value of the amplitudes of the two sinusoidal

waveforms were varied to create the congruence levels.

For the behavioural experiments, the sequence of sensory scenarios was (see figure

III.3): vestibular at 30 and 15◦, visual at -15, -30, and -60◦, again a vestibular stimulation

scenario at 30◦, followed by multisensory scenarios at visual congruences of -1, 0, 1, 2 at

30◦ vestibular stimulation, again a unisensory vestibular stimulation of 15◦, followed by

multisensory scenarios at visual congruences of -1, 0, 1, 2 at 15◦ vestibular stimulation.

In all multisensory scenarios the vestibular stimulus was always combined with the cor-

responding visual stimulation amplitudes to create the congruence levels. Between every

sensory scenario we paused the stimulation for 10s. The total length of the protocol was

600s.
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Figure III.3: Description of the experimental protocols for behavioural and neuronal ex-
periments, showing the applied sequences of sensory scenarios for the behavioural and the
neural recordings. Gray and blue parts indicate time intervals where the stimulation was
paused.

For the imaging experiments, the sequence of sensory scenarios was (see figure III.3):

vestibular at 30 and 15◦, visual at 30, 15, 0, -15, -30, and -60◦, multisensory at visual

congruence of -1, -0.5, 0, 0.5, 1, 2 at 30◦ and then at 15◦ vestibular stimulation with the

corresponding visual stimulation amplitudes. Between every sensory scenario we paused

the stimulation for 10s but continued to image the brain with the light-sheet microscope.

The total length of the protocol was 800s.

III.2.3 Data analysis

For the behavioural investigations, eye movements were video tracked at a rate of

25Hz. The recorded images were averaged offline by calculating the median over the

stimulation cycles. We determined the eye angle in the averaged images by placing four

landmarks on the eye from which we formed two intersecting segments. Using the segments

orientation, we determined the angular change of the eyes rotation between the maximum

and minimum of the stimulation cycle. The angular change of the eye was defined as the

average of the measurements obtained with the two segments, for the two eyes (figure

III.4).

For the neuronal analysis, we automatically identified all neurons in the recorded

fluorescence images (for details on my developed algorithm see the annex VIII.4). For every
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Figure III.4: For different unisensory, and multisensory stimulations, we recorded for 30
seconds. Stimulations were sinusoidal, with a 5 seconds period. Snapshots were taken on
sine extrema and averaged. Eye tracking was done manually, placing 8 markers on the
eyes, at specific pupil locations. We built 4 segments with these 8 markers. The segments
angle average between two extrema was the eyes amplitude.

detected neuron, we estimated the relative variations of the fluorescence intensity, ∆F/F,

with respect to the baseline signal as ∆F/F = (F(t) - baseline)/(baseline - background).

The background was estimated from the average intensity of pixels outside the brain and

the baseline fluorescence signal was estimated for each neuron by a running 10 th percentile

estimation of the fluorescence time signal in a sliding window of 50 s.

For further analysis, we either calculated, per neuron, the normalized Fourier am-

plitude, NFA, of the response, R, at the stimulation frequency of 0.2 Hz as NFA =

R̃(fs) − ñ(fs)/ñ(fs). The noise was estimated at the stimulation frequency, ñ(fs), as the

mean amplitude over a frequency window encompassing 20 points to the left and right of

the peak, with windows starting three points from the peak. The NFA can be related to the

signal-to-noise ratio commonly used in signal processing, SNR = R(fs)2/
∑

i,i ̸=0,i̸=idxf s

ñ2
i = a·NFA2,

with a = 0.022 in our case, where the value of a depends on the number of samples (see

annex VIII.5 for more details).

We also calculated for every sensory scenario the trail average response over the six

stimulation cycles. By linear regression, we quantified then how well the multisensory re-

sponses could be predicted by different linear and non-linear combinations of these average

responses.
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Figure III.5: Eyes amplitude to 15◦ and 30◦ vestibular stimulation on the left, to 15◦, 30◦

and 60◦ visual stimulation on the right (n = 27).

III.3 Results

III.3.1 Behavioural responses under multisensory stimulations

The unimodal vestibular roll-tilt stimuli of 15◦ and 30◦ in amplitude evoked compensatory

eye movements of on average 8.70± 0.95◦ and 19.5 ± 1.21◦ (mean ± SEM, N = 27)

respectively (figure III.5). The response thus increased quasi-linearly with the stimulus

and counteracted the body roll. A linear regression to the data defined a gain of the VOR

response of 0.63 ± 0.06 which was smaller than one.

Unimodal visual stimulation of 15◦ elicited only very weak eye movements of 1.14±

0.32◦ (mean ± SEM, N = 27) along the roll axis via the rotational OKR. For larger

stimulus amplitudes of 30◦ and 60◦ the behavioural response increased to 2.52± 0.57◦

and 7.2± 7.8◦ respectively (figure III.5). A linear regression of the data points gave an

average response gain of 0.11 ± 0.01. This low rotational OKR gain was surprising to

us, especially when compared to published OKR responses in the yaw axis, where high

response gains have been observed. We hypothesised that projecting the moving visual

environment onto a cylinder completely surrounding the fish, rather than onto the lower

half of the cylinder, might enhance the response. However, this was not the case (data not

shown). We concluded that a rotational OKR is functional along the roll-tilt axis in larval

zebrafish, but only with a weak response gain. The visual response might be suppressed

by the vestibular system that does not signal motion under this condition.

Next, we analyzed the eyes responses to the combined vestibular-visual stimulation
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Figure III.6: Comparison between eyes amplitude (normalized by vestibular stimulation
angle) for different multisensory congruences. Vestibular response is displayed for com-
parison. We compared vestibular response to coherent response (congruence = 1), using
a t-test. For 15◦, p-value = 7.89E-07, for 30◦, p-value = 2.32E-10 (n = 27).

scenarios for the congruence levels (-1,0,1,2). We normalized all eye responses by the

amplitude of the vestibular component of the stimulus, which describes the induced body

roll-tilt. We made this choice to investigate how well the fish can estimate its body roll

angle using vestibular and visual information, where we use the eye response as read out of

this estimate. The results are shown in figure III.6. For a congruence level of 1 (coherent

sensory information), we found that the normalized multimodal response had a value of

1.02 ± 0.50 (1.00 ± 0.24) at a body roll-tilt of 15◦ (30◦), which was significantly different

from the unimodal vestibular response at this stimulation amplitude (p = 7.89E-07 (p =

2.32E-10)), and also significantly larger compared to the sum of the visual and vestibular

unimodal responses (p = 2.56E-05 (p = 2.80E-07))(figure III.7). For the congruence level

2 (enhancement) the normalized response was further increased. For a congruence levels

of -1 and 0 (opposition or conflict), we found that the normalized multimodal response

was only slightly reduced compared to the vestibular-only reference.

In summary, the unimodal vestibular response was much stronger compared to the

very weak visual response but still had a gain less then one. Neither one could alone

drive compensatory eye movements large enough to compensate body rotations and thus

to stabilize gaze in space. Under multisensory conditions, visual and vestibular responses

were non-linearly integrated with a strong effect when the sensory channels provided a

coherent sensation of the body roll. In this condition, they synergistically worked together
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Figure III.7: Normalized eyes amplitude comparison between sum of unisensory responses
and actual multisensory response for congruence = 1. We compare those using a t-test.
For 15◦, p-value = 2.56E-05, for 30◦, p-value = 2.80E-07 (n = 27). Multisensory response
is super-additive.

to reach a normalized response gain of average value 1, required for good gaze stabilization.

The visual stimulus had thus a strong impact and the multimodal response was a super-

additive combination of the unimodal responses. In contrast, when the visual information

signaled a conflicting body rotation direction, it was almost ignored and the vestibular

response dominated.

III.3.2 Neuronal response to multisensory stimuli

We submitted N=16 paralyzed fish to the sequence of sensory scenarios described in III.3,

and recorded simultaneously the evoked neural brain activity.

a) Identification of multisensory neurons via Fourier analysis

We are presenting here our analysis of the unimodal vestibular and visual sensory scenarios

with 30◦ stimulation amplitude respectively. To estimate the response strength to the

stimuli, we calculated for each neuron the normalized Fourier amplitude (NFA) at the

stimulation frequency (see Methods III.2.3 and VIII.5 for details). Figure III.8 shows for

a selected fish how the NFA values are distributed and correlated to each other.

We labeled neurons as vestibular (visual) responsive when their normalized Fourier

amplitude was larger than a cutoff value that varied between 5.13 and 7.74, with an

average of 6.32 (4.60 and 8.05, average: 6.02), depending on the fish, in response to the
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Figure III.8: Left panel: neurons NFA for vestibular and visual stimulati, for one fish.
Distribution of neurons is also provided, on a logarithmic scale, with cutoff values. In
green are the vestibular neurons, in magenta are the visual neurons, and in black are the
multisensory neurons for this fish. Blue, orange and yellow points are the best visual,
multisensory and vestibular neurons respectively. Central panel: best neurons responses
to vestibular and visual stimulations. Right panel: best neurons location in the brain.

vestibular (visual) stimulus. This threshold corresponded to a SNR of between 0.57 and

1.29, with an average of 0.86 (0.46 and 1.40, average: 0.78) and was defined as three

times the standard deviation of a Gaussian fit to the distributions (see annex VIII.6 for a

detailed plot on one fish). All other neurons where labeled as unresponsive to the stimuli.

Neurons that where above threshold for both stimuli where labeled multisensory. The

neural response and anatomical location of the neurons with the strongest responses in

the three conditions are shown in figure III.8 for a selected fish.

We applied this analysis to all N=16 fish (figures III.9 and III.10). The distributions of

the NFAs for the two stimuli were comparable across fish. We counted per fish in average

32077±5364 neurons in total with 944±474 vestibular neurons (2.94%±1.41), 1530±398

visual neurons (4.80% ± 1.03), and 103 ± 92 multisensory neurons (0.31% ± 0.26). The

identified neurons where stereotypically organized in the brain (figure III.11). From the

1648 multisensory neurons found across the 16 fish, 742 neurons where located in the

rhombomere 1 (46.38%), 307 in the tegmentum (19.19%), 224 in the Gad1b cluster 2

(14.00%), 125 in the cerebellum (7.81%), 51 in the posterior pretectum (3.19%), 24 in

the pallium (1.50%), 4 in the habenula (0.25%), 85 additional in the posterior hindbrain

(except from rhombomere 1) between rhombomere 2 and 7 (1.06% and 4.25%), and 128

(7.75%) were found in cranial motor neuron nuclei.

The highest spatial density of multisensory neurons was found in the tectum and in
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Figure III.9: Left panel: distribution of neurons for different NFA, for vestibular stimu-
lation, with logarithmic scale, across 16 fish. Right panel: most responsive neurons for
vestibular stimulation (944 ± 474, n = 16).

Figure III.10: Left panel: distribution of neurons for different NFA, for visual stimulation,
with logarithmic scale, across 16 fish. Right panel: most responsive neurons for visual
stimulation (1530 ± 398, n = 16).
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Figure III.11: Left panel: neurons most responsive to both vestibular and visual stimu-
lations (103 ± 92, n = 16). Right panel: same neurons, overlapped with most responsive
vestibular and visual neurons.

rhombomere 1 with a characteristic three dimensional organization of four clusters. We

determined the 3D hull of this density distribution (figure III.12) by kernel density esti-

mation (details in annex VIII.7) after duplication of every multisensory neuron location to

the mirror symmetric location in the other brain hemisphere. We will refer to this region

in the following as the multisensory region. Figure III.13 shows how this multisensory re-

gion overlaps with different brain regions defined in the ZBrain atlas of the larval zebrafish

brain [105]. The amount of overlap of selected brain areas with this multisensory region

are:

• 78.1%, 65.8%, and 100% for the nuclear medial longitudinal fascicle (nMLF), and

the oculomotor nuclei nIII and nIV, respectively,

• 25.8% for the tegmentum, involved in gaze stabilization and postural control, among

other functions,

• 7.5% for the cerebellum, responsible for motor control,

• 16.1% for the thalamus, which is a relay for sensory information,

• 17.2% for the pretectum, which is involved in visual processing,
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Figure III.12: Kernel density estimation of multisensory area, after multisensory neurons
were mirrored around left/right plan.

• 23.0% for the superior part of the raphe nucleus, a major serotonergic center of the

brain,

• 85.6% for three different gad1b inhibitory clusters,

• only less than 1% for the tectum stratum periventriculare, the zebrafish’s homologous

region to the superior colliculus, which is described as a highly multisensory brain

region in higher vertebrates.

A more detailed plot, layer by layer is shown in the annex VIII.8.

Figure III.14 shows the projections of neurons that have their cell somata located

in the multisensory region, given by Kunst et al. [223]. We observe projections to the

hindbrain, projections to an area near the eyes, projections to the cerebellum, and finally

projections to the contralateral multisensory area. Note that not all neurons in this region

are multisensory, and we cannot claim that the drawn projections are from multisensory

neurons.
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Figure III.13: Regions from ZBrain atlas overlapping with multisensory area (shaded grey).
ZBrain atlas regions are from Randlett et al. [105]. nMLF: nucleus of the medial longitudi-
nal fascicle, nIII: oculomotor nucleus, nIV: trochlear nucleus, TEG: tegmentum, PT: pre-
tectum, TSP: tectum stratum periventriculare, CB: cerebellum, gad1b: gad1b inhibitory
clusters, vglut2: vglut2 cluster 1, TH: thalamus, HTH: hypothalamus 6.7FRhcrtR-Gal4
cluster, RS: raphe superior.

Figure III.14: Projection of neurons whose cell bodies are in multisensory area (dotted
red). Projection data is from Kunst et al. [223]
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b) Prediction of multisensory response with combination of unisensory re-
sponses

Here, we analyzed the data recorded during the entire sequence of sensory scenarios. Our

aim was to test what linear or non-linear combination of the measured unimodal responses

best predicted the neurons response during the multisensory scenarios.

For every multisensory scenario, we formed the vestibular (DFFvestibular) and visual

(DFFvisual) regressors from the responses to the unimodal stimulations that corresponded

to the vestibular and visual stimuli used to create the corresponding congruence level; e.g.,

for the fit to the congruence level of 1 that was created with a base vestibular stimulus

amplitude of 30◦, we formed the vestibular regressor from the response to the vestibular

stimulus of 30◦ in amplitude, and the visual regressor from the response to the visual

stimulus of −30 in amplitude (see figure III.2). For each regressor, we then subtracted the

mean and calculated the trial average (averaged over the six stimulus periods).

The six tested models are displayed in figure III.15.

The vestibular, the visual and the sum model had no adjustable parameter. These

parameter-free models tested how well the unimodal vestibular or visual regressor, or

the sum of both regressors, predicted the response during the multisensory scenarios,

respectively. With the simple linear model, we introduced the first free fit parameter, w.

This model assumed that the multisensory response was proportional to the sum of the

unimodal visual and vestibular responses with w being the proportionality constant. The

linear model calculated the weighted sum of the unisensory regressors and allowed the

independent scaling of the two regressors. The non-linear model was an extension of the

linear model with an additional non-linear therm that was proportional to the product of

both responses.

Neurons included in the analysis where those identified in the previous analysis, which

responded at least to one of the two unimodal sensory stimuli (30◦ in amplitude). This

corresponded to a total of Ntotal = 2372 ± 552 neurons per fish across the 16 fish (7.43% ±

1.40 of all recorded neurons) (see figure III.16). Note that we did not restrict our analysis to

the neurons in the multisensory region, which we identified in the previous section, because

we also wanted to include neurons that were unimodal, e.g. vestibular neurons that did

not respond to visual stimuli but that showed modulated responses in the multisensory

scenarios (see Figure III.19 for an example).
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Figure III.15: A: The six models we considered for this analysis. Coefficients that are
trained are w, we, wi, and wn. B: Average root mean square error after fitting the models
for each fish to all neurons with a response to vestibular and/or visual stimuli. RMSE is
computed for each multisensory modality for each neuron, and divided by the neuron’s
peak to peak ∆F/F amplitude. C: Same as B but here the model was fitted only on the
multisensory neurons.
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Figure III.16: Neurons responding to either vestibular or visual stimulus, kept for model-
ing.

We tested the prediction power of each model on the responses to the eight multisensory

scenarios with the congruence levels -1, 0, 1, and 2. We used leave-one-out cross validation,

which means that we performed a global fit for each model to the response of a neuron

during seven multisensory scenarios, and then tested how well the model predicted the

response to the one left out (test data). We calculated the root mean square error between

the predicted and the actual response. We repeated this analysis for all possible eight

permutations and averaged the resulting RMSE and saved this value as the parameter

describing the prediction power of the fitted model for this neuron. We further averaged

this RMSE over all neurons per fish and over all fish (see figure III.15).

After fitting the six models to our data, we obtained the following results. The overall

mean RMSE was not significantly different when comparing the vestibular model (RMSE

= 0.0512), the visual model (RMSE = 0.0462), and the sum model (RMSE = 0.0435). But,

the simple linear model predicted the multisensory responses significantly better with an

RMSE of 0.0332. The more complicated linear and non-linear models did not significantly

improve prediction performance, with RMSE of 0.0322 and 0.0324 respectively. The RMSE

increase between the last two models was due to cross validation.

The RMSE normalized by the value max(∆F/Fmultisensory) − min(∆F/Fmultisensory)
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was for each model 0.382, 0.369, 0.412, 0.274, 0.268, and 0.270, respectively.

We were surprised that the linear model did not predict significantly better the multi-

sensory responses compared to the simple linear model. We next wondered whether this

was because we included neurons that were not multisensory into the analysis. Interest-

ingly, when restricting the analysis to the multisensory neurons that we detected in the

previous section, the linear model still did not outperform the simple linear model (see

figure III.15). Therefore, we only analyzed further the fit results from the simple linear

model, which facilitated the analysis because we could concentrate on a single parameter.

Figure III.17 shows the distribution of the simple linear model coefficient w, across all

fish. The distribution was right-sided skewed with a maximum at about w=0.6. For 65% of

the neurons, w was between zero and 0.8, indicating that their multisensory response was

less then the sum of the unisensory responses. We call them in the following sub-additive

neurons. For 24% of neurons, the coefficient was 0.8 < w < 1.2. Their multisensory

response was equal to the sum of the unisensory responses with a precision of ±20%. We

call them additive neurons. And 10.30%±8.24 of the neurons had a w > 1.2, which means

that their multisensory response was enhanced compared to the sum of the unisensory

responses. We call them super-additive neurons. Only a small fraction (1%) of the neurons

had a negative w. Figure III.18 shows how these four classes of neurons are spatially

distributed in the brain.

Figure III.19A displays example neurons with their neural activities and their anatom-

ical locations in the brain for coefficient values w = [−1, 0, 0.55, 1, 6.75]. Figure III.19B

shows some additional example of specific response types:

1. First neuron is a vestibular neuron which does not appear to respond to visual

stimuli, but whose multisensory response decreases as congruence increases.

2. Second neuron is a multisensory neuron whose multisensory response seems to de-

pend far more on the visual than on the vestibular stimulus.

3. Third neuron is a multisensory neuron whose multisensory response seems to depend

far more on the vestibular than on the visual stimulus.

4. Fourth neuron is a multisensory neuron whose multisensory response seems to depend

on both modalities in an equal manner.



Monday 29th April, 2024, 17:39 version

76 Chapter III. Integration of multisensory information

Figure III.17: Distribution of the simple linear model coefficient, w. The distributions for
the individual fish are shown in gray, the average distribution over all neurons from the
n=16 fish is shown in black, and a Gaussian fit to the central part of the distribution is
shown in red. A: All sensory responding neurons were fitted, N = 37952 neurons. B: Only
multisensory neurons were fitted, N = 1648 neurons.

5. Fifth neuron is a multisensory neuron, whose multisensory response appears to de-

pend only on the visual stimulus.

In total we found 244 ± 174 super-additive neurons per fish that corresponded to

0.45%±0.29 of all neurons in the brain. We were especially interested in these neurons be-

cause this super-additive response correlated with the observed super-additive behavioural

response during the coherent multisensory scenario (c=1). Their spatial organization in

the brain was sparse and dense. We determined the 3D hull of their density distribu-

tion (figure III.20). We used kernel density estimation (details in annex VIII.7) after

we duplicated every neuron location to the mirror symmetric location in the other brain

hemisphere. The identified region overlapped with several brain regions annotated in the

ZBrain atlas (figure III.21). The regions we found are similar to those that overlapped

with our identified multisensory region. The amount of overlap per brain region was:

• 84.4%, 64.5%, and 85.2% for the nuclear medial longitudinal fascicle (nMLF), and

the oculomotor nuclei nIII and nIV, respectively,

• 23.0% for the tegmentum,

• 3.5% for the cerebellum,
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Figure III.18: Spatial distribution in the brain of the four classes of neurons we identified,
based on their simple linear model coefficient, w. Neurons that are also part of the
multisensory region identified earlier are showed in red.
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Figure III.19: A: Selected neurons, with w = [−1, 0, 0.55, 1, 6.75]. B: Neurons with specific
responses. Neuronal activities are shown in left panel, and location in the brain in right
panel.
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Figure III.20: Kernel density estimation of super-additive neurons, after super-additive
neurons were mirrored around left/right plan.

• 12.2% for the thalamus,

• 8.1% for the pretectum,

• 2.5% for the superior part of the raphe nucleus,

• 50.9% for the gad1b inhibitory clusters,

• 53.7% for the multisensory region.

A more detailed plot, layer by layer is shown in annex VIII.8.

III.4 Discussion

In this chapter, we found that behavioural responses to vestibular and visual stimulations

in larval zebrafish vary a lot. In the case of multisensory stimulations, the coherence of the

two stimuli has a great influence on the behaviour: whereas there seems to be a vestibular

capture phenomenon when there is no stimuli coherence, the response is much higher when

there is. In addition, the actual response to coherent multisensory signals is higher than

the sum of unisensory responses. This super-additivity behaviour suggests that the two

stimuli are not simply summed in some neurons of the brain.
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Figure III.21: Regions from ZBrain atlas overlapping with super-additive area (shaded
grey). ZBrain atlas regions are from Randlett et al. [105]. nMLF: nucleus of the me-
dial longitudinal fascicle, nIII: oculomotor nucleus, nIV: trochlear nucleus, TEG: tegmen-
tum, PT: pretectum, TSP: tectum stratum periventriculare, CB: cerebellum, gad1b:
gad1b inhibitory clusters, vglut2: vglut2 cluster 1, TH: thalamus, HTH: hypothalamus
6.7FRhcrtR-Gal4 cluster, RS: raphe superior, MR: multisensory region.

Analyzing brain data, we identified, in response to a vestibular stimulation, the vestibu-

lar nuclei, the cerebellar nuclei, and the motor neurons, described in the literature. Sim-

ilarly, we identified, in response to a visual stimulation, scattered neurons in the visual

tectum, the pretectum, the anterior hindbrain visual cluster, and to a certain extent the

inferior olive, described in the literature. We found neurons responding to both vestibu-

lar and visual stimulation, and noticed their stereotypical location in the brain. This

multisensory region widely overlaps with motor neurons and with some gad1b inhibitory

clusters, and includes parts of the thalamus, the cerebellum, the tegmentum, and the

raphe superior. It projects axons to contralateral regions of itself, to the cerebellum, to

areas near the eyes, and to the hindbrain. It is interesting to note that although motor

regions have most of their neurons in this multisensory area, they only represent 8% of it.

We then modeled neurons responding to either vestibular or visual stimulus. Modeling

can help understand how the brain processes and integrates information from these inputs,

and the underlying computations. We saw that a simplified linear model was enough to

describe their responses to multisensory stimulations. We analyzed coefficients from a

simple linear model, and uncovered neurons whose response to a multisensory stimulation
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was higher than the sum of their responses to unisensory stimulations. These neurons

were sterotypically located in the brain, more numerous than multisensory neurons, and

overlapped with a bit more than half of the multisensory region. Most of the oculomotor

neurons are part of this super-additive region, which could explain the behaviour described

earlier. More generally, in the neurons kept for modeling, 65% were sub-additive, 24% ad-

ditive, and 10% super-additive.

This work provides an extensive analysis on behavioural and neuronal responses of

larval zebrafish when presented with a combination of vestibular and visual stimulations.

In the case of a coherent stimulation between the two stimuli, the brain combines the

information from them and the resulting eye behaviour is adapted to the stimulation.

Multisensory neurons are found in different regions of the brain, but one area has a par-

ticularly dense proportion of these neurons. This shows the global multimodal aspect of

the brain, but still highlights that some regions are specifically dedicated to multisensory

integration. The super-additive nature of some neurons in the brain, including half of

the multisensory neurons shows that there exist neuronal computations to optimize motor

outputs.

The limitations of this work include the fact that the fish were immobilized in agarose

on the experimental aspect, and the fact that we did not have access to the neurons action

potentials directly on the modelling aspect.

As fish could only move their heads, there was no possibility to track other balancing

movement that fins or tail would have elicited. Being unable to swim freely, their behaviour

could be different from what it is in a freely swimming environment. We add that not

being in a familiar environment could also modify the fish actions. We have not found

a way to free both the eyes and the tail with the rotating microscope we are currently

using, along with having the same conditions of experiment, and enough stability. It is

possible to imagine a fish holder that could allow for that manipulation. In terms of

freely swimming fish, one could imagine to build a virtual reality device, able to rotate a

small water tank around the 3 main axes, with visual patterns projected on its walls and

ground. This setup would include cameras to track the fish, in order to rotate it around

its rostro-caudal axis.
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As for the modeling aspect, we have fitted a model on calcium imaging data, and the

relationship between action potentials and fluorescence is non linear. The fact that super-

additive neurons are all located in a stereotypical area could simply be a coincidence.

Unfortunately, with the current imaging technologies available, we have not found a way

to image the whole brain with action potential precision.

This study only focused on behavioural and neuronal responses elicited by vestibular

and visual stimulation, and thus does not generalizes to other possible modalities.

Vestibular and visual stimulations are only two types of possible stimulations, among

many others. We are missing tactile, auditory, olfactory, and gustatory stimuli, for ex-

ample. We can wonder if these stimulations would elicit eyes rotation, and if so, if the

coherence of these stimuli combined would have a similar effect on behaviour as vestibu-

lar and visual stimuli do. From a neuronal perspective, it would be interesting to study

whether the multisensory region we uncovered is solely associated with vestibular and

visual responses, or if other modalities are integrated in it as well.

To uncover the full multisensory aspect of the brain, one could imagine an experimental

setup in which many additional modalities are tested, and do a global map of larval

zebrafish response, with different types of multisensory combinations. This is a daunting

task, and chances are multisensory integration will still be investigated two stimuli at a

time in the nearby future.
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IV.1 Introduction

In the previous chapter, we created different multisensory stimulation scenarios character-

ized by the congruence of the visual stimulus relative to the vestibular stimulus. In this

chapter, we investigated how the contrast of the visual pattern affected the behavioural

and neural response. We focused on the conflict (congruence = 0) and the coherent (con-

gruence = 1) multisensory scenarios.

When two sensory stimuli are strongly conflicting the inconsistency must be resolved

by prioritizing one cue over the other. This process represents an elementary example of

a decision-making mechanism. Our objective, was to understand the neuronal processes

that drive these sudden transitions. A conflicting multisensory situation can be induced

by continuously rotating the fish while delivering a visual pattern fixed with respect to

the animal body. In this context, one of two competing behaviours may be elicited: in

the optical state (OS), the vestibulo-ocular reflex is suppressed, and the gaze is stabilized

onto the visual pattern; in the vestibular state (VS), the visual input is ignored, and

vestibular-driven eyes movements maintain the gaze stable in space (see figure IV.1).

We hypothesized that such two states exist for zebrafish and that we might be able to

induce a transition between the two states by continuously morphing the sensory inputs,

controlling the contrast of the visual pattern. More precisely, starting from a VS state (no

contrast in the visual image), we could continuously increase the contrast of the visual

stimulus to increase the reliability of the visual cue. Such an experiment should reveal the

existence of a flickering regime between the VS and the OS state when both stimuli are

equally reliable. In this bi-stable regime, we would expect the velocity of eyes movements to

stochastically oscillate between two discrete values. Such a regime would be an interesting

model system to study neuronal circuits underlying decision making.

We will first see the results of the experiments that tested the existence of such a bi-

stable state in a conflicting condition. I will then present a similar morphing experiment

but with both stimuli presented in a coherent manner (congruence = 1). For this condition,

I investigated if contrast modulated the response in a linear or non-linear manner.

In summary, we want to understand how visual contrast is used by the fish, when a

visual stimulus is paired with a vestibular stimulus. We will study behaviour and brain-

wide neural responses to answer this question and to investigate whether a flickering regime
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Figure IV.1: Hypothesized bi-stable dynamics under conflicting sensory inputs: vestibular
state (blue) where gaze stays fixed in space (red arrow) following the vestibular input,
and optical state (red) where gaze is locked onto the moving grating (red arrow). In a
morphing experiment, the grating contrast is gradually increased, leading to a transition
from the vestibular state to the optical state. In a theoretical flickering regime, when
both stimuli are equally intense, the system exhibits stochastic transitions between the
two states.

can be identified in a conflicting condition, and whether the multisensory response in a

coherent condition is integrated linearly or non-linearly in in the multisensory response.

IV.1.1 Methods summary

We used the rotating light-sheet microscope described in the previous chapter (see figure

III.1 and methods section III.2.1) to create the contrasting and the coherent multisensory

scenarios. In short, the fish was roll-tilted around its anterior-posterior body axis by

rotating the microscope. The screen, fixed on the microscope, rotated with the fish and

the video-projector projected either a static (conflict) or a moving grating (coherent) onto

the screen. For the experiments presented here, in addition, we modulated the contrast of

the visual grating. At a contrast of 0% all the projected stripes had the same grey colour,

producing a uniform grey image. At a contrast of 100% the stripes were black and white.

For any contrast between 0% and 100% stripes were projected in two shades of grey, one

darker than the other. For all contrast levels the total luminance was set equal. Note

that we placed a red low pass filter on the video projector. From the grating, only the

red component was projected on the screen. This was necessary to prevent interference

of the projected visual stimulus with the neural calcium imaging of the green fluorescent

GCaMP6f.

We submitted the fish to different sequences of uni and multisensory scenarios while

varying the contrast of the projected visual grating. The sequences for the behavioural
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Figure IV.2: Description of the behavioural experimental protocols for conflict and coher-
ent contrast analysis.

Figure IV.3: Description of the neuronal experimental protocols for conflict and coherent
contrast analysis.

experiments are shown in figure IV.2 and for the neuronal recordings in figure IV.3.

For these contrast-increasing experiments, we had to ensure that our projector lin-

early rendered the luminance sent by the computer. As a matter of fact, a majority of

the projectors on the market have a parameter called gamma that sets the smoothness of

the transition from black to white in the projected images. The luminance of the output

depends on the luminance of the input according to the power law Vout = V γ
in. A value

of gamma greater than 1 adapts the images to the perception of the human eye. We

ensured that our projector’s gamma parameter was set to 1, in order to maintain linear-

ity in luminance, and therefore linearity in contrast, from the code to the visual projection.
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As in the previous chapter, we used transgenic Tg(elavl3:H2B-GCaMP6f) [?] zebrafish

larvae of age between 5–8 day post fertilization (dpf) carrying the nacre mutation making

them more transparent.

For data analysis, we tracked eye movements and quantified the neural responses as

described in the previous chapter (see the corresponding methods section III.2) with the

following modifications. Here we applied the Fourier analysis per pixel and, in addition to

the NFA, also extracted the phase of the response relative to the stimulus. This allowed

us to plot phase maps of the brain response as hsv image stacks (hue = phase, saturation

= 0, value = amplitude) as described in Migault et al. 2018 [45]. The color in the maps

represented the phase of the response and the brightness the amplitude of the NFA at the

stimulation frequency.

To average phase maps across different fish, we used the Computational Morphome-

try ToolKit CMTK (http://www.nitrc.org/ projects/cmtk/) to compute for every fish the

morphing transformation from the average brain stack (anatomical stack) to the corre-

sponding Elav3-h2B stack of the zBrain atlas [105]. To apply the transformation to the

phase maps, we interpreted every pixel value as a complex number z = Aeiϕ. We then

transformed the real and the imaginary part of the corresponding phase maps indepen-

dently, averaged the transformed real and imaginary parts for different fish and finally

calculated from the average complex number amplitude and phase of the average phase

map < z >=< a > +i < b >=< A > ∗eiϕ.

IV.2 Results

IV.2.1 Visual contrast integration in multisensory behaviour

We analyzed the evoked eye movements of 12 fish in response to the conflicting multisen-

sory scenario as the contrast of the projected visual pattern was linearly increased. No

change in response was observed between contrast at 0% and contrast at 100% (figure

IV.4). No correlation between contrast and behavioural response could be revealed.

We conclude that for all contrast levels, the visual pattern had no effect on the be-

havioural response. Consequently, we did not observe a flickering regime.

Having studied the response of fish in a conflicting environment, we focused on the
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Figure IV.4: In the case of a conflicting multisensory stimulation (congruence = 0), there
is no change in behaviour when the visual stimulus contrast increases from 0 to 100%.
The eyes responses were normalized to the 10◦ amplitude of the vestibular stimulus.

response of fish in a coherent environment.

Figure IV.5 (left panel) shows the measured angular eye amplitudes in response to

the coherent multisensory stimulation at different visual contrast levels. We created two

consecutive sequences of six contrast levels with the values 0%, 20%, 40%, 60%, 80%

and 100% chosen in a random order (see protocol displayed in figure IV.2). From the

eyes responses recorded, we could already infer that contrast had an effect on the fish’s

response. Sorting the responses by contrast allowed us to plot the evolution of normalized

eye amplitude against contrast for the 7 fish. The responses were normalized to the

vestibular stimulation amplitude of 10◦. Figure IV.5 (right panel) shows the mean response

for 7 fish. The response increased sub-linearly with the contrast and was well fitted with

a logarithmic function a + b · log(contrast + c), where a = 0.7, b = 0.13 and c = 0.05.

IV.2.2 Visual contrast integration in multisensory neuronal responses

Next, we performed brain-wide calcium imaging experiments at the congruence levels 0,

1, and -1 corresponding to conflict, coherence, and opposition, respectively. The details of

the experimental protocol are shown in figure IV.3. Note, that fish were paralyzed in these

experiments and did not move their eyes in response to the stimulation to avoid motion

artefacts due to eye movements.

Figure IV.6 shows phase maps for five increasing levels of visual contrast recorded at the

congruence level c=0 (conflict), from 6 paralyzed fish. The phase map at contrast = 100%

was exactly the same as the phase map at contrast = 0%, the latter essentially correspond-
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Figure IV.5: In the case of a coherent (congruence = 1) multisensory stimulation, the
average fish response can be explained using a logarithmic function, with the parameters
provided. The eyes responses were normalized to the 10◦ amplitude of the vestibular
stimulus.

ing to a unisensory vestibular stimulus. The visual system was not activated. However,

the absence of neural responses from visual brain areas in this experimental condition does

not explain the absence of an effect of contrast in the behavioural experiments, because

the eyes did not move during imaging, as the fish were paralyzed. In the behavioural

experiments, the stimulus evoked compensatory eye movements, most likely driven by the

vestibulo-ocular reflex with a non-negligible gain of about 0.5, corresponded to an am-

plitude of about 5◦. Eyes movements relative to a static visual environment leaded to a

retinal shift and must have stimulated the visual system during the behavioural protocol.

A congruence level of -0.5 in the multisensory scenario could restore this sensory state

in paralyzed fish. This means that the resulting visual flow on the retina moves in the

opposite direction compared to the natural coherent stimulus condition. Consistent with

this argument, we observed the emergence of visual brain areas with increasing contrast

in phase maps calculated from recordings at congruence level -1 (opposition) (see figure

IV.7). At present, we do not understand why this strong visually evoked neural activity

in this condition does not suppress or at least attenuate the vestibular reflex in the be-

havioural experiments with imposed conflicting multisensory stimuli. We did not perform

the recording at a congruence level of -0.5, however, we believe that even at this level of

congruence, there will be strong visual responses in the phase maps.

Figure IV.8 shows phase maps for five increasing levels of visual contrast recorded at

the congruence level c=1. At 0% contrast the phase map was equal to the vestibular only

phase map. For increasing contrast levels, the neurons previously identified as visually
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Figure IV.6: Averaged phase maps for conflicting multisensory stimuli (congruence = 0)
with increasing contrast. There is no evidence that the stripes were detected by the fish.
The phase maps are similar, with only the vestibular circuits active, whatever the contrast.

Figure IV.7: Averaged phase maps at 100% visual contrast for conflict, opposition, and
coherent multisensory stimuli (congruence = 0, −1, 1). White arrows indicate areas re-
sponding to visual stimuli.
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Figure IV.8: Averaged phase maps for coherent multisensory stimuli (congruence = 1) for
four increasing levels of visual contrast. For increasing contrast the response amplitude of
the visual pathway increased.

responsive lit up with increasing intensity for increasing contrast. The four characteristic

visual clusters became more and more prominent in the phase maps as well as some neu-

ronal responses in the optic tectum.

For more details, all phase maps recorded for the different congruence levels are avail-

able in the annexes in a layer-per-layer view (see annex VIII.9).

Next, we computed the neural responses at the single neuron level and identified all

visually responsive neurons by Fourier analysis from the responses to the visual stimulation

scenario (see figure IV.9A). We clustered the neuronal responses into eight functional

clusters using k-means clustering. Interestingly, four of the clusters, overlapped with the

four spatial clusters of the spatial organisation of the visual neurons in the brain. The other

four clusters were found in the left tectum. The mean activities of the four main visual

clusters had a similar logarithmic dependence on contrast as observed for the behavioural

response and were modulated at the same frequency as the stimulus, which was set at

0.2Hz.

The response profiles in the optic tectum were more variable, with logarithmic re-

sponses, linear responses, and even a cluster with a step shaped response profile. In
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Figure IV.9: A: The left panel shows the most responsive neurons to visual stimulation.
The middle panel shows the four main visual clusters that we identified for the analysis
from the recording during the visual-only trials. The right panel is a clustered selection
of neurons in the optic tectum. B: Average ∆F/F for neurons in the selected clusters, for
visual, conflicting (congruence = 0), and coherent (congruence = 1) stimulati, at different
contrasts. The right panel shows the amplitude evolution as a function of contrast. C:
Average ∆F/F for neurons in the selected clusters, for visual, conflicting (congruence = 0),
and coherent (congruence = 1) stimuli, at different contrasts. The right panel shows the
amplitude evolution as a function of contrast.
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addition to these observations, the clusters in the optic tectum responded at twice the

stimulation frequency. The observed response profiles in the tectum were the same for

visual-only and multisensory stimulation scenarios (data not shown).

Neuronal clusters in the optic tectum were not active during the conflicting stimuli,

whereas they were when the visual stimulus alone was presented. The four main clusters

for the visual response (which include the two parts of the pretectum) showed some re-

sponse in the case of the conflicting stimulation, but this may be due to the fact that some

neurons in this area were multisensory, as we saw in the previous chapter.

IV.3 Discussion

In this chapter, we studied contrast integration in fish behaviour and neuronal response.

When presented with a coherent stimulus, fish response was log shaped against con-

trast. The same shape was found in most of the visual neurons of the brain.

Rinner et al. [79] observed in larval zebrafish a similar logarithmic relation of the OKR

in the yaw direction with increasing visual contrast levels, when only visual the stimulus

was presented. It is interesting that in our case vestibular stimulation did not impair

this logarithmic relation. Interestingly we found, that this was not the case anymore in a

conflicting situation, in which the contrast had no influence on the behavioural response

even at maximal contrast levels.

An interesting variation of the behavioural experiment, which we did not implement,

would be to characterize how increasing contrast would attenuate the behavioural response

in a multisensory congruence=-1 scenario (opposition). We noticed in the previous chap-

ter that the behavioural response to an opposition stimulation (with contrast of 100%)

elicited a response that was a bit lower than the vestibular response. We recorded the

brain during such an experiment with paralyzed fish, but did not do the behavioural ex-

periment. We expect to measure an attenuation in eyes rotation amplitude with increasing

contrast, along with a logarithmic dependence.

The strength of our work is to be able to combine complex stimuli such that they mim-
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ick the sensory environment encountered during natural situations, but also to decorrelate

them, to test conflicting sensory situations.

It is interesting to note that the response to coherent stimuli is a logarithmic function

of the visual contrast. From an evolutionary point of view, this allows an individual to

quickly assess whether a stimulus makes sense, with a small amount of information from

an additional stimulus. As a matter of fact, the strength of multisensory integration lies

in the ability to maximize the reliability of the representation of the environment with the

minimum amount of information available.
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V.1 Introduction

Learning and adapting are at the center of life. Without these capabilities, a new born

would virtually be unable to interact with its environment. It is through learning and

adaptation that animals and humans develop the ability to eat, walk, and communicate

with each other. Without the possibility to learn, societies would have never been able to

thrive the way they did, as knowledge would not have been able to stream from an older

to a new generation.

A learning process can occur naturally in one’s life, by connecting a behaviour to an

internal state (I ate this food, do I feel good?). It can also be supervised by a peer (I

learned to read because someone taught me to). Understanding how we are able to learn,

in all the forms learning takes, helps us understand how life works.

In order to understand how we can learn and therefore interact better and better with

our environment, we need to look at how we can elicit a change in behaviour. As a matter

of fact, a change in the environment can induce such a change in behaviour. In particular,

in a multisensory environment, a mismatch between two sensory inputs is likely to make

us adapt to this new situation.

Let us take the following example. Suppose you are playing darts, and you become good

at the game, so you hit the target everytime. If you were to put on fresnel prism glasses,

you would see your surroundings with a fixed angular shift. The target would appear at a

different location than where it really is. If you threw darts at this target, you would miss

it, as you are aiming at a mirage target. Nevertheless, given some time, you would learn

how to internalize this new target representation, and aim straight at it, changing the

way you throw your projectiles. In this mismatching multisensory environment, in which

vision and proprioception do not match, you would adapt. Removing the glasses after

the first training would result in you visualizing the actual target location. But because

you learned how to throw darts in the altered situation, you would once again miss the

target, and need to start another training period to finally regain your initial throwing

skills (figure V.1). Such an experiment has been conducted with primates, and shows that

when they wear spectacles that changes the visual gain in VOR, they are able to achieve

up to 75% compensation [224].
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In this last chapter of my thesis, I will present this example’s approach on zebrafish: we

will use a mismatching multisensory environment to try to induce learning in the animal,

and charaterize this learning.

Pastor et al. have shown that it was possible to increase the VOR gain in adult

goldfish using a mismatching multisensory environment, with a significant increase of

response after only one hour [216] (figure V.2). They have also shown that the cerebellum

was necessary for this motor learning process [215]. On the other hand, Ahrens et al.

[92] have shown that adaptation could be made possible in larval zebrafish. Here, we will

perform experiments similar to Pastor et al. on larval zebrafish, and verify whether a

certain multisensory mismatch allows to elicit a learning behaviour in them.

The first part of this work is to show this adaptation behaviour. We will focus on one

good fish, and then discuss the results of the experiment on a large number of fish. We

will then study the influence of the cerebellum on adaptation, by ablating the zebrafish

Purkinje cells, a part of the cerebellar circuit. Finally, we will analyze the influence of the

type of stimulation, and the influence of the laser on adaptation.

V.2 Results

V.2.1 It is possible to induce adaptation in a multisensory environment

a) Methods summary

We wonder here whether we can induce adaptation through a multisensory environment

in larval zebrafish as young as 5 to 8 days post-fertilization.

During one of my experiments, I did not set the correct visual amplitude in a mul-

tisensory stimulation. The congruence was higher than 1, although I wanted a coherent

stimulation. This resulted in an increasing vestibular gain as fish underwent this pseudo-

coherent stimuli. I decided to build an experiment to test whether this behaviour evolution

could be reproducible.

The goal we want to achieve is increase a behavioural response to a unisensory stimu-

lation, through a multisensory training. In order to do this, we are going to consecutively

test vestibular response, and train using multisensory stimuli, with increasing congru-



Monday 29th April, 2024, 17:39 version

98 Chapter V. Learning in a multisensory environment

Figure V.1: When putting on fresnel prism glasses, the target appears with an angular
shift, on the right of the actual target. When throwing darts at it, one will miss the actual
target. After some training, it is possible to learn how to thrown in this mismatching
multisensory environment. Upon removing the glasses, the target now appears exactly
where it is supposed to be, but because of the former training, one will miss it again, and
need to train again to hit it properly.
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Figure V.2: Evolution of vestibulo-ocular reflex gain for adult goldfish during an adapta-
tion experiment, in which the congruence between vestibular and visual stimulation is 1.
Black dots are responses to vestibular stimulation, white dots are responses to multisen-
sory stimulation. Figure from Pastor et al. [216].

ence, from 1 to 2 (figure V.3). The first vestibular stimulus sets the baseline, and after

this baseline, we alternate sequences of 3min30sec of training, and 30sec of vestibular

response testing. Exact protocol is described in figure V.4.

We are going to test this protocol on GCaMP fish in the first place, and see if we can

obtain this increase in response we are looking for. Doing this on many fish will provide

us with a good indication on the percentage of fish that can show a sustained change in

behaviour.

We want to show that a change in behaviour is possible in a multisensory environment,

and check whether this change is reproducible.

b) The eyes rotation almost doubles in a mismatching multisensory envion-
ment

We need to show learning can be triggered with a mismatching multisensory experiment,

as we described in this chapter’s introduction.

Figure V.5 shows the evolution of eyes response during the experiment described above,

for the first fish we tested. Yellow patches are training periods. Using tracking technique

described in figure III.4, we extracted normalized eyes angles during training and vestibular

testings. Orange horizontal lines show the level of congruence during training. Triangle

markers are eyes angles in a multisensory situation, and circle markers are eyes angles in
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Figure V.3: The adaptation experiment consists in a vestibular response baseline, and
then an alternation of multisensory training, with a congruence going from 1 (coherent),
to 2 (enhancement), and vestibular testing.

Figure V.4: Description of the learning experimental protocol.
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Figure V.5: Evolution of eyes response along learning experiment, for a fish showing a
great change in behaviour. Yellow patches are training periods, and orange lines are the
congruence between vestibular and visual stimuli. This fish displays a 53% increase in
response to vestibular stimulus at the end of the experiment compared to the beginning.

a vestibular situation.

This fish had an initial vestibular response gain of 1.3, which corresponds to a 26◦ eyes

response amplitude to a 20◦ stimulation amplitude. After 24 minutes of experiment, this

vestibular response was 40◦, which is way above the 20◦ vestibular stimulation provided,

and a 53% increase from the initial response.

After the multisensory trainings, we left the fish with no stimulus, to see if this evolu-

tion in vestibular response would be maintained. After a bit less than one hour, response

was still around 35◦, which is a 35% increase from the initial response.

Note that light-sheet imaging, and therefore laser, was on during this experiment, as

we recorded the brain at the beginning and at the end of it. Unfortunately, brain data

were hardly usable, because of the eyes movements.

This fish shows us it is possible to elicit a change in behaviour in a mismatching multi-

sensory experiment. Even after the trainings are over, response to vestibular stimulation

is still much higher than the initial response. It is a clear display of adaptation.
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c) Experiments on many fish show a sustain adaptation in many of them

We showed a great increase in behavioural response over the course of around 24 minutes,

for one fish. Now let us perform the same experiment over a large number of fish, and see

whether this type of behaviour is reproducible.

The experiment was done on 28 additional fish, and we show the results in figures V.6.

What we display here is only the responses to vestibular stimulations. We do not show

the responses to multisensory trainings, as what interests us is whether this training can

influence the unisensory response gain.

Plotting the average vestibular response evolution during the course of the experiment,

we notice an increase in the first 500 seconds, across the 29 fish. It is not exactly clear

what happens after the beginning of the experiment, as some of the fish seem to keep

increasing their response amplitude, whereas others do not.

To have a better understanding of what is going on, we cluster the fish into three

categories (figure V.7):

• The learners, with a sustained response amplitude increase along the whole experi-

ment. 12 out of the 29 fish, or 41% of them are learners. Normalized eyes amplitude

is 0.48 initially, 0.80 after two trainings (+67% after 480 seconds), and 1.02 after six

trainings (+113% after 1440 seconds).

• The half learners, with an increase in response amplitude at the beginning of the

experiment, followed by a decrease for the rest of it, in a bell-shape evolution. 13

out of the 29 fish, or 45% of them are half learners. Normalized eyes amplitude is

0.60 initially, 0.92 after two trainings (+53% after 480 seconds), and 0.42 after six

trainings (−30% after 1440 seconds).

• The non learners, with no significant evolution in response amplitude. 4 out of the

29 fish, or 14% of them are non learners. Normalized eyes amplitude is 0.32 initially,

0.33 after two trainings (+3% after 480 seconds), and 0.43 after six trainings (+34%

after 1440 seconds).

In these experiments, as for the fish presented above, laser was on to record the brain at

the beginning and at the end of the protocol.



Monday 29th April, 2024, 17:39 version

V.2 Results 103

Figure V.6: Evolution of normalized eyes angle for 29 fish, during the learning experiment.

Out of the 29 fish we studied, 41% showed a sustained increase of eyes response.

An additional 45% showed an initial increase, followed by a decrease in eyes response.

This data show that almost 50% of the fish we studied displayed a long-term learning

behaviour, and that more than 85% of them had a change in behaviour, in this multisensory

stimulation.

Figure V.7: Evolution of normalized eyes angle for 29 GCaMP fish, with laser on, during
the learning experiment. The fish are sorted in different categories, upon how they per-
formed behavioural adaptation. Left panel shows learners, i.e. fish whose eyes response is
increasing during the whole experiment. Central panel shows half learners, i.e. fish whose
eyes response is increasing at the beginning of the experiment, before decreasing, giving
this bell-shape curve. Right panel shows non learners, i.e. fish whose response does not
change during the protocol.
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V.2.2 Purkinje cells ablation has no effect on adaptation

a) Methods summary

It seems like in the experiments we perform, the evolution of vestibular gain is due to

some sort of motor learning. We now ask the question whether the cerebellum is involved

in this process.

In order to test this hypothesis, we are going to do the same training experiment on

fish whose Purkinje cells can be ablated. We will first perform the experiments on non-

ablated fish, and compare the results to ablated fish, according to the protocol described

in Markov et al. [214].

This straightforward protocol will provide us with valuable information on the involve-

ment of the cerebellum in the adaptation we observe.

b) Behaviour of PC-Ntr fish is similar to behaviour of GCaMP fish

In this part and in the later parts, we are switching from GCaMP fish, to PC-Ntr fish.

It is possible to remove the Purkinje cells of these fish, and therefore check whether the

cerebellum is involved in the adaptation we observe. We first wonder if the PC-Ntr fish

behaviour is similar to GCaMP fish behaviour.

The proportion of learners, half learners and non learners in PC-Ntr is as follow (figure

V.8):

• Learners: 11 out of the 24 fish, or 46%. Normalized eyes amplitude is 0.36 initially,

0.77 after two trainings (+114% after 480 seconds), and 0.98 after six trainings

(+172% after 1440 seconds).

• Half learners: 7 out of the 24 fish, or 29%. Normalized eyes amplitude is 0.34 initially,

0.77 after two trainings (+126% after 480 seconds), 0.48 and after six trainings

(+41% after 1440 seconds).

• Non learners: 6 out of the 24 fish, or 25%. Normalized eyes amplitude is 0.86 initially,

0.82 after two trainings (−5% after 480 seconds), and 0.67 after six trainings (−22%
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Figure V.8: Evolution of normalized eyes angle for 24 PC-Ntr fish, with laser on, during
the learning experiment. The fish are sorted in different categories, upon how they per-
formed behavioural adaptation. Left panel shows learners, i.e. fish whose eyes response is
increasing during the whole experiment. Central panel shows half learners, i.e. fish whose
eyes response is increasing at the beginning of the experiment, before decreasing, giving
this bell-shape curve. Right panel shows non learners, i.e. fish whose response does not
change during the protocol.

after 1440 seconds).

A Kolmogorov-Smirnov test (testing the hypothesis that two sets of samples come from the

same distribution) between GCaMP and PC-Ntr proportions returns a p-value of 0.976.

In order to compare even better, we take another statistic: the maximum normalized

vestibular gain during the experiment. For GCaMP fish, 0% of the fish have a maximum

normalized vestibular gain below 0.5, 50% between 0.5 and 1, 40% between 1 and 1.5, and

10% above 1.5. For PC-Ntr fish, 0% of the fish have a maximum normalized vestibular

gain below 0.5, 46% between 0.5 and 1, 50% between 1 and 1.5, and 4% above 1.5. A

Kolmogorov-Smirnov test for these two distributions returns a p-value of 0.997.

We show the proportions and maximum normalized vestibular gain for GCaMP and

PC-Ntr in figure V.9.

We still observe adaptation in PC-Ntr fish, with a similar proportion that GCaMP

fish. The maximum normalized vestibular gain is also similar between these two groups.

This data tells us the behaviour of GCaMP and PC-Ntr fish is similar.
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Figure V.9: Comparison between GCaMP and PC-Ntr fish. Left panel: proportions of
learners, half learners and non learners. Right panel: maximum normalized vestibular
gain.

c) We still observe adaptation after ablation of the Purkinje cells

We need to show whether non-ablated and ablated fish have a different behaviour in our

learning experiment.

We first checked that the ablating protocol was working fine. Figure V.10 shows picture

of PC-Ntr fish before and after ablation, highlighting Purkinje cells in red. Purkinje cells

are present before ablation at 5 dpf, and right after a night in metronidazole at 6 dpf. At

the time of the experiment, at 7 dpf, and later at 8 dpf, the fluorescence of the cells is

close to nothing, telling us they were successfully ablated.

We compare the general evolution of vestibular gain between non-ablated and ablated

fish in figure V.11. Going into more detail, the proportion of learners, half learners and

non learners in Purkinje cells ablated PC-Ntr is as follow (figure V.12):

• Learners: 12 out of the 26 fish, or 46%. Normalized eyes amplitude is 0.35 ini-

tially, 0.57 after two trainings (+63% after 480 seconds), and 0.96 after six trainings

(+174% after 1440 seconds).

• Half learners: 4 out of the 26 fish, or 15%. Normalized eyes amplitude is 0.66 initially,

1.27 after two trainings (+92% after 480 seconds), 0.49 and after six trainings (−26%

after 1440 seconds).

• Non learners: 10 out of the 26 fish, or 39%. Normalized eyes amplitude is 0.75 ini-

tially, 0.61 after two trainings (−19% after 480 seconds), and 0.57 after six trainings
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Figure V.10: Evidence of Purkinje cells ablation.

(−24% after 1440 seconds).

A Kolmogorov-Smirnov test for these proportions, between non-ablated and ablated PC-

Ntr fish, returns a p-value of 0.976.

Let us now analyze maximum normalized vestibular gain during the experiment. For

non-ablated fish, 0% of the fish have a maximum normalized vestibular gain below 0.5,

46% between 0.5 and 1, 50% between 1 and 1.5, and 4% above 1.5. For ablated fish, 0%

of the fish have a maximum normalized vestibular gain below 0.5, 35% between 0.5 and

1, 54% between 1 and 1.5, and 11% above 1.5. A Kolmogorov-Smirnov test for these two

distributions returns a p-value of 0.997.

We show the proportions and maximum normalized vestibular gain for non-ablated

and ablated in figure V.13.

From this data, it does not seem like the ablation of Purkinje cells has an impact on

adaptation.
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Figure V.11: Evolution of normalized eyes amplitude during learning experiments. Left
panel is PC-Ntr fish, and right panel is PC-Ntr fish with chemically ablated Purkinje cells.

V.2.3 Adaptation does not see to be linked to the multisensory environment

a) Methods summary

From our initial experiment, we inferred the adaptation observed was due to the mis-

matching multisensory environment the fish were in. Is this really the case?

Here we will do different controls to confirm or refute the hypothesis that the adapta-

tion is due to the multisensory environment. The two controls we are going to do consist

Figure V.12: Evolution of normalized eyes angle for 26 PC-Ntr fish, with laser on, during
the learning experiment. Purkinje cells of the fish were ablated using metronidazole. The
fish are sorted in different categories, upon how they performed behavioural adaptation.
Left panel shows learners, i.e. fish whose eyes response is increasing during the whole
experiment. Central panel shows half learners, i.e. fish whose eyes response is increasing
at the beginning of the experiment, before decreasing, giving this bell-shape curve. Right
panel shows non learners, i.e. fish whose response does not change during the protocol.
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Figure V.13: Comparison between non-ablated and Purkinje cells ablated fish. Left panel:
proportions of learners, half learners and non learners. Right panel: maximum normalized
vestibular gain.

in changing the training period configuration. In the first control, we are going to test

whether the increasing congruence between vestibular and visual stimuli has an influence

on behaviour. We are going to display a visual pattern with a fixed congruence of 1 (coher-

ent stimulation), from the beginning to the end of the experiment ("coherent training"). In

the second control, we are going to test whether the visual has an influence on behaviour.

In this case, the training periods are going to be a simple vestibular stimulation, so there

will be no multisensory environment ("vestibular training").

With these controls, we aim to answer the following question: is the combination of

vestibular and visual stimuli necessary for adaptation, or is there something else behind

this vestibular gain increase we observe?

b) Coherent training leads to the same adaptation as mismatch training

In this "coherent training" control, we need to show whether increasing congruence has an

influence on increasing vestibular gain along the experiment.

We compare the general evolution of vestibular gain between normal training and

"coherent training" in left and middle panels of figure V.14. Going into more detail, the

proportion of learners, half learners and non learners for "coherent training" is as follow

(figure V.15):

• Learners: 7 out of the 16 fish, or 44%. Normalized eyes amplitude is 0.33 initially,
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0.72 after two trainings (+118% after 480 seconds), and 0.97 after six trainings

(+194% after 1440 seconds).

• Half learners: 6 out of the 16 fish, or 38%. Normalized eyes amplitude is 0.41 initially,

0.63 after two trainings (+54% after 480 seconds), 0.37 and after six trainings (−10%

after 1440 seconds).

• Non learners: 3 out of the 16 fish, or 18%. Normalized eyes amplitude is 0.36 initially,

0.65 after two trainings (+81% after 480 seconds), and 0.41 after six trainings (+14%

after 1440 seconds).

A Kolmogorov-Smirnov test for these proportions, between normal training and "coherent

training", returns a p-value of 0.976.

Let us now analyze maximum normalized vestibular gain during the experiment. For

normal training, 0% of the fish have a maximum normalized vestibular gain below 0.5,

46% between 0.5 and 1, 50% between 1 and 1.5, and 4% above 1.5. For "coherent training",

0% of the fish have a maximum normalized vestibular gain below 0.5, 66% between 0.5

and 1, 27% between 1 and 1.5, and 7% above 1.5. A Kolmogorov-Smirnov test for these

two distributions returns a p-value of 0.997.

We show the proportions and maximum normalized vestibular gain for normal training

and "coherent training" in figure V.17.

From this data, it does not seem like the increasing congruence has an impact on

adaptation.

c) Vestibular stimulation in place of training leads to the same adaptation as
mismatch training

In this "vestibular training" control, we need to show whether the multisensory environ-

ment has an influence on increasing vestibular gain along the experiment.

We compare the general evolution of vestibular gain between normal training and

"vestibular training" in left and right panels of figure V.14. Going into more detail, the

proportion of learners, half learners and non learners for "vestibular training" is as follow

(figure V.16):
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Figure V.14: Evolution of normalized eyes amplitude during learning experiments. Left
panel is fish trained with increasing congruence in multisensory environment, middle panel
is fish trained with a fixed congruence of 1 in a multisensory environment ("coherent
training"), and right panel is fish trained only with vestibular stimulation, with no visual
input ("vestibular training").

Figure V.15: Evolution of normalized eyes angle for 16 PC-Ntr fish, with laser on, during
the learning experiment. Fish are trained with a fixed congruence of 1 in a multisensory
environment ("coherent training"). The fish are sorted in different categories, upon how
they performed behavioural adaptation. Left panel shows learners, i.e. fish whose eyes
response is increasing during the whole experiment. Central panel shows half learners,
i.e. fish whose eyes response is increasing at the beginning of the experiment, before
decreasing, giving this bell-shape curve. Right panel shows non learners, i.e. fish whose
response does not change during the protocol.
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• Learners: 6 out of the 15 fish, or 40%. Normalized eyes amplitude is 0.25 initially,

0.68 after two trainings (+172% after 480 seconds), and 1.02 after six trainings

(+308% after 1440 seconds).

• Half learners: 5 out of the 15 fish, or 33%. Normalized eyes amplitude is 0.34 initially,

0.55 after two trainings (+62% after 480 seconds), 0.39 and after six trainings (+15%

after 1440 seconds).

• Non learners: 4 out of the 15 fish, or 27%. Normalized eyes amplitude is 0.38 initially,

0.28 after two trainings (−26% after 480 seconds), and 0.69 after six trainings (+82%

after 1440 seconds).

A Kolmogorov-Smirnov test for these proportions, between normal training and "vestibular

training", returns a p-value of 0.976.

Let us now analyze maximum normalized vestibular gain during the experiment. For

normal training, 0% of the fish have a maximum normalized vestibular gain below 0.5, 46%

between 0.5 and 1, 50% between 1 and 1.5, and 4% above 1.5. For "vestibular training",

0% of the fish have a maximum normalized vestibular gain below 0.5, 50% between 0.5

and 1, 38% between 1 and 1.5, and 12% above 1.5. A Kolmogorov-Smirnov test for these

two distributions returns a p-value of 0.997.

We show the proportions and maximum normalized vestibular gain for normal training

and "vestibular training" in figure V.17.

From this data, it does not seem like the multisensory environment has an impact on

adaptation.

V.2.4 Adaptation seems to depend on the laser

a) Methods summary

The adaptation does not seem to depend on the multisensory environment. The last ques-

tion we ask is whether this adaptation depends on the laser.

As we specified earlier in this chapter, light-sheet laser was on during all the experi-

ments we described above. This was originally the case because we wanted to record the
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Figure V.16: Evolution of normalized eyes angle for 15 PC-Ntr fish, with laser on, during
the learning experiment. Fish are trained only with vestibular stimulation, with no visual
input ("vestibular training"). The fish are sorted in different categories, upon how they
performed behavioural adaptation. Left panel shows learners, i.e. fish whose eyes response
is increasing during the whole experiment. Central panel shows half learners, i.e. fish
whose eyes response is increasing at the beginning of the experiment, before decreasing,
giving this bell-shape curve. Right panel shows non learners, i.e. fish whose response does
not change during the protocol.

Figure V.17: Comparison between regular training with increasing congruence, "coherent
training", and "vestibular training". Left panel: proportions of learners, half learners and
non learners. Right panel: maximum normalized vestibular gain.
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fish brain at the beginning and at the end of the experiment. We kept the laser after

the initial period, because we wanted the protocol to be unchanged. In this last series of

experiments, we are comparing the behaviour with and without laser.

The answer we seek is whether the adaptation we observe is due to the laser, or whether

it has another cause.

b) Light-sheet laser has an influence on adaptation

Here, we compare the responses with laser to responses without laser, to analyze whether

the laser has an influence on increasing vestibular gain along the experiment.

We compare the general evolution of vestibular gain between laser on and laser off

configurations in figure V.18. Going into more detail, the proportion of learners, half

learners and non learners for laser off is as follow (figure V.19):

• Learners: 3 out of the 17 fish, or 18%. Normalized eyes amplitude is −0.05 initially,

0.10 after two trainings (+300% after 480 seconds), and 0.32 after six trainings

(+740% after 1440 seconds). Negative value is due to hand tracking error.

• Half learners: 4 out of the 17 fish, or 23%. Normalized eyes amplitude is 0.18 initially,

0.53 after two trainings (+194% after 480 seconds), and 0.06 after six trainings

(−67% after 1440 seconds).

• Non learners: 10 out of the 17 fish, or 59%. Normalized eyes amplitude is 0.02 ini-

tially, 0.10 after two trainings (+400% after 480 seconds), and 0.16 after six trainings

(+700% after 1440 seconds). The very high increase is simply due to the fact the

the initial response is really low. A response of 3.2◦ at the end of the experiment,

for a stimulation of 20◦ makes us conclude the fish does not really respond to the

stimulation.

A Kolmogorov-Smirnov test for these proportions, between laser on and laser off, returns

a p-value of 0.320.

Let us now analyze maximum normalized vestibular gain during the experiment. For

laser on configuration, 0% of the fish have a maximum normalized vestibular gain below

0.5, 46% between 0.5 and 1, 50% between 1 and 1.5, and 4% above 1.5. For laser off
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Figure V.18: Evolution of normalized eyes amplitude during learning experiments. Light-
sheet laser is on for left panel, and is off for right panel.

configuration, 28% of the fish have a maximum normalized vestibular gain below 0.5, 44%

between 0.5 and 1, 28% between 1 and 1.5, and 0% above 1.5. A Kolmogorov-Smirnov

test for these two distributions returns a p-value of 0.534.

We show the proportions and maximum normalized vestibular gain for laser on and

laser off configurations in figure V.20.

From this data, it does seem like the laser has an impact on adaptation.

Figure V.19: Evolution of normalized eyes angle for 17 PC-Ntr fish, with laser off, during
the learning experiment. The fish are sorted in different categories, upon how they per-
formed behavioural adaptation. Left panel shows learners, i.e. fish whose eyes response is
increasing during the whole experiment. Central panel shows half learners, i.e. fish whose
eyes response is increasing at the beginning of the experiment, before decreasing, giving
this bell-shape curve. Right panel shows non learners, i.e. fish whose response does not
change during the protocol.
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Figure V.20: Comparison between laser on and laser off configurations. Left panel: pro-
portions of learners, half learners and non learners. Right panel: maximum normalized
vestibular gain.

V.3 Discussion

In this chapter, we found fish could radically change their behavioural response. We

started by noticing a VOR gain evolution for one fish, from 26◦ to 40◦, for a 20◦ vestibular

stimulation. This represented a positive evolution of 53 % along the 24 minutes of the

experiment alternating training and test periods, with an increasing visual congruence

during training phases. We hypothesized this behaviour was reproducible, and tested the

same experiment on 28 additional fish. More than 40% of them demonstrated a sustained

increase in response.

At this point, we thought this change in behaviour might be due to cerebellar motor

learning, and submitted Purkinje cells ablated fish to the same experiment. Fish were

successfully ablated with metronidazole at 4 dpf. In both control and ablated fish, 46 % of

them demonstrated sustained increase in response. Additional statistical tests gave us the

indication that the ablation of these important cells of the cerebellum had no influence on

VOR gain change.

In order to be sure that this evolution was due to the mismatching multisensory envi-

ronment, we then performed control experiments. To our surprise, the increasing visual

congruence seemed to have no effect on sustained increase (44 % of the fish), and removing

visual information led to the same proportion of adapting fish (40 % of them). Shutting

the laser on the other hand provided a much lower amount of sustained adaptation, with

only 18 % of the fish showing this behaviour.
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The influence the laser has on this increase in behavioural response could be explained

in different ways. Following is a non exhaustive list of hypotheses.

It is possible that the animals are stressed by the laser, and stress has been shown to

provoke erratic behaviour in zebrafish [225]. What we observe though, is a behaviour that

seems more consistent than erratic, with an elevated number of fish increasing their VOR

response along the experiment.

Another hypothesis is that the laser amplifies eyes rotation. Beppi et al. [226] [227]

have shown that the startle reflex habituation was modified when flashes of light above a

certain intensity were provided. In these experiments, light intensity had a positive impact

on total distance travelled by the fish. It is possible that the laser has a similar influence

on their VOR response, with no other influence from their visual environment.

The laser could also be stimulating a neuromodulatory area of the brain, releasing

neurotransmitters that in turn increase the VOR response. The dorsal raphe nucleus

for instance has been shown to be involved in short-term motor learning [169], possibly

through the release of serotonin. Maybe the raphe is stimulated by high intensity laser,

or another region of the brain involved in such processes.

Our last hypothesis is that the laser stimulates deep brain photoreceptors of the ani-

mal. Because larval zebrafish are mostly transparent between 5 and 8 dpf, the laser can

easily enter the fish central nervous systems, and trigger a reaction that is hard to predict.

We have known for a while that deep brain photoreceptors exist in non mammalian ver-

tebrates [228], and they have been shown to be scattered across the zerbafish brain [229];

enucleated zebrafish even have light-seeking behaviour [230]. With this information in

mind, the increase in VOR response could therefore be due to a state of extreme wakeness

in the fish, with highly stimulated deep brain photoreceptors.

Initially, as we thought the mismatching multisensory environment had an influence

on response, we were excited to test the limits of this learning context. We hypothesized

that the increment in visual congruence could have an impact on response. This could

have been the reason for the half learner behaviour observed during the experiment, with

fish increasing their response, before they stopped responding. We hypothesized that the

visual flow perceived by the animals could trigger a give-up behaviour, and that an in-

cremental learning, instead of an "all-in" learning could produce different proportions of
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learners. We though of computing fish response during an initial vestibular recording, and

starting from this initial gain, instead of systematically starting with a training congruence

of 1, to further test whether the behavioural distance to goal had an influence on learning

success.

The greatest limitation of this chapter is that we did not have time to perform exper-

iments at intermediate laser powers. As we explain in more detail in annex VIII.3, laser

power does have an influence on whether the fish integrates visual information. At low

laser power, it seems the fish is able to perceive visual information, as the behavioural

response to multisensory stimulations is different from responses to vestibular and visual

stimuli. We even observe super-additivity when stimuli are coherent. At higher laser

power, there is no evidence that visual information is involved in fish behaviour. It is

possible that an amount of fish between 16 % (no laser) and 46 % (laser on) could have

been learners at intermediate laser power.

The strength of this study is the identification of a simple protocol that triggers learning

in larval zebrafish as young as 5 to 8 dpf. Using this protocol, it could be possible to record

the brain of the animals, and have a whole-brain information of the learning mechanisms,

provided that the larvae are more stable in agarose. We have not been able to explain

precisely the reasons why a high power laser has such an effect on VOR evolution, but

research on learning and adaptation certainly has a bright future, with a protocol that

allows recording brain wide neuronal activity during the learning period. Such population

recordings also in specific cell types would be very informative and such experiments are

currently not possible in other model systems.
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During my thesis, I contributed as second author to an article written by Natalia

Beiza-Canelo, and recently submitted, Magnetic actuation of otoliths allows behavioral

and brain-wide neuronal exploration of vestibulo-motor processing in larval zebrafish. This

article is provided in chapter IX.

In the experiments described in the previous chapters, the vestibular system was stim-

ulated by physically rotating the fish around its rostro-caudal body axis. The problem

with these rotations is that they make it technically difficult to simultaneously perform

large-scale neuronal recordings using light-sheet microscopy, or circuit interrogation using

optogenetic tools. My host lab overcame this challenge for functional imaging by devel-

oping a rotating ultra-stable miniturized light-sheet microscope [45], which I successfully

used in my thesis. But it is even more challenging to add optogenetics or electrophysiology

to this rotating system in addition to the light-sheet microscope.

For her article, Natalia developed a new way to stimulate the inner ear of the fish

without having to rotate the animal in space. A ferrofluid was injected into the animal’s

vestibular system, resulting in magnetic nanoparticles covering their utricular otoliths.

Moving a magnet in close proximity to the fish was then sufficient to elicit a vestibular

response, just like a normal body rotation. The advantage of the method is that it is com-

patible with all standard optical and electrophysiological methods used in neuroscience.

The behaviour of the injected fish to this fictive magnetic stimulation was similar to

the response when fish were physically rotated, and the same vestibular neuronal clusters

were revealed in the brain. This new technique opens the door to new multisensory proto-

cols, including vestibular stimulation on short time scales, e.g., mimicking in immobilized

fish the vestibular feedback they receive when swimming freely.

For this article, I did the control experiments on rotated fish. I measured with the ro-

tating light-sheet microscope the average behavioural response to a physiological vestibular

stimulation in 39 fish, and I recorded the evoked neuronal activity from 8 fish and com-

puted an average phase map revealing the vestibular clusters of the brain for comparison.
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Sur le plus haut trône du monde, on n’est jamais assis que sur son boule.

Élie Yaffa, inspiré par Michel Eyquem De Montaigne
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VII.1 Summary

Multisensory integration is happening at every second of our lives, and this thesis aimed

at clarifying some behavioural and neuronal aspects of this process. Many regions in the

brain have already been identified to be multisensorial, and modern day technologies such

as light-sheet imaging, in combination with innovating animal models such as the genet-

ically altered zebrafish allow us to look underneath the skull and understand better how

multisensory stimuli are combined from a neuronal perspective.

We started by explaining the data gathered in the lab after years of research. We

discussed ways to link neuronal signals to experimental stimulations, and showed a tool

allowing to efficiently visualize responsive areas inside the brain. We compared responses

to different stimuli, and identified multimodal areas near motor regions, in the cerebel-

lum, and in the dorsal hindbrain of the fish. This initial work was a good first step into

multisensory integration, but the fact that the experiments were not done on the same

fish was definitely a limit, since we could not tell whether the neurons just intermingled

in the multimodal regions, or if they were multisensory themselves.

So we then built an experiment in which the fish underwent two kinds of stimulations,

to actually identify multisensory neurons. This work focused on the vestibular and visual

systems, because they are well conserved across species, and functional in larval zebrafish.

From a behavioural perspective, we found that responses to vestibular, visual, and multi-

sensory stimulations were widely variable, and that the coherence of these stimuli would

elicit super-additive behaviours. Diving in the brain of the animals, we were able to iden-

tify a multisensory cluster that was very consistent across fish. Neurons responses could be

modeled linearly, and another cluster of super-additive neurons was discovered, bridging

the gap with the behaviour observed. This super-additive area largely overlapped with

the multisensory area discovered. Although these two regions included a large percentage

of the oculomotor neurons of the brain, these motor regions only made up for less than

10% of the total number of multisensory and super-additive neurons. This provided the

information that other neurons in the brain process multisensory signals.
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We next focused on visual integration in a multisensory environment, through contrast

influence. In a conflicting multisensory environment situation, we did not see an influence

of contrast on response, but in a coherent one the fish response had a logarithmic relation-

ship to contrast, confirming unisensory observations of the literature. Neuronal responses

in the brain associated to visual stimulation also showed this logarithmic dependence to

contrast.

In the last chapter, we took a different turn. A wrong setting in an experiment led

me to observe a great increase in behavioural response in a mismatching multisensory

environment. This chapter aimed at digging into this exciting new observation, and finding

out if this increase was provoked by these multisensory conditions. Contrary to what we

initially thought, the multisensory nature of the fish environment did not seem to be the

reason of the observation we made. The laser on the other hand, or rather the absence

of it, led to no adaptation. It was unclear to us why this was, and we raised a few

hypotheses about how the laser could change the behaviour of the fish, through stress,

neuromodulation, or deep brain photoreceptors stimulation.

VII.2 Future perspectives

Future perspectives of this thesis would include developing a new protocol that allows to

envisage more than two sensory stimulations. It could be possible to use auditory cues, or

skin taps, and see if the multisensory neurons we observe in this work are also responsive

to these stimuli. The magnetic nanoparticles and the associated vestibular protocol used

by Natalia in her article could help build a more compact setup, and include the new

stimuli more easily.

The adaptation protocol we described raises exciting new questions on learning in fish

as young as 5 dpf. We did not have time to push the experiment further and investigate in

detail reasons why the behavioural gain increases so much, but at the moment it is hard

to believe this increase is random. Being able to understand how behaviour is modulated

the way we observed could provide interesting insights as to how young animals adapt

their behaviour to survive.
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In order to further study multisensory circuits, we could ablate the identified multi-

sensory region or super-additive region. Recording the behaviour of the animals would

then give insights on the underlying neuronal computations. Moreover, we could establish

the exact neuronal circuit responsible for behaviour by recording behaviour and neuronal

activity at the same time. I tried it for some experiments, but had a lot of artefacts

from eyes movements, and the data was not usable. We could also label specific neurons

with appropriate zebrafish lines. Finally, we could study connections numerically (a first

approach was done in figure III.14). In the end, the multisensory area could definitely

modulate lots of different areas in the brain, and deserve to be studied in more detail.
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VIII.1 F-statistic analysis

To compute the F-statistic, we do two linear regressions. The first one is a degenerate

linear regression, with only one regressor, corresponding to a column of ones (with one

regressor, the first parameter is p1 = 1). In the second linear regression, we put the

additional regressors we want (suppose for instance we have 4 new regressors, p2 = 5).

The first degree of freedom for the F-statistic is the number of additional regressors for

the second linear regression p2−p1. The second degree of freedom is the number of points

our vectors have (n). We then compute the sum of the square of the residuals for the two

models, and obtain RSS1 for the degenerate model, and RSS2 for our test model. The

F-statistic is given by the following formula:

Fstat =
RSS1−RSS2

p2−p1
RSS2
n−p2

VIII.2 Multisensory atlas, other averaging method

As mentioned in the second chapter, we chose an averaging method, because it did not

penalize the lack of neuron at a particular grid point. In figures VIII.1, VIII.2, and VIII.3,

we show the results for the alternative averaging method, in which the lack of neurons at

a grid point results in an F-statistic of 0 for this grid point.

VIII.3 Influence of laser on behaviour

The first behaviour experiments we did with laser at high power (24mW before lightsheet

creation) showed different results from no laser experiments. This may be due to the laser

hitting the left eye, blinding the fish, blocking vision of moving gratings. In order to have

the same behaviour with and without laser, so that the neuronal data make sense, we

lowered the laser power, and compared the results. With laser at 10mW before lightsheet

creation, the behaviours are comparable (figure VIII.4), and in order to confirm it, we

analyzed response to multisensory stimulation and super-additivity.

Comparing response to vestibular and to coherent stimulation gives a good idea on

whether visual stimulation is correctly perceived. We performed a t-test on the difference

between vestibular and coherent responses for laser off and laser on at 10mW , and the
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Figure VIII.1: F-statistic isovalues. Scarlet red corresponds to top 2.5% F-statistic, inter-
mediary red to 5% and light red to 10%.
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Figure VIII.2: Representation of the 2.5% most responsive grid points, using F-statistic.
(A) Projection of most responsive grid points in midsagittal plane and frontal plane with
details on the right. (B) Grid points responding to more than one modality in light blue,
projections on frontal and midsagittal planes. Important brain areas contours are specified
(hab: habenula, cer: cerebellum, teg: tegmentum, ts: torus semicircularis, nMLF: nucleus
of the medial longitudinal fasciculus, io: inferior olive, om: oculomotor nucleus, mon:
medial octavolateral nucleus). (C) Details for specific planes. (D) Averaged answer to
stimuli for neurons associated to grid points selected in (C). n is the total number of
neurons whose signals were averaged and p is the proportion of grid points with a higher
F-statistic.
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Figure VIII.3: Detail of each frontal plan for 2.5% most responsive grid points, for each
modality. Vestibular is in green, visual in brown, auditory in purple, hot in black, and
cold in grey.
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Figure VIII.4: Influence of laser power on response. Laser power is before light-sheet
creation.

p-values were respectively p = 2.68E-08 and p = 1.26E-04 (it was p = 3.69E-02 for laser

on at 24mW ). We also checked for super-additivity, which is an interesting behaviour we

wanted analyzed in the neuronal data, by comparing the sum of unisensory responses, and

the actual multisensory response. A t-test on the difference for laser off and laser on at

10mW gave respective p-values of p = 5.57E-06 and p = 4.49E-03 (it was 0.46 for laser

on at 24mW ).

Although the p-values are never the same for multisensory comparison and super-

additivity check, values for laser at 10mW are significant enough to believe we have the

same kind of behaviour with and without low power laser, with just a slight influence of

it on response.
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VIII.4 Neuron localization

Here I describe a program I did that improved neurons detection from whole-brain imaging

data.

We want to identify neurons on a layer of the brain. Previously to this analysis, we

have created a mask to contour the brain and not the whole image. Here are the different

steps of the segmentation algorithm:

• We create a gaussian filter, approximately the size of a neuron.

• We create a new mask for the image, removing pixels below a certain value, to

remove some of the background.

• We perform a linear regression of the gaussian filter on each pixel of the image

to segment. This returns a coefficient, and an F-statistic (which tells us how that

regression performs compared to a degenerate regression).

• We then take the F-statistic matrix for each pixel, and apply a new mask: the linear

regression coefficients higher than a certain value.

• We convolve this new matrix with the initial gaussian filter.

• We perform a new linear regression on that convolved matrix, with the gaussian

filter. We only keep the regression coefficient this time.

• From that matrix of coefficient, each pixel with a value higher than all its neighbours

is going to be considered a neuron center.

• Every center is assigned a fixed shape, a circle of 6 µm. Every pixel inside of that

circle is taken as part of the neuron.

When the parameters for the background and the coefficient for the first linear regres-

sion are properly defined, this algorithm allows to finely identify the neurons on a layer

of the brain. It seems more effective than the algorithm formerly used in the lab, the wa-

tershed algorithm (figure VIII.5): as a matter of fact, it detects more precisely locations

where there is no neuron. Its limitation is that if several neurons are very close to each

other, it will only detect one of them, so the amount of neurons detected is going to be

lower than the actual number of neurons.
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Figure VIII.5: Layer of whole-brain recording for one fish, with identified neurons. A:
Watershed algorithm. B: Algorithm I developed.
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Figure VIII.6: Comparison between signal to noise ratio and normalized Fourier amplitude
for sine signals with different noise levels. Left colum shows actual signal, middle column
shows amplitudes in the frequency space (yellow dot is the frequency of interest, red dots
are frequencies used for normalizing window), and right plot shows relationship between
normalized Fourier amplitude and signal to noise ratio for 50,000 signals.

VIII.5 Normalized Fourier Amplitude

To compute the normalized Fourier amplitude, we first compute the discrete Fourier trans-

form for our signal. We then take the amplitude associated to the frequency of stimula-

tion, A. We then define a window around this frequency, without taking the amplitudes

around our reference frequency, nor the 0 frequency into account. We compute the average

amplitude associated to this frequency window, n. We then normalize A to obtain the

normalized Fourier amplitude, using the following formula: NFA = A−n
n . If this value is

below 0, we set it to 0.

Figure VIII.6 shows signal to noise ratios and normalized Fourier amplitudes for gen-

erated sine signals with different noise levels. The relationship between the signal to noise

ratio (SNR = E(signal2)
E(noise2) ) and the normalized Fourier amplitude can be described with the

following polynomial equation: SNR = 0.0216 ·NFA2. This shows us that the normalized

Fourier amplitude depends only on the square root of the signal to noise ratio at a certain

frequency.
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Figure VIII.7: NFA distributions, first 30 points used to fit gaussian, and associated cutoff
values for vestibular on left panel, and visual on right panel, for one fish.

VIII.6 Cutoffs in NFA distributions

In order to define which neurons are responsive to either vestibular or visual signal, we

set a threshold value. We do that by fitting a gaussian on the first 30 points of the NFA

distribution. The cutoff value is then set to be 3 standard deviations from the mean of

this gaussian, corresponding to the observed tail (figure VIII.7).

VIII.7 Kernel density estimation

A kernel density estimations (KDE) allows to estimate the probability density function of

a random variable based on kernels, according to the following formula:

KDE(x) = 1
n · h

Σn
i=1K(x − xi

h
)

In this formula, n is the number of points considered, h is the bandwidth (a smoothing

parameter), and K is the kernel. In my case, xi are 3D coordinates vectors of points of

interest, x is the 3D coordinates vector of the point whose KDE needs to be estimated,

and the kernel is a multivariate gaussian distribution. The bandwidth is 12.8µm, which

roughly corresponds to one neuron and a half.
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Figure VIII.8: A: Selection of neurons across four fish, correlated with tail movement. B:
KDE associated to neurons displayed in A. C: KDE isovalues in the YZ plan. D: KDE
values projection on the YZ plan.

I designed a Matlab class allowing to manipulate KDEs in a practical manner. This

class makes it easy to add new coordinates, and plot the density estimation in different

ways: 3D or 2D isovalues, and KDE values projection (figure VIII.8).

VIII.8 Details on multisensory and super-additive regions

In figure III.13 we show regions overlapping with multisensory area. Figure VIII.9 shows

this overlap layer by layer. Similarly, figure VIII.10 shows the overlap layer by layer for

figure III.21.

VIII.9 Neuronal phasemaps for multisensory integration

Figures VIII.11, VIII.12, VIII.13, VIII.14, VIII.15, VIII.16, and VIII.17 are the detailed

phasemaps for different stimulations. Phasemaps are shown layer by layer, and the last

picture is a projection on the transverse plane. Some brain regions are plotted as well.

Average phasemaps are computed out of 16 fish.

VIII.10 Eyes hand tracking error

Figure III.4 explains how eyes tracking is handmade. In order to measure how reliable

this method is, we tracked 30 images twice, and computed the 30 tracking errors (figure
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Figure VIII.9: Regions from ZBrain atlas overlapping with multisensory area (shaded
grey), layer by layer. ZBrain atlas regions are from Randlett et al. [105]. nMLF: nu-
cleus of the medial longitudinal fascicle, nIII: oculomotor nucleus, nIV: trochlear nucleus,
TEG: tegmentum, PT: pretectum, TSP: tectum stratum periventriculare, CB: cerebellum,
gad1b: gad1b inhibitory clusters, vglut2: vglut2 cluster 1, TH: thalamus, HTH: hypotha-
lamus 6.7FRhcrtR-Gal4 cluster, RS: raphe superior.



Monday 29th April, 2024, 17:39 version

VIII.10 Eyes hand tracking error 139

Figure VIII.10: Regions from ZBrain atlas overlapping with super-additive area (shaded
grey), layer by layer. ZBrain atlas regions are from Randlett et al. [105]. nMLF: nu-
cleus of the medial longitudinal fascicle, nIII: oculomotor nucleus, nIV: trochlear nucleus,
TEG: tegmentum, PT: pretectum, TSP: tectum stratum periventriculare, CB: cerebellum,
gad1b: gad1b inhibitory clusters, vglut2: vglut2 cluster 1, TH: thalamus, HTH: hypotha-
lamus 6.7FRhcrtR-Gal4 cluster, RS: raphe superior, MR: multisensory region.
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Figure VIII.11: Vestibular phasemap.
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Figure VIII.12: Visual phasemap with a phase of 0.
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Figure VIII.13: Visual phasemap with phase of π.
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Figure VIII.14: Opposition phasemap (congruence = −1).
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Figure VIII.15: Conflict phasemap (congruence = 0).
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Figure VIII.16: Coherent phasemap (congruence = 1).
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Figure VIII.17: Amplification phasemap (congruence = 2).
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Figure VIII.18: Left panel shows an example of hand tracking on an average frame, with
8 points clicked at particular locations of fish left and right eyes. Right panel is the angle
error between one frame tracked twice, for 30 frames.

VIII.18). The images were taken randomly from all the datasets available, to provided a

large sample of fish. Hand tracking provides a low error, with most of the error angles

being lower than 2◦. The maximum error angle is 4.5◦.

VIII.11 Tail tracking

I designed an algorithm to track the tail at the beginning of my thesis. The problem

with the algorithm we used at the time, which fitted an ellipse on the fish tail, was that

it detected non existing movements. The algorithm I did was inspired by the algorithm

developped by Stih et al., Stytra [231]. It first located the fish body, and then divided

the tail into segments. To find a new segment, a pixels center of mass was computed in

a nearby region, and the new segment would go from the initial point through the center

of mass, with the provided segment length. Assembly of these segments would provide a

solid indication on the tail curvature (figure VIII.19).
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Figure VIII.19: A: Tail tracking in red on a fish at rest. B: Tail tracking in red on a fish
moving its tail. C: Comparison between ellipse algorithm used before in blue (showing
non existing movements), and tail tracking algorithm I developped in orange.
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Abstract

The vestibular system in the inner ear plays a central role in sensorimotor control by1

informing the brain about the orientation and linear acceleration of the head. However,2

most neurophysiological experiments are performed using head-fixed configurations depriving3

animals of vestibular inputs. To overcome this limitation, we decorated the utricular otolith of4

the vestibular system with paramagnetic nanoparticles. This procedure effectively endowed5

the animal with magneto-sensitive capacities: applied magnetic field gradients induced6

forces on the otoliths resulting in robust behavioral responses comparable to that evoked by7

rotating the animal by up to 20°. We recorded the whole-brain neuronal response to this8

fictive vestibular stimulation using light-sheet functional imaging. Experiments performed9

in unilaterally injected fish revealed the activation of a commissural inhibition between10

the brain hemispheres. This magnetic-based stimulation technique opens new perspectives11

to functionally dissect the neural circuits underlying vestibular processing and to develop12

multisensory virtual environments including vestibular feedback.13

Keywords zebrafish · vestibular system · ferrofluid · magnetic actuation · zebrafish · whole-brain imaging ·14

light-sheet microscopy15

1 Introduction16

The vestibular system continuously informs the brain about self motion and body orientation within the17

gravitational field. The vestibular apparatus is located in the inner ear and comprises several organs that18

report on the various components of the acceleration forces. Rotational acceleration of the head induces19

an endolymph flow in the semicircular canals, which is detected by mechanosensitive structures called20

cupulae, respectively. Translational acceleration, as well as gravitational forces, act on two otolithic structures21

overlaying on the utricular and saccular epithelia, and whose motion is transduced by mechanosensitive hair22

cells to which they are coupled.23

Neuronal signals encoding the head orientation and movement are relayed to neuronal circuits that drive24

compensatory movements in order to stabilize gaze and posture. Vestibular information is first processed in the25

brainstem vestibular nucleus and the cerebellum, which receive direct vestibular afferent input. Information is26

further distributed to oculomotor, skeletomotor, and autonomous motor systems, and in mammals, also via the27

thalamus to cortical systems [1]. At the various stages of signal processing, vestibular information is integrated28

with non-vestibular sources of self-motion information such as visual, somatosensory and proprioceptive29

inputs as well as locomotor efference copies [2].30

In spite of the central role played by the vestibular system in sensorimotor tasks, most neuronal recordings31

are currently performed in animals deprived of any vestibular signals, i.e., under head- or body-fixed32

stationary conditions. This is due to the inherent challenge of combining neural recordings and natural33

vestibular stimulation as the latter necessitates to rotate or translate the animal’s head in space, and is thus34

incompatible with head-fixed recording configurations required for most functional calcium imaging techniques.35

2
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Our knowledge on the vestibular system thus essentially derives from electrophysiological experiments in36

which the spike activity of a small number of neurons is sequentially monitored using implanted electrodes.37

As vestibular processing is widely distributed across the brain, zebrafish constitutes a promising model animal38

to study the neuronal substrate of this highly conserved sensory system. The small size and transparency of39

the larval zebrafish brain indeed offers the unique opportunity to record cell-resolved brain-wide neuronal40

activity using light-sheet based calcium imaging [3, 4, 5, 6]. With the exception of the semicircular canals,41

which are still immature in young larvae [7], the vestibular system is mostly functional in larval zebrafish as42

early as 6 days post-fertilization [8], an age at which whole-brain imaging is routinely performed. This is43

evidenced by the capacity of the larvae to efficiently stabilize their posture and gaze in response to body44

rotation, via vestibulo-ocular and vestibulo-spinal reflexes [8, 4, 9, 10, 11].45

Two experimental methods to provide controlled vestibular stimulation, while performing functional whole-46

brain imaging, were recently introduced. In the work from Migault et al. [4], we solved the problem by47

co-rotating the fish and the (miniaturized) light-sheet microscope, thus keeping the imaging volume unchanged48

during the stimulation. Favre-Bulle et al.[9, 5] generated a fictive vestibular stimulus using optical tweezers to49

displace the utricular otolith. Although these two approaches enable simultaneous neural recording, they both50

involve demanding optical developments that may hamper their broad diffusion among groups employing51

neurophysiological methods. Furthermore, the accessible stimulation range, in terms of maximal acceleration52

that they can emulate, is limited.53

Here we present an alternative approach based on the magnetic actuation of the otoliths after surface coating54

by ferromagnetic nanoparticles. These superparamagnetic iron oxide nanoparticles are available in the form55

of collöıdal solutions called ferrofluids [12]. Although they do not carry a permanent magnetic moment, these56

particles acquire a magnetization in an externally applied magnetic field and can be manipulated by magnetic57

field gradients. Their magnetic susceptibility is several orders of magnitude larger than biological tissues58

[13], allowing the application of large forces. Biocompatible ferrofluids have been used to study mechanical59

properties inside living tissues in vivo [14, 15, 16, 17, 18] and functionalized nanoparticles have allowed60

targeting cellular components such as DNA and proteins with high specificity [19, 20] or to deliver drugs into61

compartments that are difficult to access as e.g., the inner ear [13].62

Magnetic actuation offers several advantages over optical tweezers in the context of biological systems. First,63

biological tissues are fully transparent to magnetic fields. Forces can thus be exerted in a controlled way deep64

within the specimen regardless of its optical transparency. Second, magnetic fields do not induce heating, and,65

with the exception of magnetoreceptive species [21], most animals are insensitive to this physical parameter.66

Thus, besides the injection itself, this technique is physiologically non-invasive even for extremely large67

magnetic intensity.68

Here we show that the injection of ferrofluid into the otic vesicle of larval zebrafish allows controlled magnetic69

forces to be exerted on the otolith, mimicking naturally occurring gravitational and acceleration forces. This70

fictive vestibular stimulation elicits strong and robust compensatory eye and tail movements, comparable to71

those evoked by roll or tilt motion of the animal over large angles. We simultaneously recorded the brain-wide72

neuronal activity evoked by this fictive vestibular stimulation using functional light-sheet microscopy. By73
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injecting the ferrofluid into a single ear we disentangled the contribution of each utricle to the brain-wide74

neuronal response, which is not possible under natural conditions when rotating the animal [4]. This75

constitutes the first use of a ferrofluid to stimulate a sensory system in vivo. The method is inexpensive,76

easy to implement and compatible with most neurophysiological recording methods such as optogenetics or77

electrophysiology.78

2 Results79

After ferrofluid injection into the otic vesicle, vestibular-driven behaviors can be evoked80

through magnetic stimulation81

We injected a custom-made ferrofluid [22] into both inner ears of zebrafish larvae 5 days after fertilization82

(dpf). The ferrofluid consisted of 11 nm in diameter iron oxide (γ-Fe2O3) particles with citric acid surface83

functionalization to make them stable in water (pH 7, see Methods). After the injection, the otic vesicle84

maintained its shape and the ferrofluid was visible as a red-orange tinge (Figure 1A). The otolith itself, once85

dissected out and washed, also displayed a slight orange coloration, indicating that some of the injected86

ferrofluid particles had permanently bound to the otolith. The otolith was thus magnetized, as could be87

confirmed by approaching a permanent magnet to its proximity. The otolith immediately moved towards the88

magnet as shown in the Supplementary Figure S1.89

Next, we tested whether this nanoparticle coating of the otolith could yield magnetic forces in vivo on the90

otolith comparable to the gravitational force that acts on it when the head/body is rolled or tilted in space91

(Figure 1B). To do so, we examined the behavioral response (compensatory eye and tail movements) that92

were induced through magnetic actuation. We thus immobilized a bilaterally injected fish in a drop of 2%93

low melting point agarose on a thin glass slide and removed the agarose around the eyes and tail to allow free94

movements (Figure 1C). The specimen was placed in a chamber filled with the embryonic medium E3. A95

front and a side camera were used to monitor the eyes and tail movements evoked by the in-plane movement96

of a small permanent neodymium magnet positioned beneath the fish.97

We observed two distinct responses depending on the orientation of the movement with respect to the body98

axis. When the magnet was moved along the medio-lateral axis, the eyes rolled and the tail bent in a direction99

opposite to the magnet (Movie 4 Part I). Such movements are characteristic of responses elicited by a roll100

motion of the animal (i.e., a rotation along its longitudinal axis) via vestibulo-ocular and vestibulo-spinal101

reflexes [4, 8]. In this case, the magnetic force acted laterally on the otolith, as does the gravitational force102

during a roll motion. When the magnet was moved along the antero-posterior axis, the eyes rotated along the103

tilt axis and discrete swim bouts were triggered. Here the response to the magnetic stimulation was in line104

with compensatory eye movements and tail kinematics elicited upon tilting the fish [8] (see Movie 4 Part II).105

To quantify these responses, we imposed controlled sinusoidal displacements to the magnet using a two-axis106

motorized stage either along the lateral axis (fictive roll stimulus) or along the antero-posterior axis (fictive107

tilt stimulus). We used a frequency of 0.5 Hz and an amplitude of 2.5 mm corresponding to the radius of the108

magnet (see the following section describing the numerical simulations for an estimation of the corresponding109

magnetic force). Typical behavioral responses of such recordings are shown in the Movie 4. We found the110
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behavioral response to be strong in 80 % of the tested fish, which confirmed the robustness of the method.111

Importantly, the observed vestibular behaviors were reproducible and stable over time with only small112

variability over 150 stimulus repetitions in the same fish (Figure 1D). From the averaged cyclic ocular rotation113

signal, we extracted an angular range of α = 13.2° ± 7.4° (mean ± standard deviation) during simulated roll114

motion and β = 8° ± 4.3° for simulated tilt motion (Figure 1). Interestingly, the behavioral responses were115

stronger for lower concentrations of injected ferrofluid (Figure 1E).116

These values can be compared to those obtained during natural vestibular stimulation in which the animal is117

actually rolled or tilted in space. As an illustration, we show in Figure 1E the angular range (α = 14.1° ±118

5.8° (mean ± standard deviation) of eye rotation measured in larvae exposed to a sinusoidal roll motion of119

±15°. One may notice that both the mean and the standard deviation are comparable in both experiments,120

indicating that the large variability across specimen is not specific to the fictive ferromagnetic stimulation.121

From the roll motion-evoked responses, we calculated a gain of the roll vestibulo-ocular response in darkness122

of groll = 0.5 ± 0.2 and for the ocular motor tilt response a gain of gtilt = 0.3 is reported [8]. From this123

calibration, we thus estimated that the fictive magnetic vestibular roll and tilt stimuli corresponded to a124

peak-to-peak stimulus of α/groll ≈ ±14°±27° (mean ± std) and β/gtilt ≈ ±7° ±4° (mean ± std), respectively.125

Ferrofluid injection into the inner ear does nor impair vestibular function.126

Hair cells in the vestibular system are sensitive to mechanical and chemical stress, which can lead to cell127

death, thus impairing sensory function [23]. We assessed possible damage induced by either the injection128

procedure or by the ferrofluid itself using a simple behavioral assay. Fish use their vestibular system to keep129

their dorsal side-up posture stable during swimming. Therefore, uncorrected rolling along the rostro-caudal130

body axis during a swim bout can be used as an indication of vestibular dysfunction [24, 25, 26] (Figure 2A).131

We quantified the outcome of this procedure by calculating a roll ratio, i.e., the proportion of roll events over132

a total of 5 swimming events after a mechanically evoked startle response [27] (see Methods). The roll ratio133

was measured at 2, 24 and 48 hours after the injection had been performed at 5 dpf.134

Control (non-injected) fish had a mean roll ratio of 0.44 ± 0.36 (mean ± std, N = 10) at 5 dpf (Figure 2B).135

Although the vestibulo-ocular reflex is fully established at 5 dpf [8], vestibular-driven postural control is still136

being refined between 5 to 7 dpf as evidenced by the decrease of the roll ratio during this period. As a second137

(negative) control, we performed a similar assay on larvae injected bilaterally with the calcium chelator138

BAPTA (5 mM), which disassociates hair cell tip-links and disrupts the mechano-electrical transduction139

[28]. Two hours after the injection, the roll ratio was close to one (mean roll ratio: 0.93 ± 0.11, see Movie140

4), indicative of an almost complete loss of vestibular-driven postural control. Tip links have been shown141

to regenerate in 8 to 24 hours [29]. Hence, 48 h after BAPTA injection, the roll ratio of the larvae were142

significantly lowered and not significantly different anymore to control fish, reflecting a progressive recovery143

of posture control by tip link regeneration.144

Next, we performed similar tests on buffer- and ferrofluid-injected fish, in order to disentangle the effect of145

the injection procedure from the ferrofluid itself on the vestibular system. Two hours after injection, the roll146

ratio (0.51 ± 0.31 and 0.65 ± 0.21, respectively) for both conditions were not significantly different from that147

of control fish (Tukey test p > 0.1). This remained so at 24 h and 48 h post injection. Finally, we injected148
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Figure 1: Magnetic actuation of the otoliths after surface coating by ferromagnetic nanoparticles. A Top

view of a 5 dpf zebrafish larva after bilateral intra-otic ferrofluid injection. Middle column: Zoom onto the

otic vesicle with injected ferrofluid (bottom) and before injection (top). The otoliths of the utricle, ut, and of

the saccule, sac, are visible. Right: Bright-field image of an utricular otolith dissected from a control fish

(top) and from a fish after ferrofluid injection (bottom). Attached iron nanoparticles appear in red-orange.

Scale bar = 50 µm. B The diagram on the left illustrates the lateral force experienced by an otolith when

the head is rotated relative to the gravitational field, FL = g · sin(α) (top). The right side illustrates an

otolith covered with nanoparticles that exert a lateral force onto the otolith when placed in a magnetic field

gradient. C Left: Diagram of the setup in front view. An x,y-motorized stage and a manual z-stage (black)

move the magnet (red) under the head-tethered fish, mounted in agarose (outlined by a dashed line). Right:

Top view of the setup illustrating the front and side cameras (cam) for eye motion tracking. The magnet

center is aligned with the center of mass of the fish inner ears (not drawn to scale). D Evoked eye and tail

movements in response to the magnet motion along different directions in a sinusoidal manner beneath a

fish injected with 18 mM ferrofluid solution. Left column shows the two first cycles of a 150 repetition trial

and right columns shows the average trial response and standard deviation. E Angular range of evoked eye

rotation angles (peak-to-peak, see arrow in 1D) in response to fictive roll and tilt stimuli plotted for two

concentrations of ferrofluid bilaterally injected into the inner ears (Nroll,18mM=24, Nroll,90mM=11, Ntilt = 9

for both concentrations).
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DiASP that fluorescently labels functional hair cells as it diffuses through the mechanotransduction channels149

if mechanotransduction is functional. Hair cells became clearly labeled after the injection (see inset Figure150

2B). Thus, neither the injection procedure itself nor the ferrofluid seem to significantly affect the function of151

the vestibular organs.152

Finally, we examined the kinematics of free swimming behavior in ferrofluid-injected fish compared to153

uninjected control larvae. We found that inter-bout interval and turn angle distributions were not significantly154

different from control fish, while the average displacement per swim bout was only marginally increased155

(Figure S2 and Movie 4). The various tests confirmed that the ferrofluid injection procedure has a very156

limited impact on the functionality of the vestibular system and on the locomotor behavior.157

Numerical simulations of the magnetic force exerted onto the magnetized otolith.158

To evaluate the impact of magnetic forces on the nanoparticle-covered otolith and its dependency on159

the magnet position relative to the larva, we resorted to numerical simulations (Figure 3A). This approach160

revealed the existence of a range of magnet positions within which the force exerted onto the magnetized161

particle varies linearly with the radial distance to the center of the magnet. The force is maximal when162

the particle is located above the edge of the magnet beyond which it decreases and eventually vanishes.163

The maximal lateral force and the extent of the linear regime increases with magnet diameter, while the164

maximal force decayed as z−4 as expected for a magnetic dipole, where z is the vertical distance to the165

magnet. These results suggest that the magnet should be placed as close as possible beneath the fish and166

that horizontal displacements should remain smaller than the radius of the magnet. Under these conditions,167

the force-displacement relationship is expected to be linear.168

To estimate the maximum force that can be imposed onto the otolith, we measured the velocity in water169

of an isolated otolith (obtained after dissection of an injected larva) submitted to a comparable magnetic170

field as in the in vivo experiment. Taking into account the otolith diameter, that controls the drag force, we171

obtained an estimated force of ∼ 1 nN. We can then compare this value to the gravitational forces exerted172

on the otolith in vivo when the head is tilted in space. The utricular otolith in fish is a calcium carbonate173

(aragonite) crystal with a density of 2.83 g.cm−3 and a diameter of ∼ 55µm at the age of 6 dpf [9]. From174

these values, we estimated that under natural conditions, the maximal gravitational force experienced by175

the utricular otolith is ∼ 1.6 nN when the fish is rolled 90°. The magnetic and gravitational forces acting on176

the otolith are thus in the same range, which a posteriori explains the capacity to drive large vestibular-like177

behavioral responses as detailed above.178

Our simulations can also be used to evaluate the number of nanoparticles attached to the otolith. A single179

particle experiences ∼ 0.007 fN of lateral force when placed at the edge of a 5 mm in diameter magnet180

positioned 2 mm beneath the particle. Therefore, approximately 1.4·108 particles are required to produce a181

total of 1 nN force. This corresponds to a ∼ 1 monolayer of particles bound to the otolith. This fine coating182

represents only 0.2h of the mass of the otolith and is thus unlikely to interfere with the vestibular function,183

in agreement with our observations.184
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Figure 2: Control experiments probing the impact of the injection procedure on vestibular functionality A

Image sequence recorded during evoked startle response behaviors for a non-injected control fish illustrating

active postural control (top) as well as for BAPTA injected fish illustrating a roll event (bottom). B Roll

ratio during an evoked startle response measured 2, 24 and 48 hours post bilateral injection (hpi) of BAPTA,

ferrofluid or buffer compared to non-injected control fish from the same batch, respectively.
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Figure 3: Simulations. Finite element simulation of the lateral force, F, exerted on a paramagnetic particle

by a magnet as a function of the lateral distance (∆x) of the particle to the magnet’s center axis. Shown are

force-displacement relationships for two magnet diameters, d, and two z-distances, z, between the magnet

and the particle. The calculated forces were normalized by the maximum of the force-displacement relation,

F refmax, extracted from the configuration with the 5 mm in diameter magnet positioned at a distance of 2 mm.

Inset: Dependency of the maximal lateral magnetic force, Fmax, as function of the z-distance between the

particle and the magnet, calculated for two magnet diameters.

Brain-wide functional imaging during magnetic vestibular stimulation and behavioral monitor-185

ing186

One of the assets of our stimulation technique is its low footprint, which facilitates a combination with187

any functional recording technique. Here we used a setup that enables the application of controlled fictive188

vestibular stimuli in head-tethered larval zebrafish while recording the behavioral responses as well as the189

evoked brain-wide neuronal activity using light-sheet imaging (Figure 4A).190

We first recorded the neuronal activity, evoked in mechanosensitive inner ear hair cells. In order to do so, we191

used the transgenic line α-tubulin:Gal4-VP16;UAS:GCaMP7, which expresses the GCaMP7 calcium indicator192

in hair cells of the inner ear [30]. Both inner ears of these fish were injected with ferrofluid, embedded in193

agarose, and placed in the experimental setup one day after the injection. We generated a fictive vestibular194

roll stimulus by moving the magnet sinusoidally along the left-right body axis at 0.5 Hz and 2.5 mm amplitude.195

Hair cells in the anterior macula (AM, utricle) showed a modulation of the fluorescence signal, phase-coupled196

to the stimulus (Figure 4B). In contrast, hair cells in the posterior macula (PM), which are part of the saccule197

that senses vertical oscillations at higher (auditory) frequencies, showed no detectable response indicating198

that they were likely not stimulated. These observations are consistent with the anatomical orientation of the199

mechanosensitive axes of the two vestibular organs.200
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Next, we recorded the brain-wide neuronal dynamics elicited upon fictive vestibular stimulation using the201

pan-neuronal nuclear localized Tg(elavl3:H2B-GCaMP6f) transgenic line. This stimulus evoked neuronal202

activity throughout the brain (see Movie 5). As an example, we show activity time traces recorded from203

vestibulo-spinal neurons and from the oculomotor nucleus nIII (Figure 4C). We quantified the brain-wide204

vestibular response pattern by computing a phase map as described in Migault et al. [4]. Briefly, we estimated,205

for each voxel (0.6x0.6x10µm), the amplitude and the phase relation of the evoked signal relative to the206

stimulus waveform. These two parameters were displayed in the form of a phase map, where color represents207

the relative phase of the neuronal response to the stimulus and intensity encodes the amplitude of the208

response. Hence, a phase shift of 0° applies to neurons whose activity is locked to the applied force, whereas209

a phase shift of 90° corresponds to neurons responding to the time-derivative of the force signal. Figure 4D210

shows the phase map for several selected layers and their z-projection, recorded in a single fish and registered211

on the Z-brain atlas [31]. Vestibular-induced activity is clearly visible in the tangential vestibular nucleus212

and in vestibulo-spinal neurons. The observed ocular motoneuron activity is consistent with the monitored213

compensatory eye movements. Active regions also include the nucleus of the medial longitudinal fascicle, as214

well as hindbrain pre-motor neuronal populations involved in tail motion. Cerebellar and inferior olivary215

neurons were also clearly recruited. This response map was found to be stereotypic and reproducible for all216

injected fish as shown by the sharpness of the average phase map, which combines the observations in 14217

larvae (Figure 4E ). This average phase map shows a close similarity with the brain-wide response recorded218

during natural vestibular stimulation using a rotating light-sheet microscope (Figure 4F and Figure 4 in219

Migault et al. [4].220

This new stimulation method offers, as optical tweezers but in contrast to a natural stimulation, the221

opportunity to stimulate a single ear at a time, by injecting the ferrofluid only unilaterally. Figure 4G show222

the average phase map for fish injected with ferrofluid into the right ear only. Interestingly, the response223

appears rather similar to that evoked by bilateral fictive vestibular stimulation, albeit with a relatively lower224

intensity. The marked antisymmetric activity in the medial octovolateralis nucleus (MON) reflects a strong225

activity of commissural connections between both sides of the brain and suggests a pronounced contralateral226

inhibitory connectivity in the hindbrain.227

We finally performed control experiments with non-injected fish. At the stimulation frequency, no signal was228

detectable in the average phase map (Figure 4H). This rules out the possibility that the recorded activity229

may in part reflect the visual stimulus caused by the moving magnet, which could have been possible as the230

blue (488 nm) laser forming the light sheet also illuminates the sample chamber.231
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Figure 4: Brain-wide neuronal responses evoked by magnetic vestibular stimulation. Caption continues next

page.
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Figure 4: (Continued) A For functional imaging a light-sheet (blue) excites the fluorescence GCaMP6 sensor

genetically encoded in the brain (green). The fluorescence is collected by an objective perpendicular to

the light-sheet. B Calcium responses recorded in the otic vesicle from the utricle (red) and the saccule

(blue) in response to a sinusoidal fictive roll stimulus (black). The trial-averaged response with std (N = 75

repetitions) is shown on the right. The ROIs from which the fluorescent signals were extracted are indicated

with red and blue circles respectively. C Neuronal responses to the same stimulus as in B but measured

in vestibulo-spinal neurons (white arrowhead in panel D) and extraocular motoneurons in the oculomotor

nucleus (white arrow in panel D bottom left). D Selected layers of the phase map of the brain-wide response

recorded in one fish. OT: optic tectum, Cer: cerebellum, Teg: tegmentum, nIII and nIV: oculomotor and

trochlear nucleus, nMLF: nucleus of the medial longitudinal fascicle, SAG: statoacoustic ganglion, IO: inferior

olive, TN: tangential nucleus, VS: vestibulo-spinal neurons. The color map indicates the phase of the neuronal

response relative to the stimulus after correction for the phase delay introduced by the GCaMP6f calcium

sensor ∆φ = arctan(−2πfτGCaMP6f )(decay time τGCaMP6f ≈ 1.8 s). Without this correction the zero degree

phase shift would be at the position indicated by the dashed white line. Bottom right: Maximum z-projection

of the entire phase map shown of this fish. E Average phase map in response to bilateral fictive vestibular

stimulation (N = 14 fish). F Average phase map recorded during natural vestibular stimulation with a

rotating light-sheet microscope [4]. G Average phase map in response to unilateral (only right ear injected)

fictive vestibular stimulation. H Control phase map recorded under the same conditions as E and H but

without injected ferrofluid into the inner ear. Transgenic lines: Tg(a-tubulin:Gal4-VP16 ;UAS:GCaMP7a)

panel B, Tg(elavl3:H2B-GCaMP6f) panel C-H.

3 Discussion232

Our work demonstrates that injecting a ferrofluid solution into the inner ears of larval zebrafish allows to233

subsequently apply controlled forces to the utricular otolith in vivo, thus mimicking natural motion-like234

vestibular stimuli in immobilized animals. A small permanent magnet was sufficient to elicit robust motor235

responses to both fictive vestibular roll and tilt stimulation that were indistinguishable from those observed236

during natural motion stimulation. Cross-talk between the two stimulus directions was negligible, provided237

that the magnet was well centered beneath the fish.238

Control experiments confirmed that the injection procedure did not damage the vestibular system and left the239

swimming behavior and postural control performance unaffected 24 hours after the injection. This robustness240

of the method reflects the minor interference of the injection procedure with the functionality of the system241

but may in part be related to the capacity of non-mammalian hair cells for self-repair [29]. Hence, even if242

tip-links were damaged by the injection procedure, the vestibular apparatus is likely fully functional 24 - 48 h243

post injection. In addition to potential tip-link repair, non-mammalian inner ear hair cells can regenerate244

destroyed hair cell bundles [32] and even full hair cells with restored sensory function after cell death [33, 34,245

35]. In the adult zebrafish utricle, the full regeneration of the utricular macula after induced damage takes246

about 13 days [36]. This is too slow to explain the observed high performance of the vestibular system after247

injections leading to the conclusion that the injections did not cause substantial and functionally detrimental248

cell death.249
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Our proposed mechanism underpinning the fictive stimulation is based on the irreversible binding of nanoparti-250

cles onto the surface of the otolith. This thin magnetized coating can then be acted upon using magnetic field251

gradients. We reported direct evidence of the effective magnetization of the otolith and that the corresponding252

magnetic force is in the same order of magnitude as the gravitational force imposed during macroscopic253

body rotation. In the present study, we only tested two different concentrations of injected ferrofluid, and254

the strongest response was obtained already at the lowest concentration. This observation suggests that a255

relatively small number of nanoparticles is sufficient to entirely cover the otolith with a compact monolayer.256

Any further particles are then likely to be repelled from the surface due to electrostatic repulsion between the257

citric acid-coated nanoparticles.258

A complementary mechanism may be at play that would rely on the magnet-induced motion of freely floating259

nanoparticles in the endolymphatic otic environment. The induced fluid motion would then impose a drag260

force onto the otolith. Given the nano-bead dimensions, the associated flow would be in the low Reynolds261

number regime and the particles are thus expected to reach their terminal velocity in less than a millisecond262

when placed in a field gradient. The resulting drag force, proportional to this particle velocity, would vary263

with the magnet position and could not be distinguished from the direct magnetic actuation on the otolith.264

However, an estimate of the particle terminal velocity results in a value of ≈ 0.1µm/s, which in turn yields a265

drag force orders of magnitude smaller than the force exerted by the particles attached to the otolith. This266

suggests that this second mechanism is probably negligible.267

In zebrafish, the utricular otolith is spherical. For a spherical mass, the gravitational force grows with the268

radius cubed while the magnetic force acting on a thin surface coating grows with the radius squared. One269

may thus anticipate that this magnetic actuation method should become relatively inefficient for larger270

animals (with larger otoliths). However, in most animals other than teleost fish, the otolithic membrane is271

covered with small carbon crystals called otoconia yielding a flat meshwork of extended mass. This leads272

to a much higher surface to volume ratio, which is more favorable for the actuation via surface-bound273

nanoparticles. Our method could thus work also in larger animals such as for instance Xenopus larvae,274

lampreys or even mammalian species provided that sufficiently strong magnetic fields and field gradients can275

be delivered. In fact, a pilot study on an isolated in vitro preparation of Xenopus tadpoles at mid-larval276

stage, demonstrated that solutions of citrate-coated ferromagnetic nanoparticles can be reliably injected277

and distributed throughout the duct system of the inner ear. Repetitive displacement of a permanent point278

magnet above the transparent otic capsule in different directions, elicited faithful and robust eye movements279

also in these animals (see Movie 4), which are an order of magnitude larger than larval zebrafish. The known280

functionality of all inner ear organs at this developmental stage ([37]), however, renders an identification281

of the recruited vestibular organ(s) more difficult but potentially derives from the magnetic stimulation of282

multiple inner ear organs.283

This magnetic actuation method was implemented to fictively stimulate a slow tilt or roll of the fish body.284

However, the same approach could be used to mimic translational accelerations experienced by the larvae285

during free swimming. Larval zebrafish swimming patterns consist of discrete swim bouts that last for286

100 − 200 ms interspersed by ∼ 1 s-long resting periods. Owing to the Einstein principle, otoliths are287
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actuated during these transient linear accelerations: forward acceleration of the animal produces a backwards288

pointing force on the otolith while a deceleration corresponds to a forward pointing force. The reported peak289

acceleration during a bout is in the range of 0.3− 2 m/s2 = 0.03− 0.2 g [38, 39], which corresponds to a force290

on the otolith in the range of 50 − 300 pN, i.e., within the accessible range of our instrument. To mimic291

acceleration forces encountered during a swim bout, the magnet has to be moved by 0.3− 2 mm in about292

50 ms, which is also compatible with the performance of our mechanical stages. Our system can thus be293

used to emulate vestibular signals associated with fictive self motion in head-fixed animals. It could thus be294

included into closed-loop virtual reality assays, mitigating sensory mismatch and enhancing the quality of295

virtual environments. This will open new possibilities to study sensorimotor processing.296

Unlike other approaches, such as optical tweezers, the reported method could potentially be implemented297

in freely swimming configurations as well. A large scale magnetic field gradient could be used to create a298

sufficiently large force onto the magnetized otolith coating to counteract the gravitational force acting on it.299

One could thus create a zero gravity condition or mimic inverted gravity and study how fish adapt to and300

learn to cope with this change of physical parameters. As only injected fish will be sensitive to the applied301

magnetic field gradients, social behavior experiments can be envisioned to study how conspecific fish react to302

behavioral changes of a single fish when the latter experiences a perturbation of the vestibular sensation. But303

one may even go beyond and investigate how animals can learn to use this novel sensation of magnetic field304

gradients, e.g. for navigational strategies.305

We have demonstrated that our vestibular stimulation method is compatible with simultaneous whole-brain306

functional imaging using light-sheet microscopy. In response to the fictive vestibular stimulus, we observed307

consistent neuronal activity in the vestibular nucleus and in downstream nuclei throughout the brain. The308

evoked neuronal response map in bilaterally injected fish was comparable to the one that was obtained during309

actual vestibular motion stimulation with a rotating light-sheet microscope. This confirms that the magnetic310

force acts without delay onto the otolith in the same manner as gravitational forces when the animal is311

e.g., rolled along its longitudinal body axis. The recorded average phase maps during unilateral stimulation312

suggests the presence of a pronounced commissural inhibition between the two vestibular nuclei, typically313

conserved in all vertebrates [40]. Sinusoidal magnetic stimulation of the right ear shows that pulling the right314

otolith laterally activates neurons located in the right vestibular nucleus and downstream regions such as the315

ipsilateral vestibular cerebellum, and on the contralateral side oculomotor motoneurons, neurons in the nMLF316

as well as hindbrain neuronal populations probably projecting to the spinal chord. This activity pattern317

and profile is consistent with the highly conserved axonal projections from the vestibular nucleus to these318

brain regions [41, 42]. This activation pattern has a mirror-symmetric counterpart with a mean activity that319

is 180 degrees phase-shifted and thus exhibits a mean activity that is minimal when the mirror-symmetric320

neuronal correlate is maximally active. This suggests that the vestibular nucleus inhibits the contralateral321

vestibular nucleus, which leads to a reduced activity in downstream nuclei. The latter result is consistent322

with the description of inhibitory commissural projections in cats between vestibular neurons of the utricular323

pathway [43], which are thought to contribute to the sensitivity of vestibular neurons through a disinhibition324

[43]. In larval zebrafish, commissural projections have been described as originating from the tangential325

vestibular nucleus [8], with a likely inhibitory function as evidenced by our results.326
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In summary, our magnet-based vestibular stimulation method is inexpensive, easy to implement, and can be327

developed as an add-on device for existing microscopes and visual virtual reality setups. Since the magnet is328

small and operates beneath the fish, the whole experimental chamber is accessible for all types of microscopes,329

optogenetic tools, electrophysiological setups, other sensory stimulation methods or behavioral monitoring.330

Accordingly, our method uniquely expands the toolbox of widely accessible sensory stimulation methods for331

zebrafish systems neuroscience but also for neuroscientific studies in other species.332

4 Movie legends333

Movie 1334

Behavioral responses to fictive magnetic vestibular stimulation with a hand-held magnet.335

Part I: Behavioral response to fictive vestibular roll stimulation recorded by top view monitoring. The fish336

is tethered with the agarose that was removed around the tail and eyes to allow free movements. The movie337

was obtained with a stereomicroscope immediately after ferrofluid injection. The magnet was hand-held and338

moved beneath the fish along the left-right body axis to mimic a vestibular roll stimulus.339

Part II: Same fish as in Part I, with the magnet moved along the rostro-caudal body axis to mimic a tilt340

stimulus (nose-up, nose-down).341

Eyes and tail perform marked compensatory movements in response to these fictive vestibular stimuli.342

Movie 2343

Behavioral responses to fictive vestibular roll and tilt stimuli generated and recorded in an automatized setup.344

Ferrofluid was bilaterally injected at 5 dpf and movies were recorded the next day at 6 dpf. The magnet was345

moved sinusoidally at 0.5 Hz and with 2.5 mm amplitude. Part I: Front view of evoked eye movements in346

response to a fictive roll stimulus.347

Part II: Side view of evoked eye movements in response to a fictive roll stimulus. The eye rotates only along348

the roll axis and not along the tilt axis, demonstrating the absence of cross-talk between the two stimulation349

axes.350

Part III: Side view of evoked eye movements in response to a fictive tilt stimulus. Part IV: Top view of351

evoked tail movements in response to a fictive roll stimulus. Note that the magnet created a shadow under352

the fish, which allows to see the correlation between magnet displacement and tail movement.353

Movie 3354

Impaired postural control along the roll axis after BAPTA injection compared to wild-type control fish with355

an intact vestibular system.356

Part I: The movie shows a fish two hours after bilateral injection of the calcium chelator BAPTA. The fish357

was placed freely in a Petri dish filled with embryonic medium E3 and recorded from the top. A startle358

response was elicited by touching the fish with a fine glass tip. During the startle response and also during359

successive swimming bouts, the fish lost its dorsal position and rolled around its longitudinal body axis.360
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Part II: Recording of a wild-type control fish under the same conditions as in Part I. Throughout the361

sequence and including the startle response, the fish maintained its dorsal side-up posture.362

Movie 4363

Free swimming behavior of fish, injected bilaterally with ferrofluid, compared to wild-type control fish364

(Recording frame rate = 70 fps):365

Part I: Wild-type fish (N = 10) swimming freely in a Petri dish.366

Part II: Fish after bilateral injection of ferrofluid into the inner ears (N = 7), swimming freely in a Petri367

dish.368

Movie 5369

Brain-wide neuronal responses during a fictive sinusoidal roll stimulus.370

The movie shows in a loop the neuronal response averaged over 40 stimulus cycles. Six sections of the brain371

are shown.372

Experimental parameters: Ferrofluid was injected bilaterally at 5 dpf into a fish of the Tg(elav3-H2B:GCaMP6f)373

transgenic line. The movie was recorded the next day at 6 dpf. The magnet was moved sinusoidally at a374

frequency of 0.5 Hz and with an amplitude of 2.5 mm.375

The phase map in Figure 4D was calculated from this recording.376

Movie 6377

Pilot study in a Xenopus tadpole.378

The movie shows a dorsal view of an isolated in vitro preparation of a Xenopus tadpole prepared following379

the protocol in Lambert et al. 2008 [37]. Ferrofluid was injected into the left inner ear (red-orange color).380

A permanent point magnet was displaced in close proximity above the inner ear. The magnet motion381

provoked eye rotations via the vestibulo-ocular reflex. Only the left eye responded as the right eye was partly382

immobilized to hold the preparation in place.383

384
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5 Materials and Methods385

5.1 Key resources table386

REAGENT OR RESOURCES SOURCE IDENTIFIER

Chemicals

Low melting point agarose Sigma-Aldrich A9414-50G

Tricaine Sigma-Aldrich E10521-10G

Ferrofluid custom made [22]

BAPTA Sigma-Aldrich 14510-100MG-F

2-Di-4-Asp Sigma-Aldrich D3418-500MG

Ultrapure Low Melting Point Agarose Invitrogen 16520050

Experimental Models: Organisms/Strains

Tg(a-tubulin:Gal4-VP16 ;UAS:GCaMP7a) Köster and Fraser 2001 [30]

Tg(elav3-H2B:GCaMP6f) Vladimirov et al. 2014 [44]

Software and Algorithms

Matlab The MathWorks https://www.mathworks.com/products.html

CMTK Rohlfing and Maurer, 2003 (citation) https://www.nitrc.org/projects/cmtk/

FIJI (ImageJ) NIH https://fiji.sc/

ZBrain atlas Randlett et al., 2015 https://zebrafishexplorer.zib.de/home/

Comsol Multiphysics Comsol https://www.comsol.com/

Other

Pneumatic PicoPump World Precision Instruments SYS-PV830

Glass capillaries to pull micropipettes Warner Instruments GC100F-10

Micropipette puller Narishige PC-100

Motorized stages Physik Instrumente PI PIMag® Linear Stage: V-408.132020, V-408.232020

Behavior tracking: Camera Point Grey BFLY-U3-05S2M-CS

Behavior tracking: Objective Navitar 1-61449

Behavior tracking: 2x Adaptor Navitar 1-61450

Magnet (D=5 mm, thickness 1 mm, 3 magnets stacked) RS Components N837RS

Micro knife 22,5° cutting angle Fine Science Tools 10316-14

Table 1: Key resource table

5.2 Animal husbandry387

All experiments were performed on 5-7 dpf larvae. Adult fish were maintained at 28°C in system water388

(ph 7-7.5 and conductivity between 300 and 350µS)) in the fish facility of the Institut de Biologie Paris-389

Seine. Eggs were collected in the morning and then kept in a Petri dish with E3 at 28°C in a 14h/10h390

light/dark cycle. Larvae were fed with paramecia or powder from 5 dpf on. Calcium imaging experiments391

were carried out in two different transgenic lines: elavl3:H2B-GCaMP6f [44] (kindly provided by Misha392

Arhens) and α-tubulin:Gal4-VP16 ;UAS:GCaMP7 [30] (kindly provided by Teresa Nicolson) both in Nacre393

background. Experiments were approved by Le Comité d’Éthique pour l’Expérimentation Animale Charles394

Darwin C2EA-05 (02601.01 and 32423-202107121527185 v3).395
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5.3 Ferrofluid396

The ferrofluid, a suspension of γ-Fe2O3 iron oxide nanoparticles, was produced by Christine Ménager and397

Aude Michel Tourgis (Sorbonne Université, Laboratoire PHENIX, CNRS UMR 8234) following the protocol398

described by Massart et al. [22] and kindly provided to us for our experiments. The hydrodynamic diameter399

measured by dynamic light scattering (DLS) was 22 nm with a polydispersity index of 0.15. This corresponds400

to a physical diameter of 11 nm, usually measured by TEM after drying the sample. The particles were401

dispersed in water and stabilized with citrate molecules at pH 7 to prevent agglomeration.402

5.4 Ear injections403

Either ferrofluid, BAPTA or 4-Di-1-ASP were injected into the inner ear with a glass micropipette held404

by a micromanipulator (Narishige MN-153) using a pneumatic Pico-pump (World Precision Instruments405

PV830). Capillaries (1 mm outer diameter, Warner Instruments GC100F-10) were pulled to obtain fine tip406

micropipettes (tip diameter = 1 - 2 µm) using a Narishige PC-100 puller with the following parameters: 2407

steps, Heater N°1 = 52,4; Heater N°2 = 55,7, position 2 mm, 2 heavy and 1 light weights. Micropipettes were408

loaded with 2µL of ferrofluid diluted in buffer (NaCl 0.178 M, sodium citrate 0.023 M, HEPES 0.01 M) at409

0,019µM. Injections were performed in 5 dpf fish. Larvae were mounted dorsal side up in 2 % LMP agarose410

on top of a microscope glass slide. Using a small piece of metal as support, the slide was rolled 45 degrees to411

access the fish’s left ear. For the ferrofluid, 3 pulses (10 psi for 500 ms) were injected into the otic vesicle,412

corresponding to a total volume of 1,2 nL. After the left ear injection, the glass slide was rolled onto the other413

side to inject the right ear. For injection of BAPTA and DiASP the protocol was the same except for different414

concentrations of the solutions. We used 50 mM BAPTA dissolved in extracellular solution containing (in415

mM) 134 NaCl, 2.9 KCl, 1.2 MgCl2, 2.1 CaCl2, 10 HEPES, and 10 glucose, at 290 mOsm, adjusted to a pH416

7.8 with NaOH. For 4-Di-1-ASP, a 50 mM solution of diluted E3 medium containing 1% ethanol was injected.417

After the injections, larvae were freed from the agarose using a fine tip (Dumont n°5) and maintained in E3418

medium until the experiments commenced.419

5.5 Free swimming control420

We analyzed the free swimming behavior of ferrofluid-injected and control fish. Seven larvae were injected421

at 5 dpf. 24 hours later they were placed in a Petri dish to record the swimming behavior during 1 hour at422

30 fps. The movies were tracked using FastTrack [45]. Individual fish were not tracked throughout the whole423

movie but rather split into wall-to-wall trajectories. For each trajectory, discrete swim bouts were detected424

when the instantaneous swim speed exceeded two times the overall variance of the speed. Putative bouts425

were then filtered on a distance criterion: bouts with a linear displacement – measured in a time window of426

±0.5 s centered on the bout velocity peak – less than 0.3 mm or greater than 18 mm were rejected) and on a427

temporal criterion (bouts occurring within 0.4 s after a bout were rejected. Bout onset was defined at 80 ms428

before the velocity peak. From positions, time and body angles before and after an event, the inter-bout429

interval, displacement and turn angles associated with each bout were computed. These values were then430

averaged over trajectories and the means were displayed as boxplots. Mean square displacement (MSD) was431
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computed using the MATLAB package msdanalyzer [46]. (x,y) sequences were pooled by condition (control432

and injected), a MSD was computed for each sequence and the ensemble average is presented along with the433

standard error of the mean.434

5.6 Roll ratio essay435

The larvae were placed in a 5 cm Petri dish positioned under a high magnification objective and recorded at436

300 fps. Approaching the larvae with a fin glass tip evoked a startle response. Each larva was subjected to437

five trials. The roll behavior was assessed for each trial. The roll ratio was calculated as the number of trials438

the animal rolled during an escape divided by the number of trials the animal attempted an escape [27].439

5.7 Finite element simulations and force generation mechanism440

Force of a ferrofluid particle in a magnetic field gradient The ferrofluid particles are so small that441

nanoparticles consist only of a single magnetic domain giving the particle a giant magnetic moment. In442

the absence of an external magnetic field, the direction of this moment changes randomly depending on443

the temperature. The average magnetisation is zero and the particle is in a superparamagnetic state. In444

an external magnetic field, the giant magnetic moment becomes progressively aligned against the thermal445

agitation, and the average net magnetization increases. The macroscopic magnetization of a ferrofluid particle446

or of a ferrofluid droplet is characterized by the macroscopic magnetic moment, ~m, which depends on the447

volume V of the particle or of a ferrofluid droplet, and the external field B. In a weak magnetic field the448

macroscopic magnetization is given by449

~m( ~B) =
V χ

µ0

~B

with χ the magnetic susceptibility and µ0 the vacuum permeability. And the force exerted on the droplet450

reads451

~F = ∇
(
~m( ~B) · ~B

)
= ∇

(
V χ

µ0

~B2

)
= 2

V χ

µ0

~B∇ ~B

In a strong field that saturates the magnetization the force exerted on the droplet is452

~F = ∇
(
~msat · ~B

)
= ~msat∇ ~B

Finite element simulations We used Comsol Multiphysics to calculate the magnetic force applied by453

the magnet to the ferrofluid. Lateral force-displacement curves were calculated for cylindrical magnets of454

different diameters and z-distance to a spherical droplet of the ferrofluid with a diameter of 200µm. The455

spherical droplet was considered perfectly rigid. The droplet volume was chosen arbitrarily. The force, acting456

on the droplet depends linearly on the volume of the droplet. Therefore uncertainty with respect to the457

droplet volume will change the maximum force reached but not the linear dependence of force on the magnet458

position. The relationship between magnetic flux density and magnetic field strength (B-H curve) is defined459
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for the ferrofluid by a magnetization curve (Figure S3). The magnetic flux density is fixed for the magnets.460

For the simulations, we started with a mesh size of 500 µm and then iteratively reduced the mesh size until461

the results converged. Parametric sweeps were realized for different distances and diameters.462

The simulation gives a maximal lateral force of FD=200µ = 4 · 10−4N exerted on the ferrofluid droplet with a463

diameter of D = 200µm placed 2 mm above our 5 mm in diameter magnet. As the force depends linearly on464

the volume we estimated that the force exerted on a single nanoparticle with a diameter of D = 11nm is465

Fp = 0.007 fN.466

Drag force on an otolith pulled through water To estimate the maximum force that can be delivered467

to the otolith, we measured the velocity in water of an isolated otolith (obtained after dissection of an injected468

larvae) submitted to a comparable magnetic field as in the in vivo experiment. Taking into account the469

otolith diameter that controls the drag force, we obtained an estimated force of470

Fdrag = 6πηRv = 0.9 nN

with η the viscosity of water R = 27.5µm, the radius of the otolith and v the speed at which the otolith was471

dragged by the magnet through the aqueous solution.472

Given the force that the magnet exerts on a single particle of the ferrofluid suspension Fp = 0.007 fN we can473

estimate the number of particle bound to the otolith474

N =
Fdrag
Fp

= 1.3 · 108

A monolayer of particles on the otolith surface corresponds to475

N ≈ 4πR2
otolith

Dp
= 0.8 · 108

particles. Thus we estimate that ∼ 1.6 monolayers of particles have bound to the otolith.476

However, due to the small diameter of the particles, the mass change of the otolith is negligible with477

mmonolayer

motolith
=

4πR2
otolithDp · ρFe2O3

4/3πR3
otolith

= 2 · 10−4

Gravitational force Fg exerted onto the otolith during roll motion When the fish is rolled under478

natural conditions along the rostro-caudal body axis, gravity acts on the otoliths pulling them along the479

left-right body axis. The magnitude of this lateral component of the gravitational force Fg depends on the480

roll angle and on the density of the otolith481

Fg = (ρo − ρw)Vog sin (α)
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with the density of the otolith ρo = 2.83 g cm−3, the density of water ρo = 1 g cm−3, the otolith volume482

Vo = 4
3πR

3
o, the otolith radius Ro = 27 nm, the gravitational acceleration g = 9.81 m s−2 and the angle α by483

which the animal is rolled relative to its dorsal side-up position.484

At α = 90° the lateral force on the otolith is maximal with:485

Fg(α = 90°) = 1.6nN

Because the mean behavioral response in the fictive roll motion experiments compares to the mean evoked486

response when rolling fish with a sinusoidally modulated excursion of ±15°, we can estimate that we exerted487

in vivo with our experimental parameters in average a force of < Fmax >= 1.6 nN · sin(15°) = 400 pN on the488

otolith when displacing the magnet 2.5mm.489

Time constant at which a particle reaches its terminal velocity when accelerated by a constant490

force in a viscous solution. Freely floating particles in the inner ear will be accelerated by the magnet.491

However, due to the interaction with the surrounding water molecules they will reach a terminal velocity492

after a characteristic time493

τ =
mp

6πηRp
=

2ρpR
2
p

9η
= 516 ps

with the particle mass mp, the hydrodynamic particle radius Rp = 22nm and the viscosity of water η. The494

terminal velocity reached is495

v =
F

6πηRp
= 0.1µm s−1

with the hydrodynamic particle radius Rp = 22nm and the viscosity of water η and with the estimated496

maximal force Fp = 0.007 fN exerted on a ferrofluid nanoparticle placed 2 mm over the edge of our 5 mm in497

diameter magnet.498

5.8 Sample preparation499

24 hours after ferrofluid injection larvae were mounted in 2 % low melting point agarose dorsal side-up on top500

of a small acrylic holder (1mm thick). Then, the holder was placed inside an acrylic chamber filled with E3.501

For behavioral experiments, the agarose was removed from the eyes and tail using a micro knife (FST Micro502

Knife - Plastic Handle/22.5° Cutting Angle).503

5.9 The setup504

We built a platform with two motorized stages (PI instruments) to precisely control the magnet position505

and hence the fictive vestibular stimulation. A third manual stage allowed to position the magnet beneath506

the fish as close as possible in the vertical plane in order to maximize the accessible range of force. For the507

experiments shown in Figure 1 and 4 we used a magnet 5 mm in diameter and 3 mm in height. Injected508
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fish were mounted in a drop of 2% low melting point agarose on top of a transparent acrylic holder (1 mm509

thick). The agarose was removed from around the eyes and tail to allow unimpaired movements. Then, the510

holder was placed into the sample chamber filled with embryonic medium E3. The bottom of the sample511

chamber was formed by a 220µm thick coverslip glass. A front and a side camera were installed to record eye512

movements. To record tail movements, we used the same camera as for the neural recordings, equipped with513

a 4x objective. The entire platform was mounted on a light-sheet microscope system to perform simultaneous514

brain-wide neuronal activity recordings.515

5.10 Behavioral protocol516

In order to move the magnet in a controlled manner, we used 2 stages for x and y axis movements (Physik517

Instrumente, V-408 PIMag Linear Stage). To simulate a roll-like motion, we moved the magnet along the518

transverse axis, starting from the center and extending 2.5 mm towards each side of the fish. To simulate a519

tilt-like motion, we moved the magnet along the longitudinal axis, using the same amplitude. The stimulation520

frequency was 0.5 Hz.521

5.11 Imaging Setup522

The imaging setup was built around a microscope frame (Scientifica Slicescope Pro) fitted with an Olympus523

BX-URA fluorescence illuminator and a custom light-sheet forming unit adapted from Migault et al. [4].524

Functional imaging was performed with a Leica HC FLUOTAR L 25x/0,95 W VISIR objective and a525

Hamamatsu Orca-Flash4.0 V3. Images were recorded with HCImage software (Hamamatsu) and the light-526

sheet was controlled with a custom application written in Matlab (MathWorks). Top view behavioral527

recordings used the microscope’s light path and camera with a Nikon CFI Achro 4x objective. Side and front528

view behavioral recordings used separate systems of Point Grey cameras (BFLY-U3-05S2M-CS) with Navitar529

Precise Eye objectives (1-61450 with 1-61449).530

5.12 Registration onto the Z-Brain atlas531

We used the Computational Morphometry ToolKit CMTK (http://www.nitrc.org/projects/cmtk/) to compute532

for every fish the morphing transformation from the average brain stack (anatomical stack) to the Elavl3:H2B-533

RFP stack of the zBrain atlas [31]. This allowed mapping the functional data onto the Z-Brain Viewer, to534

overlay the region outlines and to calculate averages across animals.535

We computed first the affine transformation, which we used then as initialization to compute the warp536

transformation between the two stacks. The used commands and options are listed in table 2.537

5.13 Data and code availability538

Data and code are available on request to the lead author: volker.bormuth@sorbonne-universite.fr539
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Tool Options Description

cmtk registration

–Initxlate

–dofs 6,9,12

–sampling 3

–coarsest 25

–omit-original-data

–accuracy 3

–exploration 25.6

Calculate affine transformation

cmtk warp

-v

-–fast

–grid-spacing 40

–refine 2

–jacobian-weight 0.001

–coarsest 6.4

–sampling 3.2

–accuracy 3.2

–omit-original-data

Use affine transformation as initialization

reformatx Apply transformation to other stacks

Table 2: CMTK commands and options
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Supplementary Information700

Supplementary figures701

Figure S1: Image sequence of the dissected otolith (red arrowheads) with attached magnetic nanoparticles

being attracted by a magnet (d = 5 mm) over time (dashed line indicates the magnet’s edge).
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Figure S2: Effect of ferrofluid injection on swimming behavior. (A-C) Boxplots showing: (A) the distribution

of the inter-bout interval, which is the time in seconds elapsed between two consecutive swimming events,

(B) the mean displacement after a swim bout in mm, and (C) the turn angle in degrees. (D) Plot showing

the mean of the mean square distance for 10 different time delay. The results were obtained by tracking two

different batches of injected and non-injected fish. The fish were filmed swimming freely during 1 h (75 fps).

P-values : ib-interval p = 0.846, displacement p = 0.00077, turn angle p = 0.366. N = 6 injected fish, 11

control non-injected fish.
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Figure S3: Left: Magnetization of the ferrofluid as a function of the magnetic field intensity (H). In vacuum,

magnetic field intensity and magnetic flux density are linked by ~B = µ0
~H. Right: Non-normalized simulation

results from Figure 3.
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