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RÉSUMÉ EN FRANÇAIS

Le réseau Internet est structuré en une multitude de plus petits réseaux connectés entre
eux et gérés par diverses entités (académiques, gouvernementales, commerciales ou autres).
Ces réseaux sont appelés des Systèmes Autonomes (AS) et sont identifiables par leurs
pairs grâce à un numéro unique appelé numéro d’AS (ASN). Un AS détient des ensembles
d’adresses IP. Chaque AS supervise ses propres communications internes et possède une
ou plusieurs portes de sortie vers des AS adjacents. Les communications internes, dites
intra-AS, sont entièrement gérés par l’autorité en charge de l’AS, alors que les communi-
cations externes, dites extra-AS, sont principalement choisies selon des critères d’accords
économiques ou d’optimisation du temps de réception. Afin de pouvoir précisément ache-
miner chacun des paquets vers le bon nœud destinataire, deux protocoles sont utilisés : le
protocole Internet Protocol (IP) pour le plan de données, et le protocole Border Gateway
Protocol (BGP) pour le plan de contrôle.
La mission de BGP est de s’assurer que chaque routeur sache de quelle façon faire suivre
les paquets qu’ils reçoivent. Succinctement, BGP permet aux Systèmes Autonomes de
construire des tables de routage en envoyant des messages contenant les adresses IP qu’ils
détiennent, et en faisant suivre ces messages de proche en proche, accompagné de la
liste ordonnée de tous les AS déjà traversés à ce stade. Ces messages sont appelés des
annoncements, l’AS envoyant un annoncement est appelé l’origine de l’annoncement et la
liste ordonnée des AS traversé est appelé le chemin d’AS. À la réception d’un annoncement
contenant un ensemble d’adresse IP, l’AS d’origine et le chemin d’AS courant, un AS peut
mettre à jour sa table de routage en gardant en mémoire les adresses IP ainsi que le plus
proche AS auquel faire suivre des messages à destination de ces IP.
Le problème de cette procédure vient du fait qu’elle repose sur une parfaite confiance
quant à la légitimité des informations reçues. Autrement dit, aucune mesure de sécurité
n’est prise pour empêcher un AS d’injecter de fausses informations dans un annoncement.
Ce genre d’annoncements fallacieux peut engendrer des modifications dans les tables de
routage. Lorsqu’elle est réalisée de façon malveillante, une action pouvant causer des
changements dans le trajet des données est appelée une attaque hijacking ou attaque
de détournement. Une fausse annonce BGP peut générer divers types de menaces, par
exemple :

— Un AS annonçant un ensemble d’IP qu’il ne détient pas vraiment perturberait
les choix de routes des autres AS, rendant injoignable le véritable détenteur des
IP cibles pour une grande partie du réseau Internet. De plus, le trafic concerné
attendrait le mauvais AS, permettant un usage malveillant des données obtenues.

— Un AS faisant suivre un annoncement en y ayant injecté un chemin d’AS modifié
peut devenir un relai sur la route entre différents couples d’AS. Ceci permettrait de
mener des attaques de l’homme-du-milieu, ou de passivement observer des échanges
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sensibles sur de longues périodes.

État de l’Art
Depuis juillet 1994, quand BGP-4 a été présenté [63], de nombreuses recherches ont tenté
de contrecarrer les attaques de détournement :

Propositions pour renforcer BGP. Une part importante de ces travaux repose sur
l’utilisation de la cryptographie asymétrique pour sécuriser BGP grâce aux signatures
numériques permettant d’attester les AS d’origines ainsi que les chemins d’AS pour chaque
annoncement. Kent, Lynn, et Seo proposèrent « Secure BGP » (S-BGP) en 2000 [43]. En
2003, White proposa « Secure Origin BGP » (soBGP) [74]. Puis en 2005, Wan, Kranakis
et Van Oorschot, suivi une année plus tard, en 2006, par Karlin, Forrest et Rexford,
proposèrent respectivement « Pretty Secure BGP » (psBGP) [73] et « Pretty Good BGP »
(pgBGP) [42].
En 2005, l’Internet Engineering Task Force (IETF) mit en place le groupe de travail
Secure Inter Domain Routing (SIDR). Depuis sa création, le groupe SIDR a travaillé
à la standardisation du protocole BGPSEC [46], basé sur S-BGP [43]. BGPSEC tire
avantage d’une infrastructure de clé publique pour certifier les clés des différents AS et
leur permettre de générer des signatures numériques. Le principe de base est de demander
à chaque AS recevant un annoncement BGP de signer son chemin d’AS courant, ainsi que
l’ASN du prochain AS recevant l’annoncement. Bien que BGPSEC soit probablement la
proposition recevant le plus d’investissement de la part de la communauté scientifique, elle
reçoit également des critiques quant aux problèmes qu’elle peut engendrer, en particulier
concernant le grand nombre de calculs nécessaire aux AS pour générer des signatures pour
chaque annoncement reçu. Cela pourrait impliquer un besoin de mise à jour du matériel
physique.
Dans le but de minimiser le besoin calculatoire induit par les signatures numériques, Hu,
Perrig, Johnson et Sirbu publièrent un article [39] en 2003. Cet article propose d’utiliser
des Codes d’Authentification de Message (MAC) en remplacement des signatures, et un
autre [40] en 2004, présentant le protocole Secure Path Vector (SPV) qui utilise des
signatures à usage unique (one-time signatures) permettant de tirer parti d’une phase
de pré-calcul hors ligne pour accélérer le processus. Cependant, Raghavan, Panjwani et
Mityagin ont montré en 2007 que SPV n’empêche pas un AS de faire suivre un chemin
d’AS modifié.
Gersh et Massey [26] publièrent des travaux en 2013 dans lesquels ils s’attaquèrent au
problème de la validation de l’AS d’origine en utilisant des serveurs DNS. Malheureuse-
ment, ces travaux n’adressent que la validation d’origine et non l’altération des chemins
d’AS. En 2003, Goodell et al. présentèrent le protocole Interdomain Route Validation
(IRV) [29], qui fut amélioré en 2015 par Chen et Haeberlen [19]. Cette solution propose
l’ajout à chaque AS d’un serveur dédié appelé serveur IRV. Les serveurs IRV gardent en
mémoire et gèrent les politiques des AS et les adresses IP qu’ils détiennent. À la récep-
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tion, la légitimé d’un annoncement peut être vérifiée en contactant le serveur IRV des AS
correspondants. Cependant, cette approche est difficile à mettre en pratique à l’échelle de
l’Internet.

Propositions de nouvelles architectures de routage. Face à l’actuel manque de
solutions satisfaisantes, un nouveau domaine de recherche nommé le Path Aware Net-
working (PAN) émerge. Les réseaux Path-Aware visent à redéfinir les bases de l’actuelle
architecture de routage de sorte que cette nouvelle architecture ne souffre pas des lacunes
du protocole BGP. En particulier, une proposition appelé SCION semble sortir du lot avec
un fort investissement de recherche [54, 20]. L’idée de SCION est de ne plus regrouper
des sous réseaux de nœuds en Systèmes Autonomes, mais en tant que de nouvelles entités
appelées des Domaines de Confiance (Trust Domains, TD). Un Domaine de Confiance
est administré de façon similaire à un Système Autonome, mais possède une structure
englobant un ou plusieurs sous-domaines, ou sub-TD. Comme son nom le suggère, un Do-
maine de Confiance ne contient que des entités partageant une confiance mutuelle. Cette
structure permet de construire d’elle-même des ensembles ou les Domaine de Confiance de
plus haut niveau représenteront des groupes clairement identifiables comme des alliances
gouvernementales ou des partenariats entre plusieurs grandes entreprises. Il est cependant
très complexe de transiter d’une architecture connue et maîtrisée à une proposition to-
talement nouvelle, notamment pour des raisons de confiance collectives en cette nouvelle
solution. L’adoption d’une redéfinition complète de l’architecture de routage n’est pas à
envisager dans un futur proche.

Propositions de détection d’anomalies. Si les recherches précédemment citées semblent
insuffisantes pour empêcher efficacement des attaques de détournements sur BGP, beau-
coup d’autres propositions ont été faites pour fournir un outil de détection plutôt que
de contre-mesures. Certains de ces travaux s’orientent vers la supervision d’annoncement
suspicieux. Par exemple, lorsque des adresses IP identiques sont déclarées par plus d’un
seul AS [59, 45, 58, 69]. D’autres travaux proposent des solutions orientées vers le machine
learning [3, 31].
Une approche intéressante a également été abordée par Hiran, Carlson et Shahmehri en
2015 [36]. Les auteurs y présentent un procédé nommé CrowdSec, dans lequel les utili-
sateurs mesurent passivement les temps d’aller-retour entre leur machine et des adresses
IP déclarées par d’autres AS. En supposant les premières mesures rassemblées dans un
contexte non-altéré, les utilisateurs peuvent indépendamment utiliser le test statistique
de Grubb [30] pour identifier des mesures de temps anormalement éloignées des valeurs
attendues. Cependant, ce procédé ne permet pas de détecter un attaquant qui serait ca-
pable d’intercepter des messages tout en répondant une confirmation dans un laps de
temps satisfaisant le test statistique.
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Contributions
Cette thèse est dédiée à la conception d’une nouvelle technique de détection d’attaques
par relai. Détecter des attaques par détournement est immédiat dès lors que le message
d’origine n’atteint pas son destinataire initial. Pour cette raison, les travaux décrits dans
ce manuscrit adressent les attaques par relai discrètes. Nous pensons que ces attaques
peuvent causer de sévères conséquences en termes de violation à la vie privée et de ré-
percussions géo-politiques. Nous définissons une « attaque par relai sur le long-terme »
par l’altération d’une route authentique séparant un couple de nœuds fixes, de telle fa-
çon qu’un nœud attaquant peut écouter tous les messages des nœuds communicants, à
leur insu, et sans en modifier le contenu. Dans une telle situation, l’attaquant joue un
rôle passif, et cherche à rassembler autant d’informations que possible, aussi longtemps
que possible. Ces attaques peuvent ultimement être utilisées à une échelle internationale
pour obtenir d’importantes méta-données, menant à d’éventuels chantages sous la menace
de dévoiler des informations privées discréditant un gouvernement ou une industrie. Ces
attaques peuvent aussi être utilisées dans le but d’endommager certaines structures éco-
nomiques. Par exemple, en 2017, Apostolaki, Zohar et Vanbever ont montré que relayer
des messages contribuant à la blockchain du bitcoin pour retarder la propagation des blocs
pouvait engendrer des pertes financières très importantes [5].
Nous présentons le protocole Internet-friendly Cryptographic Relay-detection Protocol
(ICRP). ICRP est un protocole bi-partie détectant des attaques par relai sur des grandes
distances en tirant avantage des mesures de temps d’aller-retour d’une façon analogue
à [36]. Cependant, ICRP joue également le rôle d’un schéma d’authentification interactif,
empêchant un attaquant de tromper les mesures de temps par des réponses anticipées. Cet
ajout cryptographique est directement inspiré des protocoles de vérification de proximité
(distance-bounding protocols), qui sont eux-mêmes une technique de détection d’attaques
par relai, appliqué au contexte des communications sans contact.
Un protocole de vérification de proximité est un protocole d’authentification interactif,
assurant non seulement que l’appareil communicant est authentique, mais aussi que cet
appareil se trouve physiquement plus proche de son interlocuteur qu’une certaine borne
de distance [11].
Les contributions de ce manuscrit peuvent être divisées en plusieurs points :
Premièrement, nous souhaitions fournir une quantité satisfaisante de données expérimen-
tales pour obtenir une vue qualitative du comportement des mesures de temps sur Inter-
net. Ce processus expérimental a commencé durant les 6 premiers mois de cette thèse,
et ne s’est jamais totalement interrompu jusqu’au commencement de la rédaction de ce
manuscrit. Nous avons pris un soin particulier dans l’étude de la prévisibilité des temps
mesurés entre deux nœuds donnés, en rassemblant un grand nombre d’échantillons de
mesures pour en observer la distribution.
Deuxièmement, Nous voulions extraire de ces observations un critère de caractérisation
pour pouvoir définir un processus de décision prenant en entrée un jeu de mesures, et
retournant un bit selon que l’échantillon soit accepté (si aucun relai n’est en cours) ou
rejeter (dans le cas contraire). Dans le cas des protocoles de vérification de proximité, ce
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Résumé

processus de décision repose sur le grand principe physique selon lequel aucune information
ne peut voyager plus rapidement que la lumière. Cette affirmation peut être exploitée grâce
à la grande vitesse de transfert d’informations dans les communications sans contact par
fréquences radio, suffisamment proche de la vitesse de la lumière pour pouvoir calculer
des distances de façon précise. Une telle méthode n’aurait pas de sens dans le contexte
des communications sur Internet, car l’information ne voyage pas en ligne droite vers
son destinataire, visite de nombreux nœuds intermédiaires, est traitée par chacun de ces
intermédiaires, et n’est même pas contrainte à suivre exactement la même route d’un
envoi à l’autre.
Enfin, Nous voulions décrire un protocole de détection efficace, le tester dans des condi-
tions réelles, et montrer par l’implémentation d’un prototype (1) que le processus de
décision est précis sur des temps réels et (2) que l’utilisation du protocole pour la super-
vision de l’envoi d’un grand jeu de données ne cause pas d’impact significatif en termes
de débit et de latence.
Cette thèse a mené à la publication de 2 articles :

1. Ghada Arfaoui, Gildas Avoine, Olivier Gimenez, and Jacques Traoré, « How Distance-
Bounding Can Detect Internet Traffic Hijack- ing », in : Cryptology and Network
Security (2021) [6].

2. Ghada Arfaoui, Gildas Avoine, Olivier Gimenez, and Jacques Traoré, « ICRP :
Internet-Friendly Cryptographic Relay-Detection Protocol », in : Cryptography
6.4 (2022) [7].
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INTRODUCTION

“Power resides where men believe it resides...
It’s a trick. A shadow on the wall.

And a very small man can cast a very large shadow.”
- Lord Varys

The Internet is structured as an inter-connection of smaller networks owned by differ-
ent entities (academic, governmental, commercial, or else). These networks are called
Autonomous Systems (AS) and can be identified by their peers thanks to a unique AS
number (ASN). An AS owns a set of IP addresses. Each AS handles its internal com-
munications and has one or more gateways linked to adjacent AS. The communication
intra-AS is independently managed by the authority in charge of the AS, while the extra-
AS communications are mainly decided from economical agreements and time-delivery
optimization. In order to accurately deliver each and every packet of data traveling on
the Internet to the right destination node, two main protocols are in use: the Internet
Protocol (IP) for the data plane and the Border Gateway Protocol (BGP) for the control
plane.
BGP’s task is to make sure every router knows how to forward incoming packets. In a
nutshell, BGP allows the Autonomous Systems to construct routing tables by advertising
the sets of IP addresses they own and spreading those advertisements along with the
ordered list of traversed AS so far. Such an announcement is called a claim, the AS
sending a claim is called the origin of the claim, and the path updated each time a new
AS receives the claim is called the AS-path. By receiving a claim containing a set of IP
addresses, the origin AS and the current AS-path, each AS can keep its routing table
up to date by storing the aforementioned set of IP addresses along with the next AS to
forward incoming messages to.
The issue with that procedure is that it fully relies on trust, which means that there is no
security features preventing an AS to advertise a set of IP addresses that it does not truly
own. This kind of misleading advertisements can lead to modified routing tables. When
performed on purpose, an action causing the modification of the path an information
would have normally traveled is called an hijacking attack. A bad BGP advertisement can
create different types of threats, for instance:

— An AS falsely claiming a set of IP would disrupt the routing choices of other AS,
causing the genuine owners of those addresses to be unreachable for a large portion
of the Internet. Moreover, the redirected traffic would instead reach the wrong AS,
allowing a potentially malicious use of the obtained data.

— An AS forwarding a modified AS-path can become a relay between multiple couples
of AS, potentially aiming to perform man-in-the-middle attacks or just to eavesdrop
a critical exchange over the long run.
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State of the Art
Since July 1994, when BGP-4 was first described [63], many proposals attempted to
prevent hijacking attacks:

Attempts to strengthen BGP. An important part of those attempts rely on the use
of asymmetric cryptography to improve BGP, using digital signatures to attest the origin
and AS-path of each claim. So, Kent, Lynn, and Seo, published “Secure BGP (S-BGP)”
in 2000 [43]. In 2003 White proposed “Secure Origin BGP (soBGP)” [74]. Then in 2005,
Wan, Kranakis, and Van Oorschot, followed one year later in 2006 by Karlin, Forrest, and
Rexford, respectively introduced “Pretty Secure BGP (psBGP)” [73] and “Pretty Good
BGP (pgBGP)” [42].
In 2005 the Internet Engineering Task Force (IETF) established the Secure Inter Domain
Routing working group (SIDR). Since its creation, the SIDR group has worked toward
the standardization of the BGPSEC protocol [46] based on S-BGP [43]. BGPSEC takes
advantage of a public-key infrastructure to certify AS’s key pairs for attesting the digital
signatures, then, the basic idea is to ask for each AS receiving a claim to sign its own
AS-path so far, along with the next AS to receive the claim. While BGPSEC is probably
the proposal receiving the greatest amount of work, it also gets its share of criticism, as it
requires a lot of computation from the Autonomous Systems and for every received claim.
This could imply the need of large and expensive hardware updates.
In an attempt to avoid the heavy computations due to digital signatures, Hu, Perrig,
Johnson, and Sirbu, published a paper [39] in 2003, where the general idea is to use
nested Message Authentication Codes (MAC) instead of signatures, and [40] in 2004,
describing the Secure Path Vector protocol (SPV) that uses one-time signatures allowing
off-line pre-computation to speed up the signing process. However, Raghavan, Panjwani,
and Mityagin showed in 2007 that SPV does not actually prevent an AS to forward
modified AS-paths.
Gersch and Massey [26] published a work in 2013 in which they addressed the origin AS
validation using DNS server. Unfortunately, these works only deal with origin validation.
In 2003 Goodell et al. introduced the Interdomain Route Validation protocol (IRV) [29],
further improved by Chen and Haeberlen in 2015 [19]. This solution proposes the addition
of a dedicated server called an IRV server in each AS. IRV servers would store the AS
policies and owned IP addresses. Then, a received claim can be checked by asking the
related IRV server. However, this approach is limitated by its lack of scalability.

Attempts to change the routing architecture. Facing the lack of fully satisfying
solutions so far, an emerging field of research named the Path-Aware Networking (PAN)
emerged. PAN aims to redefine the very architecture of Internet routing so that the new
architecture does not suffer from the same routing issues due to BGP. Noticeably, a
proposal named SCION seems to stands out with a particularly invested work [20, 54].
SCION’s idea is to no longer regroup nodes into Autonomous System, but into entities
called Trust Domains (TD). A Trust Domain is administrated in the same fashion as
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Autonomous Systems, but follow a nested structure of sub-TD. As its name suggests
it, a Trust Domain only contains entity trusting each other which ultimately leads to
an architecture where the top-level trust domains represents well identified groups like
international alliances, or industries in active partnership. Of course, translating from a
well known architecture to a completely new one, will take time, if it ever happens, which
means that such a solution can not be practical in the near future.

Attempts on anomaly detection. If those researches seem insufficient to efficiently
prevent BGP hijacking, many proposals tried to provide detection instead of mitigation.
Some works revolve around the monitoring of suspicious BGP claim, for instance, when
similar IP addresses are being claimed by more than one AS [59, 45, 58, 69]. Other works
are machine learning-oriented, [3, 31]. Finally, an interesting approach was proposed by
Hiran, Carlsson, and Shahmehri in 2015 [36]. The authors presented a framework called
CrowdSec, where users are passively gathering round trip times between their stationary
machines and IP addresses claimed by another AS. Assuming the first measurements to
be genuine, the users independantly apply Grubb’s statistical test [30] to identify outly-
ing measures. However, this process does not detect an attacker being able to intercept
messages and to answer in a time satisfying the Grubb test.

Contributions
This thesis is dedicated to the conception of a new detection technique for relay attacks.
By nature, any hijacking causing messages not to be delivered to the intended receiver is
very quickly detected. For this reason, the work described in this manuscript will address
the issue of stealthier relay attack. We believe those attacks to be extremely severe in
terms of privacy violation and geopolitical repercussions. We define a “long term relay
attack” by the modification of a genuine route between a couple of fixed nodes, such that
the attacker can eavesdrop every message between the two nodes and does so without
attempting to modify the content of the exchanges. In this situation, the attacker plays a
passive role, and seeks to gather as much information as possible, for the longest possible
period of time. Ultimately, such attacks can be used at an international scale to obtain
important metadata, allowing blackmail under the threat of unveiling private information,
or discrediting a government or an industry. It can also be used to cause economical
damages. For instance, in 2017, Apostolaki, Zohar, and Vanbever, showed that relaying
bitcoin messages in order to delay block propagation can entail critical financial losses [5].
We present the Internet-friendly Cryptographic Relay-detection Protocol (ICRP). ICRP
is a 2-party protocol detecting long-range relay attacks by taking advantage of the mea-
surement of round trip times in a way similar to [36]. However, ICRP also incorporates
an interactive authentication, preventing any attacker to trick the measured times. This
additional cryptographic layer is directly inspired from the distance-bounding protocols,
another relay detection technique applied to a completely different environement, i.e.
contactless communications.
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Distance-bounding is an interactive authentication protocol, ensuring not only that the
device trying to authenticate itself is genuine, but also that this device is physically located
closer than a given distance bound [11].
The contributions of this manuscript can be divided in multiple categories:
The first category was to provide a sufficient amount of experimental data to ensure a
qualitative view on the behavior of time measurements over the Internet, this experimental
process started during the first 6 months of this PhD and never really stopped until
the beginning of the redaction of this manuscript. In particular, we took interest in the
predictability of the measured time between two fixed nodes by gathering a fair amount
of time traces, and observing the distribution of such traces.
The second category was to search for a way to characterize those time samples in order
to define a decision process, that would take a time sample as an input and return a
bit whether the sample gets accepted (if there is no ongoing relay attack) or rejected
(otherwise). In distance-bounding, this process relies on the axiomatic law of physics,
stating that nothing travels faster than light. This statement can be used thanks to the
very fast transportation of radio frequency contactless communications, that are close
enough to the speed of light to allow a direct distance computation. Such a method can
not be considered in Internet communications where information does not travel in straight
lines, visits multiple intermediary nodes, is processed by each one of these intermediaries,
and is not constraint to follow the exact same route from one exchange to another.
The third and last category was to test the protocol with real condition and to show,
through the implementation of a prototype, that (1) the decision process was accurate on
real time samples, and (2) the use of the protocol does not create significant loss in terms
of throughput and latency when supervising the sending of large files.
During this PhD, 2 articles were published:

1. Ghada Arfaoui, Gildas Avoine, Olivier Gimenez, and Jacques Traoré, « How Distance-
Bounding Can Detect Internet Traffic Hijack- ing », in: Cryptology and Network
Security (2021) [6].

2. Ghada Arfaoui, Gildas Avoine, Olivier Gimenez, and Jacques Traoré, « ICRP:
Internet-Friendly Cryptographic Relay-Detection Protocol », in: Cryptography 6.4
(2022) [7].

Outline of the rest of the manuscript
Chapter 1 presents the background needed for the rest of the manuscript. It precisely
describes the way information is routed through the Internet and how hijacking attacks
can be performed. It provides more specific details about some of the more noticeable
countermeasures, and also presents and defines the distance-bounding protocols.
Chapter 2 elaborates on the experiments made on the Internet. The measurements are
made between nodes set up on different locations on Earth to observe if the distance
(whether geographical or defined by the route length) separating the nodes has an impact
on how the collected measures are distributed. Each measurement are grouped depending
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on the date and time they were gathered, such groups are called samples. The samples
are separated in 3 categories: the punctual samples, containing measurements gathered
during a very short time, the continuous samples, containing measurements gathered at
regular intervals for a long period, and the spreaded samples which are the concatenation
of multiple punctual sample. Each experimental result is presented and discussed.
Chapter 3 formally describes the protocol. ICRP has 2 tasks to handle, the first one is to
gather a time sample during the interaction between the 2 party and to test the validity
of the times using a so-called decision function. The second one is the authentication,
this task is crucial to make sure that the sample of time obtained during the execution
corresponds to an exchange between the genuine parties. For practical consideration, a
detailed description of a prototype implementation is provided as well, along with an
analysis of practical performances.
Finally, Chapter 4 provides a cryptographic proof of security in the Random Oracle Model.
This proof mainly relies on the work of Boureanu et al. [15], in which the authors precisely
described a complete threat model for distance-bounding protocols.
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Chapter 1

RELAY ATTACKS AND
COUNTERMEASURES

“It was the singers who taught the First Men to send messages by raven...
But in those days, the birds would speak the words.

The trees remember, but men forget.
And so now they write the messages on parchment

and tie them round the feet of birds who have never shared their skin”
- Brynden Rivers

Introduction
This chapter will cover the subject of the Internet routing protocols and the existing meth-
ods to deviate traffic, called hijacking attacks, as mentionned in [12]. It will then explore
the state of the art regarding mitigation of such attacks. Section 1.1 presents the Internet
structure and routing mechanism. Section 1.2 describes a kind of attack for hijacking data
over the Internet and how it can be used to set up a long term relay. Section 1.3 presents
the state of the art of the countermeasures for those attacks. Section 1.4 elaborates on
relay attacks in the context of contactless communications and the solutions suited to
counter them in this specific environment. Finally, the conclusion of this chapter consid-
ers the challenges to overcome if a contactless relay countermeasure was to be adapted
against Internet hijacking.
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1.1 Routing over the Internet

1.1.1 Structure Overview
The Internet allows any 2 connected devices to communicate thanks to an organized
topology based on a sub-network structure. Figure 1.1 illustrates this structure, which is
then described in the next sections.

(a) Local Area Network (b) Autonomous System (c) The Internet

Figure 1.1 – Overview of the Internet structure from LAN to AS level

Local Area Network

A Local Area Network (LAN) is the biggest possible zoom on the Internet structure, it
involves typical user devices such as personal computer, smartphones, smart TVs, or other
connected devices. Each machine of a LAN can join another LAN thanks to a dedicated
networking equipment called router. Roughly speaking, a router is a gateway to whatever
lives outside the LAN. Its purpose is to forward any piece of data to the right path leading
to the targeted receiver LAN. The routers directly linked to a LAN are often qualified
to live “on the edge” of the Internet, as they are the very first routing equipment to go
through for reaching another LAN.

Autonomous System

Each LAN’s router itself belongs to a wider network called an Autonomous System (AS).
Each AS is referenced by a unique identifier called the AS Number (ASN), it is handled by
an authority, which is most of the time an Internet Service Provider (e.g. AT&T, Orange),
or other telecommunication related companies (e.g. Amazon, Cisco), or even governmental
institutions. More precisely, an AS is a network with a cohesive and independent routing
policy. Autonomous Systems are the widest individual entities present on the Internet,
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and they also possess one or multiple gateways allowing them to communicate one to
another. According to the Number Resource Organization (NRO) and their quarterly
Internet Number Resource status report [53], the number of allocated ASN in June 2022
was around 119700. Together, all the existing ASes form the Internet.

Routers

The routers are the devices transmitting information from one node to another. They can
be classified in 2 categories:

— Edge routers: they are the equipment available for the general public, it usually
has 2 interfaces, one interface for the LAN it is linked to, and another one to access
the related AS. These have processing capabilities suited to a recreational use of
Internet. Other edge routers can have much better processing capabilities and are
generally distributed to industries needing to connect multiple offices and, thus,
to manage a lot more of traffic. In both cases, they are the most external routing
equipment of the Internet, which is why they are designated as “edges”.

— Core routers: they are the fastest equipment in terms of throughput, and form the
so-called “Internet Backbone” or “Core Network”. They are used specifically to
deal with the forwarding of information when it gets to the areas of the web where
the demand of throughput and bandwidth is the highest.

1.1.2 Routing Overview
While some AS owns only a few hundreds of routers like ASN 44495, some are man-
aging over several millions, for instance ASN 3356, owned by LEVEL3, is the largest
Autonomous System in the world with over 37 millions managed equipment (see [33]).
In order to maintain a fluent communication between all those devices, 2 protocols are
in use: the Internet Protocol (IP) for the data plane and the Border Gateway Protocol
(BGP) for the control plane.

Internet Protocol (IP)

The Internet Protocol [55] is based on an addressing system which allows identifying any
existing router in its network. The address of a connected machine or router is simply
called an IP address and is defined by 4 bytes 1, usually written in decimal notation for
human readability’s sake (e.g. 192.168.1.1). Given this 4 bytes format, note that the total
number of possible IP address rises up to 232 which is approximately 4 billions. Over
the years, the number of connected devices encountered a significant increase with the
modern accessibility of Internet for the common people and, more recently, with the birth

1. The IP norm described in this section is the 4th iteration of the Internet Protocol IPV4. Noticeably,
the transition the the 6th version is slowly taking place. This particular version uses addresses encoded
on 16 bytes.
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of the Internet of Things. Consequently, the number of available address was dangerously
approaching 0 and an update of the standard IP address was to be made.
An ingenious idea was applied to deal with this lack of address: The principle of Network
Address Translation (NAT). The idea is to take advantage of the fact that a device
on a LAN does not need to have a unique identifier worldwide, but only in its local
environment. From this observation, dedicated ranges of addresses can be set to define
private networks. For example, the classical private home network is usually ranged from
192.168.1.0 to 192.168.1.255. In that case, the first 24 bits serves as the identifier of the
network, while the other 8 designate the devices connected on this network, leaving 256
potential devices connected at the same time on this network.

Figure 1.2 – A LAN with private and public IP addresses

This setup is suitable for personal environments with few users. For more populated
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environments (e.g. industries), the network identifier can be limited to a smaller number
of bits to allow more connected devices. To ease the notation and the separation of the
network and devices identifiers, an address range uses an abbreviation by just indicating
the first address in the range, followed by the number of bits defining the network identifier,
e.g. the range from 192.168.1.0 to 192.168.1.255 is then denoted 192.168.1.0/24. This
notation is called an IP prefix.
In that configuration, all the devices present in a private network are given an address,
which is called a private IP. The related router also gets its own address for its private in-
terface, but has a public address as well on its second interface. This public address is the
unique identifier of the local network. When a message comes for a specific connected ob-
ject from an external machine, it is sent to the public IP of the router, which redistributes
it accordingly. Figure 1.2 pictures an illustration of the IP addressing system.
Along with the IP address standard, the Internet Protocol designates a process of en-
capsulation designed to provide routers important routing information. When a message
m is sent from a node, it is concatenated on the left by this information. This concate-
nated part is called the IP header, and the all concatenation is called a packet. Figure 1.3
displays the content of an IP Header.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Version IHL DS Field Total Length

Identification Flags Fragment Offset

Time To Live Protocol Header Checksum
Source IP Address

Destination IP Address
Options Padding



IP Header

Transport Protocol Header (UDP, TCP, ICMP,...)

Data bytes

 Payload

Figure 1.3 – IPv4 Header for 32 bits IP addresses.

The following describes the principal fields in the IP header:
— Version: designates the IP version used for this packet (typically IPv4 or IPv6).
— IHL: designates the header length. This length is variable due to optional fields

and padding.
— Total Length: designates the size of the full packet. Note that the 16 bits space of

the field implicitly defines a maximum packet size of 65536 bits.
— Time To Live: designates the total number of routers that can be visited before

throwing the packet.
— Protocol: designates the underlying transport protocol (typically TCP for reliabil-

ity, UDP for fastness, or ICMP for debugging).
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— Source and Destination addresses: designates the public IP addresses of the source
and destination nodes.

Border Gateway Protocol (BGP)

The Border Gateway Protocol [63] is a “Path-Vector” routing protocol. Path-Vector rout-
ing is a process where the path leading to a destination is constructed from the broadcast
of a path-vector message. This path-vector is accumulated with the identifiers of the en-
tities forwarding the message. In the case of BGP, this process is applied at the AS level,
and the path vector is updated with the AS numbers. Along with the path-vector is sent
a claim on an IP prefix so that any AS receiving a forwarded claim can learn the AS-level
path reaching the prefix and choose whether to update its routing table accordingly and
forward it, or to reject the path and drop the message.
Let’s state here a few important notions:

1. A claim for an IP prefix with the Border Gateway Protocol is called a BGP an-
nouncement.

2. Neighboring ASes are linked with a direct connection between specific routers called
BGP routers.

3. Connections between BGP routers is derivated in 2 categories:
— e-BGP links: stands for external-BGP links. They support the exchange of

BGP announcements between 2 BGP routers within different ASes. 2 routers
connected through an e-BGP link are called e-BGP peers.

— i-BGP links: stands for internal-BGP links. They support the exchange of BGP
announcements between 2 BGP routers within the same AS. 2 routers connected
through an i-BGP link are called i-BGP peers.

4. i-BGP links are specifically dedicated to the transmission of BGP announcements
within an AS and are independent of the data links used for standard communi-
cations. Every BGP routers inside an AS are always one hop away (physically or
virtually) from each other.

5. Every router on the Internet manages 2 different routing tables:
— An internal routing table that allows to route traffic among routers inside a

single AS. An entry in the internal table indicates a destination node’s IP
address within the AS, and the IP of the next hop to forward the packet to.
These tables are constructed with an Internal Gateway Protocol (IGP) like
OSPF, RIP, or EIGRP. The choice of the IGP is independently decided by the
authority managing the AS. In a nutshell, IGPs allow each router of an AS to
learn the next hop to send a packet to in order to reach any other router within
the same AS.

— An inter-domain routing table that allows to route traffic to an external AS. It
indicates a destination IP prefix claimed by another AS, and the IP of the first
BGP router to forward the packet to in the next AS.
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Figure 1.4 illustrates a toy example topology for 6 Autonomous Systems labeled from
AS1 to AS6. Each AS gets 2 BGP routers, with i-BGP links represented by dashed lines
and e-BGP links represented by plain lines. The internal topology of AS1 is displayed
in detail, with internal links in thin lines. Here, AS2 owns the IP-prefix 32.24.128.0/17
(which is the set of IP address going from 32.24.128.0 to 32.24.255.255).
In the following, for readability’s sake, this IP prefix will be referred to as pref , and the IP
addresses of every displayed node will be referred to as the corresponding router’s name.
For this example, assume that AS2 wishes to connect the IP addresses covered by the
prefix so that any machine on this network can join them.

Figure 1.4 – Internal and External Border Gateway Protocol

BGP announcements carry all the information needed by the routers to complete their
inter-domain routing table. Let’s firstly take a look at the format of a BGP announcement
on prefix pref while AS2 uses BGP to broadcast it through the network.
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A BGP announcement must contain at least 3 important fields:

1. The aforementioned IP prefix pref . This allows every node receiving the announce-
ment to know which IP addresses will be reachable through the constructed route.

2. A path vector of ASN (denoted AS_PATH) that will contain the ASN of ev-
ery visited AS so far. This allows ASes to choose whether to keep or drop the
announcement, depending on their routing policies.

3. The IP address of the last visited BGP router before leaving the previous AS
(denoted next_hop). This allows the routers inside an AS to complete their inter-
domain routing table.

Let’s follow the full procedure step by step while the announcement travels through AS2
and AS1. AS2 creates its BGP announcement for the prefix pref , with the path vector
AS_PATH = [2], leaves the field next_hop empty and broadcasts (pref, [2], empty).
When reaching R2,1, the next_hop field is filled with its IP address as it is the last
reached node before leaving AS2. The announcement (pref, [2], R2,1) is then forwarded
to R1,2, the BGP router of AS1 neighboring AS2.

Upon receiving the claim, AS1 will perform the following actions:

— R1,2 checks the internal routing policies of AS1. If the policies match the claim,
it updates the AS_PATH field by adding its corresponding ASN. The new BGP
announcement is now (p, [2, 1], R2,1).

— R1,2 then updates its inter-domain routing table according to the information
within the announcement, namely, it sets the destination to the prefix pref and the
next AS-level hop to R2,1. It then shares the inter-domain table update to every
standard router within the AS.

— R1,2 forwards the announcement to its other internal BGP router R1,6 through the
i-BGP link.

— As the announcement came from an Internal neighbor, R1,6 forwards the claim to
its neighboring BGP router: R6,1.

Note that any router in AS1 can now learn how to forward packets to an IP address
within prefix pref by merging information from its internal and inter-domain routing
table. Indeed, the inter-domain table informs that the next AS-level hop is R2,1, and the
next internal hop to reach R2,1 appears in the internal table.

The procedure continues in the same fashion for each AS receiving the announcement.
Table 1.1 summarizes the announcement received and forwarded by the AS 1, 3, 6 and 4
along with the update entry in their inter-domain routing tables.
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Table 1.1 – A BGP announcement spreading out in the network topology of Figure 1.4

ASN Received Inter-domain table update ForwardedDestination Next hop
1 (pref, [2], R2,1) pref R2,1 (pref, [2, 1], R1,6)
3 (pref, [2], R2,3) pref R2,3 (pref, [2, 3], R3,4)
6 (pref, [2, 1], R1,6) pref R1,6 (pref, [2, 1, 6], R6,5)
4 (pref, [2, 3], R3,4) pref R3,4 (pref, [2, 3, 4], R4,5)

Observe that AS5 ends up receiving 2 different announcements, namely:
— (pref, [2, 3, 4], R4,5) from AS4
— (pref, [2, 1, 6], R6,5) from AS6

Once again, the AS will check on its internal policies to see if those claims match and
decide to keep one, or possibly drop them both. Internal policies of an AS can (and most
of the time do) prioritize their routing choices on commercial or political agreements. This
means that the final choice of an AS will not always be the fastest or smallest route to
join the destination.
In that specific case, AS5 receives 2 announcements with the exact same path length,
its choice will then be uniquely defined by economical, political or technical preferences.
Assume that AS5 has an ongoing partnership with AS4, it consequently chooses to keep
and forward the announcement (pref, [2, 3, 4, 5], R5,6) to AS6. Having already updated its
routing table on that prefix, AS6 will also check its routing policies and decide to drop
the announcement.

1.2 Hijacking and Relay Attack

1.2.1 Hijacking incidents
A critical issue in this inter-domain routing procedure lies in the lack of authenticity
requirements regarding the BGP announcements. Indeed, in its current version, BGP
does not prevent an AS to broadcast false information on prefixes or AS paths. This kind
of false claim produces unintended route alterations leading to a wide range of possible
consequences, from putting down websites for a few hours to major leaks of confidential
data. An attack aiming to cause such routing alterations is called an hijacking attack.
This kind of misleading BGP announcements has become more and more frequent over
the last decades. On February 2008, Youtube became unreachable for two hours after
Pakistan Telecom falsely claimed being the better route for joining it [64]. A striking
breakdown happened on April 2010, when China Telecom advertised wrong traffic routes:
for approximately 20 minutes, no less than 15% of the Internet traffic adopted those routes,
including some traffic of the US government, military sites and commercial sites like
Yahoo! and IBM [9], this incident raised a clear geopolitical concern on what information
could have effectively been collected afterwards. More recently, in June 2019, the same
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kind of incident with China Telecom occurred for about 2 hours [8]. In 2017, it was
showed in [5] that hijacking bitcoin messages in order to delay block propagation or to
isolate mining pools from the network can entail critical financial losses. Aside from the
direct consequences of an hijacking, it is also complicated to distinguish a real malicious
attack from a genuine routing error if the incident is even detected. Consequently, the
Autonomous Systems cannot fairly establish punitive responses towards an AS advertising
false claims. Note that all those incidents induced a lot of chaos and were easily noticeable.
For that reason, the route alteration did not last more than a few hours. However, this
technique can also be used by a stealthy attacker to create a long term relay and attract
traffic towards him, this could result in man-in-the-middle attacks, metadata gathering,
and industrial or governmental espionage.
Let’s take a closer look at an attacking strategy allowing an AS to perform a relay.

1.2.2 Relay with a Prefix Attack

A prefix attack on BGP is defined by an AS whether claiming a prefix already owned
by another AS or broadcasting an announcement on a non-existing route. Because ASes
have no means to distinguish genuine from false claims, a large portion of the network
ends up choosing to update their routing tables according to the bad announcement. An
attacker having insights on the topology and policies of certain AS can use a bad BGP
announcement to set up a stealthy relay.
Consider the configuration displayed on Figure 1.5.
For this example, assume that every Autonomous Systems in this topology have only 3
policies for chosing or rejecting a received path:

1. If there is no entry for the prefix in the routing table, the AS keeps the first received
path.

2. If there already is an entry for the prefix in the routing table, the AS keeps the
path with the smallest length.

3. If the received path is longer than the one already stored, the AS does not forward
the announcement.

Here, AS1 owns the prefix 81.76.0.0/16 and claim it through a BGP announcement. AS2,
which is the unique direct neighbor of AS1 receive the claim with AS_path = [1]. AS2
then broadcast the announcement to AS3 and AS4 with path [1, 2] and so on. The paths
received by the ASes are shown in the figure, and the ones chosen by the AS is marked
with a “✓”.
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Figure 1.5 – AS1 claiming its own prefix and the travel of the corresponding BGP an-
nouncement

Now, assume that AS6 broadcasts a new BGP announcement on the same prefix, claiming
to be a direct neighbor of AS1. To do so, it just sends the path [1, 6]. This path does not
exist in reality, but there is no way for the other AS to deduce it, so the announcement
travels normally inside the network and is treated like any other claim by the ASes.
Figure 1.6 shows the evolution of the announcement in the network.

AS4 receives the path [1, 6] but has already stored a path of length 2, therefore, it discards
this announcement. AS5 however, had a path of length 3 and then accept the new path
offered by AS6. It forwards the announcement with path [1, 6, 5] to AS3 which also
discards it, for it already has a path of length 2.

Consequently, as long as this operation stays unnoticed, all the traffic towards the targeted
prefix passing through AS5 will ultimately be routed through AS6.
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Figure 1.6 – A relay between AS5 and AS1 using a prefix attack

Please note that this example is a simplified view of an attack. In practice, an attacker
must gather a precise knowledge of both the topology surrounding him and his victim, and
the policies of the involved ASes. However, this scenario is still completely credible, given
that ASes are owned by powerful institutions with large financial means. Also note that
the attack presented here is not the only way to re-route traffic, another famous example
called the subprefix attack takes advantage of the fact that a BGP announcement for a
prefix covering a smaller range will always be chosen over one covering a larger range.
For instance, in the topology presented with Figures 1.5 and 1.6, AS6 could have sent a
claim on prefix 81.76.0.0/24 instead of 81.76.0.0/16 (the former only covering IP addresses
from 81.76.0.0 to 81.76.0.255). This “smaller” prefix would have been chosen by every AS,
regardless of the path length. However, this route alteration would probably be detected
way quicker as it impacts a larger portion of the network.
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1.3 Countermeasures

1.3.1 BGPSec
Description

Since July 1994, when BGP-4 was first described [63], many proposals using asymmetric
cryptography tried to enhance the protocol [43], [74], [73], [42]. All these contributions
aimed to strenghten BGP by working on the possibility to validate both origin and path
sent with BGP announcement between ASes in order to prevent false or misconfigured
claims. The Internet Engineering Task Force (IETF) initiated the BGPSec standardiza-
tion project [46] based on Secure-BGP [43]. The key idea is to use a public-key infrastruc-
ture to certify the origin of an IP prefix and to allow the ASes to use digital signatures to
authenticate their announcements and validate the AS-paths. In simple words, a digital
signature is a value generated from a private key, and a given piece of data. This value can
only be computed by the entity owning the secret key sk, but the validity of a signature
can be verified by any other entity using the public key pk corresponding to sk. Hence,
the digital signature provides both the authenticity and the integrity of a message.
A BGPSec announcement contains a so-called BGPSec-path instead of the AS-path of
classical BGP. This BGPSec-path includes a list of signatures preventing any tampering
on the AS-path. More precisely, an AS originating a claim on a prefix pref with a BGPSec
announcement adds a signature on pref , the current AS-path, and the ASN of the next
AS receiving the claim, as shown in Figure 1.7. Because a digital signature can only be
computed by the owner of the corresponding private key, every step of a received path
can then be checked.

Figure 1.7 – BGPSec announcements

Drawbacks

The main downfall of BGPSec (and of every other attempt using attestation or signature
that haven’t been discussed here) is the demand of computational capabilities implied
by the signature and verification part. Indeed, BGP routers are constantly receiving and
treating new announcements, and are not designed to perform cryptographic encryption.
This means that a strong hardware update is required. Current works on that matter are
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aiming to lower this computational impact and data overhead using different signature
schemes or by using paradigms like aggregation. Another issue caused by BGPSec is that
claiming multiple IP prefixes in a single announcement is no longer possible, due to the
fact that the prefixes are now signed. Multiple prefixes announcement is a frequent event
with standard BGP, it decreases greatly the number of simultaneously traveling BGP
packets. Adding the origin signature on multiple prefixes would force the ASes whether to
accept every prefix or to refuse them all, as a signature on a subset of the prefixes can not
be generated. Consequently, each claim on a single prefix is done independently, inducing
an important workload for the network.

1.3.2 Path Aware Networking

The final attempt to overcome those current routing issues presented here revolves around
a complete reworked of routing architecture. Path Aware Networking (PAN) is emerging
as a novel way of thinking routing architecture, allowing more accurate knowledge on the
path traveled by data. This clean slate redesign of the routing methods have given birth
to a lot of proposals in the last 15 years [18, 76, 62, 27, 4, 54]. An important goal for
those architectures is to achieve precise and, above all, trustworthy path tracking of the
traversed routers during the sending of a packet.
Among those works, the SCION (Scalability, Control, and Isolation On Next-generation
networks) architecture [54] might be the most promising one, with an active calendar
since its first steps and recent publications [20] and rewards.

SCION Structure

The SCION architecture partitions the Autonomous Systems into smaller domains called
Trust Domains (TD). TDs contains multiple entities willing to trust each other (e.g. 2
Internet Service Providers based in the same country or state, sharing common juridical
requirements). A TD is hierarchically organized into several Autonomous Domains (AD),
that is a domain managed by a single entity, typically an ISP. Each TD designate a sub
set of ADs, called the TD Core, forming a gateway to other TDs. Finally, Trust Domains
can be nested in larger TDs and a TD not belonging to any larger TD is called a top-level
TD. Figure 1.8 shows an illustration of a Trust Domain structure.
According to the authors, this structural change of Internet topology provides a humanly
manageable TD-level routing, as regrouping trusted entities together should limit the
number of top-level TD to a few hundreds. Top-level TDs would then correspond to easily
identifiable groups, such as well-defined geopolitical areas or international organizations.
In that case, instead of using a path-vector routing protocol between the TD Cores,
one can use a link-state protocol where the exact TD-level topology is learned by every
involved party. Overall, this would offer a natural isolation of smaller domains and the
capability of choosing specific path for specific traffic.
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Figure 1.8 – SCION Trust Domains hierarchical structure

Drawbacks

While a complete redesign of the Internet routing architecture might just be the perfect
long term solution, a complete and worldwide adoption of such a strong change needs an
important involvement from the scientific community in order to gain trust. This implies
that many years (not to say decades) of work remain necessary to obtain an acceptable
confidence and maturity.

1.3.3 Other Attempts
Other proposals relying on different ideas also exist:

— Solutions based on symmetric cryptography [39, 40, 77, 17] use Message Authenti-
cation Codes (MACs) as a replacement for the signature of BGPSec to gain on the
announcement’s length but paradoxally pays this gain with a significant overhead
induced by the need of exchanging additional state information.

— Solutions based on the use of Domain Name System (DNS) [26] for validating
the origin of a BGP claim. This does not address the validity of a forwarded AS-
path, and transfers the problem of implicit trust (that BGP suffers from) into the
DNSSEC protocol.

— Solutions acting outside BGP with each AS getting a so-called Interdomain Route
Validation (IRV) server handling AS policies and where each router can contact
its corresponding IRV to check the validity of an origin ASN [29, 23]. While those
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solutions provide satisfying results with few to none computational or storage over-
head, they can hardly adapt to dynamic route changes. This could cause latency on
the adoption of new valid routes. It also requires to update the hardware routing
equipment.

— Solutions based on Multi-Party Computation [32, 10] separate the route compu-
tations between multiple servers inside each AS. These solutions allows fast con-
vergence, but might be hardly scalable and induces a noticeable computational
overhead.

The details of these works goes out of the scope of this manuscript, although, the curious
reader will learn more referring surveys [51] and [2].

1.3.4 Detection techniques
Instead of trying to prevent erroneous routing behaviors, many works aimed at providing
satisfying anomaly detection methods. The authors of [2] classified the main existing
approaches in five different categories:

— Techniques using Time Series Analysis:
Time series analysis is the analysis of data points recorded at consistent intervals
over a defined period of time. It allows witnessing the evolution of said data whether
to forecast a future event or to detect unexpected events. A prior work by Labovitz
et al. [44] applied Fast Fourier Transform to routing update rates. They monitored
data over 9 months from 5 Internet Exchange Points, demonstrating a correlation
between rapid routing updates changes and instability of the network. In 2008, Mai
et al. [48] proposed a framework called BAlet using the Wavelet transform [1] and
a clustering method to identify the location of the source of an anomaly. The same
approach using the Wavelet transform was also taken by Prakash et al. [57] with a
tool called BGP-lens. BGP-lens graduate the detected anomalies on a three-level
scale depending on the gravity of the anomaly. Although some of these works are
able to both detect some anomalies and locate their causes, they do not address
real time detection.

— Techniques using Machine Learning:
Machine learning oriented approaches allow treating upcoming BGP updates infor-
mation using a decent amount of trusted data. Li et al. [47] provided a framework
based RouteViews [71] and RIPE NCC [65] data, and using a decision tree obtained
from the C4.5 algorithm [75]. The authors of [72] used the same technique but with
a larger range of data mining algorithms. Al-Rousan and Trajković [3] proposed a
classifier for BGP updates based on raw data, also obtained from RouteViews and
RIPE NCC, and demonstrated that the volume of an update message is a more
critical feature than AS-PATH to detect abnormal behavior. The authors of [2]
state that none of those works address the detection of malicious BGP hijacking.

— Techniques using Statistical Pattern Recognition:
These techniques consider raw BGP data as being observations from statistical
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experiences to identify patterns and recognize abnormal behaviors. Huang et al. [41]
proposed a technique to detect failures at the node, link, or peer level from the
observation of BGP updates, operational mailing list and routing configuration.
This approach succeeds in the recognition of the source of the failure, but need
specific information about the routers’ configuration. Deshpande et al. [21] used the
Generalized Likelihood Ratio Test on individual routers and showed that observing
both the presence of unusual AS in the AS-PATH and the volume of the message
leads to a greater proportion of false positive than when observing the volume
only. Ganiz et al. [25] managed to distinguish unwillingly caused route change from
link failure from BGP updates obtained from RouteViews and using the Student’s
statistical test.

— Techniques using Historical BGP data: As the name suggests it, this technique
uses formerly gathered BGP updates in order to validate newly gathered ones
under the assumption that the network topology remains unchanged for rather
long periods of time. Lad et al. [45] designed PHAS (Prefix Hijack Alert System),
a protocol analyzing BGP updates on the fly to detect prefix hijackings and alert
the targeted prefix of the malfunction. PHAS requires a registration from the ASes
which induces an issue for proving the legitimacy of the statements of ownership for
a given prefix. Heaberlen et al. presented NetReview, a protocol using messages
obtained from neighboring ASes to detect link failure, misconfiguration, policy
violation, and attacks. Unfortunately, NetReview demands each BGP router to
store a history log file for a year of data that can be used by ASes to detect
anomalies.

— Techniques using Reachability Checks: This last techniques uses data plane infor-
mation gathered from typical reachability monitoring tools like ping, traceroute,
nmap to deduce wrongful configurations. Zheng et al. [78] chose to use the change
in route length as a triggering event for raising an alarm, indicating a possible
hijack. Tahara et al. [70] used the ping tool originated from different locations to
observe reachability inconsistencies, allowing to rapidly spot an anomaly but de-
manding a cohesion between multiple vantage points and not being able to locate
the source of the anomaly.

Overall, these multiple approaches for detecting abnormal behaviors generally suffer from
the need to gather large amounts of former data or constant probing.

1.4 Relay Attacks over Other Environments

This section steps outside the Internet paradigm to analyze how relay attacks can take
place in a different environment: the contactless communications, and observe how such
attacks are addressed to see if similarities between both worlds exist.
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1.4.1 Radio Frequency IDentification
Contactless Communications use radio frequencies to send data from one device to an-
other. A Radio Frequency IDentification (RFID) protocol usually designates a 2-party
protocol where a first entity, called the prover (denoted P) exchanges information with
the second entity, called the verifier (denoted V) through a contactless channel. By the
end of the protocol, V should be convinced that a given claim attesting of P ’s identity is
true.
An RFID protocol often revolves around the concept of challenge-response, where V sends
a question that only the possessor of P ’s credentials could answer. A typical example would
be for V to send a message (or challenge) m so that P can compute a digital signature with
its secret key. However, such methods are not suited for every situation. Typically, in many
practical scenarios, the proving device P is a smart card with very limited computational
capabilities, making the computation of signatures a fastidious task.

Fiat-Shamir Zero-Knowledge Protocol

In 1985, Goldwasser, Micali, and Rackoff introduced the concept of Zero-Knowledge Proofs
of Knowledge (ZKPoK) [28].

Figure 1.9 – Two scenario giving to Bob the exact same piece of information:
Top: ALICE and BOB running a ZKPoK.
Bottom: A trusted entity telling BOB a statement

A Proof of Knowledge is an interactive 2-party protocol in which the prover convinces
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the verifier that he knows a value x satisfying a relation X = R(x). Such a value is
called a witness of X for the relation R. A Proof of Knowledge is qualified to be “Zero-
Knowledge” if the interaction yields nothing but the validity of the statement S: “The
prover knows a witness of X for the relation R”. Therefore, a Zero-knowledge proof of
knowledge interaction between a prover and a verifier should be equivalent to an absolutely
trusted entity informing the verifier that the prover knows a valid witness of X for R, see
Figure 1.9. A ZKPoK is caracterized by the following properties:

— Completeness: An honest verifier interacting with an honest prover will be con-
vinced of the validity of the statement S with probability 1.

— Soundness: Roughly speaking, if a prover is able to make a verifier accepting the
protocol, then the prover necessarily knows a valid witness. More formally, there
exists an algorithm K called a knowledge extractor such that, for any dishonest
prover P̃ (i.e. not knowing any witness) capable of convincing V , K can interact
with P̃ to output a witness x′ for X of the relation R.

— Zero-Knowledge: Roughly speaking, no information can be learned from the obser-
vation of an exchange. More formally, there exists an algorithm S called a simula-
tor, outputting a transcript t of an interaction between a prover and a verifier that
would be accepted by the verifier. If S can generate a valid interaction with no
access to a witness for the relation R, then necessarily, the observation of a valid
interaction yields no more information about the witness.

sk = x mod n
pk = X = x2 mod n

P V

Initialization
ri

$←− Zn (i = 1..k)
r ← (r1, . . . , rk)
Ri ← r2

i mod n (i = 1..k)
R← (R1, . . . , Rk) R

Challenge

ci
$←− {0, 1} (i = 1..k)

c← (c1, . . . , ck)c

Verification
zi ← rix

ci mod n (i = 1..k)
z ← (z1, . . . , zk) z

z2
i

?= RiX
ci mod n

Figure 1.10 – Fiat-Shamir Zero-Knowledge Protocol
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In 1986, Fiat and Shamir came up with the first functional protocol [24], known today as
the Fiat-Shamir Protocol, displayed on Figure 1.10.
In this protocol, P proves its knowledge of the secret key x to V , where x is a quadratic
residue (a.k.a. square root) of the public key X in the set Zn = Z/nZ with n being
the product of 2 large primes. The security of the Fiat-Shamir protocol is based on the
quadratic residuosity assumption [14], stating that, given X ∈ Zn, there is no efficient
algorithm capable of computing x such that x2 = X mod n.
The protocol starts with the prover generating k random nonces ri ∈ Zn, computing their
squares Ri modulo n, and sending the vector (R1, . . . , Rk) to the verifier. This first phase
is called the Initialization or Commitment phase because P has commited himself on the
nonces ri. V cannot retrieve any ri according to the quadratic residuosity assumption and
P cannot change any ri to another value r̃i because r̃2

i would not match the corresponding
Ri. Then, the verifier sends a challenge formed of k randomly chosen bits c = (c1, . . . , ck).
The prover computes zi = rix

ci for each i and sends the vector (z1, . . . , zk) to V . If the
equality z2

i = RiX
ci holds for every single i, V is convinced that the statement “P knows

a witness x of X for the relation X = x2 mod n”.

1.4.2 Distance-Bounding Protocols
Mafia-Fraud Attack

In 1987, Desmedt, Goutier, and Bengio published an article highlighting several attacks
on the Fiat-Shamir Protocol [22], one of which entitled “mafia-fraud”.

P

Ṽ P̃

V

Figure 1.11 – Mafia-fraud illustration

The attack name comes from Shamir’s claim that Fiat-Shamir protocol remains secure
even in a scenario where the prover is a mafia-owned store, which is contradicted by [22].
The mafia-fraud actually allows the attacker to get authenticated by simply relaying the
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exchange between the genuine prover and the verifying device. Such an attack especially
makes sense in contactless authentication that needs the prover (card, transit pass, or
else) to be in the proximity of the verifying device.
Assume a proving device P to be a smart card possessing secret credentials, and a verifying
device V to be a reader placed on a secured door guarding a restricted area of an industry.
Whenever P is placed near V , the devices start the execution of the Fiat Shamir protocol
for proving that P knows the secret credentials. If the interaction is accepted by V , the
door gets unlocked. Now assume that an unauthorized member of the industry owns
a fake verifying device Ṽ and his own smart card P̃ , and that those can communicate
through a long range private channel. Then, by placing Ṽ near to P and P̃ near to V ,
and by simply relaying every message, the unauthorized member walks through the door
in perfect impunity. Figure 1.11 illustrates this toy example situation.

Brands and Chaum

The main countermeasure to the mafia-fraud relay attack is the family of so-called “distance-
bounding” protocols, a.k.a. proximity checks. They have been massively studied [11] in
the context of Radio Frequency IDentification (RFID), and are already implemented in
some contactless smartcards, e.g., Mifare Plus [50] and Mifare DESfire [49].
The concept of distance-bounding is introduced by Brands and Chaum in 1994 [16]. Their
idea is to enhance the Fiat-Shamir protocol by measuring communication time between
the real prover and verifier, allowing to bound the distance from which is standing the
genuine prover and to dismiss the authentication if it concludes that the prover is standing
further than a given distance. To achieve this, the protocol of Brands and Chaum uses
a series of rapid bit-exchanges to measure the round trip time between the prover and
the verifier. Given that the signal propagation cannot be faster than the speed of light, a
verifier considers that there is no relaying adversary if the round trip times between the
verifier and the prover are below a given upper bound. Brands and Chaum protocol is
depicted in Figure 1.12.
In this protocol, P proves to V that he knows x such that x2 = X mod n in the exact
same fashion as in the classical Fiat-Shamir protocol, but here, the challenges ci are
collaboratively computed by the XOR of bits cP

i drawn by P and cV
i drawn by V . The

challenge phase is renamed “Fast bit-exchange” as its main purpose is now to compute
accurate round trip times between the 2 parties:

— Initialization: P picks k nonces ri, computes their squares Ri = r2
i mod n, then

picks k random bits cP
i . He then sends the Ri’s and a commitment of the cP

i s. The
commitment function can simply be seen as a hashing function in this specific case.

— Fast bit-exchange: The verifier V also computes k random bits cV
i . Then, for i from

1 to k, V creates a timestamp ti, sends cV
i , receives the responses cP

i , immediatly
creates another timestamp t′

i, and stores (t′
i − ti).

— Verification: P computes ci = cP
i ⊕ cV

i , and zi = rix
ci mod n for all i in {1, . . . , k},

and sends z = (z1, . . . , zk) to V . The latter checks (i) if the committed cP
i s in the

initialization phase are the same as those he received in the fast bit-exchange phase
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(typically by recomputing the commit(cP), (ii) computes the ci by XORing just like
P did, (iii) checks if z2

i is equal to RiX
ci (this is the classical Fiat-Shamir check

for the knowledge of x) and (iv) checks if max ({t′
i − ti}) is below a given upper

bound.

sk = x mod n
pk = X = x2 mod n

P V

Initialization
ri

$←− Zk
n

Ri ← r2
i mod n (i = 1..k)

cP $←− {0, 1}k
R, commit(cP)

Fast bit-exchange

cV $←− {0, 1}k
i = 1..k

ti ← timestamp
cV

i

t′
i ← timestamp

cP
i

Verification
ci ← cP

i ⊕ cV
i

zi ← rix
ci mod n

z
Check validity of {cP

i }
ci ← cP

i ⊕ cV
i

z2
i

?= RiX
ci mod n

Check validity of {t′
i − ti}

Figure 1.12 – Brands and Chaum’s distance-bounding protocol based on the Fiat-Shamir
zero-knowledge authentication

Attacking strategies

Despite no clear security proofs, Brands and Chaum argued on a possible attacking strat-
egy. Assuming that the technology possessed by the attacker does not allow him to nat-
urally trick the time check (which is a weak assumption considering that the relativity of
the speed of light has been extensively used in countless studies), an attacker can still try
to cheat by anticipating the challenges cV

i sent by the verifier.
To this end, the attacker pre-selects k bits c̃V

i and plays the protocol with P from the
attacking device Ṽ . From that execution, the attacker receives the vector R, the k bits cP

i

chosen by the prover, and a vector:

z = (r1 · xcP
1 ⊕c̃V

1 , . . . , rk · xcP
k ⊕c̃V

k )
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Then, using this information, the attacker now plays the protocol with the genuine verifier
V from the attacking device P̃ by sending him the bits cP

i for his part of the Fast bit-
exchange. By doing so, the time check is valid as the attacking device stands nearby.
However, the attacker only succeeds if each one of his c̃V

i matches with the genuines cV
i .

Otherwise, the vector z received from the previous execution does not pass the verification
phase. Trivially, the attacker has a 1

2k probability of guessing correctly every cV
i .

Other Distance Bounding Protocols

Brands and Chaum’s seminal work paved the way to many other distance-bounding pro-
tocols addressing mafia-fraud attacks, as well as other variants that are out of the scope
of this manuscript. One could for example cite Hancke and Kuhn’s protocol [35] that
uses only symmetric-key cryptography. Hancke and Kuhn’s protocol allows slightly better
chances on the anticipation attack presented above, with a probability of

(
3
4

)k
of tricking

the verification phase. It trades this loss for a less computationally greedy protocol, which
is better suited for limited devices. Hancke and Kuhn protocol is depicted in Figure 1.13.

secret key K secret key K

P V

Initialization
NV

$←− N
R(0)||R(1) ← h(NV , K)
c1, . . . , cn

$←− {0, 1}NV

R(0)||R(1) ← h(NV , K)

Fast bit-exchange
i = 1 . . . n

ti ← timestamp
ci

zi
zi ← R

(ci)
i

t′
i ← timestamp

Verification

zi
?= R

(ci)
i

Verify({t′
i − ti}) ?= 1

Figure 1.13 – Hancke and Kuhn’s distance-bounding protocol based on symetric-key cryp-
tography

Although describing the body of literature related to distance-bouding protocols is out of
the scope of this manuscript, interested readers will find a complete analysis of distance-
bounding protocols in [11]. It is worth noting that these protocols are well suited for
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RFID authentication because communications are end-to-end (from the physical layer
perspective) and the computations performed by the RFID tag are lightweight, which
implies that the measured round trip times are very stable.

Remark

It is important to raise that distance-bounding protocols does actually not detect relays:
they detect abnormally long communication times, and conclude that there is a risk of
relay attack. To the contrary, an execution of a distance bounding protocol validating
the authentication does not ensure the absence of a relay attack. Typically, if both the
attacking devices involved in the mafia-fraud as well as the real prover, are standing near
the verifying device, the communications time can probably remain low enough to be
valid in the presence of the relay.

Figure 1.14 – A mafia-fraud attack failing or succeeding, depending on the position of the
attacking and proving devices.
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More precisely, when choosing an upper time bound Bt for the time check, the user is
implicitly choosing a distance bound Bd which is the distance traveled by light during Bt

units of time. This bound Bd defines a perimeter around the verifier V . This delimited
zone prevents an attacker to perform a successful relay if the prover P is standing outside
of it, because then, the measured times would be too high. To the contrary, if P stands
in the zone, and neglecting the processing time of the attacking devices, the relay does
not create a sufficient impact on time to be detected, see Figure 1.14.
The risk of this scenario to happen can be controlled by lowering the bound Bd but can
never be completely avoided.
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Conclusion
This chapter highlighted the flaws of Internet routing procedures by providing a high-level
overview of the current architecture. These flaws allow misleading route announcement
that can ultimately create undesired and long-term relays. A successful relay attack on
the Internet can turn out to be very damaging if the targeted traffic flows contains crit-
ical data, this has been the case during an incident in 2010, rerouting traffic from US
governmental institutions and important industries.
To address these flaws, multiple promising countermeasures are working on mitigation
techniques based on cryptography but remain hard to adopt due to the necessary hardware
update that they imply, other proposals are aiming at the construction of a clean slate
redesign of the routing architecture, then again, these solutions will take a long time to
convince the scientific community, financial investors, and the general public.
Because sometimes, the grass is actually greener on the other side of the fence, this chap-
ter also took interest in the mitigation of relay attack on a different kind of channel:
the contactless communications. A very dense literature exists on this matter, since the
distance-bounding protocol introduced by Brands and Chaum in 1994. These authenti-
cation protocols use the measurement of communication time separating a prover and
a verifier to check the geographical distance separating them, and refuting the authen-
tication whenever this distance is larger than a pre-selected bound. Distance-bounding
protocols are already implemented in several devices and benefit from the fact that real
life situations are easily reproducible in experimental environments.
This chapter concludes itself on the main question that was asked during these 3 years of
research:

Can the idea of Distance-Bounding protocols be transferred to the
Internet for relay detection ?

Before diving into the core of this question, let’s take a closer look at the differences be-
tween the 2 paradigms. In distance-bounding protocols, there is only 2 devices involved
in the communication. This simple fact holds the first and maybe the more critical dif-
ference with the Internet, where messages travels from hop to hop until the destination is
reached. Moreover, a route from source to destination is subject to change as the topol-
ogy of the Internet is constantly evolving through the path-vector routing process. This
implies that communication times over the Internet are trivially expected to be a lot
more variable than the very accurate radio frequency measurements and, consequently,
that a straight translation of distance-bounding method is doomed to fail. Computing a
geographical distance separating two Internet nodes is not only compromise by the time
scales involved, but it would also be devoid of sense. There is no reason to believe that
a linear property like distance = time × speed would hold, even approximately. Finally,
relay attacks over the Internet can target specifically the content of exchanges between
entities, whereas distance-bounding protocols prevents a kind of impersonation of the real
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prover. This means that a relay detection process must operate during a communication
and not only a handshake.
Several questions arise from those observations:

— How stable can time measurement get over the Internet ?
— How can the computation of distance from time measurement be replaced by a

method that efficiently detect a relay and is suited to this environment ?
— Can such a protocol take into account the messages of an exchange, regardless of

the size of the transmitted data ?
Having access to a 2-party distance-bounding like protocol detecting relay attacks over the
Internet provides 2 main advantages. Such a protocol would be (i) scalable, as it would
not require any software or hardware update for intermediate nodes, and (ii) routing
protocol independent, as it only involves the end-points, that protocol is not impacted by
the method for constructing the routes, as long as the times suits the process deciding
to declare a probable relay. The rest of this manuscript will answer all these questions to
fully describe such a protocol, from the basics experiments on time over the Internet up
to a cryptographic proof of security in the Random Oracle Model.
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Chapter 2

EXPERIMENTS ON TIME OVER THE
INTERNET

“Let me give you an advice.
Never forget what you are, for surely the world will not.

Make it your strength. Then it can never be your weakness.
Armor yourself in it, and it will never be used to hurt you.”

- Tyrion Lannister

Introduction
In order to design a protocol taking advantage of time measurement, very strong insur-
ances and knowledge about the behavior of the time between two nodes are needed. To
gain such knowledge, we did set up multiple nodes in Western Europe and one node in
the United States of America and made them communicate to observe the evolution of
the corresponding time measurements over short, medium, and long periods.
This chapter elaborates on these observations made of about 5000 experiments spanned
over the years 2020 and 2021. Section 2.1 present important notation and methodology
choices for the experiments, and Section 2.2 presents the observation made from them.
Section 2.2 is divided into 4 important parts. The Section 2.2.1 presents the spreadness
for samples collected over a short period, while the Section 2.2.2 provides a comparison
of samples gathered over longer periods. The Section 2.2.3 looks out for another factor
presumably impactful: the packet length, and the Section 2.2.4 elaborates on the impact
of a simulated relay.
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2.1 Methodology

In the sequel of this manuscript, a set of collected measurements is referred to as a
“sample” and is represented on a 2-dimensional graph with time on the y-axis and using
one value on the x-axis per measurement. A sample between two nodes S and R will be
denoted (S,R) when no further precision are needed.
Before going into the heart of our observations, the following highlights a few worthy
methodology choices.

2.1.1 Measurement method

The transit time between two nodes can be expressed in two main ways:
— The One Way Transit Time (OWTT ) represents the time measured between the

sending of a packet by S and the reception of that packet by R.
— The Round Trip Time (RTT) is the time measured between the sending of a packet

by S and the reception of an acknowledgement sent by R.
OWTT attempts to capture the real time separating two endpoints but demands a precise
clock synchronization of those nodes and to send the timestamp along with the packet.
To the contrary, RTT is a one-sided measurement, and so, offers the possibility to obtain
precise measurements up to the nanosecond without having to handle any clock synchro-
nization.
The approximation OWTT = RT T

2 is sometimes made, however there is no insurance
that the transit times in both directions are comparable. Also, RTT might include some
processing time. It is then preferable to consider RTT as a stand-alone metric rather than
a way to measure OWTT. All the following measurements are computed using the RTT
metric for a matter of accuracy and consistency with the methods of measurements in-
volved in Distance-Bounding (which also are RTT). Figure 2.1 illustrates the computation
of a single RTT between two nodes S and R.

S R
“Ping ?”

“Pong !”

t1 ← timestamp

t2 ← timestamp

RTT ← t2 − t1

Figure 2.1 – Illustration of a RTT measurement between S and R performed by S

48



2.1. Methodology

2.1.2 Transport Protocol
All the experiments presented in this manuscript were performed using the User Data-
gram Protocol (UDP) packets (see RFC768 [56]). UDP acts on the transport layer of OSI
model. UDP is an Internet standard protocol designed to communicate with minimalistic
workload for the endpoints. No confirmation of delivery, integrity or authenticity checks
is taken care of, the packet only contains the Source and Destination ports and is encap-
sulated in an IP packet containing the Destination IP address. Using UDP packets for
our experiments avoids undesired actions jeopardizing the measurements, like the classi-
cal acknowledgements inherent to the Transmission Control Protocol (TCP). Figure 2.2
displays the content of a UDP header.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Source Port Destination Port
Length Checksum

 UDP Header

Data bytes

 Payload

Figure 2.2 – UDP packet

2.1.3 Appreciation of RTT behavior
For a protocol based on time analysis for relay detection to be practical, 3 statements must
be confirmed. The first one is obviously the impactfulness of a relay attack, which will be
discussed in Section 2.2.2. The second and third ones are the stability and consistency of
samples gathered between a given couple of nodes.
The notion of stability of a sample refers to how dense its values are. Intuitively, it
represents the non-chaotic behavior of RTT s over a few measurements, the more stable a
sample is, the easier it should be to detect an impactful event. Stability can be expressed,
for instance, using variance. The variance of a sample expresses how far in average its
values are from its mean:

Definition 2.1.1. Variance
Let S = (s1, . . . , sn) ∈ Rn

+ be a sample and µ its mean, then:

var(S) = 1
n

n∑
i=1

(si − µ)2

However, variance is strongly impacted by extreme values (or outliers), which are frequent
when measuring RTTs over the Internet. A simple tool neglecting strong outliers can be
defined by the following:
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Definition 2.1.2. Smallest Representative Interval (SRI)
Let S = (s1, . . . , sn) ∈ Rn

+ be a sample of size n such that:

s1 ≤ s2 ≤ · · · ≤ sn

Let p ∈]0, 1].
The Smallest p-Respresentative Interval of S, denoted Ip(S), is the
smallest interval containing at least a proportion p of the values of
S.

Definition 2.1.3. Representative Size (RS)
Let S = (s1, . . . , sn) ∈ Rn

+ be a sample of size n such that:

s1 ≤ s2 ≤ · · · ≤ sn

Let Ip(S) be the SRI of S for some proportion p.
Let si, sj ∈ S be such that Ip(S) = [si, sj].
The size (sj − si) of the Smallest p-Representative Interval of S is
called the p-Representative Size of S, and is denoted |Ip(S)|.

The smallest p-representative interval of a sample allows to express where the specified
proportion of the values lives while the p-representative size measures the spreadness of
the representative values. The representative size of a sample is not impacted by extreme
outliers.
The remaining of this Chapter will systematically use the SRI and RS of samples with a
proportion:

p = 0.9

The notion of consistency expresses the long term continuity of the stability, and is eval-
uated by observing the evolution of the mean, variance, and SRI over time.

2.1.4 Experimental Setup
To ensure a satisfying experimental diversity, the experiments were performed over a total
of 7 nodes across 4 countries. This allows to observe the impact (if any) of the distance
separating the nodes with 4 nodes located in France, 1 in Germany, 1 in Poland, to
experiment on small to medium distances, and 1 in the USA (Oregon) for larger ones.
The notion of geographical distance is actually of second importance here, because the
most probable impacting factors in the travel time of a packet are the number of visited
routing equipment and their respective processing speed. Indeed, 2 geographically close
nodes belonging to 2 different AS will most probably be further apart time-wise than 2
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nodes in the same AS separated from a larger distance. In the following, if no further detail
is given, the term “distance” will refer to the number of routing equipments separating
the nodes.

2.1.5 Terminology
The samples discussed in this Chapter belong in one of the three following categories:

— Punctual: a punctual sample is formed of the result of a “burst” measurement. The
next packet is sent right after the computation of the previous RTT. This kind of
sample allows to observe time-behavior over very short periods of time.

— Continuous: a continuous sample is formed of measurements gathered at constant
pace and over longer periods of time (typically, several months). This kind of sample
allows to observe the general behavior of time without missing some potential
intermediate events.

— Spreaded: a spreaded sample is a collection of punctual sample between the same
2 nodes separated from even longer periods of time. This kind of sample allows to
observe possible long term changes.

2.2 Observations

2.2.1 Stability For Punctual Samples
A glance of the result of short period experiments is displayed in Figures 2.3, 2.4, and 2.5.
Figure 2.3 shows 6 graphs, in which each “+” represents the value of one RTT in millisec-
onds (readable in the y-axis). Each graph is a plot of punctual samples formed of 7000
RTT between two end-points collected in a row. The dates and times of the start and end
of the measurements are given on each individual graph.
Note that the scales have been uniformized on this representation to observe the vari-
ations depending on the source and destination nodes. As it should be expected, the
times involved in the communications going from Europe to the USA (right-hand side
of Figure 2.3) are higher than the ones involved in intra-Europe communications (on the
left-hand side).
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Figure 2.3 – RTTs for 7000 512-bytes packets between various locations

The samples (France,Oregon), (Germany,Oregon), and (Poland,Oregon) displayed in Fig-
ure 2.4 respectively live around 200, 159, and 185 milliseconds while (Germany,Poland),
(Germany,France), and (France,Poland) all stand bellow 50ms (see Figure 2.5). Figures 2.4
and 2.5 display the same samples on a more zoomed in scale along with their statistic
distribution to get a more precise look at the overall shapes of the samples.
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Figure 2.4 – Focus on RTTs from Europe to the USA with their distributions
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Figure 2.5 – Focus on RTTs from Europe to Europe with their distributions
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Regarding stability, Table 2.1 explicits the principal statistical moments (mean, median,
and variance), and the SRI of each sample.

Table 2.1 – Mean, Median, Variance, and SRI of each samples

sample S Mean Median var(S) |I0.9(S)| I0.9(S)
(Germany,France) 25.04 24.81 1.44 2.92 [23.70, 26.62]
(Germany,Poland) 26.47 26.45 0.17 0.37 [26.24, 26.61]
(France,Poland) 43.24 43.13 1.51 3.17 [42.12, 45.29]

(Germany,Oregon) 160.20 159.13 26.86 16.62 [154.58, 171, 20]
(France,Oregon) 204.54 204.37 108.73 3.62 [202.59, 206.21]
(Poland,Oregon) 184.34 184.37 0.13 0.99 [183.81, 184.80]

Noticeably, the 4 samples (Germany,France), (Germany,Poland), (France,Poland), and
(Poland,Oregon) show a satisfying stability with low variance and low representative size.
The corresponding distribution graphs demonstrate similarities with a clearly defined area
of expected times. However, (Germany,Oregon) stands out with a more spread out sam-
ple: a variance of 26.86 and a representative size of 16.62. This gap is graphically justified
by the representation of two distinct areas of expected time, the first one between 152
and 162 milliseconds, and the other between 165 and 173 milliseconds. Another unex-
pected behavior is given by the sample (France,Oregon) which, despite getting a very low
representative size, has the greatest variance of all the samples presented here. This is
also graphically justified by three distinct areas: the first one between 202 and 206 mil-
liseconds containing an overwhelming proportion of the sample (which explains the low
representative size) and two others living around 165 milliseconds and 240 milliseconds.
The fact that those 2 previous samples show more than one area of density could be
explained, for instance, by a load balancing process automatically handled by routing
equipments. However, this question goes out of the scope of this manuscript, we believe
that the knowledge of the representative size of the sample is enough for a relay detection
mechanism to be efficient, whether or not the sample gets multiple areas of density.
Overall, this study of the stability of punctual samples has showcased 2 categories of
possible behavior of RTT. The first one, samples with only one area of density, has proven
to be extremely condensed in small intervals of time: below 5ms even for intercontinental
communications like sample (Poland,Oregon). The second one, samples with more than
one area of density, despite a more spread out result, are keeping an important proportion
of their values in a well-defined interval, being at most 20 milliseconds long.

2.2.2 Stability For Continuous and Spreaded Samples
The last section highlighted the fact that samples gathered during a short period of
time are stable in a range of a few milliseconds depending on the nodes involved in
the communication. This section seeks to learn if this stability is consistent over longer
periods. Figure 2.6 displays a continuous (Poland,Oregon) sample that has been measured
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between the 21st of December 2021 and the 17th of January 2022. During this experiment,
one RTT was computed each 3.6 seconds (that is 1000 RTTs per hour) resulting in almost
600000 measurements.

Figure 2.6 – Long term continuous experiments between Poland and Oregon

Figure 2.6 shows that the consistency is achieved over this period with a representa-
tive size of 2.08 corresponding to the interval [185.89, 187.97] and a very low variance of
0.69. Although, this continuous sample differs from the punctual (Poland,Oregon) sam-
ple presented in the previous section (Figure 2.4) as its mean has increased of about 2
milliseconds. That slight RTT modification for a same couple of nodes is illustrated on
Figure 2.7 for two samples gathered 2 months apart. The sample on top has been collected
between the 14th and the 16th of October 2021 while the bottom one is a subset of the
sample shown in Figure 2.6.

From these observations, it can be concluded that large periods of consistency can be
achieved but slight change, probably due to occasional routing updates, might occur. Go-
ing further on this analysis, Figure 2.8 shows the means of eighteen samples collected
between early September 2021 and mid-January 2022 and forming a large spreaded sam-
ple.
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Figure 2.7 – Two samples and their distribution between Poland and Oregon 2 months
apart

Figure 2.8 – Experiments between Poland and Oregon over 4 months
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The graph on top of Figure 2.8 is showing the means in milliseconds of those samples,
the days and months on which they were collected are readable in the x-axis with their
respective sizes (between parenthesis). The bottom one shows the same sample on a more
zoomed in scale. Figure 2.8 proves that the stability of the measurements is susceptible
to evolve for the order of magnitude of the milliseconds. This same phenomena has also
been noticed for samples between Germany and Oregon.

2.2.3 Impact of Packet Lenght
During all the previous experiments, UDP packets of identical sizes (512 bytes) were sent.
However, a classical exchange between two nodes is frequently involving packets of various
size. In order to finally conclude on the practicality of a relay detection protocol based on
RTT measurement, the impact of said packet size must be conducted.
Figure 2.9 shows the RTTs in relation to the size of the sent packets, starting with a
measurement using an empty packet and incrementing the byte size by one for each
new packet. This shows a clear impact on the RTT, globally increasing the time by 4
milliseconds between an empty message and a 4096 bytes message. Note that such a size
gap between packets is unrealistic in practice, because most services (for instance DNS)
restrict the largest packet length in order to respect the Maximum Transmission Unit
(MTU) on the Internet and avoid frequent packet losses.

Figure 2.9 – Evolution of RTTs for packets of size 1 to 4096 bytes

Finally, Figures 2.10 and 2.11 compare two punctual samples, both gathered from an
exchange between two nodes in France: Rouen and Caen, the 2nd of March 2021. Both
samples are represented alongside with their distributions, the top graph represents an
exchange performed using packets of fixed size of 1024 bytes, while the bottom one repre-
sents an exchange of packet of random size, uniformly picked between 896 and 1152 bytes.
Table 2.2 highlight their differences in terms of variance and representative size.
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Figure 2.10 – A sample measured with constant size packets (1024 bytes)

Figure 2.11 – A sample measured with random size packets (between 896 to 1152 bytes)

Table 2.2 – Comparison of Variance, and Smallest Representative Interval for sample from
constant and random packet size

packet size in bytes of sample S var(S) |I0.9(S)| I0.9(S)
1024 2.12 3.77 [15.98, 19.75]

random in [896; 1152] 10.25 4.85 [16.20, 21.05]

It appears that the randomness in the size of the packets induces a light increase of
the sample spreadness. Indeed, the variance is almost multiplied by 5 in the random
size sample, due to an increased number of outliers, while the representative size is only
increased by 1 millisecond.
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2.2.4 Impact Caused by the Presence of a Relay
The method used to perform a relay was to force the sender to communicate directly with
the intermediary party instead of the receiver, then to make the intermediary transmit the
packets to the receiver, and following the same method for the response from the receiver
to the sender. Figure 2.12 illustrates the path of a packet p during a relay simulation by
a node I between a node S and a node R.

S

I

R

p p

"ACK""ACK"

Figure 2.12 – Illustration of a relay between node S and node R through node I

Figures 2.13 and 2.14 shows the impact of a relay over the RTT for exchanges between
two couples of node: (Poland,Oregon), for an intercontinental test (see Figure 2.15), and
(Toulouse,Rouen) for a national test (see Figure 2.16). For both cases, three samples are
displayed, the first and third ones being genuine conversation and the second one being
relayed through a node based in Caen, France.
It appears that the relay creates a drastic impact on the measured time. This impact being
up to 150 milliseconds for the intercontinental exchange, and around 20 to 30 milliseconds
for the national one. Given the previously observed stability and continuity of genuine
samples, this kind of relay clearly stands out as an anomaly, even for the human eye.
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Figure 2.13 – 3 samples of size 256 captured in a row between Poland and Oregon, the
second one being relayed through a node in Caen, France

Figure 2.14 – 3 samples of size 256 captured in a row between Toulouse and Rouen, the
second one being relayed through a node in Caen
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Figure 2.15 – Position of nodes for an intercontinental exchange with relay: genuine nodes
are represented with circles, attacker node is represented with triangle.

Figure 2.16 – Position of nodes for a national exchange with relay: genuine nodes are
represented with circles (northern city is Rouen, southern city is Toulouse), attacker node
is represented with a triangle (city is Caen).
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2.3 Conclusion
Across all the observations that were made from those experiments, it seems that the
measurement of time offers many usable properties for relay detection. First of all, for
punctual samples, the collected measurements showed that RTT does get a satisfying
stability. The main unit used to measure this stability was the 0.9-representative size,
which is the length of the smallest interval of time containing at least 90% of the values
of a sample, and has been of the order of the millisecond (16ms in the worst case) when
using packets of constant size. For the more realistic observations with packets of random
size, it appeared that the variance increased, due to a few more outliers in the sample,
but the 0.9-RS remained satisfyingly l. Furthermore, this stability has demonstrated to
hold over longer periods. For the continuous experiment running over one month, the 0.9-
representative size remained at 2.08. It is however important to note that slight variations
of the mean can be expected across multiple samples. It was the case for a collection of
18 samples collected over 4 months, during which the mean started around 189ms, then
went down to around 184ms 20 days later, and finally went up to 187ms a month and a
half later. Overall, those natural variations has proven to be weak in comparison with the
observed impact of a relay.
From the two conducted experiments for national and international communications, the
presence of a relay appeared highly noticeable with an impact of around 25 milliseconds
for the national exchange from Toulouse to Rouen, relayed through Caen, and around
150ms for the intercontinental exchange from Poland to Oregon, relayed through Caen.
For those specific routes, the impact on the time caused by the relay is more than enough
to efficiently distinguish between a genuine route and a relayed one. Note that the method
used to perform a relay simulates a prefix-attack on BGP but is not fully representative
of an optimally capable attacker. Indeed, the impact level of such a relay may be caused
by many factors, such as: the number of traversed routers, the location of the attacker,
his proximity to a genuine route, his control over some network equipments and so forth.
This means that there exists one or multiples optimum setups, lowering the impact of
a relay to a minimum. Intuitively, the closer the relay node gets from a genuine route,
the most time performant the attack gets. The same kind of issue exists for Distance
Bounding protocols, where a mafia fraud attack will be detected only if the prover stands
sufficiently far away from the verifier. In the specific case of Internet communications, a
detection process will be effective up to a given limit of efficiency from the attacker, which
will be discussed in Chapter 3.
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Chapter 3

ICRP: INTERNET-FRIENDLY
CRYPTOGRAPHIC RELAY-DETECTION

PROTOCOL

“Night gathers, and now my watch begins.
I shall wear no crowns and win no glory.

I shall live and die at my post.
I am the sword in the darkness, the watcher on the walls.

I am the shield that guards the realms of men.
I pledge my life and honor to the Night’s Watch.

For this night and all the nights to come.”
- George R.R. Martin, A song of Ice and Fire

Introduction
The experiments presented in Chapter 2 provided good indicators on the possibility of
taking advantage of time stability in a relay detection process. This Chapter offers a
complete description of a protocol designed during this thesis. This protocol is named
ICRP, standing for “Internet-friendly Cryptographic Relay-detection Protocol”. In the
following, ICRP is described according to 3 main points of interest.
Section 3.1 presents the global description of an ICRP run between 2 nodes, and the way
this run can be practically adapted according to the nature of the interactions between
the nodes. In Section 3.2, a so-called decision function is described. This function is the
corner stone of ICRP as it is the one that analyzes the times gathered between the 2
nodes. The reliability of the ICRP protocol is highly related to the efficiency of this
decision function. Consequently, the function is carefully evaluated. Finally, Section 3.3
describes a prototype implementation of ICRP. This implementation was done to support
experiments aiming to measure the loss of performances inferred by the use of ICRP, in
comparison with an identical communication without ICRP supervision. The prototype
is carefully described along with the experiments on performances and their results.
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3.1 Description

3.1.1 Cryptographic Background
Before jumping into the formal description, this section describes the cryptographic prim-
itives used in ICRP. In this section the reader is assumed to be knowledgeable on the
basics of complexity theory.

Cryptographic Hash Function

A hash function, or message digest function, is a primitive preserving the integrity of
a message. The National Institute of Standards and Technology (NIST) provides the
following definition [52].

Definition 3.1.1. Cryptographic hash function
A hash function H maps a bit string m of arbitrary length to a
fixed-length ℓ bit string.

H : {0, 1}∗ 7−→ {0, 1}ℓ

m −→ H(m)

The function is expected to have the following three properties:
— Pre-image resistance: Given a randomly chosen target out-

put, it is computationally infeasible to find any input that
maps to that output. (This property is also called the one-
way property).

— Second pre-image resistance: Given one input value, it is
computationally infeasible to find a second (distinct) input
value that maps to the same output as the first value.

— Collision resistance: It is computationally infeasible to find
any two distinct inputs that map to the same output.

The nature of the outputted element h depends on the needs the function is designed to
answer, but one can always assume h to be an integer in the set [0, 2ℓ − 1] (seen as a size
ℓ binary vector) as it can be mapped to any size ℓ set.

Digital Signatures

A digital signature is a public-key cryptographic primitive serving the authenticity and
integrity of a message. Contrarily to its manual counterpart, which is severely flawed on a
security standpoint, the digital signature provides way better insurances. In a public-key
cryptographic scheme, each user generates a key pair (pk, sk), with pk being publicly
accessible and sk being secretly stored and only known by the user. A signature σ is
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computed from an input message m and a user’s private key sk. Knowing σ and the
associated public key pk, anyone is able to verify with certainty that σ was indeed produced
using the private key sk. Moreover, forging a signature σ′ with no access to a targeted
private key sk, will cause the verification to fail on input pk.
Formally:

Definition 3.1.2. Digital signature schemes
a digital signature scheme is a set of 3 algorithms KeyGen, Sign,
Verify_Sign, described below:

— KeyGen takes as input a security parameter λ and outputs a
key pair (pk, sk).

— Sign takes as input a message m and a secret key sk and
outputs a signature σ.

— Verify_Sign takes as input a signature σ, a message m and
public key pk and outputs a binary b ∈ {0, 1}.

These algorithms are expected to have the following two properties:
— correctness: the signature of a message m with key sk always

verifies with public key pk:

Pr
(
Verify_Sign(Sign(m, sk), m, pk) = 1

)
= 1

— unforgeability: for any polynomial time algorithm A with no
access to sk, it is computationally infeasible to output σ such
that:

Verify_Sign(σ, m, pk) = 1

3.1.2 The protocol
The ICRP protocol runs between a sender S and a receiver R.
A full run of a protocol consists of n rounds and allows one party to gather a sample of
n RTTs concurrently to the sending of n packets {mi}i=1..n containing data or messages
(unlike Distance Bounding protocols where the exchange only serves an authentication
purpose). If the total amount of data to be sent exceeds n packets, multiple executions
of the protocol will be performed until the entire message has been transmitted. Each
complete execution of the protocol is called a “session”, and the total number of sessions
needed to send a full message is denoted k. The use of ICRP to support the communication
of n×k packets is called an ICRP supervision, and both parties must know the number of
rounds n and the number of sessions k before launching such a supervision, which makes
n and k public parameters. Ideally, the size of each packet over one session should remain
constant 1, when this is the case, the packets size is denoted p. Table 3.1 summarizes this

1. This is not mandatory though, as the packet length creates few impact over measured time for
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terminology.

Table 3.1 – Terminology for one or multiple ICRP execution

n Number of rounds for one session
k Number of sessions to send a full message
p Size of packets (when constant) in bytes

ICRP execution overview: The scheme displayed on Figure 3.1 synthesizes a complete
session of ICRP.
When a session is initiated, S marks n upcoming packets mi by a random bit si, creates
a timestamp ti and sends mi||si to R. In each marked round, R responds with a random
bit ri. Upon reception of ri, S creates a new timestamp t′

i. The RTT of the current round
is actually the time difference t′

i − ti. This RTT is stored until the set {t′
i − ti}i=1..n is

complete.
Once the n rounds have been performed, R signs the hash of the mi’s along with the
si’s and the ri’s; this hash is denoted HR and the signature σR. Finally, S verifies that
σR is a valid signature on HS and let the collected sample of RTTs be analyzed by a
Decision Function called Verify_Time. The signature authenticates R and confirms that
the content of the exchange has not been altered. Signing the bits {si} and {ri} also
links the signature to this specific exchange which avoids possible replay attacks with the
same packets {mi}. The purpose of function Verify_Time is to accurately decide whether
communications are genuine or relayed communications. The decision process in itself
does not impact how the protocol runs, so it can be seen as an interchangeable blackbox
primitive. Section 3.2 will present a particular design of this so-called decision function,
which will be experimentally validated.

S(pkR) R(skR, pkR)

r
$←− {0, 1}ns

$←− {0, 1}n
i = 1 . . . n

ti ← timestamp
mi||si

ri
t′
i ← timestamp

HR ← h(s, r, m1, . . . , mn)HS ← h(s, r, m1, . . . , mn)
σR ← Sign(skR, HR)

σR

Verify_Sign(σR, HS , pkR)
Verify_Timeref ({t′

i − ti})

Figure 3.1 – an ICRP session for traffic hijacking detection with verification performed
by S

reasonable variations (see Chapter 2, Section 2.2.3)

68



3.1. Description

In the previously described overview of an ICRP session, the party performing the verifi-
cation is the party S willing to send the messages. In some cases though, R might be the
party willing to perform the verification that no relay was on going. This is achievable by
swapping around the time measurements and by making S sends to R some initialization
message init message indicating to R that the protocol may start, this variant is described
in Figure 3.2.

S(skS , pkS) R(pkS)

init

r
$←− {0, 1}ns

$←− {0, 1}n
i = 1 . . . n

ti ← timestamp
ri

mi||si
t′
i ← timestamp

HS ← h(s, r, m1, . . . , mn) HR ← h(s, r, m1, . . . , mn)
σS ← Sign(skS , HS)

σS

Verify_Sign(σS , HR, pkS)
Verify_Timeref ({t′

i − ti})

Figure 3.2 – an ICRP session for traffic hijacking detection with verification performed
by R

3.1.3 Active and Passive Modes
There are 2 main ways that ICRP can be used depending on the type and amount of data
to be sent, and the nature of the exchanges of the 2 nodes S and R:

1. Passive mode: passive mode is defined by a long-term background use of the pro-
tocol. This mode is relevant in cases where S and R frequently exchange small
amounts of data. In this case, a complete session of the protocol might be achieved
over multiple exchanges. The protocol then passively keeps track on the overall
number of sent packets, and performs the verification when n packets have been
sent. For instance, an industry daily updating some private information about
customers to a distant database will most likely run ICRP in passive mode.

2. Active mode: active mode is defined by an execution of the protocol used specifically
over the sending of one or several large files. This case is relevant when S and R
exchange larger amounts of data on a more spread out frequency. In this case,
multiple sessions of the protocol might be achieved over a single fast stream flow.
For instance, a governmental institution needing to send a very large file containing
classified videos, images, and texts, to a collaborating entity will most likely run
ICRP in active mode.
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Figure 3.3 illustrates how and when ICRP runs in both modes. It shows that, in ac-
tive mode, the verification phase must be done concurrently to the measuring phase for
performance’s sake. This is not especially required for passive mode.

Figure 3.3 – Active and passive modes overview

3.2 Decision Function

3.2.1 Reference Sample
In Distance Bounding protocols, the samples of time are compared with the time needed
by light to travel a pre-set distance bound. This process allows an absolute reference
legitimated by a trusted law of physic, and common to any users, anywhere on Earth. In
the context of Internet, there is no such convenient ways to analyze the collected times.
The reference sample ref consists of a large set of measures gathered in advance during a
learning phase performed between S and R. It represents the standard values that they
can expect when measuring RTTs between them, and therefore, is unique for each possible
couple (S,R). It is worth noting that the learning phase should take place when there is
no ongoing attack, that is, when the route taken by the packets during the measurements
has not been altered by a malicious party.
The reference sample should be updated when the genuine RTTs deviate from their refer-
ence due, for example, to modifications in the network topology. Experiments presented
in Chapter 2, Figure 2.7 show that such a modification may occur, but does not cause a
drastic change on the measures in comparison with the impact of a relay.
In environments where RTT is subject to more frequent continuity changes, one can
consider performing dynamic updates of the reference sample to improve the reliability
of the protocol. For example, any new valid execution of the protocol provides 256 fresh
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RTTs that can be concatenated to ref while the 256 oldest ones can be removed from ref .
Automatic updates should be monitored, though, as it may be exploited by an attacker
to poison the reference sample.

3.2.2 Description
The decision function noted Verify_Time, defined in the following, takes as input a set of
n real numbers formed by a sample of RTT and outputs a bit b = 0 when accepting the
sample or b = 1 when rejecting it.

Verify_Timep,t : Rn
+ → {0, 1}

samp 7→ b

Having observed in Chapter 2 that the presence of a relay creates a clear increase in RTT,
the following positional argument can be used as a decision process.
Verify_Time uses 2 parameters:

1. t is a threshold computed from the reference sample ref .
2. p is the maximum proportion of samp expected to exceed the threshold t.

Using an appropriate threshold, the decision function only accepts samples having at most
a given proportion above the threshold, and rejects it otherwise. The decision function is
more accurately described in the pseudocode displayed on Algorithm 1.

Algorithm 1 Verify_Time pseudocode
Input samp, p, t
Output 0 or 1

counter = 0
for i in samp do

if i ≥ t then
counter = counter + 1

end if
end for
prop = counter

len(samp)
if prop ≥ p then

return 1
else

return 0
end if

3.2.3 Analysis of the Efficiency
Verify_Time outputs a binary response: 0 if the tested sample is considered genuine, 1
otherwise. Throughout this section, Verify_Time is challenged with both genuine and

71



Partie , Chapter 3 – ICRP: Internet-friendly Cryptographic Relay-detection Protocol

relayed samples in order to analyze its efficiency using the following terminology:
— False positive : Verify_Time outputs 1 to a genuine sample
— False negative : Verify_Time outputs 0 to a relayed sample

Figure 3.4 – Evolution of false positives and negatives for exchanges between Germany
and Oregon

Figure 3.5 – Evolution of false positives and negatives for exchanges between Poland and
Oregon

Tests on Verify_Time were performed on about 500 samples. Some of which are genuine
communication between a sender S and a receiver R, and the rest issued from a simulated
relay where S sends its packets to an intermediary node I which relays them to R. The
tests consist in the successive analysis of a series of samples by Verify_Time with increasing
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threshold value, which allows to keep track of the proportion of false negative and false
positive.
More than 500 samples were gathered for couples (Germany,Oregon) and (Poland,Oregon).
The accepted proportion rate above the threshold was arbitrarily fixed at 0.3 The results
of those tests are summarized in Figures 3.4 and 3.5.
It clearly appears that Verify_Time achieved perfect detection on those tests for many
threshold values, [173, 212] for (Germany,Oregon) and [190, 307] for (Poland,Oregon). In-
terestingly, the displayed curves can almost be seen as a binary signal, with very few
threshold values producing a rate of false positive or false negative in the interval ]0, 1[.
This is easily explained by the very high stability of the samples. Indeed, as it was observed
in Chapter 2, most of the samples’ smallest representative intervals (see definition 2.1.2)
were very small. Hence, a very small increase of the threshold value of the decision function
can impact almost all the tested samples at once.
It is also important to keep in mind that the curves representing the false negative rates
are not specific to the couples (S,R) involved, but are actually fully related to the at-
tacker’s capacity. Indeed, a more efficient attacker would be able to perform a relay causing
less impact on the expected times, and therefore, to generate false negative with lower
thresholds. Choosing a suited threshold then becomes a matter of appreciation of how ef-
ficient an attacker can get. To the contrary, the false positive rate is almost specific to the
involved couples. It should not change a lot even if this curve was to be recomputed using
another sample set because of the observation made on continuous samples in Chapter 2.
Consequently, the false positive curve could even be computed in a practical scenario, if
supplied enough trusted samples.

3.2.4 Choosing the Threshold
As it was stated in Section 2.2.4, the efficiency of an attack may depend on many factors:
the attacker’s connection speed, the current network topology, or the proximity from a
genuine route between the source and destination are non-exhaustive examples. To detect
an attacker disposing of an efficient relay setup, the decision function should be set to
the highest sensitivity that can be supported. This means that the threshold must be as
close as possible to the point where the false positive rate curve reaches 0. Although it
is technically possible for users to gather enough trusted samples and to compute this
optimal threshold value, this does require each couple of user to gather multiple samples
over a decent period of time, which makes it unrealistic to ask in a practical context.
The following procedure describes a way to choose p and t as suitable parameters for
Verify_Time using only the reference sample ref .

1. Compute the smallest 0.9-representative interval [a, b] of the trusted reference sam-
ple ref .

2. Let α be the proportion of elements of ref greater than b.

α = |{x ∈ ref ; x > b}|
|ref |
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3. b is then the smallest possible value such that Verify_Timeref,α,b(ref) = 1.

4. Set a small margin m to avoid false positives caused by standard long term varia-
tion, for instance m = 5 (milliseconds).

5. Set t = b + m.

The choice of the margin m can be nothing but arbitrary, it depends only on how efficient
an attacker can get. Allowing the samples to live about 5 to 10ms higher than normally
expected trades off the insurance of very few false positives against the possibility of an
attack, assuming that such an efficient relay is achievable between those nodes.

3.3 Implementation

In this section, ICRP’s performances are evaluated. Firstly, an overview of a prototype
implementation is supplied by explaining the problem with the sequential representation
given in Figures 3.1 and 3.2. Then, the results based on this implementation are analyzed
regarding 3 main points of attention: (1) the computational capabilities for the main
operations performed by ICRP (hashes, signature, verification and decision function), (2)
the throughput capabilities in comparison with an unsupervised communication, and (3).
the overhead added compared to an unsupervised communication.

3.3.1 Prototype Description

Multi-Threading

The ICRP protocol as displayed in Figures 3.1 and 3.2 has a very clear downside, which
is its sequentiality. Indeed, with this representation, each time S sends a packet, he has to
wait for a response before sending the next one. This is especially problematic when ICRP
runs in active mode and aims to send many consecutive packets, because it would highly
slow the process. Hence, S needs to concurrently perform the sending and the reception
of R’s responses.
Similarly, if S and R need to run multiple consecutive sessions in active mode, the ver-
ification and authentication part of the protocol must not be realized sequentially as it
would force S to wait to the end of the session to start a new one. Figure 3.6 schematically
shows the differences in terms of efficiency between 3 simplified models of implementa-
tion for S’s side: the top one is the sequential implementation, the middle one displays 2
concurrent threads, the first one for the sending, and the second one for the reception of
acknowledgements and the verification part, the bottom one displays 3 concurrent threads
for sending, receiving and verifying. The dotted lines represent a repeated operation, while
the solid lines represent inactive periods of time for the current thread.
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Figure 3.6 – Execution in active mode using 3 different implementations (S’s side)

The ICRP prototype is implemented according to the bottom model of Figure 3.6. The
third part handling verification is separated in 3 threads for synchronization purposes. The
other party R is also implemented concurrently, with one thread handling the reception of
packets and the sending of the response, and a second thread performing the cryptographic
computations. We provide below a description of each thread actions.
On S side:

1. Thread send: this thread is in charge of sending all the packets to R and generating
a timestamp when it does. It then stores the timestamp in a structure shared by
all threads.

2. Thread recv: this thread is in charge of receiving every response from R, generating
a timestamp when it does, and computing the RTTs from the timestamps placed
in the shared structure.

3. Thread pre_Hash: this thread is in charge of updating the Hash context with the
values known beforehand by S. That is the content of packets {pi} and the bits si.

4. Thread final_Hash: this thread is in charge of updating the Hash context with the
values received from R. That is the bits ri.

5. Thread verif: this thread is in charge of receiving R’s signature and waits for all
the data it needs to be available from other threads. It then proceeds to check the
signature and applies the decision function on the RTTs for the current session.
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On R side:

1. Thread recv: this thread is in charge of receiving the packets and sending the
responses to S.

2. Thread auth: this thread is in charge of updating the Hash context with the values
known beforehand by R. That is the bits ri. It then waits for all the data it needs
to be available from other threads (the content of packets {pi} and the bits si),
proceed to Hash&Sign and finally sends the signature to S.

3. Thread auth: this thread waits for all the data it needs to be available from other
threads (the content of packets {pi} and the bits si). It then updates the Hash
context with these values and the ones known beforehand by R (i.e. the bits ri).
Finally, it proceeds to Hash&Sign and sends the signature to S.
Note that R’s implementation does not have a pre-hash thread, it can not precom-
pute anything in advance, because the hashes computed by S and R must match,
and so, must be computed in the same order.

Using multiples threads to boost up the performances forces the parties to tag each packet
with a sequence number in order to link each message and response to the correct round
and session and don’t get confused with the time measurements. Consequently, a 4 bytes
header is added to the packets, indicating the sequence number. These 4 bytes are formed
by 2 bytes indicating the current session number, followed by 2 bytes indicating the current
round number. Writing the round and session indexes on 2 bytes each is good enough to
fit the experimental needs of this section while being easily implemented for a prototype.
In a real case scenario though, the number of rounds n for an ICRP session should not
be greater than 512 because a relay detection can only occur once the n rounds are over.
Hence, in a definitive protocol specification, the field for the round index in the 4 bytes
header should be limited to only 9 bits, leaving 23 bits for the session index. The choice of
a 4 bytes header is also influenced by the size used for the field SQN in TCP header. This
field serves the same purpose of keeping the sessions synchronized between the nodes,
and is reset once reached the maximum value of 232, which is high enough to ensure not
having two packets with the same SQN transiting at the same time.

3.3.2 Performances

Recall that ICRP has 3 main parameters that might impact the performances:
— n: Number of rounds for one session.
— k: Number of sessions to send a full message.
— p: the size of each packet in bytes, p is also assumed to remain constant over rounds

and sessions.
Note that n also defines the size of a collected sample and the number of packets sent
during one session.
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Definition 3.3.1. (n, p, k)-sending
Let n, k ∈ N be respectively the number of rounds and sessions
needed to send a complete message with packets of constant size p.
An ICRP supervision for a sending with this configuration is called
a (n, p, k)-sending

Complexity of the Computations

The choice of the cryptographic primitives is left to the users to fit their needs, as they are
interchangeable in this protocol. For the following experiments, were arbitrarily chosen
SHA256 as the hash function, and RSA2048 as the Signature algorithm. Those choices
are voluntarily poor performance-wise. However, they allow to get an upper complexity
bound.
For each session, R (respectively S) performs Hash&Sign (respectively Hash&Verify) over
the packets {pi}0≤i<n and the random bits {ri}0≤i<n and {si}0≤i<n. This is n · (8p+2) bits
of data to be hashed. SHA256 is based on the Merkel-Damgård construction, this means
that the message to hash is separated into blocks of same size which are processed by a
compression function. Hence, its complexity is linear in the number of blocks involved.
SHA256 uses 512-bits blocks, so for each session, the Hash complexity will be O(np) in
the number of compression function, given by the following computation: n(8p+2)

512 = n(4p+1)
256

Table 3.2 shows the number of applied compression function and the corresponding hash-
ing time depending on n with a fixed value of p = 512. Regarding the signature and

n 256 512 768 1024 1280 1536
#compressions 2049 4098 6147 8196 10245 12294

Hashing time(ms) 0.731 1.479 2.253 2.834 3.813 4.434

Table 3.2 – ICRP final Hash complexity (using SHA256) with p = 512 bytes

the verification, the input value is always a 256-bit string, and so the time taken for this
operation remains constant for both operations.
Finally, S runs the decision function on the sample. This process is linear in the size n of
the sample as it goes through the table of RTTs and increment a counter every time the
treated value is higher than the chosen threshold. Note that n should not be too large
because the verification is done each n packets sent. Hence, a high n leaves a wider amount
of data to be relayed before the detection. We believe n = 256 or n = 512 to be the most
suitable choices. These values being very small, we can consider the decision complexity
to be negligible.
Note that, the slower is the overall verification process, the later will be detected a suspi-
cious sample. However, as the authentication and verification are done concurrently with
the other processes, those times do not impact the throughput performances.
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Throughput

In this section, the impact of parameters n, p, and k over the sending time of numerous
packets is analyzed. Those times are then compared with the throughput given by the
communication of the exact same amount of data without using ICRP, this method is
later referred to as “direct sending”.

Impact of parameters n and k: Table 3.3 shows the times in seconds involved in a
(n, 500, k)-sending between a node in Poland and a node in France (Caen) for a specific
amount of data.

size (Mb) n k n k n k
250 160 320 125 400 100

20 3.65 3.56 3.53

size (Mb) n k n k n k
250 800 320 625 400 500

100 16.71 16.81 16.62

Table 3.3 – ICRP sending times in seconds for 20Mb and 100Mb depending on n (number
of rounds) and k (number of sessions).

This allows to observe how the global communication time changes when n and k are
attributed different values for the same amount of data:

— 20 Megabytes using 3 possible values of (n, k): (250, 160), (320, 125) and (400, 100).
— 100 Megabytes using 3 possible values of (n, k): (250, 800), (320, 625) and (400, 500).

The parameter p remains constant to 500 bytes for those tests. It clearly appears that the
number of sessions k and rounds n creates no visible impact on the overall sending time.

Impact of packet size p: As it was stated in Chapter 2, the packet size has low impact
over the sending time of a single packet. This means that the more data contained within
every single packet, the faster the sending of the overall message (containing multiple
packets) will be.
Figure 3.7 shows the evolution of the time to send 100 Megabytes of data depending on the
size of the individual packets. Expectedly, the time decreases for increasing values of p. The
maximal size of UDP packets is implicitly specified in the official IETF documentation
RFC768 [56], as the UDP header contains a field called “Length” which is 16 bits in
size and represents the length in bytes of the packet (header included). This means that
the theoretical maximum size for a UDP packet would be of 65535 bytes. In practice
however, most services (for instance DNS) restrict the maximum packet length to respect
the Maximum Transmission Unit (MTU) on the Internet.
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Figure 3.7 – Time to send 100Mb depending on the individual packet size

Comparison with a direct sending of UDP packets: To see how ICRP performs,
it is necessary to compare the times involved in the sending of a given amount of data
between two fixed nodes with and without an ICRP supervision. Using the prototype im-
plementation and only raw UDP packets including no time measurements, authentication,
or acknowledgements, allows to measure the time complexity added ICRP.
As Figure 3.7 has demonstrated, the size of individual packets has an impact on the global
sending time of a file. Hence, those 2 methods should send packets of comparable sizes.
The following Table 3.4 displays the measures of the overall sending of 10, 40, 100 and 200
Megabytes of data using the two methods with a constant packet size of 500 bytes and
compares the obtained throughput. The average throughput is about 2.15Mb/s for the

Size and
parameters (n, k, p)

Sending method
raw UDP ICRP

10Mb (250, 80, 500) 4.668 6.138
40Mb (250, 320, 500) 20.010 21.936
100Mb (250, 800, 500) 44.384 54.323
200Mb (250, 1600, 500) 89.916 106.508

Table 3.4 – Overall sending times in seconds for large files

direct sending and about 1.79Mb/s using ICRP. The measures were performed between
a personal computer based in Caen, France, and a Server supplied by AWS (Amazon
Web Services). The slight loss in performance is due to the fact that ICRP has to handle
multiple threads concurrently on both Sender’s and Receiver’s side, which is not the
case for the method sending raw UDP. It induces that the processing capabilities of the
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end points has an impact on throughput performances. This impact remains low though,
as in this experiment, the sending machine was a personal laptop with few processing
capabilities, and still limited the throughput loss to 16.7%.

Volume

Finally, this section quantifies the volume of overhead data added through a (n, p, k)-
sending in active Mode in comparison with the amount of raw information transmitted
(n · p · k bytes).

1. Each message (resp. response) is marked with a bit si (resp. ri). This gives an
additional 2 · n · k bits of information traveling through the network.

2. Each message (resp. response) is complemented with a sequence number encoded
onto a 4 bytes header. This adds another 64 ·n · k bits of additional data traveling.

3. During the verification part of ICRP’s prototype implementation, a RSA2048 sig-
nature is sent for each session with an additional 2 bytes tag indicating the current
session number. This adds another (2048 + 16) · k additional bits.

Overall, the total overhead of our protocol is (66n + 2064)k bits. The proportion of addi-
tional data traveling through the network is :

(66n + 2064)k
8npk

= 66n + 2064
8np

Assuming realistic values p = 500 bytes, and n = 256 for the sample size, the overhead
proportion per session is 1.85% Table 3.5 displays this proportion value for a few practical
values of n and p.

Table 3.5 – Proportion of additional data induced by ICRP depending on (n, p)

n
p 500 1000 1500

256 1.85% 0.93% 0.62%
512 1.75% 0.88% 0.58%
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3.4 Conclusion
The ICRP protocol is based on the same idea as distance bounding protocols, namely
using RTT to detect the presence of a relay attack. Taking place in a completely differ-
ent environnment, ICRP must apply a different strategy to analyze the collected time
samples. This strategy takes the shape of decision function comparing a trusted reference
sample with the sample to be analyzed. This method is empirically supported by the
many observations that were made in Chapter 2 and that showed the suitability of RTT
behaviour over the Internet for such a decision process.
It is simple in its design and is not sensitive to the cryptographic primitives it uses, neither
it is to possible updates on routing protocols. Indeed, the only important property to
achieve is time stability over the Network. Moreover, it does not rely on any intermediate
actions from the network equipments involved in the communication between users.
The implementation of a prototype has allowed many performance tests:
Regarding the decision function Verify_Time, a solution taking into account the uncer-
tainty of the attacker capabilities has been tested and offered convincing results in terms
of false positive and false negative returns. Given the observations made in Chapter 2,
Verify_Time is able to perform a 100% detection results with 0 false responses as long
as the best possible relay attack is assumed to have an impact greater than a reasonable
user-defined margin.
Regarding the capabilities of the protocol, using multi-threading to handle communication
and verification has allowed to keep a satisfying throughput for sending large amounts of
data, while keeping the volume of data overhead to about 1%.
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Chapter 4

SECURITY ANALYSIS : MODEL AND
PROOF

“When you play the game of thrones, you win or you die.
There is no middle ground.”

- Cersei Lannister

Introduction
A very common way to organize security proofs for cryptographic schemes is the method
based on sequences of games. This method is now quite popular as it offers an important
procedural simplification in comparison with former techniques that could quickly get
complex.
In this section, we will recall the basics in terms of cryptographic security and security
proofs and present the threat model for a standard proof of Existential UnForgery on a
signature scheme. This cryptographic primitive and security property will be assumed for
proving the security of ICRP against relay attacks.
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4.1 Background on Game-based Security

4.1.1 Proving Security
A security property is defined as the capacity for a cryptographic scheme to resist a
given attack. An attack is usually pictured as a game opposing an attacker A and a
challenger C, which are probabilistic algorithms. This view allows to consider the game
as 2 complementary probabilistic events G and ¬G being:

G : “A wins the game”
¬G : “A looses the game”

Then, proving the security of a scheme against an attack, is showing that Pr(G) is neg-
ligibly close to a targeted probability p. For instance, the game IND-CPA (standing for
INDistinguishability for Chosen Plaintext Attack) for an encryption scheme pictures an
attacker trying to distinguish if a ciphertext c is computed from the encryption of a mes-
sage m0 or a message m1, even when m0 and m1 are selected by the attacker himself. For
an encryption scheme to be IND-CPA secure, the associated game should define an event
G such that Pr(G) is negligibly close to 1

2 to express that A can only do negligibly better
than random guessing. This difference between the effective probability Pr(G) and the
targeted probability is called the advantage of the attacker for the game. See the formal
definition of 2 quantities negligibly close below:

Definition 4.1.1. Negligibly close to
Let f and g be 2 applications.
f is said to be negligibly close to g if:

∀P ∈ R[X] such that ∀x, P (x) > 0

∃Λ ∈ R+, ∀λ ≥ Λ, |f(λ)− g(λ)| < 1
P (λ)

For a given variable λ, an application negligibly close to 0 is just
said to be negligible. Without further precision, such an application
can be noted negl(λ)

More specifically, cryptographic schemes are always defined in relation to a so-called
security parameter λ. This security parameter is an integer increasing the computationnal
power needed by an attacker for breaking the related scheme. Hence when defining the
event G, the probability Pr(G) is actually a function of λ which should be negligibly close
to the targeted probability p (viewed as a constant application).
In many cases, the targeted probability of a security proof on a game Game0 is itself
the advantage of an attacker for another game Game1. Then, showing that the proba-
bility Pr(“A wins Game0”) is negligibly close to Pr(“A wins Game1”) expresses the fact
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that Game0 remains secure as long as Game1 is, and if the advantage of an attacker
on Game1 has already been proven to be negligible, the attacker’s advantage on Game0
is consequently also negligible. This process is called a reduction between Game0 and
Game1.
To highlight a reduction between 2 security games Game0 and Game1, a common tech-
nique is to assume the existence of an attacker A winning Game0 with non-negligible
advantage and, using A as a black-box algorithm, to construct a second attacker A′ win-
ning Game1 also with non-negligible advantage. If this approach on security proofs can
be easily applicable for simple schemes, it can become far more difficult for more complex
cryptographic primitives.

4.1.2 Transitions of Games
This section describes a systematic method for proving the security of a protocol or a
cryptographic primitive and provide a toy-example on a classical digital signature scheme.
This method introduces intermediary games to demonstrate a reduction between 2 main
games, which is why the approach is called “game-sequence”.

Concept of the proofs

The main idea of the game-sequence approach is to modify the original attack game Game0
to construct a new game Gamen through a sequence of small modifications defining the
intermediate games {Game1, . . . , Gamen−1}. For all i between 0 and n, let Gi be the
event:

Gi : A wins Gamei

In order to perform a proof with sequences of games, given the targeted probability p,
and for {negli}i=0..n being n negligible positive functions, the construction of those games
must be such that:

∀i ∈ {0, . . . , n− 1},
∣∣∣Pr(Gi)− Pr(Gi+1)

∣∣∣ ≤ negli∣∣∣Pr(Gn)− p
∣∣∣ ≤ negln

Once those statements proven to be true, it is then easy to obtain the desired result.
According to the triangular inquality, it is true that:∣∣∣Pr(G0)− p

∣∣∣ ≤ ∑n−1
i=0

∣∣∣Pr(Gi)− Pr(Gi+1)
∣∣∣ +

∣∣∣Pr(Gn)− p
∣∣∣

≤ ∑n
i=0 negli

Moreover:
∣∣∣Pr(G0)− p

∣∣∣ ≤ n∑
i=0

negli =⇒ Pr(G0) ≤ p +
n∑

i=0
negli
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Any finite sum of negligible quantities is still a negligible quantity. Hence Pr(G0) is
negligibly close to p.

Transitions based on a failure event

Before going further on game-sequence proofs, let us introduce the two following useful
Lemmas:

Lemma 4.1.1. Difference Lemma
Let E1, E2, and F be events defined in some probability distribution.
Suppose that Pr(E1 ∧ ¬F ) = Pr(E2 ∧ ¬F ). Then :∣∣∣Pr(E1)− Pr(E2)

∣∣∣ ≤ Pr(F )

Proof. The proof comes immediately after partitionning the events E1 and E2 on the
occurence of the event F :∣∣∣Pr(E1)− Pr(E2)

∣∣∣ =
∣∣∣Pr(E1 ∧ F ) + Pr(E1 ∧ ¬F )− (Pr(E2 ∧ F ) + Pr(E2 ∧ ¬F ))

∣∣∣
=

∣∣∣Pr(E1 ∧ F )− Pr(E2 ∧ F )
∣∣∣

≤ Pr(F )
The second equality comes from the assumption of the lemma. The final inequality comes
from the fact that Pr(E1 ∧ F ) and Pr(E2 ∧ F ) are both lesser than Pr(F )

Lemma 4.1.2. Union Bound
Let E1, . . . , En be n events defined in some probability distribution,
and let E be the event ∨n

i=1 Ei.
Then :

Pr(E) ≤
n∑

i=1
Pr(Ei)

Proof. This can be proven with a simple recurrence reasoning.
Let E1 and E2 be 2 events, and E = E1 ∨ E2.
Then:

Pr(E) = Pr(E1) + Pr(E2)− Pr(E1 ∧ E2)
≤ Pr(E1) + Pr(E2)

(1)

Therefore, the lemma is true for n = 2.
Assume that, for E1, . . . , Ek, being k events and E being the event ∨k

i=1 Ei, it is true that
Pr(E) ≤ ∑k

i=1 Pr(Ei).
Let Ek+1 be an event. Then:

Pr(E ∨ Ek+1) ≤ Pr(E) + Pr(Ek+1) from (1)
≤ ∑k

i=1 Pr(Ei) + Pr(Ek+1) from the assumption∨k+1
i=1 Ei ≤

∑k+1
i=1 Pr(Ei)
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Therefor the lemma is true for all n.

During a game-sequence approach, the intermediate games can be designed according to
multiple transition types. These transitions are defined so that the intermediate properties
(i.e. ∀i ∈ {0, . . . , n−1},

∣∣∣Pr(Gi)−Pr(Gi+1)
∣∣∣ ≤ negli) are easy to demonstrate. This section

will only explore the type of transition used for the proof of ICRP security, which is the
transition based on a failure event.
The idea is to transition from Gamei to Gamei+1 by making the attacker loose Gamei+1
if a certain event F occurs. By doing that, as long as the event F does not happen, an
instance of Gamei is perfectly indistinguishable from an instance of Gamei+1. Hence the
following equivalence :

Gi ∧ ¬F ⇐⇒ Gi+1 ∧ ¬F

According to the Difference Lemma 4.1.1, this directly implies that:

|Pr(Gi)− Pr(Gi+1)| ≤ Pr(F )

Assuming F to be an event occuring with negligible probability, this construction validates
the ith intermediate property.
Curious readers can go further on the matter of security proofs based on sequences of
games by referring to [68].

Existential UnForgery for Chosen Message Attack

A classical example of a security property would be the euf-cma (Existential UnForgery
for Chosen Message Attack) security for signature schemes. The euf-cma security captures
the unforgeability property for signature schemes stated in Chapter 3, Section 3.1.1, it
addresses the resistance of a given signature scheme to the capacity of any adversary A to
forge a valid signature on a message m, chosen by A, given only a public key pk, and an
unlimited number of call to a signing oracle OSign on any message m′ ̸= m. This signing
oracle allows to prove that having access to many valid couples (m, σ) can only give A a
negligible advantage on his attack.

Expeuf-cma
A,Σ (λ)

b← 0
(pk, sk)← KeyGen(λ)
(σ, m)← AOSign(·)(pk)
if (σ, m, pk) /∈ Req AND Verify_Sign(σ, m, pk) = 1:

b← 1
return b

Figure 4.1 – The euf-cma game for a digital signature scheme Σ.
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Here is a formal description of oracle OSign:
OSign(m, pk): This oracle handles an internal list Req. Whenever the oracle is called on
input m, the oracle returns a couple (σ, m) such that Verify_Sign(σ, m, pk) = 1 and adds
it to list Req. The formal description of the euf-cma game is given in Figure 4.1, and the
formal definition of euf-cma security is given in Definition 4.1.2.

Definition 4.1.2. euf-cma
A signature scheme Σ is said to be euf-cma secure if the advantage
of any adversary A in the game Expeuf-cma

A,Σ (λ) is negligible.
Here, the advantage of an adversary is defined as a function in a
security parameter λ:

Adveuf-cma
A,Σ (λ) = Pr(Expeuf-cma

A,Σ (λ) = 1)

Please note that the protocol ICRP, such as described in Chapter 3 actually uses the
Hash&Sign paradigm, where the signature of the triple (m, s, r) is obtained by applying
the signing function on the output of a collision resistant hash function on (m, s, r).
Bellare and Rogaway showed in [13] that an Hash&Sign signature scheme is euf-cma
secure, assuming that the related signature algorithm is euf-cma secure and that the
outputs of the hash function are perfectly random. This result is the cornerstone of the
Random Oracle Model, which we will describe in Section 4.2.1

4.2 Security Model

4.2.1 Context
This section overviews the attack game called the “Relay Game” for proving the security
of ICRP against a relay by presenting the attacker’s capacities, the underlying assump-
tions, and describing the attack. In the following, ICRP uses a decision function called
Verify_Time. Verify_Time is seen as a black box using a parameter Tr called the reference
sample and taking as input a time sample T . The signature scheme is denoted Σ and is
assumed euf-cma secure.

Attacker’s capabilities

The attacker is an entity A controlling one or several nodes. A is assumed to have the
following capabilities:

— Interception: At any given time, A can alter the route between 2 nodes S and R so
that the n next packets sent by S towards R will instead be forwarded to a node I
controlled by A. Consequently, A can either impersonate R by answering directly
to S from node I or relay the information to R to observe passively the content
of the exchanges.
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— Timing Knowledge: For any given 2 nodes S and R, A is aware of the reference
sample T used by the decision function to analyze the time sample collected during
an execution of ICRP.

— Timing Control: For any given 2 nodes S and R using a reference sample T for
the decision function, there is a node I controlled by A such that the time sample
collected during an execution of ICRP between S and I will be valid using the
reference sample T .

Assumptions

Assumption 1 For any given 2 nodes S and R, any alteration of
the genuine path between S and R will be detected by the decision
function.

Consequently, an attacker relaying an ICRP execution through a node I it controls will
systematically fail to validate the time-check at the end of the protocol.
Note that, in a practical context, a relay inducing very small changes on the route has
high chances to remain undetected by the function. For instance, consider a relay through
a node adjacent to the genuine route like shown in Figure 4.2 with the genuine route
between S and R in straight lines, and the altered route for a relay through node I in
dashed lines.
At these minor scales, a relay most probably creates very few impact on the measured
times, and therefore, might not get detected. However, it is also important to notice
that a relay attack at this scale is not so realistic, mainly because a relay attack only
becomes really problematic when information leaks on long geographical distance, e.g.
governmental data leaving the national territory and causing clear geopolitical issues. As
demonstrated in Chapter 3, the decision function achieves 100% detection accuracy for
this kind of large scale relay, which is why Assumption 1 seems reasonable.

Figure 4.2 – A short relay in terms of additional intermediaries that might cause a suffi-
ciently low impact on RTT for Verify_Time not to detect it.
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Assumption 2 The oracles, games, and proof presented in the
next section are placed in the Random Oracle Model (ROM).

This model assumes that hash functions over a set of given size ℓ are actually return-
ing perfect random outputs. Precisely, in the Random Oracle Model, hash functions are
replaced with oracles drawing their outputs according to the uniform distribution over
[0, 2ℓ − 1]. Hence, any specific output of a random oracle is generated with the same
probability 1

2ℓ , while the same statement cannot be made for a classical hash function.
The ROM is a frequently used model in cryptographic security as it usually brings con-
venient simplifications to the proofs.

Attack

The attack game called the “Relay Game” is an interaction between a challenger and
an adversary or attacker. The game is set in a network, where entities (or nodes) are
collaboratively participating to the routing of messages between 2 end-points (typically,
the Internet). These entities can receive credentials allowing them to run ICRP as sending
or receiving party. An entity having received such credentials is then called a participant.
Attacker’s goal: The adversary must prove to the challenger that he has witnessed a com-
plete execution of ICRP between 2 entities, such that ICRP has accepted the exchange.
To do so, the adversary must outputs a tuple containing the identities of 2 entities S and
R, a message m, 2 binary vectors s and r, and a signature σ. The adversary wins the game
if those values do match with an ICRP execution that has occurred, and been accepted.
More precisely, if (1) the signature σ verifies for H(m, s, r) with the public key pkR, and
if (2) the sample of RTT T , gathered during the same ICRP execution is accepted by
Verify_Time.
Challenger’s actions: The challenger deals with environment in which the adversary
evolves. It can allow the usage by the adversary of specific oracles at specific moments of
the game. These oracles are precisely described in Section 4.2.2. Description of the game:

— Learning phase: During the learning phase, the adversary is given the chance to
manage his attack setup and learn as many information as he can get. Noticeably,
the attacker can ask for the challenger to:
— create new entities by distributing them a key pair so that they can execute an

ICRP session.
— corrupt existing entities by letting the adversary know their private keys, and

controlling the nonces used during their ICRP sessions.
— execute ICRP sessions between a sender S and a receiverR for a chosen message

m. At the end of an interaction, the adversary obtain 2 tuples:
VS = (S,R, m, sS , rS , σS , T ) and VR = (S,R, m, sR, rR, σR) where VS contains
the information sent, received, and computed by S and VR contains the infor-
mation sent, received, and computed by VR.
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This phase allows the adversary to obtain as many couples (H(m, s, r), σ) as de-
sired, with σ being a valid signature on H(m, s, r), and also to obtain precise
knowledge about the reference sample used by each couple of entities.
Whenever the adversary decides, he designates the targeted victims of the attack,
denoted S for the entity sending the message, and R, for the entity receiving it.
From now on, the adversary can no longer create or corrupt new entities, but still
has the opportunity to play ICRP sessions at will. Finally, he outputs a message
m that will be used during the exchange targeted by the attack.

— Attack phase: The adversary can ask for S and R to initiate an ICRP execution
for sending the message m. The transcripts VS and VR of this last exchange are
not communicated to the adversary but are stored by the challenger. Finally the
adversary outputs a tuple VA = (S, R, m, s, r, σ) that should match the transcript
VS = (S,R, m, sS , rS , σS , T ).
The adversary wins the game if:
— (s, r, σ) = (sS , rS , σS)
— (m, s, r) has not already been used in a previous ICRP interaction with node
R.

— Verify_Sign(σ,H(m, s, r), pkR) = 1
— Verify_Time(T ) = 0

Attacker strategies

As mentioned in Paragraph “Attacker’s capabilities”, the adversary can intercept messages
at will, and therefore, modify them to try and trick the supervision of ICRP. This means
that, during an ICRP execution, the transcripts VS and VR might be completely different.
For instance the attacker could use a controlled node I to pre-play a protocol between S
and I (impersonating the node R) before using data received from S to play the protocol
with R and obtain a signature. Note that the final verification of the game only concerns
the transcript VS because S is the node performing the verification.

4.2.2 Oracles
Oracles have access to and can modify 6 lists, described below. Whenever a game starts,
all those lists are empty.

— Part is the list containing ids of non-corrupted participants along with their public
key pkid. An element id is formed of all the information needed to send messages
to the targeted entity (typically, IP address and port number).

— Corr is the list containing tuples of the form (id, pkid, skid) of the corrupted par-
ticipants.

— Dig is the list containing couples of the form (m, h), with h being the output of H
on input m.

— S-V iew is a list containing tuples of the form (S,R, m, s, r, σ, T ), with S and R
being the ids of two nodes, σ being a binary string in the format of a signature
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from the signature scheme Σ. The vectors s = (s1, . . . , sn) and r = (r1, . . . , rn) are
two binary vectors of size n, m is a message, and T is a n-tuple of Rn

+.
Each of these tuples represent an ICRP interaction between S and R according to
what S did send, receive, and compute.

— R-V iew is a list containing tuples of the form (S,R, m, s, r, σ), with S and R
being the ids of two nodes, σ being a binary string in the format of a signature
from the signature scheme Σ. The vectors s = (s1, . . . , sn) and r = (r1, . . . , rn) are
two binary vectors of size n, and m is a message.
Each of these tuples represent an ICRP interaction between S and R according to
what R did send, receive, and compute.

— Chal is a list that will ultimately contain only 2 tuples.
The first tuple is in the same format as the elements of S-V iew, i.e. (S,R, m, s, r, σ, T ),
and corresponds to the ICRP interaction between S and R targeted by the attack,
according to what S did send, receive, and compute.
The second tuple is in the same format as the elements of R-V iew, i.e. (S,R, m, s, r, σ),
and corresponds to the ICRP interaction between S and R targeted by the attack,
according to what R did send, receive, and compute .

The definition of the oracles and the description of the games will often require the tuples
in the lists Part, Corr, S-V iew, R-V iew and Chall to be compared to other tuples
containing some, but not all, of their elements. The notion of “partial belonging” (see
Definition 4.2.1) is introduced to ease the readability of this section.

Definition 4.2.1. Partial belonging
Let L be a list of size n of tuples of size k:

L = ((l1,1, . . . , l1,k), (l2,1, . . . , l2,k), . . . , (ln,1, . . . , ln,k))

Let n0 ∈ {1, . . . , n}. Then, any tuple t = (ln0,i1 , . . . , ln0,ij
) with

{i1, . . . , ij} being a subset of {1, . . . , k} is said to partially belong to
L, and noted t ∈̃ L.

We now present and describe each oracle that may be used by an attacker in the security
game:

— create(id): this oracle checks if id corresponds to an existing entity. If it does, the
oracle generates credentials (skid, pkid) for the input id, adds the couple (id, pkid)
to list Part and outputs 1. If it does not, the oracle outputs ⊥.

— corrupt(id): this oracle checks if id ∈̃ Part. If it does, the oracle adds the tuple
(id, pkid, skid) to list Corr, removes the entry corresponding to id from list Part,
and returns the secret key skid. If it does not, the oracle outputs ⊥.

— H(m): this oracle checks if input m ∈̃ Dig. If it does, the oracle outputs the value
hm forming the couple (m, hm) in Dig. If it does not, the oracle uniformly draws
an integer h ∈ [0, 2ℓ − 1], adds the couple (m, h) to list Dig, and outputs h.
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— play(S,R, m): this oracle checks if S ∈̃ Part and R ∈̃ Part. If they do not, the
oracle outputs ⊥. If they do, the oracle runs the protocol between S as the sending
party and R as the receiving party.
It then adds the tuple VS = (S,R, mS , sS , rS , σS , T ) to list S-V iew, and the tuple
VR = (S,R, mR, sR, rR, σR) to list R-V iew. In these tuples, mS is the message
sent by S, sS (resp. rS) is the binary vector sent by S (resp. received by S), σS is
the signature received by S, and T is the sample of RTT collected by S during the
exchange. Similarly, mR is the message received by R, sR (resp. rR) is the binary
vector received by R (resp. sent by R), and σR is the signature computed by R.
Finally, the oracle outputs the tuples VS and VR.

— play_corr_S(Ŝ,R, m): this oracle checks if Ŝ ∈̃ Corr and R ∈̃ Part. If they do
not, the oracle outputs ⊥. If they do, the oracle runs the protocol between Ŝ as
the sending party and R as the receiving party, with the bits si drawn from an
unknown distribution Ψ.
It then adds the tuple VŜ = (Ŝ,R, mŜ , sŜ , rŜ , σŜ , T )) to list S-V iew, and the tuple
VR = (Ŝ,R, mR, sR, rR, σR) to list R-V iew. In these tuples, mŜ is the message
sent by Ŝ, sŜ (resp. rŜ) is the binary vector sent by Ŝ (resp. received by Ŝ), σŜ is
the signature received by Ŝ, and T is the sample of RTT collected by Ŝ during the
exchange. Similarly, mR is the message received by R, sR (resp. rR) is the binary
vector received by R (resp. sent by R), and σR is the signature computed by R.
Finally, the oracle outputs the tuples VŜ and VR.

— play_corr_R(S, R̂, m): this oracle checks if S ∈̃ Part and R̂ ∈̃ Corr. If they do
not, the oracle outputs ⊥. If they do, the oracle runs the protocol between S as
the sending party and R̂ as the receiving party, with the bits ri drawn from an
unknown distribution Ψ.
It then adds the tuple VS = (S, R̂, mS , sS , rS , σS , T )) to list S-V iew, and the tuple
VR̂ = (S, R̂, mR̂, sR̂, rR̂, σR̂) to list R-V iew. In these tuples, mS is the message
sent by S, sS (resp. rS) is the binary vector sent by S (resp. received by S), σS is
the signature received by S, and T is the sample of RTT collected by S during the
exchange. Similarly, mR̂ is the message received by R̂, sR̂ (resp. rR̂) is the binary
vector received by R̂ (resp. sent by R̂), and σR̂ is the signature computed by R̂.
Finally, the oracle outputs the tuples VS and VR̂.

— play_chall(S,R, m): This oracle can only be called once. it checks if S ∈̃ Part and
R ∈̃ Part. If they do not, the oracle outputs ⊥. If they do, the oracle runs the
protocol between S as the sending party and R as the receiving party.
It then adds the tuples VS = (S,R, mS , sS , rS , σS , T ) and VR = (S,R, mR, sR, rR, σR)
to list Chal. In these tuples, mS is the message sent by S, sS (resp. rS) is the bi-
nary vector sent by S (resp. received by S), σS is the signature received by S, and
T is the sample of RTT collected by S during the exchange. Similarly, mR is the
message received by R, sR (resp. rR) is the binary vector received by R (resp. sent
by R), and σR is the signature computed by R. Then, the oracle outputs 1.

— intercept(S,R, I, k): this oracle changes the route between S and R so that I

93



Partie , Chapter 4 – Security Analysis : Model and Proof

becomes an intermediate node for the k next messages sent from S to R. The
messages stop upon reaching node I, which can whether forward them to R, drop
them, or store them the later uses.

These oracles are gathered in sets to ease readability. Table 4.1 describes the 3 defined
sets O.set, O.act, and O.chall.

Table 4.1 – Three sets of Oracles

O.set O.act O.chall
create

√
× ×

corrupt
√

× ×
H

√ √ √

play
√ √

×
play_corr_S

√ √
×

play_corr_R
√ √

×
play_chall × ×

√

intercept
√ √ √

4.2.3 The Relay Game
The Relay Game represents the attack in normal conditions. The adversary A attempts
to perform a relay on a full session without being detected. Hence, the attacker goal is to
return the content (S,R, m, s, r, σ) of a complete exchange accepted by the protocol.
During the attack, A is provided 3 sets of oracles, O.set, O.act, and O.chall allowing to
perform specific actions. The oracles and the sets O.set, O.act, and O.chall are described
in Section 4.2.2.
The game let A perform a learning phase in which he has access to the set of oracles
O.set and has to designate two victim nodes S and R. The victim nodes should not be
corrupted, otherwise the game aborts. The adversary then keeps experimenting at will,
using the set O.act. When satisfied with this experimenting phase, A proceeds with the
attack phase and chooses a message m.
During the attack phase, the attacker has access to the set O.chall and must output a
tuple (S,R, m, s, r, σ). This tuple must satisfy 4 conditions:

1. The triple (m, s, r) is not associated with the designated victim receiver R in any
entry of list V iewS .

2. There exists T ∈ Rn
+ such that:

(S,R, m, s, r, σ, T ) ∈ Chal

3. Verify_Sign(σ,H(m, s, r), pkR) outputs 1 (i.e. the signature is valid).
4. Verify_Time(T ) outputs 0 (i.e. the sample of RTT is accepted).
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Condition (1) states that the message and bits exchanged during the attack phase have
not been already seen in a previous exchange involving R, condition (2) states that the
exchange returned by the attacker has occurred during the attack phase, and condition
(3) and (4) states that the exchange returned by the attacker has been accepted by the
protocol.
If those 4 conditions are satisfied,A wins the game, and the experience outputs a bit b = 1.
In any other case, A looses the game and the experience outputs 0. In the following, the
Relay Game is indexed as Game 0.
Game 0 is formally described in figure 4.3.

Relay Game: Exprelay
H,Σ,A

Learning Phase
(S,R)← AO.set()
if S ∈ Part AND R ∈ Part:

m← AO.act(S,R)
else :

return ⊥
Attack phase
(S,R, m, s, r, σ)← AO.chall(S,R, m)
if (R, m, s, r) ∈̃ R-V iew:

return ⊥
if ∃T ∈ Rn

+, (S,R, m, s, r, σ, T ) ∈ Chal:
bt ← Verify_Time(T )
bs ← Verify_Sign(σ,H(m, s, r), pkR)
b← bt · bs

return b

return ⊥

Figure 4.3 – Game for relay attack on protocol ICRP with hash function H and signature
scheme Σ
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4.3 Proof
This section will prove the following theorem:

Theorem 4.3.1. Security of ICRP against adversaries in
the ROM
Let n be the number of rounds for an execution of ICRP, ℓ be the
length of the output returned by the random oracle H, and Σ be a
euf-cma secure signature scheme in a parameter λ.
For any adversary A that makes at most qplay calls to oracles play
and play_corr_S, in a setup of at most qcrea participant, the advan-
tage for A to win the game Exprelay

H,Σ,A (i.e. Game 0) is such that:

Pr
(
Exprelay

H,Σ,A = 1
)
≤ qcrea

( 1
2n

+ qplay + 1
2ℓ

+ Adveuf-cma
A,Σ (λ)

)

4.3.1 Games and Transitions
In the sequel, we describe 4 security games indexed from 1 to 4. The relay game described
in Section 4.2.3 is designated as Game 0. For all i ∈ [0, 4], let Gi be the event “Game i
outputs 1” and let pi be the probability Pr(Gi).

Game 1

Description.
Let qcrea be the expected maximum number of query to oracle create made by the attacker.
Game 1 is identical to Game 0 except that, at the beginning of the learning phase, an
integer i is drawn uniformly in {1, . . . , qcrea}. Let R0 be the entity created by the ith

query to oracle create. Once A has returned his targeted couple (S,R), the game aborts
if R ≠ R0.
Transition from Game 0 to 1.
Let F0,1 be the event:

F0,1 : R0 = R

The event F0,1 occurs whenever A designates R0 as the victim receiver node.
Regardless, of the attacker strategy for the choice of the victim, the index of R in the list
of all created entities will be lesser than qcrea. Also, the choice of R0 is done uniformly in
a list of size qcrea. Therefore:

Pr(F0,1) = 1
qcrea

Moreover, observe that the event G1: “A wins Game 1” is exactly equivalent to the event
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G0 ∧ F0,1: “A wins Game 0 AND R0 = R”.

G0 ∧ F0,1 ⇐⇒ G1

Pr(G0) · Pr(F0,1) = Pr(G1)
Pr(G0) = P r(G1)

P r(F0,1)

Consequently:
p0 = qcrea · p1 (1)

Game 2

Description.
Game 2 is identical to Game 1, except that, whenever the tuple (S,R, m, s, r, σ), returned
by the attacker during the attack phase, is such that the triple (m, s, r) collides on H with
another triple (m′, s′, r′) partially belonging to R-V iew and obtained from a previous
exchange with R, the game aborts. That is to say:

∃(R, m′, s′, r′)∈̃ R-V iew, such that (m′, s′, r′) ̸= (m, s, r) AND H(m′, s′, r′) = H(m, s, r)

Transition from Game 1 to 2.
From each query to oracles play and play_corr_S with entity R as the receiving party, the
attacker obtains a tuple (R, m′, s′, r′) from which he can query H(m′, s′, r′) to the random
oracle H. Let H be the set of all the H(m′, s′, r′), and qplay be the number of calls made
to the random oracle H throughout the game.
Let (S,R, m, s, r, σ) be the tuple returned by the attacker after the call of oracle play_chall.
Let then F1,2 be the event:

F1,2 : ∃h′ = H(m′, s′, r′) ∈ H, (m′, s′, r′) ̸= (m, s, r) AND H(m′, s′, r′) = H(m, s, r)

Let (m′, s′, r′)(i) be the triple obtained from the ith oracle call and let F
(i)
1,2 be the event:

F
(i)
1,2 : (m′, s′, r′)(i) ̸= (m, s, r) AND H

(
(m′, s′, r′)(i)

)
= H(m, s, r)

Then:
F1,2 ⇐⇒

qplay∨
i=1

F
(i)
1,2 (2.1)

Let us define for all i in {1, . . . , qplay} the events:

A(i) : H
(
(m′, s′, r′)(i)

)
= H(m, s, r)

B(i) : (m′, s′, r′)(i) ̸= (m, s, r)
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Hence, for all i in {1, . . . , qplay}, F
(i)
1,2 = A(i) ∧B(i), and:

Pr(F (i)
1,2,) = Pr(A(i) ∧B(i))

= Pr(B(i)) · Pr(A(i)|B(i))
≤ Pr(A(i)|B(i))

The random oracle H outputs an integer in [0, 2ℓ − 1] from the uniform distribution.
Hence:

Pr(A(i)|B(i)) = 1
2ℓ

Consequently:
∀i ∈ [1, . . . , qplay], P r(F (i)

1,2) ≤ 1
2ℓ

(2.2)

From statements 2.1, 2.2 and the Union bound Lemma (lemma 4.1.2), it is the true that:

Pr(F1,2) ≤
∑qplay

i=1 Pr(F (i)
1,2)

≤ qplay

2ℓ

(2.3)

Now, observe that Game 1 and Game 2 are strictly indistinguishable if event F1,2 does
not occur. Hence:

Pr(G1 ∧ ¬F1,2) = Pr(G2 ∧ ¬F1,2)

Consequently, according to statement 2.3 and the Difference Lemma (lemma 4.1.1), the
next inequality follows:

|p2 − p1| ≤
qplay

2ℓ
(2)

Game 3

Description.
Let (S,R, m, s, r, σ) be the tuple return by the attacker during the attack.
Let VS = (S,R, mS , sS , rS , σS , T ) and VR = (S,R, mR, sR, rR, σR) be the tuples stored
in list Chal after the query on oracle play_chal.
Game 3 is identical to Game 2 except that, if r = rR and Verify_Time(T ) = 0, the game
aborts.
Transition from Game 2 to 3.
Let F2,3 be the event:

F2,3 : r = rR AND Verify_Time(T ) = 0

Given that R is necessarily a non-corrupted participant, it is true that rR has been drawn
from the uniform distribution. Moreover, because Verify_Time(T ) = 0, and from Assump-
tion 1, the adversary could not have observed the vector rR by relaying messages between
S and R. Therefore, A must guess in advance each bit of the binary vector r in advance.
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This guess succeeds with a probability of 1
2 for each bit. It is then trivial that:

Pr(F2,3) = 1
2n

(3.1)

Furthermore, because Game 2 and 3 are indistinguishable if event F2,3 does not occur, it
is true that:

Pr(G2 ∧ ¬F2,3) = Pr(G3 ∧ ¬F2,3)

Consequently, according to statement 3.1 and the Difference Lemma 4.1.1, the next in-
equality follows:

|p3 − p2| ≤
1
2n

(3)

Game 4

Description.
Let (S,R, m, s, r, σ) be the tuple return by the attacker during the attack.

Let VS = (S,R, mS , sS , rS , σS , T ) and VR = (S,R, mR, sR, rR, σR) be the tuples stored
in list Chal after the query on oracle play_chal.

Game 4 is identical to Game 3 except that, if r ̸= rR and H(mS , sS , rR) = H(mS , sS , r),
the game aborts.

Transition from Game 3 to 4.
Let F3,4 be the event:

F3,4 : r ̸= rR AND H(mS , sS , rR) = H(mS , sS , r)

Given that r ̸= rR, and because the random oracle H outputs an integer in [0, 2ℓ − 1]
from the uniform distribution. It is trivial that:

Pr(F3,4) = 1
2ℓ

(4.1)

Furthermore, because Game 3 and 4 are indistinguishable if event F3,4 does not occur, it
is true that:

Pr(G3 ∧ ¬F3,4) = Pr(G4 ∧ ¬F3,4)

Consequently, according to statement 3.1 and the Difference Lemma 4.1.1, the next in-
equality follows:

|p4 − p3| ≤
1
2ℓ

(4)
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4.3.2 Final part of the proof
It can now be observed that:

|p4 − p1| ≤ |p4 − p3|+ |p3 − p2|+ |p2 − p1| (from the triangular inequality)∣∣∣p4 − p0
qcrea

∣∣∣ ≤ 1
2n + qplay+1

2ℓ (from results 1, 2, 3, and 4)

This implies that:
p0

qcrea
− p4 ≤ 1

2n + qplay+1
2ℓ

p0 ≤ qcrea

(
1

2n + qplay+1
2ℓ + p4

) (5)

The proof of theorem 4.3.1 finds its conclusion in the demonstration of the following
lemma:

Lemma 4.3.1. Let Σ be the signature scheme used for every ICRP
execution in Game 4. Assume that Σ is euf-cma secure.
Then:

Pr(G4) ≤ Adveuf-cma
A,Σ (λ)

Proof. Let A be an attacker for Game 4. Let B be an attacker for the euf-cma game (see
Section 4.1.2) on the signature scheme Σ. B can act as the challenger interacting with A
on Game 4, trying to obtain a forgery from A and win the euf-cma game by following the
procedure described below:
B initiate the euf-cma game, is given a public key pk0, has access to an oracle OSign
which, on an input message M , returns a valid signature σ on M for the public key pk0
and stores the couple (M, σ) in a list Req. B’s goal is to provide a couple (M0, σ0) such
that Verify_Sign(σ0, M0, pk0) = 1 and M0 has not already been queried to OSign.
To do so, B ask for A to initiate Game 4. During A’s learning phase, the selected entity
R0 (see the description of Game 1) is distributed the public key pk0 instead of receiving
a classical key pair. For the rest of the learning phase, every query to oracles play and
play_corr_S with input R0 as the receiving party is executed as usual, except that the
signature σR, stored in R-V iew, is obtained from a query to OSign on input message
H(mR, sR, rR).
Assume that:

A wins Game 4 with the tuple (S,R0, m, s, r, σ0) (assumption a)

Therefore, B obtains M0 = H(m, s, r) and σ0 such that Verify_Sign(σ0, M0, pk0) = 1.
We now describe the following notation for clarity’s sake:

— During the ith call to one of the oracles play or play_corr_S, two tuples VS,i and
VR,i are respectively stored in list S-V iew and R-V iew.
— The elements in the tuples VS,i are denoted mS,i, sS,i, rS,i and σS,i and represent

the elements sent and received by S during the corresponding execution of
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ICRP. Ti is the list of RTT computed by S.
— The elements in the tuples VR,i are denoted mR,i, sR,i, rR,i and σR,i and repre-

sent the elements sent and received by R during the corresponding execution
of ICRP.

— During the unique call to oracle play_chall, two tuples VS and VR are stored in list
Chal.
— The elements in the tuple VS are denoted mS , sS , rS and σS and represent the

elements sent and received by S during the corresponding execution of ICRP.
T is the list of RTT computed by S.

— The elements in the tuple VR are denoted mR, sR, rR and σR and represent the
elements sent and received by R during the corresponding execution of ICRP.

Now, B wins the euf-cma game if and only if (M0, σ0) /∈ Req. That is to say, if OSign has
never been queried on M0 = H(m, s, r).
All along the interaction between A and B, each call on OSign is only made when one of
the oracles play, play_corr_S, or play_chall is queried.
Assume that:

(M0, σ0) ∈ Req (assumption b)

This means that the oracle OSign has been call on M0 in a previous exchange whether
from play or play_corr_S in the learning phase, or from play_chall in the attack phase, for
an interaction with party R0 as the receiver.
Consequently, at least one of these queries provided either the exact same tuple (m, s, r)
or another tuple colliding on H with (m, s, r).

Case 1. The query that has provided the right tuple is the ith call to one of the oracles
play or play_corr_S.
In that case, the oracle OSign has been called on (mR,i, sR,i, rR,i). Hence, one of the two
following statements is true:

1. (mR,i, sR,i, rR,i) = (m, s, r)
2. (mR,i, sR,i, rR,i) ̸= (m, s, r) AND H(mR,i, sR,i, rR,i) = H(m, s, r)

If statement 1 is true, then (R0, mR,i, sR,i, rR,i) ∈̃ R-V iew which aborts the game (see
the description of Game 0). Therefore A does not win Game 4, and this contradicts the
assumption a.
Moreover, if statement 2 is true, then the game aborts because this is the exact failure
condition described in Game 2. Therefore A does not win Game 4, and this contradicts the
assumption a.

Case 2. The query that has provided the right tuple is the call on play_chall.
In that case, the oracle OSign has been called on (mR, sR, rR). Hence, one of the two
following statements is true:

1. (mR, sR, rR) = (m, s, r)
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2. (mR, sR, rR) ̸= (m, s, r) AND H(mR, sR, rR) = H(m, s, r)
If statement 1 is true, then we have r = rR and Verify_Time(T ) = 0 (from the assumption
a, A wins the game, so the times must be valid) and the game aborts because this is the
exact failure condition described in Game 3. Therefore A does not win Game 4, and this
contradicts the assumption a.
Moreover, if statement 2 is true, then we have r ̸= rR and H(mR, sR, rR) = H(m, s, r)
and the game aborts because this is the exact failure condition described in Game 4.
Therefore A does not win Game 4, and this contradicts the assumption a.

To conclude. If A wins Game 4 (i.e. assumption a), then, the couple (M0, σ0) returned
by A has not been obtained through the call of the oracle OSign. This contradicts as-
sumption b.
Consequently, in order to win Game 4, A necessarily needs to forge a valid signature on
H(m, s, r).
Hence:

Pr(G4) ≤ Adveuf-cma
A,Σ (λ)

From lemma 4.3.1 and statement 5, the claim of theorem 4.3.1 immediately follows:

Pr
(
Exprelay

H,Σ,A = 1
)
≤ qcrea

( 1
2n

+ qplay + 1
2ℓ

+ Adveuf-cma
A,Σ (λ)

)
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4.4 Conclusion
In this chapter, we have provided a proof for ICRP security against relay attacks. This
proof relies on 2 main assumptions. The first one is implicit from the use of the Random
Oracle Model (ROM). In that model, the cryptographic hash function are assumed to
return perfectly random outputs, meaning that the security is proven as long as the
practical hash function used in the protocol is deemed robust.
The second assumption is that the decision function is a black-box that perfectly dis-
tinguish between a genuine time sample and a time sample issued from a relay. If this
assumption might seems quite strong, it is actually acceptable in attacks where the impact
of the relay is important. As Chapters 2 and 3 showed it, a decision function achieving
a perfect detection accuracy exists for the distances involved in our experiments. In real
case scenarios, a relay attack occurs mainly on international scale, implying high RTT
impact.
To conclude, the proof of Theorem 4.3.1 actually demonstrates that the practicality of
the protocol is ensured as long as the protocol uses efficient and secure primitives. Future
works should mainly focus on the improvement of the decision function capacity, i.e. being
able to detect smaller differences from the expected times, highlight statistical properties
of an RTT sample, or finding a secure way to dynamically update the reference samples
without human intervention.
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CONCLUSION

“What is this brief, mortal life...
If not the pursuit of legacy.”

- Corlys Velaryion

This thesis aimed to efficiently detect relay attacks over the Internet. The ICRP protocol,
built from scratch during these 3 years achieves this goal while offering some very desirable
properties:

1. efficiency: it requires only two cryptographic operations per execution inducing
negligible workload for users and very few loss of throughput.

2. network-friendliness: the operations are only performed by the end-points, adding
zero computational charge for the routers, and the overhead volume of transiting
data remains only about 1.5%.

3. usability: no software or harware update is required for any intermediary nodes.

4. independence: no software or hardware updates on the routing process or equip-
ment would impact the protocol, as long as the RTT remain stable.

5. security: the protocol is proven secure under reasonable assumptions.

We strongly believe our relay detection method to be a satisfying substitute, until an
efficient countermeasures gets widely adopted. However, we also raise many interesting
follow up questions for future work contents, as detailed below.

TCP-based ICRP. The measurements performed throughout the tests conducted dur-
ing this thesis used UDP packets. UDP is very convenient for computing RTTs because
neither the sender of the packet nor the corresponding receiver performs any additional
action regarding integrity or delivery confirmation. This means that the measurement
performed with UDP strictly encapsulates the time for the packet to reach the receiver
added to the time the response goes back to the sender.
However, in practical cases, and especially for sensitive data, TCP is a much more usual
protocol. TCP is already built so that, once a packet is received, an immediate acknowl-
edgement is sent back to the sender for delivery confirmation. An interesting follow up
research to conduct would be to see if this acknowledgement can be used to compute
RTTs as stable as the ones computed from UDP packets. Moreover, the TCP header has
a few optional empty field reserved for future use. One of these fields could be filled with
the random bits sent during the fast-bit exchange phase.
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Optimal setups for relay attacks. The experimental relays presented in Chapter 3
have been performed on an international scale, for either short, medium and long range
distances separating the nodes. These experiments did show a critical impact on RTTs
for every test. However, the experimental setup was limited to a few nodes.
We believe that even wider experiments using more nodes should be made to learn more
about the real efficiency a relay attack can get. In particular, two interesting unanswered
questions are:

— What is the impact on RTT if the relaying node is placed as close as possible to
one of the party executing ICRP (i.e. in the same AS) ?

— How does this impact evolves in relation to the number of nodes separating the
relay to the end-points ?

— Are there other impacting factors ?

Resilience to optimal setups. The decision function we define in this manuscript has
shown to be efficient on the set of measures at our disposal. We believe our experiments to
be representative of a real relay attack scenario. However, we can never completely reject
the possibility of an optimal attacker, i.e. capable of relaying with very little time impact.
Our decision function uses a positional argument to decide if a sample is suspicious or not.
Consequently, a hypothetically very efficient relay could completely trick the decision.
Future works should then look for other decision arguments, maybe using the Grubb
statistical law as authors did in [36], or machine learning techniques.

Complete implementation. The prototype implementation mentionned in Chapter 3
is still very limited and needs to be improved. So far the prototype only sends random
strings of ASCII characters encapsulated in UDP packets. The user can control the packet
size, the number of packets per ICRP sessions, the total number of sessions to execute,
and the time the sender should wait before sending the next packet. A more advanced
version of this prototype should send complete files over multiples sessions of ICRP in
active mode, and run passively in the background for the supervision of isolated packet.

Dynamic reference sample’s update. As shown in Chapter 2, some slight changes
can occur on the measured sample. This has been the case for 2 samples between the
same nodes, 3 months apart. These rare events must be taken into account by updating
the reference sample when they occur. As it was briefly mentioned in Section 3.2.1, this
updating process could be automated by regularly refreshing the reference sample with the
last few accepted samples. But, without any human supervision on this dynamic update,
an attacker could attempt to slowly poison the reference sample by progressively adding
small delays until being able to perform a relay without being detected.
For instance, by relaying only a small proportion of the packets involved in an ICRP
session, our current decision function will not reject the sample and will consider the
RTT related to the relayed packets to be natural outliers. By repeating this process over
a sufficiently long period, the dynamic update will step by step update the reference
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sample with RTTs computed from a relayed trajectory, until those times become the
RTTs actually expected by the decision function.
We believe that there is 2 main research axes for mitigating this kind of attacks while
using an automated update of the reference sample:

1. To include in the updating process a comparison with every previously used refer-
ence samples, allowing to raise an alarm when an update looks suspicious.

2. To use a different decision function, that would be able to detect a slow poisoning
attempt and to reject with overwhelming probability every poisoned sample.
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Titre : Attaques par Relais sur Internet : Détection d’Anomalies par Mesures de Temps.
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Résumé : Le réseau Internet est rapidement
devenu un outil permettant le partage des
connaissances, la distribution de services et
de divertissements, et la connexion de plu-
sieurs milliards d’utilisateurs dans le monde
entier. Le défi de correctement acheminer des
informations sur un tel réseau implique une to-
pologie complexe sans précédent. Sans pou-
voir être exhaustif, cette topologie dépend de
la position géographique des nœuds, d’al-
liances commerciales ou gouvernementales,
ou encore du coût de construction et d’instal-
lation des câbles...
De nos jours, ce défi est relevé par une ap-
proche collaborative dans laquelle une com-
munication de pair à pair permet la construc-
tion de table de routage reliant chaque équi-
pement connecté. Dans ce contexte, une fa-
mille d’attaque a rapidement émergé : les at-
taques par détournement de trafic. Une at-
taque par détournement de trafic est définie
par l’altération malveillante d’une ou plusieurs
routes. Ce genre d’attaques peut être dérivé
en 3 catégories principales : les attaques Trou
noir, dans lesquelles les paquets sont détruits
ou jetés avant d’atteindre leur destination, les
attaques de Redirection, dans lesquelles les
paquets sont routés vers la mauvaise desti-
nation, et les attaques par Relai, dans les-
quelles les paquets traversent un ensemble de
nœuds illégitimes avant d’arriver à leur desti-
nation. Qu’elles soient intentionnelles ou acci-
dentelles, les occurrences de détournements
de trafic sont de plus en plus fréquentes de-
puis quelques décennies. Ceci met clairement
en évidence un besoin de repenser la façon
dont sont supervisées nos communications.
Sur ce sujet, le monde de la recherche
concentre ses efforts sur des solutions visant
à empêcher ces attaques, soit en ajoutant des

couches sécuritaires aux protocoles existants,
soit en proposant une architecture de routage
complètement nouvelle. Dans le premier cas,
l’enjeu est de fournir une protection sans faille,
tout en n’introduisant aucune latences sup-
plémentaires. Le deuxième cas, quant à lui,
implique un très long processus de standar-
disation, et surtout le besoin de convaincre
le monde de passer d’une architecture à une
autre.
Durant ces 3 ans, nous avons exploré une
troisième option, visant à détecter rapidement
et efficacement une attaque par relai. L’ob-
jectif est de construire un protocole au de-
sign simple, sans prise en compte la com-
plexité de la topologie d’Internet, et pouvant
être déployé quel que soit le protocole de rou-
tage sous-jacent. Notre proposition s’inspire
d’un mécanisme dit de “distance bounding”,
une famille de protocoles permettant une au-
thentification interactive, mesurant le temps
aller-retours des messages pour décider si
une attaque est en cours. Notre construction
est soutenue par des mesures de temps à
l’échelle mondiale, permettant aussi bien de
montrer son applicabilité pratique que d’en
évaluer les performances. Le protocole pro-
posé est efficace - il n’utilise que 2 opéra-
tions cryptographiques par exécution, impli-
quant une charge négligeable pour les utilisa-
teurs, et de faibles pertes en termes de dé-
bit, applicable - aucune mise à jour n’est re-
quise pour les nœuds du réseau, indépendant
du protocole de routage - la méthode de rou-
tage n’a pas d’impact sur notre schéma, sans
impact sur les performances réseau - le vo-
lume de données supplémentaires en transit
n’est que de l’ordre d’1.5%, et sécurisé - nous
fournissons une preuve de sécurité complète
dans le modèle de l’oracle aléatoire.
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Abstract: The Internet has grown to become
a massive communication tool, spreading out
knowledge, offering entertainment and ser-
vices, and connecting billions of people world-
wide. The challenge of properly routing infor-
mation over such a network infers an unprece-
dentedly complex topology depending non-
exhaustively on geographical position of the
nodes, commercial or governmental alliances,
or construction cost of physical links...
Nowadays, this challenge is overcome by a
collaborative approach in which a permanent
pear to pear communication allows to con-
struct global routing tables linking every con-
nected equipments together. In this context,
a family of attacks rapidly emerged: the hi-
jacking attacks. An hijacking attack is de-
fined by any malicious alteration of the stan-
dard construction of one or several routes.
Such attacks can be derivated in 3 main cat-
egories: Black hole, the packets are thrown
before reaching their destination, Redirection,
the packets are routed to the wrong destina-
tion, Relay, the packets travel through an un-
desired set of nodes before reaching their des-
tination. Whether intentional or accidental, hi-
jacking events have become more and more
frequent over the last decades, highlighting a
clear need to rethink the way we supervise our
communications.
The responses on that matter are focusing on
mitigation, whether by adding security layers
to the current protocols, or by designing novel
routing architecture from scratch. For the for-
mer, it requires providing a flawless protection
without introducing latencies. For the latter, it

requires a very long process of standardiza-
tion, assuming the entire world agrees on one
given architecture.
During these 3 years, we have decided to ex-
plore a third option, aiming to efficiently and
quickly detect when a relay hijacking attack
is ongoing. The goal of this research is to
construct a protocol, simple in its design, that
does not need to consider the topology of the
Internet, and that could be deployed regard-
less of the underlying routing process. Our
proposal relies on a distance-bounding mech-
anism that performs interactive authentication
with a “Challenge-Response” exchange, and
measures the round-trip time of messages to
decide whether an attack is ongoing. Over
the course of this manuscript, we explore the
adaptability of the idea of distance bound-
ing in the far more dynamic environment that
is the Internet. Our construction is supported
by worldwide experiments on communication
time between multiple nodes, allowing us to
both demonstrate its applicability and evaluate
its performances. The final protocol is efficient
- it requires only two cryptographic operations
per execution, inducing negligible workload for
users and very few losses of throughput, scal-
able - no software updates are required for in-
termediate network nodes, routing protocol in-
dependent - this means that any future update
of the route selection process will not induce
changes on our scheme, network friendly - the
added volume of transiting data is only about
1.5%, and secure - we provide a complete se-
curity proof in the random oracle model.
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