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Chapter 1

Introduction (French and
English version)

Introduction
Le changement climatique est l’un des plus grands défis auxquels l’humanité est
confrontée aujourd’hui. Dans les années 1970, la communauté scientifique a com-
mencé à alerter sur la façon dont les activités humaines ont un impact marqué
sur la planète et sur la façon dont les émissions anthropiques de CO2 affecteront
le climat mondial. En 1975, le géochimiste Wallace Broecker a été le premier à
parler de "réchauffement climatique" lorsqu’il a mis en garde contre l’altération
des cycles de refroidissement de la Terre due à l’accumulation de dioxyde de car-
bone et a prédit une augmentation sans précédent de la température au cours du
siècle prochain1. Ce concept a pris beaucoup d’ampleur et met la communauté
scientifique en alerte. En 1979, la première conférence mondiale sur le climat s’est
tenue à Genève et met en garde contre les effets possibles du réchauffement de la
planète. Près d’un demi-siècle s’est écoulé, les effets du changement climatique
commencent à se faire sentir et nous sommes toujours à la recherche de technolo-
gies qui nous permettront de réduire les émissions de CO2 que nous produisons.
De nombreux progrès ont été réalisés en matière de planification, de communica-
tion et de cadres juridiques pour faire face à ce phénomène. En 1988, le Groupe
d’experts intergouvernemental sur l’évolution du climat (GIEC) a été créé pour
coordonner les actions internationales visant à réduire les émissions. Les con-
férences sur le climat ont fait place à des accords mondiaux tels que le protocole
de Kyoto ou l’accord de Paris, dans lesquels les pays signataires s’engagent à ré-
duire leurs émissions.

L’un des outils dont nous disposons pour évaluer les effets possibles du
changement climatique mondial est le modèle mathématique. Un modèle est une
représentation simplifiée d’un phénomène réel, régie par des équations et des
inéquations qui cherchent à émuler le comportement du phénomène représenté
face à des variations de l’environnement. Parmi les nombreuses définitions de ce
qu’est un modèle, il est proposé dans2 qu’une caractéristique commune partagée
par tous les modèles est qu’ils sont une représentation intentionnelle et simplifiée
d’aspects de la réalité.

Les modèles sont utilisés pour recréer une partie de la réalité en cherchant à
comprendre les processus et les interactions qui régissent cette réalité. Les modè-
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les permettent de tester la réaction d’un système à un stimulus externe. Enfin, les
résultats du modèle sont utilisés pour revenir à la réalité afin de mettre en œuvre
ce qui a été appris, en cherchant à le comprendre et, si possible, à l’organiser.
En termes de modélisation du changement climatique, les outils les plus con-
nus pour comprendre l’interaction globale sont le modèle de circulation générale
(GCM) et les modèles du système terrestre (ESM). Les premiers sont basés sur
des équations physiques telles que les équations de Navier-Stokes pour modé-
liser les processus atmosphériques ou océaniques. Les seconds incluent égale-
ment l’interaction entre les processus physiques, chimiques et biologiques dans
l’analyse, ce qui les rend plus complexes et exigeants en termes de calcul. L’objectif
de ces modèles est d’étudier les circonstances climatiques du passé ou d’étudier
les scénarios futurs possibles. LeGIEC fonde ses analyses sur de telsmodèles pour
simuler l’effet des "Representative Concentration Pathways" décrivant les niveaux
de concentration des gaz à effet de serre3. Malgré l’intérêt mondial pour la dé-
carbonisation, le GIEC prévient qu’avec les politiques mises en place, le risque
d’atteindre des augmentations de température allant jusqu’à 4°C au-dessus des
niveaux préindustriels subsiste3. La figure 1.1 montre l’évolution des émissions
de GES analysées par le GIEC. Chaque trajectoire d’émission comporte une part
d’incertitude, mais la différence entre les trajectoires quimaintiennent la tendance
actuelle et celles qui cherchent à réduire les émissions est claire. Les tendances
actuelles ne diffèrent pas beaucoup de celles établies il y a 15 ans, ni des perspec-
tives catastrophiques que cette augmentation aurait4. L’évolution des émissions
du scénario, y compris les politiques mises en œuvre, double les objectifs qui ont
été fixés dans le cadre d’un consensus mondial pour réduire les effets du change-
ment climatique mondial. Trois autres voies sont envisagées par le GIEC, dont
deux comprennent une vision de réduction immédiate des émissions, limitant le
risque de dépassement des seuils de température de 1°C et 2°C. Une troisième
voie, marquée en bleu, représente une décarbonisation plus tardive qui implique
à unmoment donné de dépasser l’augmentation de température. Ce dépassement
mettrait en danger la biodiversité de certaines espèces marines et terrestres5.
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Figure 1.1: Projection à 2050 des emissions globales de gaz à effet de
serre6

L’accord de Paris stipule que, jusqu’à la fin du siècle, la température moyenne
mondiale doit être maintenue à 2°C au-dessus des niveaux préindustriels pour
éviter des changements catastrophiques. Un objectif plus ambitieux consiste à
maintenir l’augmentation de la température à moins de 1,5°C, mais il nécessite
une réduction importante des émissions à partir de 2020. Sans aucun doute, la
lutte contre le changement climatique est un effort mondial, où des institutions
telles que le GIEC et des instruments tels que les accords mondiaux, englobent
certains des efforts entrepris. Toutefois, sans sous-estimer les synergies régionales
qui peuvent être réalisées, la lutte contre le changement climatique exige, dans
une large mesure, des efforts individuels de chaque pays pour poursuivre la dé-
carbonisation. Chaque pays devra concevoir les stratégies les plus appropriées et
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les moins coûteuses pour atteindre les objectifs mondiaux. Il existe un consen-
sus mondial, avec peu de voix discordantes, sur le fait que les émissions de gaz à
effet de serre (GES) sont la cause du changement climatique. Les processus qui
génèrent ces gaz doivent donc être évalués et reformulés. La figure 1.2 montre
l’évolution des émissions (axe de gauche) depuis 1950, ainsi que l’historique de
la demande en énergie primaire (axe de droite). D’après les données présentées,
la relation entre les émissions et les énergies, en particulier celles basées sur les
ressources fossiles, est claire.

Figure 1.2: Evolution dans le temps de l’énergie et des émissions7

Il est possible d’identifier différentes étapes dans l’évolution des émissions.
L’exploitation du pétrole commence en 1859 et, à court terme, on observe des
applications utiles du pétrole, notamment le premier véhicule équipé d’un mo-
teur à essence en 1885. Toutefois, c’est au cours de la Seconde Guerre mondiale
que ce produit commence à acquérir une grande importance dans l’économie8.
Parallèlement à la croissance de la production de pétrole, de charbon et de gaz
naturel, les émissions de CO2 liées à la combustion des carburants et également
les émissions industrielles augmentent. La consommation d’énergie est liée aux
activités humaines quotidiennes telles que le transport, l’industrie, le commerce.
Même dans le secteur résidentiel, la demande d’énergie est importante. Ce be-
soin d’énergie pour les activités quotidiennes montre l’influence particulière qu’il
a sur le développement économique ; par conséquent, réduire la consommation
d’énergie n’est pas une tâche facile. Il faut savoir que les populations des pays
en voie de développement n’ont toujours pas accès à l’énergie et que cet accès ne
doit pas être restreint afin d’avoir une transition énergétique équitable9. Cepen-
dant, le développement des technologies actuelles vise à découpler la consomma-
tion d’énergie des émissions de CO2 qu’elle génère. Pour réaliser ce découplage,
il est nécessaire d’adopter des mesures d’efficacité énergétique, et de remplacer
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les combustibles fossiles par des sources d’énergie renouvelables. Comme nous
l’avons vu plus haut, les voies de décarbonisation décrites par des entités telles
que le GIEC s’inscrivent dans des analyses à long terme, car il n’est pas possible
de voir des résultats immédiats enmatière de réduction des émissions de carbone.
C’est pourquoi les plans de décarbonisation doivent également être établis sur le
long terme en recherchant les technologies et les voies de décarbonisation qui cor-
respondent le mieux à la vision de développement du pays. Afin d’explorer les
différentes options, il est nécessaire d’examiner les modèles d’évaluation intégrée
(MEI). Nous nous concentrerons, dans la prochaine section, sur le rôle des mod-
èles dans l’analyse des systèmes énergétiques et sur leur interaction avec d’autres
secteurs.

1.1 Présentation des modèles énergétiques
En raison de certaines caractéristiques que les modèles peuvent partager, il n’est
pas simple de créer une classification des modèles. Néanmoins, une classification
qui présente une vue d’ensemble des modèles est décrite dans la figure 1.3.

Figure 1.3: Classification des modèles10

Selon cette classification, il existe certaines caractéristiques que les modèles
de différents types peuvent partager. Une catégorisation très large sépare selon
l’approche de modélisation en : modèles ascendants et modèles descendants. En
termes de couverture géographique, il peut s’agir d’une couverture mondiale, ré-
gionale, nationale ou même plus petite. La couverture géographique peut être
exprimée en nœuds. Ainsi, un modèle peut être à nœud unique ou à nœuds
multiples. Un autre paramètre pourrait être le niveau d’agrégation, en fonction
des différents secteurs considérés dans le modèle. En ce qui concerne les tech-
niques de calcul incluses dans le modèle, il existe des modèles de simulation et
d’optimisation. Ce dernier peut également comprendre un objectif unique ou une
optimisation multi-objectifs. Outre la classification présentée, les modèles peu-
vent également être classés en fonction des techniques de programmation qu’ils
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utilisent, à savoir les modèles dynamiques, linéaires, non linéaires, mixtes ou
heuristiques.

1.1.1 Modèle d’équilibre général (MEG)

Ce type de modèle représente le comportement des différents acteurs de
l’économie, tels que les consommateurs, les producteurs et les régulateurs du
marché qui demandent ou produisent des biens, des services et des moyens de
production dont les coûts sont régulés par un équilibre fixé par l’offre et la de-
mande. Les MEG sont excellents pour décrire les détails macroéconomiques des
politiques et des chocs commerciaux, des dépenses publiques, de la fiscalité, de
la démographie, des ressources, des investissements, etc.11. Dans un contexte
d’équilibre général, tous les marchés interagissent simultanément.

1.1.2 Modèle d’équilibre partiel (MEP)

Contrairement au MEG, un modèle d’équilibre partiel ne considère qu’un seul
marché et ne tient pas compte de l’interaction économique avec les autresmarchés
dont l’activité est supposée constante. Pour cette raison, dans le MEP, la plupart
des informations telles que les prix des produits et la demande sont déterminées
de manière exogène. Ce modèle nécessite une plus petite quantité de données
pour fonctionner qu’un MEG, mais il perd également l’interaction et la rétroac-
tion des autres marchés. Les modèles d’évaluation intégrée (MEI) constituent un
autre type demodèle énergétique. La principale caractéristique de cesmodèles est
leur capacité à représenter l’interaction entre différents secteurs, y compris les as-
pects humains ou naturels. La force d’unMEI réside dans sa capacité à calculer les
conséquences de différentes hypothèses et à mettre en relation de nombreux fac-
teurs simultanément. Cela en fait des candidats parfaits pour être utilisés comme
outils d’évaluation des politiques12.

1.1.3 Modèles descendants et ascendants

Il existe une catégorisation des modèles basée sur leur approche analytique, les
approches Bottom Up (ascendant) et Top Down (descendant). Ceux du premier
type sont considérés comme l’approche d’ingénierie, car ils partent d’une descrip-
tion technologique générale pour créer chacun des secteurs qui composent le sys-
tème énergétique. Cette description comprend la caractérisation de l’évolution
des technologies dans le futur, ainsi que la pénétration du marché et l’évolution
des coûts des nouvelles technologies. Cette approche fournit une représentation
détaillée de scénarios énergétiques plausibles et permet d’évaluer des politiques
sectorielles ou technologiques spécifiques. Ces modèles sont pilotés par une de-
mande exogène qui doit être satisfaite au coût le plus bas possible. Cependant, la
représentation des implications macroéconomiques sera limitée13.

Dans l’analyse ascendante, il y a une caractérisation détaillée des options tech-
nologiques qui composent la chaîne énergétique. Les différentes caractéristiques
d’une technologie opérant entre deux niveaux d’énergie sont illustrées dans la
figure 1.4 en utilisant le processus de raffinage du pétrole.
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Figure 1.4: Exemple d’un raffinerie

1.2 Modèles énergétiques pour l’Équateur

L’importance de disposer de modèles énergétiques permettant d’évaluer les poli-
tiques à long terme réside dans la création de capacités pour la planification éner-
gétique d’un pays. Les ressources naturelles, comme le pétrole, que nous util-
isons aujourd’hui comme source d’énergie dans les activités productives de trans-
port et même à la maison, sont limitées. De plus, l’exploitation et l’utilisation de
ces ressources sont à l’origine du phénomène de réchauffement climatique. Un
pays doit avoir une ligne claire sur la manière de décarboniser son économie et de
rechercher des sources d’énergie renouvelables pour éviter qu’une crise énergé-
tique ne débouche sur une crise économique. Ceci est d’autant plus important
pour les pays en voie de développement où l’inégalité d’accès à l’énergie est un
phénomène existant. Dans ce travail de thèse, le cas de l’Equateur est présenté.
Il s’agit d’un pays qui, en raison de sa petite taille, de sa matrice énergétique et
de ses conditions naturelles, pourrait être considéré comme un laboratoire du
changement. L’Équateur est un pays d’Amérique latine situé entre le Pérou et la
Colombie, Figure 1.5. La présence de la cordillère desAndes divise géographique-
ment le pays en trois zones bien définies, la côte, les hauts plateaux et la région
amazonienne. Son économie est basée sur un modèle d’exportation primaire. Ses
ressources pétrolières sont un élément fondamental puisqu’elles contribuent à en-
viron 30% des revenus du pays, et ses exportations contiennent également une
forte composante de produits agricoles et aquacoles. En Équateur, il existe peu
d’expériences en matière de modèles énergétiques. L’un des modèles les plus uti-
lisés est le LEAP (Long-range EnergyAlternatives Planning), qui peut fonctionner
comme un modèle intégré permettant de simuler des scénarios pour évaluer les
politiques. Il est très utile pour obtenir des bilans énergétiques. Cependant, ce
modèle n’est pas basé sur une logique d’optimisation intégrée, mais uniquement
sur la simulation de scénarios. Même s’il peut être utilisé pour optimiser le secteur
électrique, son objectif est de comparer des scénarios déterminés par l’utilisateur.
Ce modèle permet des projections énergétiques avec des horizons à long terme et
est utilisé pour la planification énergétique.

En plus de LEAP, d’autres modèles sont utilisés pour l’exploitation et
l’expansion du secteur de l’électricité en Équateur. Pour analyser la répartition
de l’électricité, on utilise le modèle SDDP pour l’Équateur. Le nom du mod-
èle provient de la méthode de programmation (Stochastic Dual Dynamic Pro-
gramming) q’il utilise. Ce modèle permet d’analyser à court terme les marges
de réserve dans le cadre du fonctionnement du système électrique, en tenant
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Figure 1.5: Carte de l’Equateur14

compte des incertitudes inhérentes aux systèmes issus de ressources renouve-
lables telles que le solaire, l’éolien et même l’hydraulique. Ce modèle évalue le
coût variable par le biais d’une analyse probabiliste, en générant de multiples scé-
narios hydrologiques équiprobables, sur la base desquels de multiples réparti-
tions économiques sont simulées pour couvrir la demande d’électricité prévue15.

D’autre part, il existe le modèle OptGen (planification de l’expansion de la
production et des interconnexions régionales), qui est également utilisé pour le
secteur de l’électricité. Ce modèle optimise l’expansion du secteur de l’électricité
en tenant compte des coûts d’investissement, d’exploitation et de maintenance. Il
est utilisé en Équateur pour calculer l’expansion à coût minimal à moyen terme.
Ce modèle est utilisé par le gouvernement équatorien pour concevoir le plan di-
recteur de l’électricité. Un autre modèle énergétique local est le modèle TIMES
(The Integrated MARKAL-EFOM System) pour l’Équateur. Il s’agit d’un mod-
èle d’optimisation ascendant créé par l’Agence internationale de l’énergie. Il
représente un outil utile pour le secteur énergétique car il permet d’évaluer les
impacts des politiques publiques énergétiques ou environnementales dans ce
secteur. Il répond à une demande exogène qui doit être satisfaite par une expan-
sion au moindre coût avec un horizon à long terme16.

1.3 Modèle ELENA
Sur la base des exercices de modélisation qui existaient déjà en Equateur, le be-
soin a été identifié d’un modèle qui intégrerait divers secteurs énergétiques et
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qui pourrait répondre à des scénarios de politiques publiques où les impacts
sur le secteur énergétique ainsi que sur les émissions de carbone pourraient être
étudiés. Dans le cadre du projet DDPLAC financé par la Banque interaméricaine
de développement, la possibilité de créer le modèle ELENA est née. ELENA, qui
signifie Ecuador Land use and Energy Network Analysis (analyse de l’utilisation
des terres et du réseau énergétique en Équateur), est une application de la plate-
forme MESSAGE qui utilise les méthodes et le cadre du modèle BLUES (Brazil
Land Use and Energy System), appliqué à l’Équateur.

Le modèle ELENA a été créé avec le soutien technique du laboratoire Cenergia
de l’université fédérale de Rio de Janeiro (COPPE/UFRJ). Il s’agit d’unmodèle in-
tégré d’équilibre partiel qui optimise l’expansion en fonction du coût minimum.
Lemodèle permet de construire des scénarios, à travers différentes contraintes im-
posées, pour comparer les alternatives de développement. Il s’agit d’un modèle
qui ne se concentre pas uniquement sur le secteur de l’électricité ou de l’énergie,
mais qui englobe d’autres secteurs. Comme il est intégré, il permet d’évaluer le
comportement des secteurs de la production et de la consommation d’énergie à
mettre en relation avec le secteur de l’utilisation des sols. Il s’agit d’une avancée
importante pour un pays agricole comme l’Équateur, car elle permet d’étudier
l’intérêt croissant pour des questions telles que les biocarburants et l’utilisation
des forêts comme actifs d’atténuation. Comme il s’agit d’un modèle axé sur
l’expansion du secteur de l’énergie et non sur la répartition, il ne sera pas pos-
sible de procéder à une analyse détaillée du fonctionnement électrique. Dans le
cas de l’électricité, dont le stockage en grandes quantités n’est pas réalisable pour
le moment, elle doit être consommée dans un délai relativement court (quelques
heures maximum) après avoir été produite. C’est sur ce point qu’ELENA devrait
compléter ses capacités par des modèles de répartition tels que SDDP ou urbs
(présentés au Chapitre 3).

Les premières simulations réalisées avec le modèle ELENA ont été faites pour
plusieurs scénarios. Le premier est un scénario "Business as Usual", qui est celui
qui décrit une évolution tendancielle du secteur énergétique et qui servira de
référence pour voir les améliorations produites par les autres scénarios. Ensuite,
des scénarios de décarbonisation jusqu’en 2050 ont été créés. Tous les aspects de
cette première étape du modèle ELENA sont décrits au Chapitre 2. Après cet
exercice d’analyse de la décarbonisation, il a été observé que le secteur le plus
complexe pour la décarbonisation est le secteur des transports, principalement le
transport lourd. Pour cette raison, l’objectif était d’explorer davantage les moyens
de décarboniser le secteur des transports. Le Chapitre 3 de cette thèse présente
une étude dans laquelle le modèle ELENA couplé au modèle de répartition urbs
est utilisé pour évaluer la réduction des émissions dans le secteur des transports.
Pour réaliser cette analyse, les modèles sont combinés par une liaison logicielle
complétant les capacités intégrées du modèle MEI avec la résolution du modèle
de répartition. L’étude décrite au Chapitre 3 analyse si la matrice énergétique de
l’Equateur serait capable de supporter une électrification massive des transports.
Dans le Chapitre 4, les résultats dumodèle ELENA sont analysés dans un contexte
international. Seul le secteur des bâtiments, regroupant les secteurs résidentiel et
commercial dans ELENA, est considéré dans le cadre d’une analyse comparative
pour différents pays. Cette étude s’inscrit également dans une évaluation à long
terme dans un contexte de décarbonisation.
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1.4 Approche SLMF

Enfin, les Chapitres 5 et 6 utilisent une approche fondamentalement différente.
Premièrement, elle se concentre exclusivement sur le secteur des transports, en fait
uniquement sur le secteur du fret, sans aucune interaction avec les autres secteurs.
Deuxièmement, elle est basée sur des modèles de théorie des jeux et plus précisé-
ment sur des jeux de type Single-Leader-Multi-Follower. Enfin, l’objectif de ce
modèle/analyse est de déterminer une politique gouvernementale optimale en
matière de taxe carbone, optimale dans le sens de la décarbonisation. A notre
connaissance, c’est la première fois qu’une telle approche est utilisée pour piloter
l’impact CO2 d’un secteur des transports à l’échelle d’un pays.

Dans le Chapitre 5, en guise d’introduction, les concepts de base de la théorie
des jeux sont décrits, car ils sont peu connus dans le domaine de la modélisation
énergétique. Cette introduction passe en revue les concepts d’optimisation à deux
niveaux, de jeux de Nash et de jeux à plusieurs leaders et suiveurs (SLMF).

Dans le Chapitre 6, le transport de marchandises est analysé en utilisant
les préceptes des modèles biniveaux hiérarchiques, en particulier le jeu Single-
Leader-Multi-Follower. Ce type de modélisation hiérarchique a déjà été utilisé
dans le secteur de l’énergie, en relation avec les marchés dérégulés de l’électricité,
pour analyser les stratégies dans les enchères de type Pay-as-bid17 ou Pay-as-
clear18. Des études récentes dans le secteur du transport de passagers utilisent
également l’approche de modélisation SLMF pour analyser les stratégies des ac-
teurs dans un schéma de Mobilité en tant que Service, où différents fournisseurs
de services de transport sont connectés via une plateforme aux utilisateurs et où
une interaction a lieu dirigée par l’administrateur de la plateforme et où le deman-
deur de service et le fournisseur de service sont des suiveurs19. L’étude présen-
tée au Chapitre 6 se concentre sur le transport lourd de marchandises, qui s’est
avéré être l’un des secteurs les plus énergivores et l’un des plus difficiles dans la
mutation technologique vers la décarbonisation. Unmodèle Single-Leader-Multi-
Follower a été créé pour évaluer l’impact d’une taxe carbone sur la transition vers
des véhicules à technologie plus propre. Dans le système proposé, le gouverne-
ment est le leader et son principal objectif est de réduire les émissions. Les en-
treprises de transport jouent le rôle de suiveurs et leur objectif est de minimiser
les coûts d’investissement et d’exploitation. L’investissement est considéré comme
l’achat de véhicules neufs et moins polluants. Dans le cas de l’Équateur, l’effet de
différentes politiques de taxe sur le carbone est comparé, fournissant ainsi au gou-
vernement des moyens potentiels de forcer le secteur du fret à utiliser une flotte
plus propre.
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Introduction in English

Climate change is one of the greatest challenges that mankind is facing today.
In the 1970s the scientific community began to alert about how human activities
have a marked impact on the planet and how anthropogenic CO2 emissions will
affect the global climate. In 1975 the geochemist Wallace Broecker was the first to
speak about "climate warming" when he warned of the alteration in the earth’s
cooling cycles due to the accumulation of carbon dioxide and predicted an un-
precedented rise in temperature in the next century1. This concept gained a lot of
momentum and puts the scientific community on alert. In 1979, the first World
Climate Conference was held in Geneva, warning of the possible effects of Global
Warming. Almost half a century has passed, the effects of climate change are be-
ginning to be felt and we are still searching for technologies that will allow us
to reduce the CO2 emissions we produce. Much progress has been made in plan-
ning, communication and legal frameworks to address this phenomenon. In 1988,
the Intergovernmental Panel on Climate Change (IPCC) was established to coor-
dinate international action to reduce emissions. Climate conferences have given
way to global agreements such as theKyoto protocol or the Paris agreement, where
signatory countries commit to reduce their emissions.

One of the tools we have at our disposal to assess the possible effects of global
climate change are mathematical models. A model is a simplified representation
of a real phenomenon which is governed by equations and inequalities that seek
to emulate the behaviour of the represented phenomenon when faced with vari-
ations in the environment. Among many definitions of what a model is, in2 it is
proposed that a common characteristic shared by all models is that they are an
intentional and simplified representation of aspects of reality.

Models are used to recreate a part of reality looking forward understanding
the processes and interactions that govern this reality. Models allow testing the
reaction of a system to external stimulus. Finally, the results of themodel are used
to return to reality in order to implement what has been learned, seeking to un-
derstand it and, if possible, to organise it. In terms of climate change modelling,
the best known tools to understand the global interaction are the General Circula-
tionModel (GCM) and the Earth SystemModels (ESM). The former are based on
physical equations such as theNavier-Stokes equations formodelling atmospheric
or ocean processes. The latter also includes interaction between physical, chemi-
cal and biological processes in the analysis, whichmakes themmore complex and
computationally demanding. The aim of these models is to investigate climatic
circumstances in the past or to investigate possible future scenarios. The IPCC
bases its analyses on such models to simulate the effect of Representative Con-
centration Pathways describing concentration levels of greenhouse gases3. The
IPCC, despite the global interest in decarbonisation, warns that, with the policies
in place, there is still a risk of reaching temperature increases of up to 4°C above
pre-industrial levels3. Figure 1.6 shows the evolution of GHG emissions analysed
by the IPCC. Each emission trajectory includes a range of uncertainty, but the dif-
ference between pathways that maintain the current trend and those that seek to
reduce emissions is clear. Current trends do not differ much from those set 15
years ago, neither in the catastrophic prospects this increase would have4. The
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emissions evolution of the scenario including implemented policies, doubles the
targets that have been set as a global consensus to reduce the impacts of global
climate change. Three other pathways are envisioned by the IPCC, two of which
include a vision of immediate emissions reduction, limiting the risk of exceed-
ing the 1°C and 2°C temperature thresholds. A third pathway, marked in blue,
represents a later decarbonisation that means at one point exceeding the temper-
ature increase. This overshoot would endanger biodiversity of certain marine and
terrestrial species5.

Figure 1.6: Global GHG emissions projections to 20506

The Paris Agreement states that, until the end of the century, the global av-
erage temperature must be kept within 2°C above pre-industrial levels to avoid
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catastrophic changes. Amore ambitious target is to keep the temperature increase
under 1.5°C, but it requires a major emission reduction starting at 2020. Undoubt-
edly, the fight against climate change is a global effort, where institutions such as
the IPCC and instruments such as global agreements, encompass some of the en-
deavours undertaken. However, without underestimating the regional synergies
that can be achieved, combating climate change requires, in large extent, individ-
ual efforts from each country to pursue decarbonisation. Every country will have
to design the most appropriate and least costly strategies to achieve the global
goals. There is global agreement, with few dissenting voices, about greenhouse
gas (GHG) emissions being the cause of climate change. Thus, the processes that
generate these gases must be evaluated and reformulated. Figure 1.7 shows the
evolution of global emissions (left axis) since 1950, as well as the history of pri-
mary energy demand (right axis). From the data presented, the relationship be-
tween emissions and energy, particularly those based on fossil resources, is clear.

Figure 1.7: Historic evolution for global energy and emissions7

It is possible to identify different stages in the emissions evolution. Oil ex-
ploitation began in 1859, and in the short-term useful applications of oil were
seen, including the first vehicle with a petrol engine in 1885. However, it is during
the Second World War that this product begins acquiring great importance in the
economy8. Along with the growth of oil, coal and natural gas production, CO2

emissions related to fuel combustion and also industrial emissions grew. Energy
consumption is linked to everyday human activities such as transport, industry,
commerce. Even in the residential sector there has a large energy demand. This
energy need for everyday activities shows the particular influence it has on eco-
nomic development; therefore, reducing energy consumption is not an easy task.
It must be stated that people from developing countries still lack access to en-
ergy and for themmust not be restricted in order to have a just energy transition9.
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However, the development of current technology aims to decouple energy con-
sumption from the CO2 emissions it generates. To achieve this decoupling, it is
necessary to adopt energy efficiency measures, and replace fossil fuels with re-
newable energy sources. As seen above, the decarbonisation pathways described
by entities such as the IPCC are part of long-term analyses, as it is not possible
to see immediate results in carbon reductions. For this reason, decarbonisation
plans must also be made in the long term by looking for the technologies and de-
carbonisation pathways that best fit the country’s development vision. In order
to explore the different options, it is necessary to look at Integrated Assessment
Models (IAMs). Let’s focus, in the forthcoming section, on the role of models in
the analysis of energy systems and also its interaction with other sectors.

1.5 Energy models overview
Due to certain characteristics that models could share, create a model classifica-
tion is not straightforward. Nevertheless, a classification that presents a general
overview of models is depicted in figure 1.8.

Figure 1.8: Models classification10

Among this classification there are certain characteristics that the models of
different types might share. A very broad categorization segregates according to
the modelling approach in: Bottom-up and Top-Down models. In terms of their
geographical coverage, there could be global, regional, national or even have an
smaller coverage. Geographical coverage could be expressed in nodes. Thus, a
model could be single node or multi-node. Another parameter could be the level
of aggregation, depending on the different sectors considered within the model.
Considering the computational techniques included in the model, there are simu-
lation and optimizationmodels. This last could also comprise a single objective or
multi-objective optimization. Besides the classification presented, models could
also be classified by the programming techniques it uses, being dynamic, linear,
non-linear, mixed-integer or heuristic models.
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1.5.1 General equilibrium model (GEM)
This kind of model represents the behaviour of different agents in the economy,
such as consumers, producers and market regulators who require or produce
goods, services andmeans of production whose costs are regulated by an equilib-
rium set by supply and demand. GEMs are excellent for describing the macroeco-
nomic details of trade policies and shocks, government spending, taxation, demo-
graphics, resources, investment, etc.11. In a general equilibrium context all mar-
kets interact simultaneously.

1.5.2 Partial equilibrium model (PEM)
In contrast to GEM, a partial equilibrium model considers only one market and
does not take into account the economic interaction with other markets whose ac-
tivity is assumed to be constant. For this reason in PEM much of the information
such as commodity prices and demand are determined exogenously. This model
requires a smaller amount of data to operate than a GEM, but also loses the in-
teraction and feedback from other markets. Other kind of energy model are the
Integrated assessment models (IAM). The main feature of these models is their
ability to represent the interaction between different sectors including human or
natural aspects. The strength of an IAM lies in its ability to calculate the conse-
quences of different assumptions and to interrelate many factors simultaneously.
This makes them perfect candidates to be used as policy evaluation tools12.

1.5.3 Top-down and bottom-up models
There is a categorisation of models based it’s analytical approach, the bottom up
and the top down approaches. Those of the first type are considered the engi-
neering approach, as they start from a broad technological description to create
each of the sectors that build up the energy system. This description includes the
characterisation of the evolution of technologies in the future, as well as market
penetration and cost evolution of new technologies. This approach provides a
detailed representation of plausible energy scenarios and allows for the assess-
ment of specific sectorial or technology policies. These models are driven by an
exogenous demand that must be satisfied at the lowest possible cost. However,
the representation of macroeconomic implications will be limited13.

In the bottom-up analysis there is a detailed characterisation of the technology
options that make up the energy chain. The different characteristics of a technol-
ogy operating between two energy levels are exemplified in Figure 1.9 using the
oil refining process.

1.6 Energy models for Ecuador
The importance of having energy models that allow for the evaluation of long-
term policies lies in the creation of capacities for a country’s energy planning.
Natural resources, such as oil, which we use today as a source of energy in pro-
ductive transport activities and even at homes, are finite. Moreover, the exploita-
tion and use of these resources is the cause of the global warming phenomenon.
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Figure 1.9: Refinery technology example

A country must have a clear line on how to decarbonise its economy and how
to look for renewable sources of energy to avoid an energy crisis resulting in an
economic crisis. This is even more important for developing countries where in-
equality on the access to energy is an existing phenomena. In this PhD work the
case of Ecuador is presented. It is a country that due to its small size, energy ma-
trix and natural conditions could be seen as a laboratory for change. Ecuador is
a Latin American country located between Peru and Colombia, Figure 1.10. The
presence of the Andes mountain range divides the country geographically into
three well-defined zones, the Coast, the Highlands and the Amazon region. Its

Figure 1.10: Geographic map of Ecuador14

economy is based on a primary export model. Its oil resources are a fundamental
element since they contribute around 30% of the country’s income, and its ex-
ports also contain a strong component of agricultural and aquaculture products.
In Ecuador there are few experiences with energy models. One of the most used
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models is the LEAP (Long-range Energy Alternatives Planning), which can per-
form as an integrated model that allows simulating scenarios to evaluate policies.
It is very useful to obtain energy balances. However, this model is not based on an
integrated optimization logic, but only scenarios simulation. Even if it can be used
to optimize the power sector, its objective is to compare scenarios determined by
the user. This model allows energy projections with long-term horizons and is
used for energy planning20.

In addition to LEAP, other models are used for the operation and expansion
of the power sector in Ecuador. To analyse the dispatch of electricity, the SDDP
model for Ecuador is used. The name of themodel comes from the Stochastic Dual
Dynamic Programmingmethod it used. This model allows short-term analysis of
the reservemargins within the operation of the electricity system, considering the
uncertainties inherent to systems from renewable resources such as solar, wind
and even hydro. This model evaluates variable cost through a probabilistic anal-
ysis, generating multiple equiprobable hydrological scenarios, based on which
multiple economic dispatches are simulated to cover the projected electricity de-
mand15.

On the other hand, there is the OptGenmodel (generation expansion planning
and regional interconnections), which is also used for the electricity sector. This
model optimises the expansion of the electricity sector by considering investment,
operation andmaintenance costs. It is used in Ecuador to calculate minimum cost
expansion in the mid-term21. This model is used by the Ecuadorian government
to design the Electricity Master Plan. Another local energy model is the TIMES
(The Integrated MARKAL-EFOM System) model for Ecuador. This is a bottom-
up optimization model created by the International Energy Agency. It represents
a useful tool for the energy sector as it allows to evaluate the impacts of public en-
ergy or environmental policies in this sector. It responds to an exogenous demand
that has to be met through a least-cost expansion with a long-term horizon16.

1.7 ELENA model
Based on the modeling exercises that already existed in Ecuador, the need was
identified for a model that would integrate various energy sectors and that could
respond to public policy scenarios where the impacts on the energy sector as well
as on carbon emissions could be studied. Within the DDPLAC project financed
by the Inter-American Development Bank, the possibility of creating the ELENA
model was born. ELENA, which stands for Ecuador Land use and Energy Net-
workAnalysis is an application of theMESSAGEplatform, using themethods and
framework of the Brazil Land Use and Energy System (BLUES) model22, applied
to Ecuador.

The ELENA model was created with the technical support of the Cenergia
Lab from the Federal University of Rio de Janeiro (COPPE/UFRJ). This is an in-
tegrated, partial equilibriummodel that optimises expansion based on minimum
cost. The model allows the construction of scenarios, through different imposed
restrictions, to compare development alternatives. It is a model that does not only
focus on the electricity or energy sector, but encompasses other sectors. As it is
integrated, it allows to assess the behaviour of the energy production and con-
sumption sectors to be related to the Land Use sector. This is an important step
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forward for an agricultural country like Ecuador as it allows studying the growing
interest in issues such as biofuels, energy crops and the use of forests asmitigation
assets. As it is a model focused on the expansion of the energy sector and not on
dispatch, it will not be possible to have a detailed analysis of electric operation. In
the case of electricity, the storage of which in large quantities is not feasible at the
moment, it must be consumed within a relatively short period of time (maximum
a few hours) after been produced. This would be a point where ELENA would
have to complement its capabilities with dispatch models such as SDDP or urbs
(presented in Chapter 3).

The first simulations performed with the ELENA model were made for sev-
eral scenarios. The first is a Business as Usual scenario, which is the one that
describes a trend evolution of the energy sector and will serve as a reference to
see the improvements that other scenarios produce. Then, decarbonisation sce-
narios up to 2050 were created. All aspects of this first stage of the ELENAmodel
are described in Chapter 2. After this decarbonisation analysis exercise, it was
observed that the most complex sector for decarbonisation is the transport sector,
mainly heavy-duty transport. For this reason, the aimwas to further explore ways
to decarbonise the transportation sector. In Chapter 3 of this thesis a study is pre-
sented where the ELENA model coupled with the dispatch model urbs are used
to asses the reduction of emissions in transport sector. To perform this analysis the
models are combined by a softlink complementing the integrated capacities of the
IAMwith the resolution of the dispatch model. The study described in Chapter 3
analyses whether the energy matrix of Ecuador would be able to support a mas-
sive electrification of transport. In Chapter 4 the results from the ELENA model
are analysed in an international context. Only the Buildings Sector, regrouping
the Residential and Commercial sectors in ELENA, is considered under a com-
parative analysis for different countries. This study is also part of a long-term
assessment in a context of decarbonisation.

1.8 SLMF approach
Finally, in Chapter 5 and 6 a fundamentally different approach is used. First it ex-
clusively focuses on the transport sector, actually only on the freight sector, with-
out any interaction with other sectors. Second it is based on game theory models
and more precisely on Single-Leader-Multi-Follower games. Third the aim of this
model/analysis is to determine an optimal government carbon tax policy , opti-
mal in the sense of decarbonisation. To our knowledge, it is the first time that such
an approach is used to drive the CO2 impact of a transport sector at the scale of a
country.

In Chapter 5, as an introduction, the basic concepts of game theory are de-
picted, since they are little known in the field of energy modeling. This intro-
duction goes through concepts of Bilevel Optimization, Nash Games, and Multi-
Leader-Follower games (SLMF).

In Chapter 6, freight transport is analysed using the precepts of hierarchical
bilevel models, in particular the Single-Leader-Multi-Follower game. This type of
hierarchical modeling has been used previously in the energy sector in relation
to deregulated electricity markets, to analyse strategies in Pay-as-bid17 or Pay-as-
clear18 auctions. Recent studies in the passenger transport sector also use the
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SLMF modelling approach to analyse the strategies of agents in a Mobility as a
Service scheme, where different transport service providers are connected via a
platform to the users and an interaction takes place led by the platformadministra-
tor and the service requester and the service provider are followers19. The study
presented in Chapter 6 focuses on heavy freight transport, which has proven to
be one of the most energy-intensive sectors and one of the most challenging in the
technology shift towards decarbonisation. A Single-Leader-Multi-Followermodel
was created to evaluate the impact of a carbon tax on the transition to cleaner tech-
nology vehicles. In the proposed scheme, the government is the leader and its
main objective will be to reduce emissions. Transport companies play the follow-
ers role and their objective is be to minimise investment and operating costs. The
investment is considered to be the purchase of new and less polluting vehicles. In
the study case of Ecuador, the effect of different carbon tax policies are compared,
thus providing government with potential ways to force the freight sector to the
use of cleaner fleet.

Associated with this thesis work three papers have been published and one has
been submitted:

• Long-term deep decarbonisation pathways for Ecuador: Insights from an integrated
assessment model, Daniel Villamar, Rafael Soria, Pedro Rochedo, Alexandre
Szklo, Mariana Imperio, Pablo Carvajal, Roberto Schaeffer, Energy Strategy
Reviews 35 (2021) 100637.

• Preparing the Ecuador’s Power Sector to Enable a Large-Scale Electric Land Trans-
port, Janeth Carolina Godoy, Daniel Villamar, Rafael Soria, César Vaca,
Thomas Hamacher and Freddy Ordonez, Energies 2021, 14, 5728.

• A global comparison of building decarbonization scenarios by 2050 towards 1.5-
2C◦ targets, Clara Camarasa, Érika Mata, Juan Pablo Jiménez Navarro, Janet
Reyna, Paula Bezerra, Gerd Brantes Angelkorte, Wei Feng, Faidra Filippi-
dou, Sebastian Forthuber, Chioke Harris, Nina Holck Sandberg, Sotiria Ig-
natiadou, Lukas Kranzl, Jared Langevin, Xu Liu, Andreas Müller, Rafael So-
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method and application to the Ecuadorian case, submitted to Computational
Management Science, 2022, 32 pp.
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Chapter 2

The ELENA Model

2.1 Introduction and context

Energy models allow understanding and exploring behaviours within energy
chains. Across this chains, a variety of technologies interact to transform the en-
ergy from the resource stage to the final energy consumption. This kind of analysis
acquired a great importance in the oil crisis in the 1970s23. Since then, to assess
scenarios that consider: energetic resources, exploitation, and consumption strate-
gies, became crucial in the economic analysis of a country. Energy planning is con-
sidered a key element for every country’s development24. A few decades later, the
energy debate became the energy-emissions discussion. In 1994 the United Na-
tions FrameworkConvention onClimate Change (UNFCCC) entered into force as
the entity in charge to develop coordinated strategies to copewith the threat of cli-
mate change. The ultimate goal of this entity is to stabilise greenhouse gas concen-
trations to avoid interference with the climate system25. Then, in 1997 the first cli-
mate global strategywas created, the Kyoto Protocol. This policy instrument com-
mitted industrialized countries and economies in transition to limit and reduce
global greenhouse gases (GHG) emissions in accordance with agreed individual
targets. This protocol entered into force in 2005 and presented the Clean Develop-
ment Mechanisms as an emission reduction method. On this context, the energy
models evolved and became Integrated assessment models (IAM)12. The main
idea behind thesemodels is assessing awide range of long-term integrated scenar-
ios, analysingmultiple areas and disciplines in a tool capable to guide researchers,
governments and multilateral agencies in energy-climate issues, in order to take
better inform decisions. Different countries have developed these tools. In the
case of Ecuador, in the context of the Deep Decarbonization Pathways project,
the ELENA (Ecuador Land Use and Energy Network Analysis) model was cre-
ated with the support of the Cenergia Lab from the Federal University of Rio de
Janeiro (COPPE/UFRJ). The BLUESmodel, an IAM fromBrazil, was used as start-
ing point to create ELENA22. The structure of both models and the technologies
available are similar. With regard to its temporal structure, ELENA has a time
horizon to 2050 and the base year of the model is 2015. This time span is divided
in 5-year steps. Eachmodelling year has a seasonality of 12months. Also, a typical
day divided in five time slices (night, morning, PV peak, day and load peak) is de-
fined. This time desegregation is suitable for capturing the behaviour of variable
renewable resources and electricity demand. The ELENAmodel accounts six eco-
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nomic sectors (transportation, residential, commercial, industry, agriculture and
others). One of the main goals of this kind of models is to provide policy-relevant
insights from the interaction between the energy and the land use sectors. It must
be stated that ELENA considers a demand of agricultural products, but the main
idea of the land sector is to analyse the behaviour of energy crops and forestation
scenarios. This IAM uses a Linear Programming structure to define the minimal
total cost expansion of the energy and the land system. The model is built on the
Model for Energy Supply Strategy Alternatives and their General Environmental
Impacts (MESSAGE). The softwareMESSAGE is amodelling platform containing
the structure to create integratedmodels. TheMESSAGE software was developed
by the International Institute for Applied Systems Analysis (IIASA). It presents
an integrated optimization methodology where the objective function, represent-
ing the total expansion cost of the scenario, is optimized under a set of constraints
such as: resource extraction capabilities, fuel availability, investment and pene-
tration of new technologies, GHG emissions, energy losses, among others. This
optimization is used to formulate and evaluate strategies from the energy supply
side to respond to an existing demand and its evolution in long-term scenarios26.
With this tool it is also possible to evaluate demand side strategies, by considering
useful energy as the last energy level of the model. In the study presented at next,
policies related with energy efficiency are evaluated also from the demand side.

2.2 Paper Long-term deep decarbonisation
pathways for Ecuador: Insights from an in-
tegrated assessment model

Article authors: Daniel Villamar1,2, Rafael Soria1, Pedro Rochedo3, Alexandre
Szklo3, Mariana Imperio3, Pablo Carvajal1,4 and Roberto Schaeffer3.
Journal: Energy Strategy Reviews
Volume: 35
year: 2021
pages: 100637-100651
url: https://www.sciencedirect.com/science/article/pii/S2211467X21000237

This paper was written as part of the DDP-LAC project where 6 Latin Amer-
ican counties participate. My personal contribution to the article, as part of the
Ecuadorian team, was on providing part of the data collection necessary for the
model programming as well as for the design of the scenarios. I run some of
the scenarios and participate in the results analysis and paper writing. All these
activities were carried out with the technical support of Cenergia Lab of the

1Departamento de Ingeniería Mecánica, Escuela Politécnica Nacional, Ladrón de Gue-
vara E11-253, 17-01-2759, Quito, Ecuador

2University of Perpignan - Domitian, 52 Avenue Paul Alduy, 66860, Perpignan, France
3Energy Planning Program, Graduate School of Engineering, Universidade Federal Do

Rio de Janeiro, Centro de Tecnologia, Bloco C, Sala 211, Cidade Universitaria, Ilha Do
Fund~ao, 21941-972, Rio de Janeiro, RJ, Brazil

4International Renewable Energy Agency, Innovation and Technology Centre, Willy-
Brandt-Allee 20, 53113, Bonn, Germany

22



Federal University of Rio de Janeiro (COPPE/UFRJ) and the supervision of Dr.
Rafael Soria.

23



24



25



26



27



28



29



30



31



32



33



34



35



36



37



38



39



40



41



42



43



44



45



46



47



48



49



50



51



52



53



54



55



56



57



58



59



60



61



62



63



64



Chapter 3

Review of Elena and urbs
soft-link analysis

3.1 Introduction and context

During the DDP project, possible decarbonisation scenarios for Ecuador were
modelled with ELENA within the range of 1.5-2°C temperature increase limit by
the end of the century. After this study, it was clear that the sector with the great-
est difficulty to decarbonise is transport and within it, freight transport. Several
decarbonisation alternatives could be considered, for instance: traditional biofu-
els (ethanol and biodiesel), advanced fuels from biomass produced in biorefiner-
ies, electrification, fuel cells or a mix of all these. At the current research state,
electrification seems one of the closest solutions, at least to achieve a partially de-
carbonisation of freight transport. This option requires a production of electric-
ity based on renewable energy sources. Ecuador’s electricity matrix is based on
hydropower and it is expected, according to the data presented in the Electrifica-
tion Master Plan 2020, that the percentage of installed capacity from renewable
sources in the electricity matrix will grow in 64% during the next decade. Mean-
while, in the same period the installed capacity for thermal energy will grow only
in 19.9%. However, if we consider a high electrification for Transport, this energy-
intensive sector would represent a huge additional burden on Ecuador’s electric-
ity system. This raises the question of whether the system can absorb the duty of
partially powering the transport sector, maintaining the expected renewable elec-
tricity matrix. To analyse this, it is necessary not only to evaluate the expansion of
total installed capacity, but also to carry out an analysis that includes the dispatch
of electricity. Electricity dispatch analysis is useful to design a system capable of
responding in an efficient manner during periods of high demand.
This chapter presents a collaborative work performed between the Technical Uni-
versity of Munich (TUM) and the National Polytechnique School of Ecuador
(EPN). The paper resulting from this collaboration is presented as part of two
doctoral studies. The ELENA Model is linked to an electricity dispatch model
called urbs to analyse the requirements of the energy matrix in a context of trans-
port electrification. The name of the study is:
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3.2 Preparing the Ecuador’s power sector to
enable a large-scale electric land transport

.
Authors: Janeth Carolina Godoy1, Daniel Villamar2, Rafael Soria3, César

Vaca4, Thomas Hamacher1 and Freddy Ordóñez2.
Journal: Energies – MDPI in September 2021.
Volume: 14
Issue: 18
Published: 11 September 2021
pages: 5728-5749
url: http://doi.org/10.3390/en14185728

The universities collaboration consisted in, for the EPN side, running the
ELENA model with different levels of decarbonisation scenarios for all the sec-
tors (transport, industry, residential, commercial and land use) for Ecuador and
deliver these results as input for the urbs model, which was carried out by the
TUM. Once the interaction between models was done, both universities collabo-
rate in analysing the data obtained and in the paper writing. This article focuses
ondesigning themix of technologies that the Ecuadorian electricity system should
have in order to be entirely renewable and cope with an increase in demand, due
to the electrification of land transport in the passenger and freight sector. The in-
terest of the study comes from the strong investment in hydroelectric plants that
Ecuador´s Government made between 2008 and 2015. Nowadays, the country’s
electricitymatrix is one of the cleanest in the region, withmore than 80%of annual
electricity generated from renewable sources in 202027. Still there is an upcoming
investment in renewable electricity planed by the Government28. Remains to be
studied if the future renewable electricity generation will be sufficient to supply
a demand that includes electric land transport. There is still much uncertainty
about which will be the dominant energy source for land transport in the up-
coming decades. In passenger transport, battery-powered buses and light-duty
vehicles are gaining ground in cities. In the light-duty freight segment there are
also electrification options. Governments are currently including targets for the
transition to zero-emission vehicles in their decarbonisation planning29,30. Still,
It is not yet clear which technologies could replace diesel trucks, but electric and
hydrogen trucks appear as the most promising alternatives30. Both of these tech-
nologies involve a higher consumption of electricity, either for direct use in the
trucks, or as a precursor for hydrogen production through electrolysis. In this
context, the analysis of the study presented is highly relevant.

With the ELENA model, it was observed that it is possible for Ecuador to
achieve a long-term energy transition31 complying with the 1.5 or 2 C global ob-

1Renewable and Sustainable Energy Systems, Technical University of Munich, Licht-
enbergstr. 4a, 85748 Garching bei München, Germany

2Departamento de Ingeniería Mecánica, Escuela Politécnica Nacional, Ladrón de Gue-
vara E11-253, Quito 170525, Ecuador

3Department of Mechanical Engineering, Universidad San Francisco de Quito, Diego
de Robles y Vía Interoceánica, Campus Cumbayá, Quito 170901, Ecuado

4b4Future, Guangüiltagua N37-266, Quito 170528, Ecuador
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jectives to stabilize the global temperature increment by the end of the century. As
mentioned in Chapter 2, ELENA contains a 12-month seasonality in its temporal
structure, which allows it to capture the behaviour of the two main water basins
of Ecuador. ELENA also contains a typical day divided into 5 periods, allowing
it to capture the temporal behaviour of electricity consumption and some renew-
able sources. ELENA assess the energy transformation by considering the entire
energy conversion chain, from energy resources to useful energy demand. If we
focus on the road transport sector, a simplified diagram of the energy chains for
this sector is presented in Figure3.2

Photovoltaic= PV, Electric vehicle = EV, Internal combustion engine = ICE

Figure 3.1: Simplified energy chain for the transport sector

While this energy chain is detailed and allows modelling the expansion of the
energy system, it does not have enough sensitivity for analysing the dispatch of
electricity. This, as mentioned above, is crucial in a transition scenario towards
electric mobility. For this reason, the ELENA model was coupled with the urbs
model by means of a soft link. Urbs is a linear optimization model for distributed
energy systems, it is an electricity dispatch model with a time resolution of one
hour which allows analysing in detail the supply of electrical energy. Notice that
contrary to ELENA, that integrates the entire energy chain, urbs focuses only on
the power system. Figure 3.2 shows the representation of Ecuador’s power system
considered in urbs.

Urbs analyses separately energies from variable renewable sources and
storable energies. Solar radiation, wind speed and seasonality of the water in-
flow (specially in run-of-the river hydro plants) are considered among the vari-
able energies. Thermal generation is considered stable. The modelling of renew-
able energies requires information associatedwith their geographical location and
the availability of space to be deployed. As in ELENA, fixed and variable opera-
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Run-of-the river=ROR, Photovoltaic= PV

Figure 3.2: Ecuadorian power system representation in urbs32

tion and maintenance (O&M) cost, investment costs and technical specifications
for each technology are required. Urbs also requires an exogenous electricity de-
mand. In this study three scenarios were modelled. Two of them are decarboni-
sation scenarios modelled in the study31, presented previously in Chapter 2 The
first is a moderate global climate change scenario, called Mod which relates with
a maximum global temperature increase close to 1.5 ºC by the end of the cen-
tury, above pre-industrial levels. A second scenario called DDP ensures a deeper
decarbonisation below 1.5°C. And finally, a third scenario, not limited by the tem-
perature increase, but only with a minimal cost logic, called Least Cost scenario
(LC) is modelled like in31.

The energy demands required in the transport sector used in urbs come from
the integrated ELENA model. Considering the distribution of the technologies
used, this demand is transformed into electrical energy. Table 3.1 presents the
evolution of the electricity demand for passenger and freight transport for each
scenario until 2050.

Table 3.1: Electricity demand by scenario

For the sectors other than transport, the demand used as input for the urbs
model corresponds to the official projection made until 205033

In 2050, in the higher decarbonisation scenario electricity demand increases by
35.7% relative to the LC scenario. For the same year, the Mod scenario presents
only an 18.4% increase in electricity demand compared to LC scenario. Mod di-
verge from LC scenario only by the inclusion of land transport and mining in
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Figure 3.3: Electricity demand per sector in TWh for the LC, Mod, and
DDP scenarios32

electricity demand. For the DDP scenario there is also an increase of electricity
consumption in residential and industrial sectors due to the electrification per-
spectives included in the official projection from the government33

3.2.1 Results
The urbs model, fed with exogenous demand values for the electricity, calculates
the capacity expansion for Ecuador until 2050. Figure 3.4 shows this increasing
expansion for the three scenarios designed. It must be stated that urbs uses official
projection values for electricity demand in all the sectors other than transport. The
demand for the transport sector comes from the projection calculated in31 with
ELENA.

In 2050, installed electricity capacity will be 43% higher in the DDP scenario
than in the Mod scenario. In turn, up to 2050 the Mod scenario requires 19.9%
more capacity than the base scenario. Only in a DDP scenario the decarbonisa-
tion of the generation matrix is achieved, even considering a growth in demand
due to the electrification of the transport sector. The Mod scenario still shows
a dependence on thermal power from combined-cycle gas turbines (CCGT) and
open-cycle gas turbines (OCGT). The base of the electricity system would be hy-
droelectric power plants which would represent about 70% of the installed capac-
ity. There is a diversification of non-conventional renewable energy based on solar
with a 24.5% of the installed capacity and wind that reaches 4.1%.

In the case of generation (Figure 3.5), hydroelectric power plants supply about
85% of the energy. By 2050 it can be seen that the electric generation mix is com-
pletely composed of technologies using renewable sources of energy. The analysis
of these results can be seen in more detail in32. The DDP scenario show a much

69



Distributed generation = DG, Utility scale = US, Combined-cycle gas turbines = CCGT
Open-cycle gas turbines = OCGT, Photo voltaic = PV, Run-of-the river = ROR

Figure 3.4: Expansion of installed capacity in GW for the Ecuadorian
power sector by scenario32

lower presence of generation from biomass, than the results obtained in31, where
the participation of biomass with carbon capture technologies was very signifi-
cant in the generation matrix. This difference between scenarios is explained by
the methodological approach between an integrated land use and energy model
analysis, and a sectorial analysis.

Now, because the urbs model is a dispatch model, it is possible to see how
power is generated in an hourly format (Figure 3.6). Again, it is clear that in
Ecuador the base generation comes from hydroelectric power plants. Due to its
fluctuating character, centralized solar PV generation can only be used during the
day. It has an important share, but at peak consumption time (19h-22h) it is no
longer available, which places higher demands on the hydropower plants.

3.2.2 Conclusions
With the information from the hourly dispatch of electricity, it is possible to foster
the creation of public policies avoiding expending additional investment costs in
unnecessary electricity capacity. Undoubtedly, electricity transport will represent
an additional burden on the electricity system. Policies should be anticipated so
that this extra load does not occur at the time of greatest demand on the electric-
ity grid (peak hour). There is a valley in demand at night (0h00 to 6h00), which
should be the preferred time for charging electric vehicles. Policies focused on
increasing the electric load demand at night can be implemented through prices
reduction at night or a penalised prices at peak hour. With the right policies,
electric cars could even reduce peak electricity demand by being used as a home
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Distributed generation = DG, Utility scale = US, Combined-cycle gas turbines = CCGT
Open-cycle gas turbines = OCGT, Photo voltaic = PV, Run-of-the river = ROR

Figure 3.5: Expansion of power generation in TWh for the Ecuadorian
power sector per scenario32

battery. On the other hand, with inappropriate behaviour, they could represent
an additional load at peak time, forcing the use of thermal power plants. This gen-
erates not only additional costs due to the higher variable cost of thermal energy,
but also higher emissions. This type of analysis leads to questions that can be con-
sidered in future research. For example, the role of electric vehicles in stabilising
energy demand. Also, it should be analysed the role of hydrogen from renewable
sources (green hydrogen) in transport and as an energy storage media.
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Photo voltaic = PV, Distributed generation = DG, Utility scale = US

Figure 3.6: Electricity dispatch per hour in TWh during four days in Oc-
tober 2050 for the DDP scenario32
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Chapter 4

ELENA in the buildings sector

4.1 Introduction and context
This thesis project has focused on the energy sector and more specifically on the
transport sector, as it is the main energy consumer and GHG emitter. Moreover,
transport is still a sector with great challenges for decarbonisation. However, the
integrated capacity of the model allows other sectors to be analysed as well. The
following publication is a synthesis study focusing on the building sector. It anal-
yses data from 8models that bring together information from 32 countries. North
and South America, Europe and Asia are the regions represented. Brazil and
Ecuador are the only two South American countries participating in this synthesis
with the BLUES and ELENA models respectively. Each of the countries analysed
present a referential scenario, as well as (at least) one for decarbonisation. In the
case of Ecuador, the decarbonisation scenario is in linewith a 2◦ Cvision. The data
obtainedwithin the decarbonisation scenario is used to assess the buildings sector,
which for ELENA includes the residential and commercial sectors. In The calcu-
lation of the residential sector, ELENA uses a bottom-up approach to estimate the
energy service demand. This calculation includes population and premises for
household size evolution and specific consumption. Also, a distinction between
existing and new households allows assessing improvements in energy efficiency,
by considering improved technologies in this sector. In ELENA, energy services
for residential include: refrigeration, air-cooling, lighting, water heating, cooking
and appliances. On the other hand, the energy demand for the commercial sec-
tor are built using the sectorial GDP as macroeconomic proxy and discriminating
between electric appliances and others energy services.

Carrying out these analyses, using different models and taking into account
several countries, allow monitoring the evolution of decarbonisation programs
and could contribute to the creation of regional or global policies focused on cli-
mate change. Besides, a global synthesis study provides the right dimension to
the fight against climate change by showing that it must be a globally coordinated
effort.

Although, Ecuador is not considered a big player in the context of climate
change, because of its relatively small economy, in the last decade it has presented
a positive evolution of its energy matrix, by increasing its share on renewable.

In Ecuador, buildings sector is the third sector with the highest CO2 emissions
after transport and industry27. Within the global picture, this sector is considered
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responsible for more than one third of greenhouse gas emissions34. This shows
that this sector is an important sector to be considered in abatement plans.

4.2 A global comparison of building decar-
bonization scenarios by 2050 towards 1.5-
2C◦ targets

Article authors: Clara Camarasa1, Érika Mata2, Juan Pablo Jiménez Navarro3,
Janet Reyna 4, Paula Bezerra5 , Gerd Brantes Angelkorte5 , Wei Feng 6, Faidra Fil-
ippidou3, Sebastian Forthuber7, Chioke Harris4, Nina Holck Sandberg 8, Sotiria
Ignatiadou2, Lukas Kranzl7 , Jared Langevin6 , Xu Liu Andreas Müller 4,9, Rafael
Soria 10, Daniel Villamar11, Gabriela Prata Dias1, Joel Wanemark2 and Katarina
Yaramenka2.
Journal: Nature Communications
Volume: 13
Published: 02 June 2022
pages: 3077-3087
url: https://doi.org/10.1038/s41467-022-29890-5

The idea behind this studywas concieved byClara Camarasa, ÉrikaMata, Juan
Pablo Jiménez Navarro. The research group that created the ELENA model was
one of the two Latin American countries invited to participate in this endeavour.
My contribution in this study was to run two scenarios from the ELENAmodel, a
baseline scenario and a decarbonisation scenario and to format the data obtained
so that they could be compared with the results from other countries. Also, I
contributed in the relevant part of the writing that considered Ecuador and the
ELENA model. Dr Rafael Soria guided all the work performed by the ELENA
team.
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8SINTEF Community, Høgskoleringen, 7B 7034 Trondheim, Norway.
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100871 Beijing, China.
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Chapter 5

A short introduction to
Multi-Leader-Follower games

In this chapter themathematical tools that will be used in Chapter 6 are described.
First, an introductory historical review of game theory and its applications is pre-
sented. Then amathematical recall of optimization concepts and principles is pro-
posed, followed by a focus is the concept of Nash equilibrium and its generalized
form. Afterwards bilevel optimization is introduced. All these tools are combined
in the last part where Multi-Leader-Follower games are presented, with a special
focus on Single-Leader-Multi-Follower games (SLMFG), and finally the resolu-
tion of an example of SLMFG is developed.

5.1 Review of the Single Leader Multi Follower
Games

5.1.1 Game theory’s milestones overview
Game theory is a complex subject that could be situated at the frontier between
economics and mathematical modelling. It is an ally in market decision mak-
ing processes by modelling the interaction between rational players, whose self-
interests to pursue a benefit are interlinked. The study of game theory was origi-
nally related to economic sciences, but its applicability has migrated to other sub-
jects. In order to introduce the topic of game theory, the most important break-
through of this subject will be outlined here. The origins of game theory can be
found in strategic games; thus, they can be traced even to ancient philosophers
as Plato and Socrates. Nevertheless, it is John von Neumann who is considered
as the father of game theory, for proving the Minmax theorem (1928) and for his
pivotalwork to integrate game theory in the economics domainwith the bookThe-
ory of Game and Economic Behaviour (1944) co-authoredwithOskarMorgenstern35.
Another milestone was reached in 1950 with John Nash’s paper Equilibrium points
in N-person games36. Its work extended Neumann’s theory to an n-players game
not restrained by a zero-sum requirement, generalizing the equilibrium of a non-
cooperative game in, what is now called, a Nash equilibrium. Subsequently, Ger-
ard Debreu in 1952 introduced the concept of “social equilibrium”37 and, in 1954
with Kenneth Arrow, the concept of “Abstract Economy”38. Their work gener-
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alized the Nash equilibrium concept introducing shared constraints among the
players. This type of problems is known as Generalized Nash Equilibrium prob-
lems (GNEP). Finally, a recent breakthrough in game theory came in 2016 with
the work of Phillipe Reny, who proposed a new extension of the Nash equilibrium
with discontinuous games39 (see also Aussel et al40 for further developments on
discountinuous Nash games).

5.1.2 The Stackelberg model
TheNash equilibrium concept describes the interaction between players, but these
players are usually in a similar decision level. In order to depict a hierarchical
structure between agents, the Stackelberg game is evoked. The Stackelberg model
presents a multi-optimization problem (let’s for sake of simplicity stay in a bilevel
problem). Thismodel is named after the economistHeinrich von Stackelbergwho
defined it in 1934 in is famous bookMarket Structure and Equilibrium41. Themodel,
in its simplest form, presents a duopoly interaction in which a hierarchy relation
exists between the players. Thus, there is a leader, who imposes conditions to the
other player that is considered a follower. As already quoted in Stackelberg’s book,
this model could be complemented by analysing the interaction of the different
players of the same level, implementing a Nash game among them. This com-
bination produces a game called Multi-Leader-Multi-Follower game (MLMFG).
In the present work, we consider a model where multiple players in the follower
level interact in a game parameterized by a single leader. This kind of game is
called Single Leader Multi-Follower Game (SLMFG)

5.1.3 Game Theory applications
Game theory has some didactic application examples, like the Prisoner’s dilemma
or the Stag hunt game, which applicability could seem limited and even triv-
ial. Nevertheless, this apparently simple games could be extrapolated to mar-
ket scenarios where they become an important decision-making tool under cer-
tain ground rules: competition, rationality, self-interest, etc. The applicability of
Cournot’s duopoly model (1838), and its Nash’s avant-garde equilibrium, are an
example of this. Most of the applications were centered in Economics, but game
theory is used in other ambits as well. As an example, agents in conflict or cooper-
ation could portraitmilitary strategy application42. In fact, duringColdwar, game
theorists like Thomas Schelling43,44 and Robert Aumann were consulted by gov-
ernments to avoid the conflict to escalate. As well, other more ordinary conflicts,
like sports or politics, are also attained by game theory. Moreover, biological ap-
plicationswere also considered even if rationality premise amongplayers has to be
reformulatedwhen dealingwith life in general45. At this point isworthy tomake a
distinction between two group of games, cooperative games and non-cooperative
games. In the first type of game coalition between players is expected and thus it
does not reflect the opposed interest of players. It models scenarioswhere binding
agreements between players is of mutual benefit. Vicious examples of cooperative
games could rise in the market ambit, and thus there are some rules to prevent
them, but alliances could have positive effects when dealing with pool resources
or fighting global pollution46. Despite its applications, cooperative games are not

98



analysed in this work. On the other hand, non-cooperative games, that are based
in opposed interests, depict other kind of interaction between players. There ex-
ists a huge literature on game theory application but let us just quote few topics of
engineering where this approach has been recently used: eco-park design47,48,49,
transport19, supply chain, electricity markets50,51,18,52,17,53,54. This work will deal
with some concepts and type of non-cooperative games beginning by the concept
of Nash equilibrium, one of the pillars of this sort of games.

5.2 Basic facts on optimization
At this point it is worthy to review some mathematical concepts that would be-
come useful in the coming pages. The principles for optimization will be recalled
in this section.

5.2.1 Optimization primal formulation
Optimization is a familiar concept in engineering, economics and mathematics.
In its broadest sense, to optimize a problem is simply to find among the feasible
points the one that minimizes losses (or maximizes a benefit). An optimization
problem has this standard form:

minx f(x)
subject to: x ∈ C

(1)

with f : Rn → R, and a set C being the set of feasible points. If there is a x∗ ∈ C
and f(x∗) ≤ f(x) for any x ∈ C, then x∗ is called a solution of the minimization
problem.

The function f(x) that must be optimised is called objective function and the
variables composing the objective function are called decision variables. In an un-
constrained optimization problem, the set C = Rn, while usually in a constrained
optimization problem the constraint set C is defined by equality and inequality
constraints, here represented respectively by the functions h(x) and g(x), with
g : Rn → Rl, h : Rn → Rm. This constraints shape the set C ⊆ R. Thus, the general
form of a constrained problem is as follows:

minx f(x)

subject to:
{

h(x) = 0
g(x) ≥ 0

(2)

Constraints are very handy to model real life problems since the constraints
could represent the existence of a limited resource or the fluxes interacting on a
process. Equality constraints could represent for instance a mass balances, while
an example of inequality constraint could be the budget that an enterprise has for
financing a certain procedure.

To categorize the optimization problem, the first distinction refers to the vari-
ables. If all the variables are continuous the problem is called nonlinear (NLP),
while if there is any discrete variable the problem becomes a mixed-integer non-
linear problem (MINLP); discrete variables are very important since they could
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represent boolean decision variables. If all the functions in an (NLP) (respectively
(MINLP)) are linear, the problem becomes a linear programming problem (LP)
(respectively a mixed-integer linear problem (MILP)).

Considering the (NLP), if the the objective function is quadratic convex and
the feasible set C is convex, then it is called a convex quadratic problem (QP).

To have an optimal solution for a (NLP) some conditions must be satisfied.
First for the existence of a solution, C must be non-empty. Then if C is closed
and the function f is continuous and coercive in C then the existence of a global
minimum is guaranteed. Other possibility to ensure the existence of a solution is
by following the Weierstrass theorem, where the minimum (resp. maximum) of
a function is achieved for a lower semi-continuous (resp. upper semicontinous)
function on a compact non-empty set C.

Afterwards, the uniqueness of the solution could be proved by ensuring that
C is convex and that the function f is strictly convex inC, that is for every α ∈]0, 1[

αf(x1) + (1− α)f(x2) > f(αx1 + (1− α)x2), with x1, x2 ∈ C andx1 ̸= x2 (3)

5.2.2 Associated KKT
On a constrained optimization problem, as the one presented on the previous
subsection, if all the functions are assumed to be differentiable, there are some
necessary (and sometime sufficient) conditions which can be used to solve the
problem in a systematic manner. These conditions are four and they are known
as the Karush-Kuhn-Tucker (KKT) conditions. The concept of the Lagrangian
function must be introduced to understand the KKT conditions. In optimization
problems that only considers equality constraints the term Lagrangian multiplier
defines a proportional constant between the objective function and the function
representing the equality constraints of the problem. The approach of the KKT
conditions extends the concept of the Lagrange multiplier to include inequality
constraints among the optimization restrictions55. The Lagrangian function for
the constrained problem presented in (2) will be as follows:

L(x, λ, µ) = f(x)− µ⊤g(x)−λ⊤h(x) (4)

with λ and µ being the Lagrange multipliers. In the above case only one equality
and one inequality are used in the problem, but the KKT method is also valid
when multiple constraints are applied, in that case the Lagrangian would take
the form:

L(x, λ, ν) = f(x)−
∑l

i=1 µigi(x)−
∑m

j=1 λihi(x) (5)

wherem and l are respectively the number of equality and inequality constraints.
Now let’s focus on the four KKT condition mentioned before. The first condition,
called the feasibility condition, is applicable to equality and inequality constraints.
As the name feasibility implies, this condition guarantees that the optimal solution
(x∗) for the problem is feasible, meaning that it has to comply with the constraints
g(x) and h(x) of the original problem. So, for the problem (2) this KKT conditions
are:

h(x) = 0, j = 1, ...,m
g(x) ≥ 0, i = 1, ..., l
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If the problem has several equality and inequality constraints the primal feasibil-
ity condition ensures that all the constraints are met. The second KKT condition,
known as the Stationarity Condition, expresses the fact that the search of a solu-
tion of the constrained problem is, in a sense, replaced by computing a solution
of an auxiliary unconstrained problem in which the objective function has been
replace by the Lagrangian function. This condition is applicable to equality and
inequality constraints, and for the model problem treated it will be as follows:

minx L(x, λ, µ) = f(x)−µ⊤g(x)−λ⊤h(x) (6)

This minimization is a relaxation of the constrained problem (2) and to solve it,
it is possible to apply a first order condition, namely that the derivative of the
Lagrangian function in term of the primal variable x is null:

∇xf(x)−µ⊤∇xg(x)−λ⊤∇xh(x) = 0 (7)

The condition of the positiveness for the Lagrangian multiplier, that is considered
a slack variable, is only applicable for inequality constraints, since for equality
constraints the sign of the Lagrangian lacks of importance.

µi ≥ 0 (8)

Finally, the last condition is the so called complementarity condition that sets the
multiplication of the Lagrangian multiplier with its inequality constraint to 0. For
the example being used:

µigi(x) = 0 (9)

Meaning that at least one of the factors in this multiplication must be null, also
denoted as µi ⊥ gi(x).

5.2.3 Constraints Qualification

After transforming the optimization problem bymeans of its KKT conditions and
in order to guarantee that the obtained solution of the KKT is also the solution
of the original problem, constraints qualifications (CQ) must be checked. Then,
roughly speaking, if convexity assumptions are satisfied on f and C, a point x̄,
solution of the KKT, is a solution of the optimization problem if some constraints
qualification condition is satisfied. To introduce the concept of CQ, first let´s de-
termine which are the active constraints of a problem. The equality constraints
must be complied by every point in the feasible set, thus they are always active.
On the other hand, the inequality constraints could be binding or not for a candi-
date point. To be more precise, the set of the active constraint set A(x) represents
all the equality constraints and all the inequality constraints that are binding at
point x and is defined asA(x) = {i ∈ I : gi(x) = 0}. Now, the Linear independent
constraints qualification (LICQ), holds if the family of the gradients of the active
constraints {∇gi(x) ∀i ∈ A(x),∇hj(x) ∀j ∈ {1...m}} are linearly independent at
x̄. LICQ is a strong condition in the sense that it implies the validity of other con-
straints qualifications such as Mangasarian-Fromowitz, Abadie or Guignard56.
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5.3 Nash Games
In this section, the concepts of Nash Game and Generalized Nash Equilibrium are
presented.

5.3.1 Nash equilibrium games
A game is defined by a set of players, rules, and payoffs. In economics, the ele-
ments present in game are usually defined in the following form:

G = {I;Xi;Ui} with i ∈ I

whereG is the game, I the set of players,X =
∏Card(I)

i=1 Xi the set of strategies and
U =

{
U1, . . . , UCard(I)

} the utility functions.
Nash equilibrium (NE) is a possible outcome of some non-cooperative games.

Nash equilibrium is achieved at a point x = (xi)i∈I ensuring that no player can im-
prove his benefit by changing unilaterally his strategy. The main particularity of
a non-cooperative Nash game is that the objective (or cost) function of one player
depends not only on his strategy but also on other players strategies. In this study,
the normal form of the game will be replaced by a mathematical expression that
allows to observe more easily the interaction between players. Using this nota-
tion, a N-person Non-cooperative Nash game looking to minimize an outcome is
described as follows:

for any i ∈ I,
minxi

fi(xi, x-i)
subject to: x ∈ Xi

(10)

with i ∈ {1, ..., N}, whereN is the number of players. For player i, xi is the vec-
tor of strategies,Xi is the set of admissible strategies, and fi(xi, x-i) is the objective
function.

Following classical notations, the variable x-i is the vector of strategies selected
by all the players but i. Having x-i in the objective function is the core of Nash
equilibrium theory. It means that the outcome for each player depends also on the
choicesmade by the other players. TheNash equilibriumof the above gamewould
be the strategy profile x∗ = (x∗

1, . . . , x
∗
N) which verifies that, for any i = 1, . . . , N ,

x∗
i ∈ Xi and

fi(x
∗
i , x

∗
-i) ≤ fi(xi, x

∗
-i), xi ∈ Xi (11)

In order to better understand the concept of a Nash equilibrium, let’s review
two classic and didactic examples of its application: Prisoners Dilemma and the
Hawk-Dove game.

Prisoner’s Dilemma

Two people are arrested and charged with some minor crimes but suspected of
having committed a major felony. The prisoners are interrogated separately, and
the same cooperation deal is offered to each of them. By confessing the crime,
while the other prisoner denies it, he would only receive a month in jail, whereas
the denier would be incarcerated for 5 years. The second possibility is that both
deny the crime and have a one-year sentence each. Finally, if both confess, they
have a sentence of 2 years.
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Table 5.1: Payoff matrix for Prisonner’s Dilemma

Table 5.1 shows the sentences depending on the choices of the prisoners where
the years of prison for prisoner 1 and prisoner 2 are presented respectively as the
first and second value of the couples presented in each case of the table. The pay-
offs of this game are ranked from 0 as the best possible payoff, and 5 as the worst.
The best response of each player according to the choice made by the other player
is marked in the table according to the colour allocated to the prisoner. The ra-
tional behaviour assumption supposes that each prisoner wants to minimize the
time in jail. Analysing Prisoner 1 options, despite the election of prisoner 2, is al-
ways the best response to confess, although his payoff is different depending on
the other player decision. If there is one strategy that is better to follow despite
what the other player does, this is called a dominant strategy. A symmetric anal-
ysis could be done for prisoner 2. Thus, both confessing would be the rational
outcome of the game. The existence of a best response corresponds to a so called
Pure-strategy NE. Notice that the social optimum would have been both deny-
ing the crime, but this optimum is not a stable result since each prisoner could
improve the outcome by unilaterally changing his declaration. If prisoners were
able to cooperate, denying the crimewould be the best, but the prisoner’s dilemma
is a non-cooperative game. Thus, both confessing is a stable solution, from which
the unilaterally deviation of a player will not improve its outcome, meaning that
this is a NE of this game.

Hawk-Dove Game

A second game that is analysed under the perspective of Nash equilibria is the
Hawk-Dove. In this game two pilots drive in frontal collision course. The one
who swerve the drive wheel, to avoid the collision, lose. The winner collects a
price V while the looser ,L, doesn’t obtain anything. If no driver swerves the drive
wheel they share the price, but the collision would have a costC. If both avoid the
collision they also share the price. it is assumed that the objective of the pilots is
to maximize their profit. If C ≥ V/2, the payoff ordered by increasing value are:
V/2−C (because it is a negative value), L that has a null value, V/2when the price
is shared between players, and V when only one player wins. Table 5.2 presents
the results of the game. The tuples in each case reflect the payoffs for Pilot 1 and
2, being respectively the first and second values in the tuples.

Let´s analyse if there is a pure strategy in this game: If Driver 2 plays Dove, it is
better for Player 1 to play Hawk. If Driver 2 plays Hawk, it is better for Player 1
to play Dove. Thus, there is not a dominant strategy for the game. Two NE are
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Table 5.2: Payoff matrix for Hawk-Dove game

found in this game, when one of the players is a Hawk and the other a Dove.
Once this hawk-dove balance is reached, the player who changes its decision will
loose and even make the other player loose as well.

There are actually two type of NE, the so called pure strategy, depicted in the
previous examples, and the mix-strategy NE. This last equilibrium is achieved
when at least one of the players randomizes his decision among its strategies. In
his famous paper presented in 1950-1951 JohnNash demonstrated that theremust
be at least one mixed Nash Equilibrium for all finite game; finite game meaning
finite number of players and finite number of strategies. For the existence of pure
Nash strategy, it should be assumed that the objective functions of the players
are continuous and convex and that the constraint set of each player is nonempty
convex and compact.

Applications of NE are vast. For networking and traffic applications, a variety
ofmodels displayingNash equilibrium are used. An overview of differentmodels
is presented in57. For transit and network modelling applications, some authors
prefer a variation of the NE called the Wardrop equilibrium58.

5.3.2 The Generalized Nash Equilibrium Problem (GNEP)
The GeneralizedNash Equilibrium is an extension of the NE principle. In a GNEP
it is considered that the inter-dependency among players is not only in the payoffs
received but also in the strategies set that each player could have. The limited
access to a resource required by the players would create a GNEP. There would
be some constraints among the players that would create the inter-dependency of
strategies. For example, if there is a shared limited resource among players that
will be presented as a shared constraint for both, the set of admissible strategies of
one player would be affected by other players strategy. In this case, the problem
would slightly change in form:

for any i ∈ I,
minxi

fi(xi, x-i)
subject to: x ∈ Xi(x-i)

(12)

As in the NE problem, the objective function depends on the player’s own
decision as well as on the other players decision, but the strategy set in this case is
also dependent on the other players strategies. This means that the equations and
inequalities that shape the setXi are dependent on the other players strategies, or,
in other words:

Xi(x-i) = {xi : hi(xi, x-i) = 0 , gi(xi, x-i)≥0}
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Note that if one of the component-wise inequality constraint of gi is the same for
any i ∈ I , then this constraint is called "shared constraint". To exemplify this, let’s
imagine that there are two companies that due to their productive activities, re-
lease greenhouse gas in the air. The local environmental authority, to reduce the
air contamination, decides to limit the amount of emissions in the air. Also imag-
ine that the measures of air pollution are made in a zone where it is impossible to
determine the amount of contaminant produce by each company. The restriction
imposed will be then shared by both companies, and since the excess of emissions
will be taxed, and the production of the companies and the emissions are related,
it is clear that both the objective of the companies (maximize the profits from the
sales) and the restrictions (amount of emissions) depend not only on their actions
but also on the other company actions as well, becoming a GNEP with a shared
constraint.

5.3.3 Concatenated KKT
In Subsection 5.2.2 the Karush-Kuhn-Tucker conditions to solve constrained opti-
mization problems were depicted. This method is adapted to solve a GNEP be-
tween N players, with N ∈ N. A concatenation of the KKT conditions of the dif-
ferent players’ optimization problems of players that are on a Nash equilibrium
will be called the concatenated KKT conditions of the GNEP59. As stipulated before,
all the individual functions must be at least differentiable. Let’s consider the La-
grangian function for player i, in the GNEP described in the previous subsection:

Lxi
(xi, x-i, λi, µi) = f(xi, x-i)−

∑mi

j=1 µ
j
ig

j
i (xi, x-i)−

∑ni

j=1 λ
j
ih

j
i (xi, x-i)

with mxi
and nxi

(both ∈ N), representing respectively the number of inequality
and equality constraints for player i. The KKT conditions for the GNEP will be:

∇xi
Lxi

(xi, x-i, λi, µi) = 0, i = 1, . . . , N

gji (xi, x-i) ≥ 0, j = 1, . . . ,mi, i = 1, . . . , N

hj
i (xi, x-i) = 0, j = 1, . . . , ni, i = 1, . . . , N

µj
i ≥ 0, j = 1, . . . ,mi, i = 1, . . . , N

µj
ig

j
i (xi, x-i) = 0, j = 1, . . . ,mi, i = 1, . . . , N

5.4 Bilevel optimization
The first bilevel optimization problem is attributed to Heinrich Stackelberg41. The
author presented a duopoly in which one of the players made the first move and
the second player does his move afterwards. A Bilevel optimization problems, as
its name suggests, is a type of optimization containing two levels. It is considered
that a hierarchy rules the relation between the levels, and the problem is stated as
follows:

minx,y F (x, y)

subject to:


H(x, y) = 0
G(x, y)≥0
y ∈ S(x)

(13)

105



where S(x) is the solution set of the lower level optimization problem, parameter-
ized by x,

miny f(x, y)

subject to:
{

h(x, y) = 0
g(x, y)≥0

It must be noticed that the solution set S of the lower level problem depends on
x which is a variable of the upper level problem. Thus, the interdependence of the
two levels is clear, as also is the hierarchy of having a variable of the upper-level
problem that parameterizes the optimization of the lower-level problem. This hi-
erarchy is outlined by naming respectively the player at upper and lower level
as leader and follower respectively. The leadership in this bilevel arrangement is
carried by a player that holds some power over the mutual relation. This power
allows the leader to make a first move, conditioning the scenario for the players
of the lower level. The leader could be for example a regulatory entity or large
company that “owns” the market. This has been well studied for electricity mar-
kets60,61, thus an example on this field is chosen to illustrate the concept.

Imagine an hegemonic company in the market able to influence in prices and
quantity of electricity, competing against a smaller firm that instead is price taker.
The big company acts as the leader and the small company is the follower. The
leader, based on its assumptions about the behaviour of the follower, will create an
optimal strategy for his variable x. As a leader, it will make his move first accord-
ing to its strategy. This firstmove fixes the variable x parameterizing the follower’s
choices. Then, in a second step, follower solves the lower level problem, obtaining
the best strategy for its variable y in responds to the leader’s choice. It is impor-
tant to note that the follower’s problem corresponds in fact to the understanding
that the leader has on the follower’s behaviour/reaction. Then actually it is thus
possible that the choice of the follower for y is different than the one anticipated
by the leader.

Besides, in case that the solution set of the lower level problem present multi-
ple points y (also called best responses), the leader would have to make a choice
between them. Several techniques are available to perform this selection, two of
them, the optimistic and pessimistic approaches, are presented in the next section.

Optimistic and pessimistic optimization approaches

As stated before, for some (or all) leader’s decision x, the optimization problem
of the follower could have more than one solution. Thus the leader would have to
choose which of these results/best reactions will used to create the optimization
strategy for the upper level problem. If the leader assumes that the result selected
by the follower are aligned with the leader interests, meaning that both levels of
the problem look to minimize (or maximize) the problem, the approach is called
optimistic. Indeed is quite optimistic to think that in the market a company will
play in favour of his competitor. An optimistic approach for a minimization prob-
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lem for the leader is of the form:
minx∈Rm miny∈Rn F (x, y)

subject to:


H(x, y) = 0
G(x, y)≥0
y ∈ S(x)

(14)

with S(x) solution of the lower-level optimization. It is the one which has been
used in 13.

On the other hand, a different approach that the leader could use to predict
the reaction solution of the lower level is the pessimistic approach. In this case the
leader thinks that the follower is antagonistic with the leader and to limit risk,
the leader will select the solution with the worst results. To reduce the damage
created by the follower decision, the optimization of the lower and upper level
will be opposed, the form of this leader pessimistic minimization problemwill be
then:

minx∈Rm maxy∈Rn F (x, y)

subject to:


H(x, y) = 0
G(x, y)≥0
y ∈ S(x)

(15)

The optimistic and pessimistic approaches are also possible if the leader’s opti-
mization problem is a maximization instead of a minimization. A profound anal-
ysis on the difference of the optimistic and pessimistic approaches is described by
Stephan Dempe62.

Considering the Bilevel problems applications, this type of modelling could
portrait different kind of conflicts. Some application examples are related to: pol-
lution regulation63, markets pricing64, networking or production programming
designs65. In reference to the optimistic and pessimistic approaches, this last ap-
proach has a minor share in literature, even if its application range is the same of
the optimistic approach. Nevertheless, in recent years, it seems to be capturing
more attention66.

First order reformulation

Bilevel optimization problems become a "one level" optimization problem when
the follower’s problem is replaced by their first optimality conditions. Different
methods are available to reformulate such processes, quasi variational inequali-
ties andmathematical programswith complementarity constraints60,67. When the
first order conditions on the follower’s problem are expresses through the KKT
condition the "one level reformulation" is a Mathematical problem with comple-
mentarity constraints :

minx,y,λ,µ F (x, y)

subject to:



H(x, y) = 0
G(x, y)≥0

∇yf(x, y)−
m∑
k=1

µk∇ygk(x, y)−
n∑

k=1

λk∇yhk(x, y) = 0

hk(x, y) = 0, k = 1, . . . , n
0 ≤ µk ⊥ gk(x, y)≥0, k = 1, . . . ,m
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where the notation 0 ≤ µk ⊥ gk(x, y)≥0 stands for 0 ≤ µk, µkgk(x, y) = 0 and
gk(x, y)≥0. Observe that the Lagrange multipliers λ and µ are the new variables
of the (optimistic)MPCC reformulation of the initial (optimistic) bilevel problem.

Now the question is if the solution that is obtained from the MPCC would
be also the solution for the original bi-level optimization problem. This is true
under certain conditions, first the lower level problem has to be convex. If the
lower level problem is non-convex, the feasible set from the KKT approach will be
larger that the one on the original problem68. Even if this requirement is fulfilled,
there is no guarantee that the MPCC bring us closer to the result of the original
problem68,69. In both of these references, constraint qualification conditions have
been proposed to guarantee that one can extract a global or local solution of the
(optimistic or pessimistic) bilevel problem from a global or local solution of the
MPCC.

This type of non-linear programming is difficult to solve and is reformulated to
be processed in a solver. Some reformulationmethod forMPCCwill be presented
in Subsection 5.5.2 in the case of Single-Leader-Multi-Follower and can of course
be applied when there is only one follower.

5.5 Multi-Leader-Follower Game
A Multi-Leader-Follower game (MLFG) is a generalization of the Stackelberg
game. It has a multi-level optimization structure, but several players are possi-
bly considered for each level. There would then be more than one leader and
multiple followers interacting to reach their own optimum. This structure shows
the complexity that this kind of problems could reach. Players at the same deci-
sion level perform a non-cooperative strategic interaction, until reaching a GNE.
Leaders, from a non-cooperative competition determine a strategy set to which
followers respond while also competing with the other followers in a GNEP. The
Multi-Leader-Multi-Follower Game consist of N leaders and M followers. The
leader player i = 1, . . . , N has a decision variable xi ∈ Rni , and each follower
player j = 1, . . . ,M has a response variable yj ∈ Rmj . A diagram of the general
form of the problem is presented below.

It should be nevertheless emphasized that the aboveMLFGproblem is actually
intrinsically carrying a serious ambiguity. One of the main ones comes from the
fact that, as soon as the best response of the followers is not unique, each leader
can have a different conjecture of the followers’ response therefore meaning that
it is impossible to give a common sense to a solution (x, y) of this MLFG. An inter-
esting analysis of such situation and possible remedies have been presented by A.
Kulkarni70. Another difficulty is that in many applications is not so natural that
all the leader are positioning themself in an optimistic attitude with regards to the
followers’s response. In this case again some serious ambiguity can occur.

5.5.1 Multi-Leader-Single-Follower Game
Among the different games that can be represented by the MLMFG presented
in Figure 5.1, a simplified version is the Multi-Leader-Single-Follower Game
(MLSFG). This game considers a GNEP among upper-level players but a single
player acting as follower. Examples of this structures are found in the study of
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Figure 5.1: Multi-Leader-Multi-Follower Game (full optimistic version)

deregulated electricity markets61,71 and also in eco-industrial parks72 to mention
few application examples. The complexity of this game comes from the ambigu-
ity quoted just above, that is the possible ambiguity of the follower’s response. In
the case where for any possible decision vector x = x1, . . . , xN there is a unique
follower’s response, then MLSFG are well-posed60,67.

Figure 5.2: Multi-Leader-Single-Follower Game
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5.5.2 Single-Leader-Multi-Follower Game
Another particularization of the MLMFG that reduces somehow the complexity
of the game described previously, is the general Stackelberg game, also known
as Single-Leader-Multi-Follower Game (SLMFG). In this problem, a regulatory
entity, the leader, tries to anticipate the followers’ game. Leader’s variable pa-
rameterizes the lower level game. Then, the players at the lower level compose a
GNEP in response to the parameter given by the leader. An illustrative example
comparing the SLMFG and MLSFG is developed by M. Ramos72.

In case of a unique leader, his decision variable x and his conjecture about the
follower’s reaction yj reduces to a single set, avoiding the excessive complexity of
the MLSFG. Nevertheless, no guarantee of finding a unique solution, or even a
solution, is given.

Figure 5.3: Multi Leader Single Follower Game

The simplest SLMFG occurs when there is a unique followers’ response y(x) ∈
Y , set of followers’ variables, for each decision variable x ∈ X , then the problem
can be solved like a conventional programming problem of the following form:

minx F (x, y(x))
subject to: x ∈ X

where y(x) is the unique generalized Nash equilibrium of the GNEP between the
followers

Having a non-unique followers’ response, which is usually the case for aGNEP,
requires a method to deal with the possible multiplicity. The selection of an op-
timistic or pessimistic approach deals with the problem raised by multiple equi-
libriums at the lower level67. Let’s focus on the optimistic approach. Using some
classical properties of set-valuedmap theory, closeness and lower semi-continuity,
the following set of rules ensuring the existence of an optimistic global solution
for the SLMFG is stated:
Theorem 1 (67) If F is lower semi-continuous, X is closed, for each j = 1, . . . ,M , fj
is continuous and Yj is lower semi-continuous relative to its non-empty domain and has
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closed graph. Assume furthermore that the graph of the lower level GNEP map is non-
empty and that either F is coercive orX is compact and at least for one j, the images of Yj

are uniformly bounded. Then the SLMFG admits at least a global solution.

5.6 On the reformulation of Single-Leader-
Multi-Follower games

A Single-Leader-Multi-Follower game (SLMFG) is characterized by a bilevel
structure with one player on the top level that parameterized the multi player’s
game in the bottom level. Combining the "first order approach" presented in
Subsection 5.3.3 and Section 5.4, a classical way to solve a Single-Leader-Multi-
Follower game is to reformulate it as a Mathematical Programming with Comple-
mentarity Constraints (MPCC). Without loss of generality, let us assume that all
the constraints at the upper and lower level are defined by inequalities and that
all variables are non-negative.
Followers problem
Knowing the leader decision x, each follower j minimizes its objective function
according to its variable yj , this function also depending on the variable y-j
representing all the V followers except for follower j. Follower j’s problem , with
j = 1, .., V , is shaped by Mj constraints, not all followers having necessarily the
same number of restrictions.

(PFj
) minyj≥0 fj(x, yj, y-j)

s.t.: gj,m(x, y)≥0 , m = 1, ...,Mj

Leader problem
In this type of game, the followers display among them a Generalized Nash equi-
librium Problem (GNEP). The leader aims to minimize his objective function in
his variable x and in the followers variable y that comes from the set of followers’
GNEP. The leader problem is restricted by N constraints.

(PL) min x≥0 F (x, y)
y≥0

s.t.:
{

Gn(x, y)≥0 , n = 1, ..., N

y ∈ GNEP (x)

5.6.1 A first MPCC reformulation

The bi-level optimization problem is reformulated under the structure of a
mathematical problem with complementarity constraints (MPCC) where all the
Karush–Kuhn–Tucker (KKT) conditions of the different followers are concate-
nated with the leader’s optimization constraints. Thus the associated MPCC re-
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formulation is (PSLMF )

min x≥0, F (x, y)
y≥0

µ

s.t.:



Gn(x, y)≥0 n = 1, ..., N

0 ≤ yj ⊥ ∇yjfj(x, yj, y-j)

−
Mj∑
m=1

µj,m∇yjgj,m(x, y)≥0 j = 1, ..., V

0 ≤ µj,m ⊥ gj,m(x, y)≥0 j = 1, ..., V, m = 1, ...,Mj

The complementarity constraints issued from the KKT conditions create non-
convex restrictions. In order to avoid some difficulties in the numerical resolution
of the MPCC, it must be reformulated.

5.6.2 MPCC reformulation by the penalty method
In thismethod the complementarity constraints are included in the objective func-
tion accompanied by the positive penalisation parameter ρ. As a first step, Leyffer-
Munson73 proposed the following modification: for any j = 1, ..., F , the restric-
tions and variables are grouped as follows:

qj(x, yj, y-j) =


(
∇yjfj(x, yj, y-j)−

∑
m=1

Mjµj,m∇yjgj,m(x, y)

)
(gj,m(x, y))m=1,...,Mj



wj = (yj, µj,m) m = 1, ...,Mj

Then a new variable is included, a slack variable s that has the same dimension
as q:

qj(x, yj, y-j)− sj = 0 j = 1, ..., V

0 ≤ wj ⊥ sj ≥ 0 j = 1, ..., V

with this modification the MPEC becomes:
(PSLMF ) min x≥0, F (x, y)

w
s

s.t.:


Gn(x, y)≥0 n = 1, ..., N

qj(x, yj, y-j)− sj = 0 j = 1, ..., V

0 ≤ wj ⊥ sj ≥ 0 j = 1, ..., V

Slack variables s are included as part of the reformulation. By including comple-
mentarity constraints into the objective function, most difficulties of the nonlinear
complementarity problem are overcome72.
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(PSLMFρ) min x≥0, H = F (x, y) + ρ
∑V

j=1 sjwj

w≥0

s

s.t.:


Gn(x, y)≥0 n = 1, ..., N

qj(x, y) = sj j = 1, ..., V

sj ≥ 0 j = 1, ..., V

wj ≥ 0 j = 1, ..., V

The penalization parameter in the objective function will increase its value.
Since this is a minimization problem, the expression ρ

∑V
j=1 s

T
j wj , (being always

positive) penalizes the objective function. A major drawback of this transforma-
tion is the number of variables that increases drastically. In the first reformulation,
by creating the stationarity conditions of the KKT, a µ variable is created for each
followers’ condition. Also the slack variables sj are related with the number of
followers’ restrictions. Besides, the parameter ρ, included in the penalty function,
increases the possible difficulty in fitting the parameters in this reformulation.

5.6.3 Reformulation using the Big M method

There is an alternativemethod to deal with the complementarity constraints of the
concatenated KKT, the non-convexity created by the multiplication of the dual
variables and the terms including the primal variables complicates the solution
of the problem. The idea behind the complementarity condition is the cancella-
tion of the dual variables when the primal variable is active, and vise-versa. This
switching task for activating or nullifying a variable could be performed by a bi-
nary variable (zj,m = 0, 1) along with a constant M. The fact of introducing new
variables to the model would increase the complexity but will also eliminate the
problem of the non-convexity created by the complementarity constraints. Also,
the size of the constantM is another unknown. To determine the size ofM a trial
and error method is not uncommon, but this can lead to sub-optimal solutions74.
One binary variablewould be included for each complementarity constraint. Let’s
use one of the constraints on the MPEC to exemplify:

0 ≤ µj,m ⊥ gj,m(x, y)≥0

µj,m = 0 or gj,m(x, y) = 0

µj,m ≤ Mzj,m and gj,m(x, y) ≤ M(1− zj,m)

Notice that the value ofMhas to be large enough to contain the dual variables. For
this reason, thismethod that is used to linearized the complementarity constraints
from theMPEC is called BigM75. The problem reformulated as a linearized prob-
lem is denoted by (PSLMF ):
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min x≥0, F (x, y)
y≥0

µ

s.t.:



zj,m ∈ {0, 1} j = 1, ..., V, m = 1, ...,Mj

Gn(x, y)≥0 n = 1, ..., N

Mzj ≥ yj ≥ 0 j = 1, ..., V

M(1− zj) ≥ ∇yjfj(x, yj, y-j)

−
Mj∑
m=1

µj,m∇yjgj,m(x, y)≥0 j = 1, ..., V

Mzj,m ≥ µj,m ≥ 0 j = 1, ..., V, m = 1, ...,Mj

M(1− zj,m) ≥ gj,m(x, y) ≥ 0 j = 1, ..., V, m = 1, ...,Mj

Notice that in this case, the amount of binary variables introduced to the prob-
lem would depend on the number of players in the game and in the number of
constraints of the problem. As it will be explained in Chapter 6, the choice of a
"good" big M can turn out to be very difficult.

5.7 Explicit resolution of an example of Single-
Leader-Two-Followers Game

In order to reinforce the optimization techniques presented so far, a resolution
example of SLMFG is presented. Only two players are considered at the followers
level. Let’s begin with the leader optimization problem:

(PL) minx,y1,y2 F (x, y1, y2) = (x− 1)2 + y 2
1 + y 2

2

subject to:
{

x ≥ 0
(y1, y2) ∈ GNEP (x)

Notice that the objective function of the leader enjoys very nice properties since
it is quadratic and convex in the leader’s and followers’ variables. Both followers’
problem, of course parameterized by x, displays also quadratic objective func-
tions, with respect to the follower variable y1 or y2, while the constraints of the
followers include a positiveness restriction and a shared constraint including the
leader variable:

(PF1) miny1 f1(y1, y2) = y21 − y1y2 − y1

subject to:
{

y1 ≥ 0
y1 + y2 ≤ x

and
(PF2) miny2 f2(y1, y2) = y22 − 1

2
y1y2 − 2y2

subject to:
{

y2 ≥ 0
y1 + y2 ≤ x
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Following the procedure, the concatenated KKT containing the problem of the
lower level is created:

KKT conditions:



2y1 − y2 − 1− µ1 + µ2 = 0
−1
2
y1 + 2y2 − 2− µ3 + µ4 = 0

y1 ≥ 0

y2 ≥ 0

y1 + y2 ≤ x

µ1 ≥ 0, µ2 ≥ 0, µ3 ≥ 0, µ4 ≥ 0

µ1.y1 = 0

µ2(x− y1 − y2) = 0

µ3.y2 = 0

µ4(x− y1 − y2) = 0

In order to solve manually the KKT, the problem is broken in different cases
where assumptions of the variables values are made. Replacing the variables by
the assumptions a system of equations is obtained and solved for each case.

Case 1: Assume µ1 = 0 µ2 = 0 µ3 = 0 µ4 = 0

2y1 − y2 − 1 = 0 1O
−1
2
y1 + 2y2 − 2 = 0 2O

y1 ≥ 0 3O
y2 ≥ 0 4O
x ≥ y1 + y2 5O

from 1O and 2O → y1 =
8
7
and y2 =

9
7

from 5O → x ≥ 17
7

Case 2: Assume µ1 > 0 µ2 = 0 µ3 = 0 µ4 = 0

2y1 − y2 − 1− µ1 = 0 1O
−1
2
y1 + 2y2 − 2 = 0 2O

y1 = 0 3O
y2 ≥ 0 4O
x ≥ y1 + y2 5O

from 1O , 3O and 4O → µ1 = −y2 − 1; Impossible

Case 3: Assume µ2 > 0 µ1 = 0 µ3 = 0 µ4 = 0
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

2y1 − y2 − 1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2 = 0 2O

y1 ≥ 0 3O
y2 ≥ 0 4O
x− y1 − y2 = 0 5O

from 2O and 5O → y1 =
4x−4
5

6O and y2 =
x+4
5

7O
from 1O, 3O, 6O and 7O → 1 ≤ x < 17

7

Case 4: Assume µ3 > 0 µ1 = 0 µ2 = 0 µ4 = 0

2y1 − y2 − 1 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 = 0 2O

y1 ≥ 0 3O
y2 = 0 4O
x ≥ y1 + y2 5O

from 2O, 3O and 4O → µ3 = −1
2
y1 − 2; Impossible

Case 5: Assume µ4 > 0 µ1 = 0 µ2 = 0 µ3 = 0

2y1 − y2 − 1 = 0 1O
−1
2
y1 + 2y2 − 2 + µ4 = 0 2O

y1 ≥ 0 3O
y2 ≥ 0 4O
x− y1 − y2 = 0 5O

from 1O and 5O → y1 =
x+1
3

6O and y2 =
2x−1
3

7O
from 2O, 3O, 6O and 7O → 1

2
≤ x < 17

7

Case 6: Assume µ1 > 0 µ2 > 0 µ3 = 0 µ4 = 0

2y1 − y2 − 1− µ1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2 = 0 2O

y1 = 0 3O
y2 ≥ 0 4O
x− y1 − y2 = 0 5O

from 3O and 2O → y2 = 1 6O
from 3O and 5O x = y2 = 1
from 1O, 3O and 6O µ2 = µ1 + 2

Case 7: Assume µ1 > 0 µ3 > 0 µ2 = 0 µ4 = 0
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

2y1 − y2 − 1− µ1 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 = 0 2O

y1 = 0 3O
y2 = 0 4O
x ≥ y1 + y2 5O

from 1O, 3O and 4O → µ1 = −1; Impossible

Case 8: Assume µ1 > 0 µ4 > 0 µ2 = 0 µ3 = 0;

2y1 − y2 − 1− µ1 = 0 1O
−1
2
y1 + 2y2 − 2 + µ4 = 0 2O

y1 = 0 3O
y2 ≥ 0 4O
x− y1 − y2 = 0 1O

from 1O, 3O and 4O → µ1 = −y2 − 1; Impossible

Case 9: Assume µ2 > 0 µ3 > 0 µ1 = 0 µ4 = 0;

2y1 − y2 − 1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 = 0 2O

y1 ≥ 0 3O
y2 = 0 4O
x− y1 − y2 = 0 5O

from 2O, 3O and 4O → µ3 = −1
2
y1 − 2; Impossible

Case 10: Assume µ2 > 0 µ4 > 0 µ1 = 0 µ3 = 0

2y1 − y2 − 1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2 + µ4 = 0 2O

y1 ≥ 0 3O
y2 ≥ 0 4O
x− y1 − y2 = 0 5O

from 5O → y2 = x− y1 6O
from 3O, 4O and 5O → x ≥ y1 ≥ 0
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from 1O, 3O and 6O → 0 ≤ y1 <
x+1
3

from 2O and 6O y1 >
4x−4
5

Case 11: Assume µ3 > 0 µ4 > 0 µ1 = 0 µ2 = 0

2y1 − y2 − 1 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 + µ4 = 0 2O

y1 ≥ 0 3O
y2 = 0 4O
x− y1 − y2 = 0 5O

from 4O and 5O → y1 = x 6O
from 1O and 6O → y1 = x = 1

2
7O

from 2O, 4O and 7O → µ3 = µ4 − 9
4
and µ4 >

9
4

Case 12: Assume µ1 > 0 µ2 > 0 µ3 > 0 µ4 = 0

2y1 − y2 − 1− µ1 + lambdau2 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 = 0 2O

y1 = 0 3O
y2 = 0 4O
x− y1 − y2 = 0 5O

from 2O, 3O and 4O → µ3 = −2; Impossible

Case 13: Assume µ2 > 0 µ3 > 0 µ4 > 0 µ1 = 0

2y1 − y2 − 1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 + µ4 = 0 2O

y1 ≥ 0 3O
y2 = 0 4O
x− y1 − y2 = 0 5O

from 4O and 5O → y1 = x 6O
from 1O, 6O and 3O → 0 ≤ x < 1

2

from 2O, 4O and 6O → µ3 =
−(x+4)

2
+ µ4

→ µ4 >
x+4
2
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Case 14: Assume µ1 > 0 µ3 > 0 µ4 > 0 µ2 = 0

2y1 − y2 − 1− µ1 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 + µ4 = 0 2O

y1 = 0 3O
y2 = 0 4O
x− y1 − y2 = 0 5O

from 1O, 3O and 4O → µ1 = −1; Impossible

Case 15: Assume µ1 > 0 µ2 > 0 µ4 > 0 µ3 = 0

2y1 − y2 − 1− µ1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2 + µ4 = 0 2O

y1 = 0 3O
y2 ≥ 0 4O
x− y1 − y2 = 0 5O

from 3O and 5O → y2 = x 6O
from 2O, 6O and 4O → 0 ≤ x < 1

from 1O, 3O and 6O → µ2 = x+ 1 + µ1

and µ1 > −(x+ 1)

Case 16: Assume µ1 > 0 µ2 > 0 µ3 > 0 µ4 > 0

2y1 − y2 − 1− µ1 + µ2 = 0 1O
−1
2
y1 + 2y2 − 2− µ3 + µ4 = 0 2O

y1 = 0 3O
y2 = 0 4O
x− y1 − y2 = 0 5O

from 3O, 4O and 5O → x = 0
from 1O, 3O and 4O → µ2 = µ1 + 1
from 2O, 3O and 4O → µ4 = µ3 + 2

As a final conclusion of this first step, the best response function R is explicitly
described as:

119



R(x)=



{(y1 = 0, y2 = 0, µ1 = 0, µ2 = 1, µ3 = 0, µ4 = 2)} if x = 0 (case : 10)

{(y1 = 0, y2 = 0, µ1 = 0, µ2 = 1, µ3 > 0, µ4 > 2)} if x = 0 (case : 13)

{(y1 = 0, y2 = 0, µ1 > 0, µ2 > 0, µ3 = 0, µ4 = 2)} if x = 0 (case : 15)

{(y1 = 0, y2 = 0, µ1 > 0, µ2 > 0, µ3 > 0, µ4 > 0)} if x = 0 (case : 16)

{(y1, x − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈ [0, x]} if x ∈]0, 1
2
[ (case : 10)

{(y1, x − y1, µ1 = 0, µ2 > 0, µ3 > 0, µ4 > 0) : y1 ∈ [0, x]} if x ∈]0, 1
2
[ (case : 13)

{(y1, x − y1, µ1 > 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈ [0, x]} if x ∈]0, 1
2
[ (case : 15)

{(y1, 1
2

− y1, µ1 = 0, µ2 = 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, 1

2

]
} if x = 1

2
(case : 5)

{(y1, 1
2

− y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, 1

2

]
} if x = 1

2
(case : 10)

{(y1, 1
2

− y1, µ1 = 0, µ2 = 0, µ3 > 0, µ4 > 0) : y1 ∈
[
0, 1

2

]
} if x = 1

2
(case : 11)

{(y1, 1
2

− y1, µ1 > 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, 1

2

]
} if x = 1

2
(case : 15)

{(y1, x − y1, µ1 = 0, µ2 = 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, x+1

3

]
} if x ∈] 1

2
, 1[ (case : 5)

{(y1, x − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, x+1

3

]
} if x ∈] 1

2
, 1[ (case : 10)

{(y1, x − y1, µ1 > 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, x+1

3

]
} if x ∈] 1

2
, 1[ (case : 15)

{(y1, 1 − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, 2

3

]
} if x = 1 (case : 3)

{(y1, 1 − y1, µ1 = 0, µ2 = 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, 2

3

]
} if x = 1 (case : 5)

{(y1, 1 − y1, µ1 > 0, µ2 > 0, µ3 = 0, µ4 = 0) : y1 ∈
[
0, 2

3

]
} if x = 1 (case : 6)

{(y1, 1 − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
0, 2

3

]
} if x = 1 (case : 10)

{(y1, 1 − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
4(x−1)

5
, x+1

3

]
} if x ∈]1, 17

7
[ (case : 3)

{(y1, 1 − y1, µ1 = 0, µ2 = 0, µ3 = 0, µ4 > 0) : y1 ∈
[
4(x−1)

5
, x+1

3

]
} if x ∈]1, 17

7
[ (case : 5)

{(y1, 1 − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
4(x−1)

5
, x+1

3

]
} if x ∈]1, 17

7
[ (case : 10)

{(y1, 1 − y1, µ1 = 0, µ2 = 0, µ3 = 0, µ4 = 0) : y1 ∈
[
4(x−1)

5
, x+1

3

]
} ∪ {

(
8
7
, 9
7

)
} if x ≥ 17

7
(cases : 1 and 10)

{(y1, 1 − y1, µ1 = 0, µ2 > 0, µ3 = 0, µ4 > 0) : y1 ∈
[
4(x−1)

5
, x+1

3

]
} ∪ {

(
8
7
, 9
7

)
} if x ≥ 17

7
(cases : 1 and 10)

It is important to note that, even if the objective functions of the different play-
ers are quadratic and convex and that all the constraints are defined by affine
functions, for many values of the leader’s variable x, the GNE y is not unique
or, in other words, response map R is set-valued. Thus bring to the fore the fact
that, even for very simple problems, generalized Nash games and then as a con-
sequence SLMFG could lead to very complex situations.

Now thanks to the knowledge of the explicit expression of the response map,
one can consider to "inject" this response map into the leader’s problem. Never-
theless this is usually not easy due to the non-uniqueness of the best response. In
our case and if we restrict x to be lower that 1/2 the same explicit expression for
(y1, y2) in the best response can be used for the three first case (x = 0, x ∈]0, 1/2[
and x = 1/2) and in this case the response (y1, y2) is characterized by the following
set of inequality/equality {

x ≥ y1 ≥ 0
y2 = x− y1

Hence, taking into account that 1/2 ≥ x, the initial Single-Leader-Multi-Follower
problem can be equivalently reformulated as follows:

minx,y1,y2 F (x, y1, y2) = (x− 1)2 + y 2
1 + y 2

2

subject to:


1
2
≥ x ≥ 0

x ≥ y1 ≥ 0
y2 = x− y1

120



The associated KKT system is thus

KKT conditionsMPCCL
:



2x− 2 + µ1 − µ2 − µ4 + λ = 0
2y1 − µ3 + µ4 − λ = 0
2y2 − λ = 0
1
2
≥ x ≥ 0

x ≥ y1 ≥ 0
x = y1 + y2
µ1 ≥ 0, µ2 ≥ 0, µ3 ≥ 0, µ4 ≥ 0
µ1.(

1
2
− x) = 0

µ2.x = 0
µ3.y1 = 0
µ4(x− y1) = 0

Sixteen different cases must be considered:
Case 1: Assume µ1 = 0 µ2 = 0 µ3 = 0 µ4 = 0

2x− 2 + λ = 0 1O
2y1 = λ 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O

from 1O → x = 2−λ
2

7O
from 2O and 3O → y1 = y2 =

λ
2

8O
from 6O, 7O and 8O → λ = 2

3
9O

from 7O and 9O → x = 2
3
; Impossible

Case 2: Assume µ1 > 0 µ2 = 0 µ3 = 0 µ4 = 0

2x− 2 + µ1 + λ = 0 1O
2y1 = λ 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 1

2
7O

from 1O, 7O → µ1 + λ = 1 8O
from 2O, 3O → y1 = y2 =

λ
2

9O
from 9O, 6O and 7O → λ = 1

2
10O

from 10O, 9O → y1 = y2 =
1
4

from 8O, 10O → µ1 =
1
2
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Case 3: Assume µ2 > 0 µ1 = 0 µ3 = 0 µ4 = 0

2x− 2− µ2 + λ = 0 1O
2y1 = λ 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 0 7O

from 2O, 3O → y1 = y2 =
λ
2

8O
from 6O, 8O and 7O → λ = x = 0 9O
from 1O, 9O → µ2 = −2; Impossible

Case 4: Assume µ3 > 0 µ1 = 0 µ2 = 0 µ4 = 0

2x− 2 + λ = 0 1O
2y1 − µ3 − λ = 0 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
y1 = 0 7O

from 7O, 6O → x = y2 8O
from 3O and 8O → λ = 2x 9O
from 1O, 9O → λ = 1 10O
from 2O, 7O and 10O → µ3 = −1; Impossible

Case 5: Assume µ4 > 0 µ1 = 0 µ2 = 0 µ3 = 0

2x− 2− µ4 + λ = 0 1O
2y1 + µ4 − λ = 0 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = y1 7O

from 6O, 7O → y2 = 0 8O
from 8O, 3O → λ = 0 9O
from 2O, 9O → µ4 = −2y1; Impossible

Case 6: Assume µ1 > 0 µ2 > 0 µ3 = 0 µ4 = 0
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

2x− 2 + µ1 − µ2 + λ = 0 1O
2y1 = λ 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 1

2
7O

x = 0 8O

from 8O, 7O → x = 0 = 1
2

8O ; Impossible

Case 7: Assume µ1 > 0 µ3 > 0 µ2 = 0 µ3 = 0

2x− 2 + µ1 + λ = 0 1O
2y1 − µ3 − λ = 0 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 1

2
7O

y1 = 0 8O

from 6O, 7O and 8O → y2 = x = 1
2

9O
from 9O, 3O → λ = 1 10O
from 2O, 10O → µ3 = −1; Impossible

Case 8: Assume µ1 > 0 µ4 > 0 µ2 = 0 µ3 = 0

2x− 2 + µ1 − µ4 + λ = 0 1O
2y1 + µ4 − λ = 0 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 1

2
7O

y1 = x 8O

from 6O, 7O and 8O → y2 = 0 and y1 =
1
2

9O
from 9O, 3O → λ = 0 10O
from 2O, 10O → µ4 = −1; Impossible

Case 9: Assume µ2 > 0 µ3 > 0 µ1 = 0 µ4 = 0
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

2x− 2− µ2 + λ = 0 1O
2y1 − µ3 − λ = 0 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 0 7O
y1 = 0 8O

from 6O, 7O and 8O → y2 = 0 9O
from 9O, 3O → λ = 0 10O
from 2O, 10O → µ3 = 0; Impossible

Case 10: Assume µ2 > 0 µ4 > 0 µ1 = 0 µ3 = 0
Similar to case 9, µ4 = 0 ; Impossible

Case 11: Assume µ3 > 0 µ4 > 0 µ1 = 0 µ2 = 0
Similar to case 9, µ4 = −2 ; Impossible

Case 12: Assume µ1 > 0 µ2 > 0 µ3 > 0 µ4 = 0
Similar to case 6, x = 1

2
, x = 0 ; Impossible

Case 13: Assume µ1 > 0 µ2 > 0 µ4 > 0 µ3 = 0
Similar to case 6, x = 1

2
, x = 0 ; Impossible

Case 14: Assume µ2 > 0 µ3 > 0 µ4 > 0 µ1 = 0
Similar to case 9, µ2 + µ4 = −2 ; Impossible

Case 15: Assume µ1 > 0 µ3 > 0 µ4 > 0 µ2 = 0



2x− 2 + µ1 − µ4 + λ = 0 1O
2y1 − µ3 + µ4 − λ = 0 2O
2y2 = λ 3O
1
2
≥ x ≥ 0 4O

x ≥ y1 ≥ 0 5O
x = y1 + y2 6O
x = 1

2
7O

y1 = 0 8O
y1 = x 9O

from 7O, 8O and 9O → x = 0, x = 1
2
; Impossible

Case 16: Assume µ1 > 0 µ2 > 0 µ3 > 0 µ4 > 0
Similar to case 6, x = 1

2
, x = 0 ; Impossible
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The only candidate solution is from case 2: S={(x̄, ȳ1, ȳ2)}={(1
2
, 1
4
, 1
4
)}

This candidate is qualified by the Mangasarian–Fromovitz qualification con-
straint (CQMF ). The family of saturated constraints is:
F = {∇h(x̄, ȳ1, ȳ2),∇g1(x̄, ȳ1, ȳ2)} = {(1, -1, -1), (1, 0, 0)} This vectors are linearly
dependent, thus the solution is CQMF qualified.
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Chapter 6

A bilevel optimization approach
of energy transition in freight
transport: SOS1 method and
application to the Ecuadorian
case

Article authors: Daniel Villamar, Didier Aussel.
Journal: Computational Management Science
Submitted: December 2022

This study was carried out within the framework of the project Fond de Soli-
darité pour les Projets Innovant, sponsored by the French Ministry of Europe and
Foreign Affairs. My contribution to this study included the creation of a mathe-
matical model of freight transport, the coding of this model in Julia software, the
analysis of the results obtained and the writing of the scientific article presented
in this section. All these steps were accompanied and supervised by Professor
Didier Aussel.

6.1 Abstract
In thisworkwe propose a newmodel to evaluate the effect of possible governmen-
tal policy as a green transition to decarbonise the road freight transport. Con-
trary to the classical literature on the topic, our approach is based on a bilevel
structure optimization scheme. More precisely, a Single-Leader-Multi-Follower
(SLMF) model is created in which the state represents the leader and the freight
companies the followers. A carbon tax is the public policy chosen to foster the shift
to less pollutant freight technologies. The model responds to an exogenously de-
termined demand that must be satisfied by a fleet that remains constant in size
through time. The aim is thus to determine to what extend the tax policy will
generate an evolution of the fleets of the different companies towards greener ve-
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hicles. Implementation is done in the case of the Ecuadorian freight transport and
the results emphasize interesting evolution of the fleets. An additional scientific
input of the paper is that the Single-Leader-Multi-Followermodel is solved thanks
to a new numerical approach based on the so-called SOS1 technique.

6.2 Introduction

Global warming has been a trending topic for decades. There is a general agree-
ment on the necessity of reducing emissions, but for each country different
pathways could be implemented to achieve such goal. In Ecuador, located in
South America, the transport sector produces 47% of the annual emissions27 and,
within the transport emissions, 70% correspond to road freight transport alone27.
Ecuador’s case is neither a new or isolated example; transport is known to be
largely dominated by combustion engine vehicles. On the other hand, the freight
transport is closely linked to the economic development of a country, making it
a sensitive sector of the economy. A model that evaluates emissions reduction
related to certain policies comes very handy to analyse possible impacts on the
freight transport.

In this study an approach based on game theory is used to create a mathemat-
ical model that simulates the effects of a carbon tax as a mean of reducing emis-
sions on the transport sector and this model is then implemented for Ecuador.
More precisely we use a Multi-Leader-Follower game structure (MLFG), that is
a mixture of a Stackelberg bilevel optimization problem with a non-cooperative
game67. These games are adapted to emulate different market applications such
as electricity markets modelling61 or even environmental applications focused on
saving resources as in eco-parks72 In the present study the considered bilevel
structure represents the freight transport sector. At the upper level of the game,
the government acts as a leader that imposes conditions (ground rules) to the
freight transport companies which, at the lower level, would act as followers.
This Multi-Leader-Follower game structure is therefore a Single-Leader-Multi-
Follower (SLMF) game.

The advantages of using a game theory approach is to capture, at the same
time, the non-cooperative interactions between the rational players -the freight
companies- and their hierarchical dependencewith government through a carbon
tax policy. To our knowledge it is the first time that such approach is used to
describe a decarbonisation process in freight sector.

Following a classical scheme67, this game is then transformed into a Math-
ematical Program with Complementarity Constraints (MPCC) by means of the
Karush-Kuhn-Tucker conditions but instead of solving this MPCC reformulation
by strong duality or big-M techniques, we apply an adaptation of the Special Or-
der Set (SOS) method very recently developed76.

The paper is structured as follows, Section 6.3 describes the problem of the
transport pollution and the mathematical model created to address the problem.
Section 6.4 presents the methodology used to solve the mathematical program
while in Section 6.5 a practical application of the model in the case of Ecuadorian
freight sector is developed and results from the simulation are discussed. Finally
Section 6.6 is devoted to the conclusion of the study.
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6.3 Problem and Model

This section presents an overview of road freight transport problem related to
emissions and proposes a mathematical model that will be used to explore the
effects of a carbon tax as a policy to regulate emissions.

6.3.1 Transport and carbon emissions

Freight is perceived as a main driver of the economy but it is still a pending prob-
lem worldwide to decouple emissions from freight transport. Despite a dent on
the energy consumed by this sector during the Covid pandemic, within the actual
policies frame it is estimated that energy demand for this sector could increase
in 70% for Latin America countries until 205077. The road freight transport con-
sumes around 50% of all diesel fuel78. It is vital, even more for developing coun-
tries, to maintain the economic growth while reducing the emissions produced
from freight. Nowadays, the technology advancements present alternatives to the
internal combustion trucks’ engines, pointing to reduce and even eliminate the
"tank to wheel" emissions of road transport sector. Still, clean technologies lack of
competitiveness against traditional diesel trucks. To overcome this issue, public
policies must be implemented and, to avoid a costly trial and error approach, it is
important to analyse the impact of the policies by means of mathematical models.
In this paper a model, that evaluates the effectiveness of a carbon budget policy to
endorse the electrification of transport, is proposed. It is based on a SLMFG struc-
ture which allows to capture, at the same time the non-cooperative interrelations
between the freight agents and the hierarchical dependence between these agents
and the governmental policy.

6.3.2 The Single-Leader-Multi-Follower game

In game theory a bilevel Stackelberg game combined with a Nash equilibrium
at the lower level creates the so-called Single-Leader-Multi-Followers Game. At
the upper level the government aims to reduce the emissions level from freight
transport without affecting the economic growth; so that the objective of the gov-
ernment will be to minimize the total emissions produced by the companies at
the tank to wheel level. On the other side, the companies are motivated by the
economic objective of minimizing the capital an operational costs.
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Figure 6.1: Scheme for a SLMF game

Notice that in the scheme shown in Figure 6.1, the leader’s problem aim tomin-
imise both on the leader’s variables and on the follower’s variables, which means
that the so-called optimistic approach will be used here, while other approaches
are available79. For an overview on SLMFG the interested reader can consider
the work of D. Aussel67 and the reference therein. Note that here the decision
vector S is the concatenation of the decision vectors of all the followers, that is
S = (S1, . . . , SE). Following a classical notation in game theory, the vector S−e

is composed of the strategy decision vectors of each of the companies/followers
except company e, that is, S−e = (S1, . . . , Se−1, Se+1, . . . , SE).

Thus the carbon tax/transport model developed in this study has a SLMFG
structure which will be depicted in the forthcoming subsections. But before start-
ing the description of the model, let us get acquainted with the notations to be
used, which are presented in Table 6.1.

As it will be explained in Subsection 6.5, if the model aims to cover the freight
transport sector at a national level, then the freight companies can be grouped by
categories.

Leader problem - upper level

As stated before, the government, as the leader, would impose some condi-
tions/tax to the freight companies so that the followers would adapt/reacting in
a way which would diminish the environmental impact of the freight.

The time horizon of the analysis is split into K time spans/periods k ∈
{1, . . . , K} thus the time horizon being finally K × time span. It is supposed
that the first period is ongoing, and that no conditions have been imposed yet.
So for this reason the index of the variables will start at period 2. Note that in
our analysis the time span is chosen at five years but other time spans can be
considered without modifying the model. Sub-index e ∈ {1, . . . , E} stands for
the company/enterprise competing in the lower level. The index t ∈ {1, . . . , T}
represents technology and refers to the different truck types, according to the
engine power source. As a basic example one can consider that there are three
technologies available: Diesel, Hybrid and Electric. Of course more technologies
could be included, if required. The family of technology will be split into two
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Indexes Definitions Units

k Time periods of 5 years ∈ {1, . . . ,K}
e Companies accounted in the study ∈ {1, . . . , E}
t Truck’s energy source technology ∈ {1, . . . , T}

Diesel, EV, hybrid

Variables

Sk
e,t Share of technology t, for company e at period k ∈ [0, 1]

pk Carbon tax price for period k US$/kgCO2

Parameters

V 0
e Number of vehicles for company e at base year

Qk Maximum CO2 emissions at period k CO2 Tonnes x103
Dt,k Distance travelled km
ηt,k Vehicle efficiency MJ/km
Gt Fuel emissions factor kg/MJ
Be,k Company e budget at period k US$
Si
e,t Share of technology t for company e at base year ∈ [0, 1]

µt,k Unitary cost of technology t at period k US$/truck
Rt,k Transport capacity for technology t at period k tonnes/truck
Hk Transport demand for period k TKM
Ft,k Fuel or electricity cost for technology t at period k US$/MJ

Objective function

Ze(Se, p) Cost function for company e parameterized by p US$
θ(S) Emissions function kg

Table 6.1: Mathematical notations

subfamilies: the "carbon-based/polluting ones" (only diesel in our example) for
t ∈ {1, . . . , Tc} and the "green technologies" (only Hybrid and Electric in our ex-
ample) for t ∈ {Tc + 1, . . . , T}.

The leader’s variable is a tax vector (pk)k=2,K which represent, for each period k,
the carbon tax price which will be applied all along period k. On the other hand
the followers’ variables are Sk

e,t which corresponds to the share of technologies.
More precisely the fleet of vehicles of a company e is assumed to be constant over
the time horizon, with value V 0

e , and thus, for any time period k, Sk
e,t represents

the percentage of this fleet being of technology t. In practice, freight companies
fleets are composed of hundred of vehicles and Sk

e,t×V 0
e is an adequate continuous

approximation to the vehicles quantities being of technology t at time period k in
the fleet of company e. Thanks to this continuous approximation we avoid integer
variables and the numerical treatment of the SLMF game, known to be delicate, is
highly simplified. Moreover as soon as the freight analysis is done at a large scale
(region, country) such an approximation is sufficient to describe the "trends". In
our model, at base period k = 1 all the companies start with a fleet composed
exclusively of diesel trucks and, as represented in Figure 6.2, an evolution to a "less
carbonized" fleet is expected thanks to the policy of the leader/the government.
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Figure 6.2: Transport matrix green transition scheme

Therefore, even if the total number of company vehicles remains constant, the
evolution of share of each technology will create the transition.

According to the desired transition, the leader objective is to minimize the to-
tal CO2 emissions generated in the freight transport activity. This emissions are
represented by

θ(S) =
K∑
k=2

E∑
e=1

T∑
t=1

V 0
e × Sk

e,t ×Dt,k × ηt,k ×Gt (OFL)

The function θ(S) includes the emissions generated by the different truck tech-
nologies of all the freight companies in the entire time horizon if the analysis. To
calculate the emissions of a single vehicle three parameters are considered, the
distance Dt,k travelled in km, the vehicle efficiency ηt,k in MJ/km of the vehicle
and the emission factorGt in kg/MJ related with the truck energy source. To cal-
culate the total emissions in a year, the emissions of one vehicle type is multiplied
by the total number of vehicles of this type. Note that since no tax will be applied
during the first period, the total emission during this base year is a constant and is
thus not included in the objective function θ. Notice that in the expression (OFL)
and the forthcoming ones, notations e′ is used to sum up on the companies while
we keep the notations e to refer to a specific company.

The leader’s problem is of course framed by some constraint: first the govern-
ment, aiming to reduce CO2 emissions, imposes a threshold,Qk, limiting the CO2

emission level permitted in each period k:

E∑
e′=1

T∑
t=1

(
V 0
e′ × Sk

e′,t ×Dt,k × ηt,k ×Gt

)
≤ Qk, ∀ k = 2, K (CL1)

The second condition imposes an activity level Hk to guarantee that there is
enough freight service tho address the transport demand that is in tonnes per
kilometre (tkm).

E∑
e′=1

T∑
t=1

Sk
e′,t × V 0

e′ ×Dt,k ×Rt,k ≥ Hk, ∀ k = 2, K (CL2).

This restriction is associatedwith the country economy. It is necessary to establish
a minimum on the tkm carried per year. This tkm level must be supplied by the
transport companies modelled. For a single truck, the amount of tkm transported
results from multiplying the distance travelled by the load capacity of the truck.
As before, to obtain the total tkm carried, the capacity of one vehicle type is mul-
tiplied by the total share of vehicles of the same type and for the total number of
vehicles.
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A third condition stipulates that the carbon tax price must be positive:

pk ≥ 0, ∀ k = 2, K (CL3).

A last and important condition for the leader’s problem is that the vector S =(
Sk
e,t

)
e,t,k

grouping the followers’ variables is a generalized Nash equilibrium of
the lower level problem parameterised by the tax policy vector p. Denoting by
Eq(p) the set of such generalized Nash equilibriums, the last constraint of leader’s
problem is

S ∈ E(p)

and the problem of the government can be finally synthesised as follows

(P ) minp,S θ(S)

s.t.

(CL1), (CL2) and (CL3)

S ∈ Eq(p)

Follower problem with Carbon Tax - Lower level

The freight companies, for e = 1, E, play the role of followers in the SLMF struc-
ture and they look forward minimising the cost Ze(Se, p) that is a sum of their
variable and fixed costs. Therefore the objective of companies is to minimize the
investment cost of acquiring new vehicles as well as the cost of fleet operation and
maintenance. The operation cost is parameterized by the carbon tax defined by
the leader.

Ze(Se, S-e, p)=V 0
e

( ∑
t\{Tc}

[(
S2
e,t − Si

e,t

)
× µt,2 +

K∑
k=3

[(
Sk
e,t − Sk−1

e,t

)
× µt,k

]]
+

T∑
t=1

K∑
k=2

[
Sk
e,t ×Dt,k × ηt,k × (pk ×Gt + Ft,k)

])
As explained above, the primal variable at the lower level is the share, Se =(
Sk
e,t

)
k=2,K

t=1,T
, of each truck technology t in the company e fleet for time period k.

The nature of the variable Se imposes two constraints on the follower problem:
first by representing the percentage of each of the truck technologies available,
within a company for each year, the sum of all technologies must result in 100%
of the vehicles:

T∑
t=1

Sk
e,t = 1, ∀ k = 2, K (CF1)

and, of course, being a percentage its value would always be constrained as
0 ≤ Sk

e,t ≤ 1, ∀ k = 2, K, ∀ t = 1, T (CF2)

Thus, for any time period k, the variable Sk
e,t must be comprised between 0, if

there is no vehicle of type t, and 1 if all the vehicles in the fleet of company e are
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of the same type t. The inequality 1 ≤ Sk
e,t can be omitted since it is implied in the

constraint (CF1). In the base year, the share for diesel vehicles S1
e,1 is equal to 1

while for electric and hybrid vehicles the share S1
e,2 and S1

e,3 are 0.
Another constraint is that the expenditures of company e must remain under

the company’s budgetBe,k for period k, whichmust cover new vehicles purchases
and the payment of the carbon tax related to its transport activity. This restriction
is represented by two inequalities, one for the period 2 and the other for the peri-
ods k = 3, K

∑
t\{Tc}

[
V 0
e ×

(
S2
e,t − Si

e,t

)
× µt,2

]
+

T∑
t=1

[
S2
e,t ×Dt,2 × ηt,2 × (p2 ×Gt + Ft,2)

]
≤ Be,2 (CF3)

∑
t\{Tc}

[
V 0
e ×

(
Sk
e,t − Sk−1

e,t

)
× µt,k

]
+

T∑
t=1

[
Sk
e,t ×Dt,k × ηt,k × (pk ×Gt + Ft,k)

]
≤ Be,k, ∀ k = 3, K (CF4)

The cost of acquiring new vehicles of a technology is obtained from multiplying
the share difference of this technology in consecutive periods with the number of
vehicles of the company and with the unitary cost of a truck. This calculation is
performed for vehicles other than diesel-type. The cost of operation and mainte-
nance is obtained by adding the emissions and fuel costs of a single vehicles of a
certain technology and multiplying this value with the number of vehicles of that
technology. Note that, in constraint (CF3), Si

e,t is not a variable but the known
value of the share of technology t for base period 1. To stress this difference the
expressions containing Si

e,t are divided as (CF3) and (CF4).
The next two restrictions that shape the followers problem constraint the evo-

lution of variableS over the years, to guarantee that the number of cleaner vehicles
in the fleet increases between two consecutive years:

Sk
e,t ≥ Sk−1

e,t , ∀t \ {Tc}, ∀ k = 3, K (CF5)

S2
e,t ≥ Si

e,t , ∀t \ {Tc} (CF6)

In the same vein, the next two restrictions prevent the number of polluting
vehicles (Tc) from increasing between consecutive years:

Sk
e,t ≤ Sk−1

e,t , ∀t ∈ {Tc}, ∀k = 3, K (CF7)

S2
e,t ≤ Si

e,t , ∀t ∈ {Tc} (CF8)

The chronology of the periods and investments in vehicles is described in Figures
6.3.

During period 1 the fleet of company e is composed of V 0
e diesel trucks. At

the end of period 1, company e takes the decision of investment. According to
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Figure 6.3: Chronology of the model

constraints (CF5)−(CF8) and since the fleet is assumed to be constant, if company
e decides to invest into new vehicles, it is in vehicles of green technology (that is
with t \ {Tc}) and the same number of vehicles of carbon-based technology (that
is with t = {Tc}) is scrapped. As a consequence one has∑

t/∈{Tc}

[
S2
e,t − Si

e,t

]
=
∑

t∈{Tc}

[
Si
e,t − S2

e,t

]
.

The problem Pe(p) of each follower e ∈ {1, . . . , E}, parameterized by the car-
bon tax vector p, can be thus synthesised as follows

Pe(p) minSe Ze(Se, p)

s.t. (CF1), . . . , (CF8)

It is important to note that since, for each of the followers’ problem, neither the ob-
jective function nor the constraints depend on the decision variables

((
Sk
e′,t

)
t,k

)
e′ ̸=e

of the other followers, the SLMF game turns out to be a so-called Single-Leader-
Disjoint-Followers (SLDF) game (see e.g.80 where this terminology has been de-
fined) where the followers’ problem are explicitly independent from each other
but are implicitly dependent through the leader’s variables and,more importantly,
through the leader’s constraints, here constraints (CL1) and (CL2). As it will be
explained in the forthcoming section, the fact to face a SLDF game instead of a
general SLMF game will simplify the structure of the reformuation of problem
(P ) and thus also its numerical treatment.
Proposition 2 If the constants of problem (P ) are such that, for any e ∈ {1, . . . , E},
there exists at least one feasible point and if the carbon price vector p is assumed to be
bounded, then the carbon tax problem admits at least a solution.

Proof. It is a consequence of67 Theorem 3.3.4. Indeed conditions (1) and (2) of
this result are clearly satisfied since the involved objective functions are differen-
tiable. Now the lower semi-continuity and graph closedness of the constraintmap
of each of the follower/company’s problem can be deduced from the proof of The-
orem 4.3 in68 pp. 92-93 while the non emptiness of the domain of the constraint
map comes directly from assumption. Moreover, thanks to constraint (CF2) this
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constraint map has uniformly bounded values. Finally since the carbon price vec-
tor is assumed to be bounded, then the feasible set of vector p is a closed box and
thus a compact set. ⋄

6.4 Methodology for solving the SLMFG
In this section, the method implemented to solve the SLMF carbon tax problem
is described. The somehow classical reformulation as a Mathematical Program
with Complementarity Constraints (MPCC) is detailled in Subsection 6.4.1 while
in Subsection 6.4.2 a new numerical scheme very recently proposed in76 is applied
for the first time to a carbon tax model.

6.4.1 The MPCC reformulation
Bilevel problems and evenmore SLMF problems are known to be difficult to solve
problems. One of the difficulties comes from the fact that the solution map Eq of
the lower level problem is usually set-valued, even in the SLDF case and that only
few and specific algorithms are known to find equilibriums of a parameterized
GNEP. Thus a classical and widely used numerical scheme to solve such SLMF
game problems is to concatenate the Karush-Kuhn-Tucker systems associated to
the each of the follower’s problem into a unique set-valued map p 7→ KKT (p), to
replace in the upper level problem the solution/equilibriummapEq by thisKKT -
map and to solve the resulting MPCC. See67 for a presentation of this scheme in a
more general context.

The first part of the concatenated KKT system expresses the fact that, for any
e = 1, E, the gradient of the Lagrangian, with respect to variable Se =

(
Sk
e,t

)
t,k
,

associated to the lower level problem of company e, is a zero vector

∇SeL(Se, S-e, p, λ, π) = 0

with

∇SeLe(Se, S-e, p, λ, π) = ∇Se Ze(Se, S-e, p) +
K∑
k=2

πk
e∇Se h

k
e(Se, S-e)

−
K∑
k=2

T∑
t=1

λ k
Ie,t

∇Se g
k

Ie,t
(Se, S-e)−

K∑
k=2

T∑
t=1

λ k
IIe,t

∇Se g
k

IIe,t
(Se, S-e)

−λ 2
IIIe

∇Se g
2

IIIe
(Se, S-e)−

K∑
k=3

λ k
IVe

∇Se g
k

IVe
(Se, S-e)

−
K∑
k=3

T∑
t=Tc+1

λ k
Ve,t

∇Se g
k

Ve,t
(Se, S-e)−

T∑
t=Tc+1

λ 2
VIe,t

∇Se g
2

VIe,t
(Se, S-e)

−
K∑
k=3

Tc∑
1

λ k
VIIe,t

∇Se g
k

VIIe,t
(Se, S-e)−

Tc∑
1

λ 2
VIIIe,t

∇Se g
2

VIIIe,t
(Se, S-e)

where λ and π stands for the Lagrangian multipliers for the different inequal-
ities and equality conditions of the problem. Note that the functions hk

e(Se) and
gk

I-VIII
(Se) are rewriting of the follower’s constraints (CF1) to (CF8). The expressions

of this functions and their gradients are given in Appendix 7.2.
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The second part of the concatenated KKT system is composed of the con-
straints and complementarity constraints

0 ≤ λ k
Ie,t

⊥ Sk
e,t ≥ 0, ∀ k = 2, K, ∀ t = 1, T, ∀ e = 1, E

0 ≤ λ k
IIe,t

⊥ 1− Sk
e,t ≥ 0, ∀ k = 2, K, ∀ t = 1, T, ∀ e = 1, E

0 ≤ λ 2
IIIe

⊥ Be,2 −
T∑

t=Tc+1

[
V 0
e × (S2

e,t − Si
e,t)× µt,2

]
−

T∑
t=1

[
S2
e,t ×Dt,2 × ηt,2 × (p2 ×Gt + Ft,2)

]
≥ 0, ∀ e = 1, E

0 ≤ λ k
IVe

⊥ Be,k −
T∑

t=Tc+1

[
V 0
e × (Sk

e,t − Sk−1
e,t )× µt,k

]
−

T∑
t=1

[
Sk
e,t ×Dt,k × ηt,k × (pk ×Gt + Ft,k)

]
≥ 0, ∀ k = 3, K, ∀ e = 1, E

0 ≤ λ k
Ve,t

⊥ Sk
e,t − Sk−1

e,t ≥ 0, ∀ t = Tc + 1, T, ∀ k = 3, K, ∀ e = 1, E

0 ≤ λ 2
VIe,t

⊥ S2
e,t − Si

e,t ≥ 0, ∀ t = Tc + 1, T, ∀ e = 1, E

0 ≤ λ k
VIIe,t

⊥ Sk−1
e,t − Sk

e,t ≥ 0, ∀ t = 1, Tc, ∀ k = 3, K, ∀ e = 1, E

0 ≤ λ 2
VIIIe,t

⊥ Si
e,t − S2

e,t ≥ 0, ∀ t = 1, Tc, ∀ e = 1, E

T∑
t=1

Sk
e,t = 1, ∀ k = 2, K

Thus the MPCC associated to the government’s problem (P ) is

minp,S,λ,π θ(S)

s.t.


(CL1), (CL2) and (CL3)

(S, λ, π) ∈ KKT (p)

where KKT (p) denotes the set of solutions (S, λ, π) of the concatenated KKT
grouping the KKT system of all companies. Note that the variables of the MPCC
problem are now not only the variables p and S of the government and the compa-
nies but also the dual variables λ and π. Here an optimistic version of the MPCC
is used81.

It is nowwell-known that it is not possible in general to extract from the global
optimal solutions of an MPCC the global optimal solutions of the original SLMF
game problem. Indeed specific constraint qualifications conditions are required
to take into account the bilevel structure of the problem since classic constraint
qualifications like the Mangasarian–Fromowitz or the linear independence con-
straint qualification are violated at every feasible point82. For more detail, the
interested reader can consult other authors68,79,83,67. Nevertheless, taking into ac-
count the SLDF structure of problem (P ), the linearity of the constraints and the
differentiability of the objective function of the followers, we obtain the following
proposition as an immediate consequence of67 Th. 3.3.8. Indeed, it this case, for
each leader’s strategy p, for each follower e ∈ {1, . . . , E} and for each feasible point
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Se the Guignard’s CQ holds automatically at Se for the constraint (CF1)− (CF8).
Thus we have

Proposition 3 If (p, S, λ, π) is a solution of the MPCC then (p, S) is a solution of the
carbon tax problem (P ).

6.4.2 MPCC Resolution
Since standard nonlinear programming algorithms cannot be used to solves the
non-convex optimization problem of a MPCC, several specific techniques have
been developed. The most classical one is the so-called "big-M" technique for lin-
ear bilevel problems which usually turns out to lead to suboptimal solutions, see
below. More recently a penalization approach has been developed by Leyffer-
Munson73 and enlargement techniques, that is a technique in which the subset
defined by the complementarity constraints is enlarged and this enlargement is
reduces step after step, has been extensively analysed by Mounir and coauthors
(see e.g.84,85). Finally strong duality approaches, when it can be applied, can be
used, like in19. In the present study, facing some unstable behaviours of the Big-M
and Leyffer-Munson approaches where the results changed drastically for close
values of the variable, we decided to implement an alternative algorithm based
on Special Order Set of order 1 (SOS1). This tree-based approach was know for
classical Stackelberg games (one leader-one follower) and has been extremely re-
cently extended in Aussel-Schmidt76 to linear SLMF game. It is thus the first time
that such an approach is used for transport problem.

Since the classical Big-M technique and the SOS1 share some decomposition
techniques, let us first recall the Big-M approach which consists in the transfor-
mation of the MPCC in a linearised problem by decoupling the complementarity
constraints. In the Big-M method, a positive constant M and a binary variables,
zke,t must be added for each of the complementarity constraints. For example, con-
straint (∗) is transformed as follows:

(∗) 0 ≤ λ k
Ie,t

⊥ Sk
e,t ≥ 0 ; k = 2, ..., K, t = 1, ..., T, e = 1, ..., E

becomes

k = 2, ..., K, t = 1, ..., T, e = 1, ..., E,


zke,t = {0, 1}
0 ≤ λ k

Ie,t
≤ zke,tM

0 ≤ Sk
e,t ≤ (1− zke,t)M

For each complementarity constraint the new variable zke,t and its complement
(1− zke,t)would act as a switch that enables one of the constraints while disabling
the other. Besides, the constantMmust be large enough to bound the lower level’s
dual feasible set without leaving aside any possible solution. Using this transfor-
mation across the complementarity constraints, it is possible to convert theMPCC
in a mixed-integer linear program (MILP) that can be solved using a suitable op-
timization software. Despite the fact that this is a classic transformation method,
the number of variables increases with each complementarity constraint, result-
ing in a more computationally demanding problem for the solver. In addition,
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the added variables are binary, which poses an extra challenge to the solver’s ca-
pabilities. Finally, the value M used in this transformation represents another
well-known difficulty: finding the appropriated value for M is not so trivial. In-
deed first its valuemust be big enough to be an upper bound for all the primal and
dual constraints of the problems otherwise some local and global solutions can be
dropped, thus leading to suboptimal solutions. Second this coefficient could lead
to numerical instability in the problem74,86.

Due to the stability problems observed while using the Big M method on the
carbon tax problem (P ), an alternative and novel transformationwas followed, the
Aussel-Schmidt method76. This last process corresponds to a branch and bound
technique where a Special Ordered Set (SOS) is used to restrict the number of
nonzero solution values among a set of variables. In the case of complementarity
conditions, where there are two constraints (one for each variable) and each of the
constraints aremutually excluding, the SOS type 1method can be used. The SOS1
approach evaluates each possible outcome by systematically considering only 1
of the complementarity conditions at the time. The SOS method is presented
among the algorithms for linear bilevel problems75. The advantage of using an
SOS1method is avoiding to define an arbitraryM parameter, and it is a branching
strategy that can significantly improve performance of the algorithm87. The SOS1
method has been intensively used to solve bilevel problems with linear follower’s
problem, and has been proved to be more efficient than Big-M approach. The use
of SOS1 method for SLMF game has been proposed only very recently76 and the
present work constitutes the first implementation for an energy application in the
transport sector.

As it was performed with the Big-Mmethod, the complementarity constraints
of the model are reformulated with the SOS1 method. Here is an illustration with
complementarity constraint

(∗) 0 ≤ λ k
Ie,t

⊥ Sk
e,t ≥ 0, k = 2, ..., K, t = 1, ..., T, e = 1, ..., E

which becomes

∀ k = 2, K, ∀ t = 1, T, ∀ e = 1, E,

λ k
Ie,t

≥ 0 , Sk
e,t ≥ 0 , SOS1(λ k

Ie,t
, Sk

e,t) := {λ k
Ie,t

= 0 or Sk
e,t = 0}

This reformulation is applied through the whole set of complementarity con-
straints of the MPCC problem. The carbon tax model (P ) described in Section
(6.3), once reformulated with the SOS constraints, is ready to be programmed. In
this study, Julia programming language on its version 1.5.3 was used. This lan-
guage has been chosen because it is a free and open-source high-level language
able to work with well-known solvers as Gurobi, Cplex or IPopt. The solver used
in the application model was Gurobi on its version 9.1.2, a version able to sup-
port SOS constraints. The characteristics of the computer used to run the problem
include an hexa-core processor of 2.20GHz with 16GB in Ram memory.
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6.5 Application to the Ecuadorian freight
transport

The carbon tax model defined in Section 6.3 was created as a tool to analyse the
influence of carbon tax policies on the transition to greener freight transport. The
model is fed by data tables containing specific information that represent the situ-
ation of a country. In this section themodel was tested for the Ecuadorian context.

6.5.1 Context and data
In order to model the transport sector in Ecuador, some simplifications have been
done. First, to define the freight transport fleet, all the range of possible truck
sizes have been reduced to 3 categories: light, medium and heavy trucks. The
main characteristics of the fleet are described in Table 6.2.

Truck Fleet Distance Cargo Transportation
type (Trucks x103) (VKM x106) (Tonnes) (tkm x106)

Light 224.1 10.09 0.7 7.06
Medium 72.6 3.63 2.8 10.16
Heavy 24.7 1.61 12.0 19.29

Source:88,31

Table 6.2: Fleet characteristics in 2020

At the base year all the trucks are considered to have exclusively internal com-
bustion engines using diesel fuel, because this is currently the widely prevailing
technology. Besides diesel, two other truck technologies are considered on the
study: Hybrid (diesel-electric) and electric. The transport analysis intended in
this application corresponds to a long-term perspective, that has 2020 as base year
and reaches 2050 as final horizon; meaning that the number of periods k is 6, each
corresponding to 5 years. Even if the time horizon is quite long, three decades, we
do not consider potential evolution of the capacities of the trucks/technologies be-
cause the profile of evolution is quite difficult to evaluate. Thus characteristics like
efficiency, maximum distance per year and load capacity have been fixed to con-
stant values chosen as a mean value between the current ones and possible values
in 2050, evaluated for Ecuador31. The only value that evolves over time is the price
of trucks. Today, greener vehicles are more expensive than diesel ones, which are
considered a mature technology. It is considered this price gap will narrow in the
coming decades, when electric and hybrid trucks becomemore popular. Table 6.3
presents the values of the parameters and prices for the different truck technolo-
gies.

Another consideration of the model is that all the company sizes existing in
Ecuador would be represented by 4 company types. The size of the company
is directly related with the number of vehicles in its fleet (100, 200, 250 and 350
trucks). The size of each company’s fleet is not supposed to evolve in time, thus
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Year 2020 2030 2040 2050
Investment Diesel 100.0 99.5 99.2 99.0
Trucks prices Hybrid 160.0 140.8 120.0 112.0
(US$ x 103) Electric 495 346.5 247.5 198.0

Period Mean values 2020 - 2050

Efficiency Diesel 9.48
(MJ/km) Hybrid 6.98

Electric 4.15

Distance Diesel 65.0
(km x 103) Hybrid 65.0

Electric 53.0

Load capacity Diesel 15.0
(tonnes) Hybrid 15.0

Electric 12.5

Source:89

Table 6.3: truck parameters

the number of vehicles in companies remain the same until 2050.
Themodelwas conceived to evaluate different scenarios and different parameters,
allowing to perform sensibility analysis on company budgets or vehicle prices. To
perform these changes, the model inputs are provided by means of data tables
representing each of the evaluated scenarios.

6.5.2 Results and discussion
The application model described in Section 6.3 is used to assess freight transport
trends in Ecuador. The model minimizes the carbon emission while determining
the best carbon tax policy of the government and the modified fleet composition
reaching this minimum value. As a byproduct of the minimization, the evolution
the carbon budget required is depicted and determines the transition to cleaner
technologies bymodifying the fleet composition through the share S of each truck
type/technology. A first analysis intends to compare the behaviour of Company
1, that is the smallest with 100 vehicles and the lower budget, and Company 4
that has 350 vehicles and a budget 3.5 times higher than the budget allocated to
Company 1. The results from this simulation are presented in Figure 6.4 where
the evolution of the fleet composition is depicted. The first thing that stands out
is that both companies attain a fleet free of diesel vehicles in 2050 with a fairly
similar path followed by each technology. A small difference between the share
of cleaner vehicles is observed in 2050. With budgets proportional to the fleet size,
there is thus no difference in the trend of technology change between companies.

In order to study the importance of the budget on the company transition to
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Figure 6.4: Companies with budget proportional to the fleet size

a cleaner fleet, a sensitivity analysis in company 1 is performed by increasing its
budget. In Figure 6.5 the evolution of the fleet composition is evaluated using
three budgets, the first one is 50000 US$/year, budget 2 is 100000 US$/year and
the last budget is 200000 US$/year. The positive impact of a higher company

Figure 6.5: Technology evolution with budget

budget on the technological transition is clear, with Budget 1 the Diesel trucks
reduce their share to 70% and the rest of the fleet become hybrid. By doubling
the budget, this relation switches over obtaining almost 70% for hybrid vehicles
but still no electric trucks in the fleet. With the highest budget the transition to
cleaner technologies is faster, electric trucks attaining a quarter share of the fleet
and the rest of the trucks being hybrids. Due to the high cost of electric vehicles,
a large enough budget must be devoted to have battery electric trucks (BET) in
the company fleet. Besides the carbon tax, another policy that could be tested in
the model is a subsidy to reduce the price gap between diesel and BETs, or even
better, to devote the revenue from the carbon tax to clean vehicles subsidies, but
this analysis is out of the scope of this study.

Maintaining the budget of 200000 US$/year used in the last simulation, let
us now analyse the carbon tax obtained as result of the optimization. Figure 6.6
shows a counter-intuitive result, with a carbon tax that is null until 2040 and then
increases very fast on the last twoperiods, reaching a value of 6.9US$ per kilogram
of CO2.
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Figure 6.6: Carbon tax optimized

The above results seems to show thatwhen the carbon tax is "freely optimized",
that no evolution profile is imposed throughout the time horizon then, the opti-
mized profile leads to too high values compared with referential values90. There-
fore we conducted a sensitivity analysis by fixing, from the end of the first year,
the carbon tax to a constant value ranging from 1.5 to 3 US$ per kg of CO2, see
Figure 6.7.

Figure 6.7: Carbon tax fixed as constant values 1.5, 2 and 3 US$

For values lower than 1.5 US$ the model didn’t converge to a solution. It must
be noticed that for a constant carbon tax of 1.5 US$ the model reaches an equilib-
rium between hybrid and diesel trucks, while for a tax of 3US$ almost all the fleet
is converted to hybrid vehicles and at the end of the analysis a small portion of
electric vehicles appears.

Another approach that we tested to control the carbon tax is by constraining its
maximum value by adding such a constraint in the carbon tax model (p). Figure
6.8 presents the results from a mode’s run where the carbon tax was limited to
5 and to 2 US$. In both cases the fleet by 2050 is virtually free of diesel vehicles,
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even if for the lower carbon tax bound, no electric vehicles are used during the
time horizon.

Figure 6.8: limited value for carbon tax

Finally, in the last simulation, we forced the carbon tax to follow a linear profile.
The slope of the line described by the carbon tax becomes then a variable of the
carbon tax model (P ). As it can be seen in Figure 6.9, the evolution to cleaner
technologies for this linear carbon tax is very similar to the ones obtained in Figure
6.6 and Figure 6.8 both with higher carbon taxes. Under this carbon profile, by
2050 the diesel trucks are fully replaced by the other technologies, specially by
hybrid vehicles that represents almost 70% of the fleet.

Figure 6.9: Linear Carbon tax optimized

The linear profile is clearly the most interesting outcome. First, the carbon tax
resulting from this optimization is almost half of the one obtained in the free op-
timization approach while the transition in quite similar. Also, having an increas-
ing carbon tax sends the message that polluting technologies will become more
expensive in the future. From the analysis performed in this work, a carbon tax
with a linear optimized profile would be the most advisable form to implement
this policy.

Nevertheless a carbon tax at 3.5 US$/kgCO2 is too high compare to the car-
bon tax corridor recommended by the world Bank90. This comes from the fact
that our analysis is optimizing with the aim to reduce the CO2 emission at their
maximum, thus, as it can be observed in the figures above, often reducing the
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number of diesel vehicles to zero. This represents in a sense an "ideal situation"
but it could appear to be extrem. A more reasonable approach could be to have
as a target of a certain maximum percentage bt of carbon-based vehicles (diesel in
our application) at the time horizon of 2050. This could be easily inserted into the
carbon tax model by adding a constraint like SK

e,t ≤ bt, for any e = 1, E and any
t = 1, Tc.

6.6 Conclusion
Themain contribution of this study is the analysis of a transition towards a cleaner
transport using a Single LeaderMulti Follower Game approach. To the best of our
knowledge this approach has not been used before in a similar subject. In addi-
tion to this innovation, the resolution of a SLMFG by means of a Special Order
Set type 1 technique is also an novelty of this work. Moreover, the model devel-
oped represents the first steps of a powerful analysis tool that could becomemuch
more complex. Themodel created was tested for Ecuador´s transport freight with
promising results. It is considered that the bilevel structure of a Single-Leader-
Multi-Follower model captures the interaction between the government and the
freight companies while a carbon tax policy is applied. The novel application
of the SOS1 technique was an adequate approach to solve SLMF problems. The
model allowed to test different variations on the policy and some of them corre-
spond to a fully achieved transition to greener vehicles. Hybrid trucks are close
to compete with diesel trucks, on the contrary BETwould require specific policies
to compete with diesel or hybrid technologies.

The model represents a tool to evaluate different scenarios allowing to run
sensitivity analysis that would contribute to create robust policies to endorse
a green transition. Future work could include other carbon tax profiles than
the linear one or the incorporation of more operating costs like battery replace-
ment or more technologies like Hydrogen or could generate a scenario were the
money collectedwith the carbon tax is used to reduce battery electric trucks price.
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Chapter 7

Conclusions and Future
Perspectives

7.1 Conclusions
The decarbonisation pathways explored in this study are consistent with the ob-
jective of keeping the average global temperature increase below 1.5°C or 2°C by
the end of the century, with respect to pre-industrial levels. The analysis was car-
ried out for Ecuador, whose transport sector is similar to that of many countries.
It is largely dominated by road transport and dependent on fossil fuels. Thus, the
conclusions presented can be extrapolated to other countries.

The decarbonisation pathways analysed in this study represent a radical
change in the direction that society and therefore technology development have
taken in the last century. For this reason, it is necessary to plan with a long-term
vision how society should evolve to reduce the effects of climate change. Energy
planningmodels are useful tools to study possible decarbonisation futures. How-
ever, it must be understood that suchmodels are not crystal balls; their objective is
not to predict the future, but, give insights for good decisions. Each type of model
has specific characteristics (strengths and weakness) and therefore it is necessary
to combine several models to achieve a better understanding of the reality.

Optimization models, such as ELENA, are driven by the premise of supplying
a long-term demand with minimum total cost, subject to restrictions. It is then
necessary to have models that complement these characteristics, helping for ex-
ample to understand how that demand may evolve. This is where sectorial tools
such as the urbs model described in Chapter 3 and the SLMF model presented in
Chapter 6 come into play. The first is a dispatch model that provides insights into
the load curves of the electricity sector while the second is a pioneering model
that aims to provide inputs about how consumer preferences may evolve in the
face of a given policy.

In the soft-link interaction that was presented between the ELENA and urbs
models a demand-side management is assessed. The dispatch analysis deter-
mined that it is possible to have an electricity matrix based exclusively on renew-
able energies in 2050 operating in a reliable way, even considering the increase
in demand due to the electrification of land transport calculated in ELENA. The
urbs’ dispatch results shown that it is possible to supply electricity demands at
peak hours with a power matrix highly based on renewable energy. Instead of
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representing an additional burden to the electric system, with adequate public
policies, electric transport could become a stabilizer of the electric load curve. By
applying economic penalties to electric consumption at peak hours and lower rates
at night hours, electric vehicles (EV) would be used as batteries that discharges
to avoid costly electricity rates and uses low-cost electricity to charges during the
night. Thiswould create a consumption shift, reducing the demand at peak hours,
avoiding the use of thermal generation from fossil sources. Besides, the use of elec-
tric vehicles as stabilizers of the load curves would increase the plant factor for the
existing power infrastructure avoiding the need of new power plants. Also, the
dispatch model showed a big electricity share from photovoltaic technology dur-
ing the day, which could also be used to charge EV batteries.

The results of the SLMF model showed that in order to replace 70% of the
freight fleet with hybrid trucks by 2050 requires a carbon tax more than 10 times
higher than the most expensive carbon tax existing today. Such a high tax might
raise some eyebrows. However, the value reflects once again the limitations of
working with a single model. Creating a carbon tax for a specific sector fails to
appreciate the synergies that need to exist between different energy sectors. In
other words, the results of the SLMF model show the optimal value of a tax im-
plemented as a single vector of change towards the decarbonisation of freight
transport. Contrasting the results of the SLMF model with those of ELENA re-
veals two things. First, ELENA shows that decarbonising freight transport could
be optional, or could be done with different ambitiousness levels, to achieve the
environmental targets of a 1.5°C scenario. By taking an integrated view, themodel
finds economically less costly pathways, such as reforestation, carbon capture in
the power sector, or electrification of other energy sectors (e.g. residential). Sec-
ond, in the SLMF model transport electrification is the only pathway to reduce
emissions, while ELENA has a wider range of energy options such as natural gas,
biofuels and, in a more recent version of the model, hydrogen. The SLMF model,
being a new model, has not yet evolved to have more technological options, and
for the moment this is one of its limitations.

The study conducted for the buildings sector, found in Chapter 4, represents
an opportunity to assess the current situation of local decarbonisation in a global
picture. This study shows that the situation in LatinAmerica is very different in re-
lation to other countries in its perspective to decarbonise the Residential andCom-
mercial Sectors. Ecuador should increase its electrification targets in the Buildings
Sector in order to take advantage of its renewable electricity matrix as a key ele-
ment for its decarbonisation. The commercial sector, that has a high consumption
during day hours could benefit from the availability of electricity from PV panels
as shown by the urbs model.

An integratedmodel is able to showwhere it is less costly to achieve decarbon-
isation or in which sectors policies should be focused more. Integrated analysis
is a good guide to determine the level of effort required to decarbonise a sector.
On the other hand, the analysis of a sector-specific model will help to envision
how much the sector can be decarbonised by a given policy. So, the specifics of
each sector must be assessed closely by a sectorial model, while the big picture is
governed by an integrated model.
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7.2 Future perspectives
My experience with the integrated ELENA model has shown me that a model
must be continuously updated. The structure of the model already includes the
regions of Highlands, Coast and Amazon, but it would be very positive to include
the island region of Galapagos in order to be able to model the energy system of
this emblematic region in order to define exclusive policies for it.

In order to develop more appropriate energy scenarios, further work must be
done on the drivers that govern demand in the models. To this end, in the trans-
port sector, the SLMF model should be extended to include more technologies in
the freight segment. Less ambitious decarbonisation targets should also be pur-
sued with the SLMF model until a carbon tax value, less controversial than the
current one, is found.

Another pending issue is to be able to work together the SLMF and ELENA
models. Once the SLMFmodel is modified and a lower tax value is obtained, this
tax will be included in the structure of the ELENA model to analyse the effect it
has on the electrification of transport. In turn, the new electrification percentages
can be used in the SLMF model to calculate another value for the tax and see if it
is possible to reach an equilibrium situation between the value of the tax and the
degree of transport electrification.

The experience of the SLMF model in the transport sector invites to extend
this exercise to other energy sectors that can be represented by hierarchical bi-
level relationships. Now that there is a growing market for the purchase and sale
of electricity generated with distributed systems, the relationship between con-
sumers and prosumers could be modelled within a multi-leader-multi-follower
structure.

Work must continue with dispatch models such as urbs to verify a reliable
operation of the power system, and to assess the impacts of higher electrification
in other consumption sectors, not only transport, whose electricity consumption
will continue to grow in the future. It is also necessary to take advantage of the
tools provided by a dispatch model to analyse the role of electric vehicles as load
curve stabilizers. This analysis should also be extended to understand the role that
smart grids could achieve related to consumption shifting. Economic incentives
could be applied to foster the deployment of such technology.
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Appendices

Rewriting the CF1 to CF8 constraints

hk
e(Se) =

T∑
t=1

Sk
e,t − 1 = 0; ∀ k = 2, K

g k
Ie,t

(Se) = Sk
e,t ≥ 0; ∀ k = 2, K; ∀ t = 1, T

g k
IIe,t

(Se) = 1− Sk
e,t ≥ 0; ∀ k = 2, K; ∀ t = 1, T

g 2
IIIe

(Se) = Be,2 −
T∑

t=Tc+1

[
V 0
e × (S2

e,t − Si
e,t)× µt,2

]
−

T∑
t=1

[
S2
e,t ×Dt,2 × ηt,2 × (p2 ×Gt + Ft,2)

]
≥ 0

g k
IVe

(Se) = Be,k −
T∑

t=Tc+1

[
V 0
e × (Sk

e,t − Sk−1
e,t )× µt,k

]
−

T∑
t=1

[
Sk
e,t ×Dt,k × ηt,k × (pk ×Gt + Ft,k)

]
≥ 0; ∀ k = 3, K

g k
Ve,t

(Se) = Sk
e,t − Sk−1

e,t ≥ 0; ∀ t = Tc + 1, T ; ∀ k = 3, K

g 2
VIe,t

(Se) = S2
e,t − Si

e,t ≥ 0; ∀ t = Tc + 1, T

g k
VIIe,t

(Se) = Sk−1
e,t − Sk

e,t ≥ 0; ∀ t = 1, Tc; ∀ k = 3, K

g 2
VIIIe,t

(Se) = Si
e,t − S2

e,t ≥ 0; ∀ t = 1, Tc

Derivatives of the functions Z, h and g

∇SeZe(Se, p) =





∂Ze

∂S2
e,1

...

∂Ze

∂S2
e,Tc

∂Ze

∂S2
e,Tc+1

...

∂Ze

∂S2
e,T−1

∂Ze

∂S2
e,T


...



∂Ze

∂Sk
e,1

...

∂Ze

∂Sk
e,Tc

∂Ze

∂Sk
e,Tc+1

...

∂Ze

∂Sk
e,T−1

∂Ze

∂Sk
e,T


...



∂Ze

∂SK
e,1

...

∂Ze

∂SK
e,Tc

∂Ze

∂SK
e,Tc+1

...

∂Ze

∂SK
e,T−1

∂Ze

∂SK
e,T




158





∂Ze

∂S2
e,1

...

∂Ze

∂S2
e,Tc

∂Ze

∂S2
e,Tc+1

...

∂Ze

∂S2
e,T−1

∂Ze

∂S2
e,T


=



V 0
e [D1,2 × η1,2 × (p2 ×G1 + F1,2)]

...

V 0
e [DTc,2 × ηTc,2 × (p2 ×GTc + FTc,2)]

V 0
e [µTc+1,2 +DTc+1,2 × ηTc+1,2 × (p2 ×GTc+1 + FTc+1,2)− µTc+1,3]

...

V 0
e [µT -1,2 +DT -1,2 × ηT -1,2 × (p2 ×GT -1 + FT -1,2)− µT -1,3]

V 0
e [µT,2 +DT,2 × ηT,2 × (p2 ×GT + FT,2)− µT,3]





∂Ze

∂Sk
e,1

...

∂Ze

∂Sk
e,Tc

∂Ze

∂Sk
e,Tc+1

...

∂Ze

∂Sk
e,T−1

∂Ze

∂Sk
e,T


=



V 0
e [D1,k × η1,k × (pk ×G1 + F1,k)]

...

V 0
e [DTc,k × ηTc,k × (pk ×GTc + FTc,k)]

V 0
e [µTc+1,k +DTc+1,k × ηTc+1,k × (pk ×GTc+1 + FTc+1,k)− µTc+1,k+1]

...

V 0
e [µT -1,k +DT -1,k × ηT -1,k × (pk ×GT -1 + FT -1,k)− µT -1,k+1]

V 0
e [µT,k +DT,k × ηT,k × (pk ×GT + FT,k)− µT,k+1]


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∂SK
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∂SK
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∂SK
e,T


=



V 0
e [D1,K × η1,K × (pK ×G1 + F1,K)]

...

V 0
e [+DTc,K × ηTc,K × (pK ×GTc + FTc,K)]

V 0
e [µTc+1,K +DTc+1,K × ηTc+1,K × (pK ×GTc+1 + FTc+1,K)]

...

V 0
e [µT -1,K +DT -1,K × ηT -1,K × (pK ×GT -1 + FT -1,K)]

V 0
e [µT,K +DT,K × ηT,K × (pK ×GT + FT,K)]
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

=





−D1,2 × η1,2 × (p2 ×G1 + F1,2)

...

−DTc,2 × ηTc,2 × (p2 ×GTc + FTc,2)

−V 0
e × µTc+1,2 −DTc+1,2 × ηTc+1,2 ×

(
p2 ×GTc+1 + FTc+1,2

)
...

−V 0
e × µT,2 −DT,2 × ηT,2 × (p2 ×GT + FT,2)
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Abstract-EN

This thesis explores the use of mathematical models to support a low carbon en-
ergy transition for Ecuador. Afirst approach considers a least-cost linear optimiza-
tion to evaluate the expansion of energy and land-use sectors and the integrated
model ELENA is used. It is combined with the dispatch model urbs to go fur-
ther in the evaluation of electric system face to a massification of electric transport
and it is also considered on the context of a synthesis study focused on the decar-
bonization of the Buildings Sector. The secondmodelling approach uses concepts
of game theory and specifically of Single-Leader-Multi-Follower (SLMF) models.
An implementation of the SLMFmodel is done for freight transport to capture the
effect of a carbon tax in the transition to cleaner vehicles. This work highlights the
need to use multiple models in order to have a better idea of the interactions and
measures to be put in place to support the energy transition. Although the study
is carried out for Ecuador, the methodologies are of general applicability.

Abstract-FR

Cette thèse explore l’utilisation de modèles mathématiques pour accompagner
une transition énergétique à faible émission de carbone pour l’Equateur. Une pre-
mière approche considère une optimisation linéaire pour évaluer l’expansion des
secteurs de l’énergie et de l’utilisation des terres et le modèle intégré ELENA est
utilisé. Il est combiné avec le modèle de répartition urbs pour aller plus loin dans
l’évaluation du système électrique face à unemassification du transport électrique
et il est également considéré dans le contexte d’une étude de synthèse axée sur
la décarbonisation du secteur des bâtiments. La seconde approche de modélisa-
tion utilise les concepts de la théorie des jeux et plus particulièrement les modèles
Single-Leader-Multi-Follower (SLMF). Une mise en œuvre du modèle SLMF est
effectuée pour le transport demarchandises afinde saisir l’effet d’une taxe carbone
dans la transition vers des véhicules plus propres. Ce travail souligne la nécessité
d’utiliser plusieurs modèles afin d’avoir unemeilleure idée des interactions et des
mesures àmettre en place pour soutenir la transition énergétique. Bien que l’étude
soit réalisée pour l’Equateur, les méthodologies sont d’application générale.
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