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## RÉSumé en français

Les cyclones tropicaux (TCs) sont d'imposants vortex atmosphériques caractérisés par des vents violents et des pluies abondantes. Ces phénomènes se produisent $\sim 80-90$ fois par an à l'échelle du globe, évoluent sur des périodes de $\sim 5-20$ jours et couvrent des distances considérables, $\sim 100-1000 \mathrm{~km}$ horizontalement et $\sim 10-20 \mathrm{~km}$ verticalement. Bien que les vents les plus forts, pouvant atteindre $\sim 30-80 \mathrm{~m} / \mathrm{s}$, soient concentrés près du cœur (ou œil), à $\sim 10-50 \mathrm{~km}$ du centre de la perturbation, des rafales significatives se manifestent jusqu'à $\sim 100-300 \mathrm{~km}$. On peut assimiler les TCs à des machines thermiques qui extraient de l'énergie sous forme de chaleur latente des couches supérieures de l'océan vers l'atmosphère, la transforment en chaleur sensible lors de la condensation, et génèrent de l'énergie cinétique en réponse aux perturbations de pression résultantes. Le potentiel destructeur de ces phénomènes est généralement caractérisé par la structure de leur champ de vent surfacique. Comprendre et prévoir ces événements est crucial pour atténuer leur impact socio-économique sur les populations côtières, en particulier dans un contexte d'augmentation de leur intensité et taux de précipitation, lié au réchauffement climatique global.

Malgré les progrès réalisés dans la prédiction de leur trajectoire et des vitesses de vent loin du centre de la perturbation, les systèmes les plus intenses souffrent d'une représentation limitée et imprécise des vents les plus forts, en particulier près du cœur, dans les modèles numériques actuels. Des défis techniques et théoriques expliquent cette difficulté à simuler les caractéristiques structurelles du champ de vent de surface près du cœur des TCs, pourtant cruciales pour estimer les ondes de tempête, les réponses de la couche supérieure de l'océan et les champs de vagues associés à ces phénomènes. Le cœur d'un système mature, de par sa faible extension radiale, nécessite une très haute résolution spatiale pour être adéquatement représenté. En outre, des lacunes dans la compréhension des interactions turbulentes dans des conditions de vents forts compliquent la paramétrisation des échanges turbulents air-mer dans les modèles numériques.

Les observations jouent un rôle crucial dans l'étude de ces phénomènes compte tenu des limites des simulations numériques. Historiquement, les estimations les plus systématiques du champ de vent surfacique des TCs reposaient sur des méthodes indirectes
utilisant des capteurs embarqués à bord d'avion et de satellites géostationnaires. Des mesures plus directes ont été mises au point grâce au développment de la diffusiomètrie et de la radiométrie satellitaire. Cependant, ces méthodes sont limitées pour résoudre les caractéristiques structurelles proche du cœur. Les récents progrès en radar à ouverture synthétique (SAR) fournissent enfin des observations haute résolution et bidimensionnelles de ces phénomènes permettant d'estimer le champ de vent de surface, y compris près du cœur. Néanmoins, des défis persistent, tels que l'échantillonnage spatio-temporel limité et le manque d'informations données par les instruments SAR sur les directions locales du vent.

Pour simplifier le champ de vent complexe bidimensionnel des TCs, les communautés opérationnelles et académiques ont recours à des simplifications stratégiques. Pour faciliter leurs opérations, les prévisionnistes se concentrent sur des paramètres clés qui quantifient entre autres l'intensité de la perturbation, la taille du cœur et celle du système entier. En recherche, de nombreux développements théoriques sont réalisés en supposant que le TC est axisymétrique. Dans ce cadre simplifié, i.e paramétrique et axisymétrique, qui est également celui de cette thèse, des relations entre les paramètres structurels qui caractérisent le système peuvent être mises en évidence.

Suivant une approche combinant traitement de données et analyses théoriques, la thèse vise à répondre aux questions suivantes: peut-on retrouver les caractéristiques structurelles près du cœur, telles que mesurées par des capteurs haute résolution, à partir d'instruments ou de sorties numériques de résolution plus faible ? La réduction du champ de vent de surface à des paramètres structurels spécifiques encode-t-elle la dynamique complète de ces phénomènes ? Comment les caractéristiques structurelles près du cœur contribuent au cycle de vie des TCs ?

Ces questions peuvent maintenant bénéficier d'observations de référence, à très haute résolution et bidimensionnelles (SAR) de TCs, permettant de s'appuyer sur un cadre théorique simple. Le Chapitre 1 dresse un bref historique des instruments utilisés pour observer les TCs, ainsi qu'une synthèse des éléments théoriques permettant de décrire ces phénomènes. En particulier, les instruments satellitaires ayant été historiquement les plus souvent utilisés pour estimer le vent de surface (i.e les diffusiomètres et les radiomètres), ne permettent pas de représenter avec précision les forts gradients de vents près du cœur des TCs les plus intenses. Bien que ces capteurs soient adaptés pour estimer les propriétés du champ de vent en périphérie du système, les théories suggèrent que l'intensité des vents les plus forts et leur étendue radiale sont cruciales pour la dynamique des TCs.

Tant qu'un meilleur échantillonnage spatio-temporel des instruments haute résolution n'est pas atteint, il est nécessaire de s'attaquer au manque d'estimations systématiques et fiables de la structure du vent de surface près du cœur de ces phénomènes.

Une manière naturelle de traiter ce problème consiste à évaluer si les caractéristiques structurelles près du coeur peuvent être retrouvées à partir des propriétés observées du champ de vent en périphérie. Dans le Chapitre 2, une base de données d'estimées à haute résolution de la vitesse du vent de surface obtenues à partir de mesures SAR a été utilisée. Grâce à ces observations, une prédiction statistique de la taille du cœur peut être réalisée en fonction d'estimées de vitesses du vent en périphérie données par des instruments de résolution inférieure. En supposant l'intensité du système connue, l'approche statistique présentée s'avère efficace. Cela était attendu en raison de lois fondamentales de conservation qui gouvernent la dynamique des TCs (i.e conservation de la vorticité potentielle dans la partie inférieure de l'écoulement et conservation du moment cinétique dans la partie supérieure). Cependant, la variabilité du gradient de vent de surface près du cœur du système, telle qu'observée dans la base de données haute résolution, et qui module ces lois fondamentales de conservation, est trop importante pour être capturée par des relations statistiques simples. Ainsi, pour certains événements, la prédiction échoue. Les propriétés dynamiques de tels cas, qui ne peuvent être identifiées qu'avec des mesures à haute résolution, doivent être étudiées.

Cette analyse est menée dans le Chapitre 3, en remarquant que le gradient de vent de surface près du cœur contrôle l'amplitude des vitesses verticales dans le système. Si ces mouvements ascendants peuvent être négligés en périphérie du TC , ils deviennent significatifs et augmentent au fur et à mesure que l'on s'approche du centre de la perturbation. Cette caractéristique est notamment prononcée dans un domaine dont l'extension radiale est d'environ deux fois la taille du cœur. Dans cette région, des échanges turbulents cruciaux entre l'air et la mer ont lieu, si bien que l'amplitude des vitesses verticales peut être reliée à l'énergie gagnée par le système par chauffage, tandis que le gradient du vent de surface renseigne sur l'énergie perdue par friction. Cette région, qui peut efficacement être étudiée avec une observation haute résolution, est donc cruciale pour l'équilibre énergétique du système. L'analyse de ces observations et de changements temporels de l'énergie cinétique estimés à partir de jeux de données de référence corrobore le fait qu'une connaissance instantanée du gradient du vent de surface près du cœur informe sur l'évolution énergétique du système.

Une extension naturelle de ces résultats consiste à développer un modèle pour l'évolution
de la structure complète du vent de surface à partir d'une estimation instantanée à haute résolution de ce dernier. C'est ce qui est tenté et évalué dans le Chapitre 4, où un tel modèle est obtenu analytiquement. Dans le cadre théorique proposé, l'évolution du vent de surface peut être prédite sur une courte période ( $\sim 12$ heures) lorsque le changement d'intensité est connu. La solution analytique est en accord avec des estimées d'évolution de vitesses de vent données par des mesures SAR, pour les quelques cas observés où l'échantillonnage temporel est suffisant. L'analyse montre également les limites de l'utilisation d'un modèle simplifié: sous l'hypothèse d'axisymétrie et en l'absence d'information sur la direction du vent, le profil radial de vent est persistant en temps dans la périphérie du système sur une courte durée, tandis que les vitesses du vent près du cœur peuvent varier drastiquement sur le même laps de temps. Un tel résultat empêche la correction potentielle de mesures réalisées avec des instruments à basse résolution près du cœur du système uniquement à partir des variations de la vitesse du vent observées en périphérie.

La thèse évalue pour la première fois des hypothèses fondamentales sur les lois de conservation des TCs à l'aide d'estimations haute résolution et bidimensionnelles du champ de vent surfacique. Comme démontré, cela ouvre la voie à une extension de la théorie des échanges turbulents air-mer aux vents forts. Malgré les limites du cadre théorique présenté, ce travail souligne la nécessité d'un guide méthodologique pour interpréter la richesse d'informations fournies par des mesures haute résolution, tandis qu'une augmentation de l'échantillonnage spatio-temporel des instruments SAR grâce au lancement de nouveaux satellites, ainsi qu'une meilleure capacité d'observation de la direction du vent proche du cœur du TC grâce au développement de technologies de mesures aéroportées et satellitaires, sont à venir. Ces avancées technologiques combinées au cadre d'analyse proposé par cette thèse permettront d'approfondir notre connaissance des TCs pour mieux anticiper leur évolution court- et long-terme.
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## INTRODUCTION

Evolving in almost every ocean basins, tropical cyclones (TCs) are large atmospheric vortices characterized by violent winds and extreme rainfall rates. Persisting during typically $\sim 5-20$ days, these events occur on average $\sim 80-90$ times per year and extend over $\sim 100-1000 \mathrm{~km}$ horizontally and $\sim 10-20 \mathrm{~km}$ vertically. In the range $\sim 30-80 \mathrm{~m} / \mathrm{s}$, the strongest winds occur near the core - or "eye" - of the TC, $\sim 10-50 \mathrm{~km}$ far from its center where wind speeds are typically much weaker. Away from the core, the wind speeds quickly decay with the distance from the TC center, but significant gales still occur on the first $\sim 100-300 \mathrm{~km}$.

In order to mitigate their socio-economic impacts on coastal populations, better understanding and forecasting TCs is essential, especially in a global warming context where the intensity of the most intense events and the average rainfall rates are expected to increase. The destructive potential of these phenomena is typically characterized by their surface wind structure. Despite significant advances in the prediction of TCs trajectory and outer-core (i.e far away from the vortex core) wind speeds over the last decades, state-of-the-art numerical and neural network models fail to accurately represent the amplitude and the radial extent of the strongest surface winds occurring near the core of mature events. Yet, these near-core structural features and their time variations are crucial to estimate the wave field, storm surge, and upper ocean responses associated with TCs passages, which in turn strongly affect the coastal communities and the carbon cycle.

Several reasons may be invoked to explain why the prediction of these near-core structural features is still an issue. From a technical perspective, the core of a mature and intense TC has a small radial extent and can only be represented by high-resolution numerical models. Because of the large size of the complete system, such a high resolution is difficult to achieve on the whole numerical domain. Some key processes governing the TC, such as turbulent air-sea exchanges, can not explicitly be resolved and are parameterized, strongly affecting the near-core structural features. Yet, from a theoretical perspective, the properties of turbulent air-sea exchanges at high winds (above $\sim 30 \mathrm{~m} / \mathrm{s}$ ) are still badly understood and constitute an active field of research. This lack of knowledge certainly impacts numerical simulations and their parametrization schemes. From an observational
perspective, the field experiments that were designed to quantify TCs air-sea exchanges are hampered by our limited capacity to perform accurate measurements in extreme winds conditions. In addition, geostationary satellites, which were classically used for the operational monitoring of TCs based on their cloud patterns, do not directly inform on the air-sea interface.

Because of the limited predictive ability of numerical simulations and the gaps in theoretical frameworks, observations remain crucial to monitor and study TCs. Figure 1 summarizes the major observation categories for TCs applications ordered by chronological order ( x -axis), by their ability to resolve near-core structural features ( y -axis), and by sampling frequency (z-axis).


Figure 1 - Synthesis of observational capabilities for the estimation of TCs ocean surface wind structure.

Historically, estimates of TCs ocean surface wind structure were first determined indirectly, based on aircraft wind measurements at flight-level, or using empirical relationships from the cloud characteristics well observed using visible and infrared channels of geostationary satellites sensors. Complementing these observations, passive microwave radiometers onboard Earth-orbiting platforms were sounding the TC atmospheric tem-
perature properties and vertical distribution, from which wind structure estimates could be statistically achieved. Nevertheless, these methods were subject to large uncertainties, especially when approaching the core of the TC.

Later, more direct estimates of the two-dimensional ocean surface wind field from space were obtained by Earth-orbiting scatterometers and passive microwave imagers. However, near-core structural features, associated with the TCs strongest winds, wind gradients, and rain rates are poorly resolved by these low-resolution ( $\sim 25-50 \mathrm{~km}$ ) spaceborne instruments. In parallel, also using microwave channels, new airborne sensors were developed, allowing for direct ocean surface measurements and at very high radial resolution ( $\sim 1 \mathrm{~km}$ ). Yet, these aircraft observations require temporal compositing for two-dimensional analyzes and lack azimuthal coverage.

Recently, it has became possible to process spaceborne synthetic aperture radar (SAR) high-resolution ( $\sim 1 \mathrm{~km}$ ) and wide-swath observations, with new acquisition modes (combining co- and cross-polarized channels), to provide two-dimensional ocean surface wind speed estimates in nearly all-weather conditions, covering the whole vortex and including a fine description of the TC core. Yet, lacking spatio-temporal sampling and not informing on the wind directions, current SAR instruments and algorithms cannot alone meet the demand for systematic and reliable surface winds estimates near the TC core necessary for monitoring and research applications. These observations should certainly be combined with lower resolution tools, which often have a better spatio-temporal sampling, to analyze or predict short- (e.g a few hours to a few days) and long-term (e.g climatological) trends in the TC wind structure. Lastly, although they do not directly quantify turbulence, the high-resolution SAR observations provide an excellent opportunity to improve our understanding of TCs air-sea exchanges.

Due to the complexity of the TC system and the amount of information contained in a two-dimensional wind field, both operational and research communities have attempted to reduce the problem dimension using judicious simplifications. In particular, forecasters in operation centers, aiming at facilitating decision-making processes and warning issues, are focusing on the amplitude of the strongest winds $\left(V_{\max }\right)$ and their distance from the TC center $\left(R_{\max }\right)$. They also report measures of the TC outer-size to complement the core information, in particular the radial extent of the gale-force winds $\left(R_{34}\right)$, in each of the four geographical quadrants of the system. In research studies, theoreticians aim at developing methodological guides to anticipate and interpret changes in the characteristics of these events. In such works, the geographical quadrants view is abandoned in favour
of an axisymmetric assumption. To illustrate how these structural parameters vary over time in an axisymmetric framework, Fig. 2 presents $V_{\max }, R_{\max }$ and $R_{34}$ times series from two days before the lifetime maximum intensity (LMI) of each TC and up to six days after, averaged over several hundreds of events. On average, the system outer-size $\left(R_{34}\right)$ continuously grows over time. In parallel, while the TC maximum winds ( $V_{\max }$ ) first increase towards their peak value (i.e the LMI) and then decrease, they are negatively correlated to their radial extent ( $R_{\max }$ ), closely following angular momentum conservation.


Figure 2 - Average best-track time series of surface wind structure parameters. TCs from the IBTrACS database since January $1^{\text {st }}$, 2000 have been aggregated provided that their LMI exceeded $33 \mathrm{~m} / \mathrm{s}$ and that their $R_{\text {max }}$ was recorded for at least three consecutive days.

Even though the quality of a near-core parameter estimate such as $R_{\max }$ can be questioned in Fig. 2, essentially because of observational limitations, these average trends raise three research questions. First, they suggest that physical and dynamical restrictions are constraining the set of structural parameters in space and time. The question arises whether, based on these restrictions, the near-core structural features resolved by high-resolution sensors can be retrieved from lower resolution instruments or numerical outputs. Second, it is essential to determine whether the reduction of the surface wind field to such a set of structural parameters encodes the complete TC dynamics. Third, be-
cause they are poorly resolved by low-resolution instruments or numerical simulations, the relative importance of near-core structural features to the TC life cycle must be evaluated.

In this thesis, these three questions are addressed using SAR observations of TCs and a simple theoretical framework. Fundamental assumptions on the TC conservation laws are for the first time evaluated with two-dimensional high-resolution surface wind structure estimates, paving the way for an extension of air-sea turbulent exchanges theory at high winds. In Chapter 1, we present an overview of TCs and their wind structure, including a historical synopsis of observational capabilities used by research and operational communities and a synthesis of theoretical elements describing the TC system. Then, we question in Chapter 2 whether the complete parametric TC surface wind structure, including near the core, may be retrieved from structural estimates that are either sufficiently accurate in reference reanalysis datasets or well resolved by low-resolution instruments. In Chapter 3, we assess how an instantaneous high-resolution observation of the surface wind speeds in TCs, and especially of their near-core wind structure, informs on potential changes in their life cycle. Finally, in Chapter 4, we investigate the short-term TC dynamics and examine whether temporal modifications of the wind structure far from the core may support the estimation of the near-core surface wind speeds.

## General background on tropical CYCLONES

At tropical latitudes, coastal city dwellers aiming at minimizing socio-economic damage, farmers in arid regions who want to anticipate the next rains, or surfers looking for the next big swell, all may have a common interest in TCs. In this chapter, we present a few generalities about these phenomena, and then draw a brief history of the measurement instruments that were developed to monitor and study their characteristics, before introducing the main theoretical elements that describe the TC system. In these last two sections, emphasis is given to the TC wind structure, to lay the foundations for the next chapters.

### 1.1 General overview

The literature on TCs is extensive. These natural phenomena are remarkable in several respects, and a plethora of researchers in atmospheric and ocean sciences all around the world have assessed and recorded their characteristics. In this section, we only present a tiny fraction of what is known about these events. After briefly defining TCs, we introduce some of their main properties.

### 1.1.1 Definition

«A tropical cyclone is a rapid rotating storm originating over tropical oceans from where it draws the energy to develop.»

This concise definition of TCs is proposed on the World Meteorological Organization (WMO) website and highlights the energy source of TCs. More precisely, TCs act as thermal machines that extract energy in the form of latent heat from the upper layers
of the ocean to the atmosphere, transform it into sensible heat during condensation, and generate kinetic energy in response to the resulting pressure perturbations (Beucher et al., 2010). By developing internal available potential energy from which kinetic energy can be generated, TCs differ from extratropical cyclones, which extract available and kinetic energy from the mean flow.

TCs are linked to the tropics in that the ocean water must be warm enough in order to fuel the heat engine. A sea surface temperature (SST) of more than $26{ }^{\circ} \mathrm{C}$ was early identified as a necessary condition for the TC development (Gray, 1968). In addition, TCs form in low baroclinic (i.e when density and pressure surfaces are nearly coincident) and low vertical wind shear (i.e when there are small differences in the wind speeds and directions throughout the depth of the troposphere) environments. However, for formation to occur, some planetary vorticity must also exist, so that TCs rarely form equatorward of $5^{\circ}$ latitude.

The structure of TCs follows from the above stated principles. A mature TC's structure exemplifies that of a warm core low pressure system without fronts. The maximum atmospheric temperature anomalies are located at the center and in the upper troposphere with pressure gradients and rotating winds that increase toward the Earth's surface, with the strongest winds occurring at the top of the planetary boundary layer (BL). The center of the TC is often nearly cloud free and is much warmer than its surroundings, forming an "eye" with the maximum surface winds lying on the inner edge of the eye, or eyewall where thunderstorms extend to the tropopause. Due to the TC vertical structure, the eyewall slopes outward roughly following angular momentum surfaces.

While their thermo-mechanical nature is universal, the word used to describe TCs depends on the considered region. In Asia, they are known as typhoons as soon as their intensity exceeds $33 \mathrm{~m} / \mathrm{s}$ ( or $64 \mathrm{kts}^{1}$ ), or equivalently, reaches the category 1 on the Saffir-Simpson scale ${ }^{2}$. In the United States (US), weaker TCs may be known as tropical depressions or tropical storms, while people refer to hurricanes when their intensity exceeds $33 \mathrm{~m} / \mathrm{s}$. Wind speeds that reach $33 \mathrm{~m} / \mathrm{s}$ are thus often referred to as hurricane-force winds. Similarly, wind speeds of $26 \mathrm{~m} / \mathrm{s}(50 \mathrm{kts})$ or $17 \mathrm{~m} / \mathrm{s}$ ( 34 kts ) are referred to as damagingforce winds or gale-force winds, respectively.

1. $1 \mathrm{kt}=0.514 \mathrm{~m} / \mathrm{s}$.
2. All along the manuscript, the word "category" is always relative to the Saffir-Simpson scale.

### 1.1.2 Occurrences and societal implications

Figure 1.1 displays a worldwide map of $\sim 150$ years of accumulated TCs tracks, revealing many characteristics of these events.


Figure 1.1 - Accumulated TCs tracks from $\sim 1850$ to 2006 and based on NHC and JTWC best-track data. Colors denote TCs intensity on the Saffir-Simpson scale. TD (tropical depression): less than $17 \mathrm{~m} / \mathrm{s}$. TS (tropical storm): $18-32 \mathrm{~m} / \mathrm{s} .1: 33-42 \mathrm{~m} / \mathrm{s} .2: 43-49 \mathrm{~m} / \mathrm{s} .3: 50-58 \mathrm{~m} / \mathrm{s} .4: 58-70 \mathrm{~m} / \mathrm{s} .5:$ more than $70 \mathrm{~m} / \mathrm{s}$. Figure taken from National Aeronautics and Space Administration (NASA) Earth Observatory website.

First, they occur in almost every ocean basins. This has led the community to establish a worldwide coordinated system to ensure that TCs meteorological previsions would cover each region. For instance, the Atlantic and Eastern Pacific are covered by the US National Hurricane Center (NHC), while the Northwest Pacific is covered by the Japan Meteorological Agency (JMA). Note that no TC occurs in the easternmost South Pacific nor West of South Africa because of the Peru Current and the Benguela Current, respectively. These currents carry cool water masses from the polar region, hindering the necessary condition of warm SST for the TC development. With unfavorable conditions for TCs, the South Atlantic hosted only one TC in recent history (McTaggart-Cowan et al., 2006), Catarina, in 2004, which had dramatic implications for the unprepared coastal regions.

Second, TCs are moving from where they form at low latitudes to higher latitudes and to a first order they follow large-scale atmospheric patterns (i.e prevailing easterlies and westerlies). While in reality a beta effect ${ }^{3}$ also affects TCs trajectory (Holland, 1982), comparably to what occurs with ocean eddies (Robinson, 2012), this influences the motion only to a second order. The observed total translation speed of TCs ranges between $\sim 1$ and $\sim 10 \mathrm{~m} / \mathrm{s}$.

Third, there are regional differences in TCs intensity and the length of the tracks. For instance, there are several category 5 TCs in the Northwest Pacific, while very few occur in the Indian Ocean where the tracks also seem shorter. These differences are the result of various environmental constrains, such as basin size and configuration as well as ocean- and atmosphere basin-average characteristics. No TC is observed near the equator, because the vertical component of the Coriolis effect, responsible for the rotation of the air masses converging toward the perturbation center, vanishes there. In addition, inside each basin, the lowest intensities are observed at low latitudes, where TCs develop; over land, where they lose fluxes of energy from the ocean and are only subject to friction; and at higher latitudes, where SSTs are colder. Overall, the highest intensities are observed at subtropical latitudes, where there is the best compromise between the Coriolis effect increasing the spinning nature of converging air masses and ocean characteristics providing the fuel for the whole system.

While Fig. 1.1 reveals where TCs events occur, it says nothing about their seasonality. Figure 1.2 represents the average monthly counts of TCs occurrences in each regions. The most active period for the Northern Hemisphere, which accounts for $\sim 90 \%$ of the TC activity, goes from June to November, while in the Southern Hemisphere, $\sim 94 \%$ of the TC activity occurs between November and April (Ramsay, 2017). There is a variability in the TC active season even for a single hemisphere. For example, the distribution of TC events is sharp and peaks in September for the North Atlantic, while the distribution appears more flattened and peaks in August for the Western North Pacific. Like for the regional variability in intensity, the discrepancies in frequency may be attributed to basin size and configuration as well as ocean- and atmosphere basin-average characteristics.

All over the world, the destructiveness of TCs is manifested by riverine floods associated with extreme rainfall rates, storm surge floods and violent winds. Threatening
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Figure 1.2 - Histograms of TCs monthly occurrences in each region, from 1985 to 2014 and based on NHC and JTWC best-track data. Extracted from Ramsay, 2017.
human lives, these events may thus be fatal for coastal populations and cause tremendous damages. For example, approximately 500,000 deaths were reported during the deadliest TC in history, the Great Bhola Cyclone which struck Bangladesh in 1970 (Scowcroft et al.,
2011). Furthermore, each year, average normalized ${ }^{4}$ damages are estimated to represent $\sim \$ 17$ billions for the US only (Weinkle et al., 2018). It is thus crucial to better understand and forecast such events in order to mitigate their disastrous consequences.

### 1.2 Observations

Observational capabilities were developed in order to better forecast and understand these extreme phenomena. In this section, a glimpse into the long history of TCs observations is given, with a focus on the wind structure, from both direct measurements or indirect methods. Today more than ever before, measurement instruments are continuously improving. The sensors that are currently in development phase are not covered by the present section.

Many of these techniques rely on remote sensing capabilities. Historically, the electromagnetic frequency ranges used by remote sensors are designated by letters. This designation system was standardized by the institute of electrical and electronics engineers (IEEE) in 1984. Table 1.1 summarizes the letters associated with the frequency ranges which are the most relevant to our purpose.

| IEEE band | Frequency range (GHz) | Wavelength $(\mathrm{cm})$ |
| :---: | :---: | :---: |
| L | $1-2$ | $15-30$ |
| S | $2-4$ | $5-15$ |
| C | $4-8$ | $3.75-5$ |
| X | $8-12$ | $2.5-3.75$ |
| Ku | $12-18$ | $1.6-2.5$ |
| K | $18-26$ | $1.2-1.6$ |
| Ka | $26-40$ | $0.75-1.2$ |

Table 1.1 - Frequency bands in the electromagnetic spectrum (IEEE Standard 521-1984).

### 1.2.1 Before the 1960s: the pre-satellite era and the need for routine observations

The development of accurate observational technologies was largely hampered by the fact that TCs evolve over the ocean. Before the $20^{\text {th }}$ century, most observations of TCs

[^1]consisted in reports from ships at sea. They were complemented by terrestrial observations when TCs moved over islands or coastal regions at landfall. In the middle of the $19^{\text {th }}$ century, these information were sufficient to provide a crude description of TCs, at least for navigation purposes. TCs characteristics, such as their preferred tracks, translation speeds, sizes, intensities, as well as the associated wave field and currents, were eventually gathered into books (Piddington, 1848).

A milestone toward a more modern approach was set in 1943 with the first airborne reconnaissance of a TC. With the aim of facilitating the navigation of navy warships across the storms, and galvanized by several US naval disasters, the breeding ground for routine observations of TCs was set up. Rapidly, aircraft reconnaissance was extensively used for providing TCs fixes, i.e the location of their center (Sumner, 1944). Along with flight-level wind estimates from the aircraft inertial navigation system, temperature estimates were conducted using vortex thermometers, humidity measurements with infrared hygrometers and pressure estimates using a Kollsman pressure altimeter (Hilleary \& Christensen, 1957). These along-track measurements were sometimes completed by vertical soundings of temperature, moisture, pressure and winds performed by meteorological dropsondes that were released during the flight. In a typical reconnaissance mission, up to three aircrafts eventually penetrated the TC to assess the physical parameters at different altitudes. Fig. 1.3 displays typical aircraft tracks conducted in the late 1950s. Despite the apparent lack of azimuthal coverage, numerous studies emerged, thanks to aircraft data, that documented the TCs structure, including the eye (C. L. Jordan, 1952; La Seur \& Hawkins, 1963).

In the meantime, the US deployed a system of weather surveillance coastal radars. These coastal radars were active sensors, meaning that they emit a pulse that is reflected in all directions by the encountered atmospheric particles (i.e raindrops, ice, but also birds, etc...). The part of the backscattered signal which is reflected towards the radar is measured by the radar receiver, and its intensity is called the reflectivity. Already in 1955, SP-1M radars installed in three different locations over North Atlantic coastal areas and operating at S-band were demonstrated to improve the live tracking of TCs (Whiton et al., 1998a). Yet, a few TCs events in 1954 and 1955 on the US East coast fostered the development of improved coastal radars. The WSR- $57^{5}$ was designed and inaugurated in 1957 to meet the demand. Several tens of WSR-57 were rapidly deployed with a spacing of $\sim 350-400 \mathrm{~km}$. Operating at S-band and with a beamwidth of $2^{\circ}$, precipitation rates could
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Figure 1.3 - Aircraft tracks relative to TC Cleo on $18^{\text {th }}$ August 1958. Three aircrafts flew into TC Cleo, at an altitude of $\sim 2, \sim 5$ and $\sim 11 \mathrm{~km}$, respectively, within a radius of $\sim 220 \mathrm{~km}$ of the center. Extracted from La Seur and Hawkins, 1963.
be retrieved from the radar echoes within a $\sim 450-\mathrm{km}$ radius of a station. These radars thus helped better estimating TCs location and extent near landfall. The WSR-57 was continuously improved over the following decades and remained used until the 1990s ${ }^{6}$.

### 1.2.2 From 1961 to 1978: the early days of the satellite era with the first visible acquisitions

The 1960s mark the start of the satellite era, which completely revolutionized the tropical meteorology community. TIROS-3, the third of a series of television infrared observation satellites, was launched on $12^{\text {th }}$ July 1961. Orbiting at an altitude of $\sim 750-800 \mathrm{~km}$,

[^3]TIROS-3 carried different instruments, including two independent television cameras and a scanning radiometer operating at infrared and visible wavelengths. It became the first satellite to ever provide a picture of a TC from space when it overflew Anna, the first TC of the 1961 Atlantic season. A TIROS-3 television acquisition of Anna on $22^{\text {th }}$ July 1961 is depicted in Fig. 1.4. The wide angle acquisition highlights extensive areas of cirrus-like clouds partially surrounded by convective outer bands (Fett, 1964). During these days, Anna was also observed by TIROS-3 infrared/visible radiometer, but limited inferences on the water vapor content were made because of both poor technological capabilities and insufficient knowledge at that time (Bandeen et al., 1964).


Figure 1.4 - Satellite acquisition of TC Anna on $22^{\text {th }}$ July 1961, from TIROS III. Extracted from Fett, 1964.

Rapidly, researchers discovered a relationship between the organization and size of the cloud shield observed with spaceborne visible imagery and the maximum wind speed measured by reconnaissance aircraft (Fritz et al., 1966). They also wondered whether the cloud patterns could be used to predict whether tropical storms or depressions will evolve into stronger TCs or not. For instance, Gentry et al., 1970 analyzed measurements
of TC Gladys (1968) from two aircraft, three WSR-57 coastal radars and two satellites, completed by five color pictures from the Apollo 7 spacecraft crew. By estimating the three-dimensional mass circulation, they confirmed that the expansion and motion of the high-level circulation (i.e clouds) were induced by the low-level circulation in their data. The clouds may then encode the possible evolution from weaker storms into more intense TCs.

In practice, the relationship highlighted by (Fritz et al., 1966) to estimate intensity was not used because of the coarse resolution of satellite sensors at that time. With the increasing number of satellites and their improvement, a more robust method for systematically detecting TCs current intensity and future changes from the cloud patterns observed by satellites was proposed in 1972: the Dvorak method ${ }^{7}$ (Dvorak, 1972, 1973, 1975). Figure 1.5 displays the patterns that must be recognized in the method. The key points were to determine whether the central area of the clouds was overcast and whether it was partially or totally encircled by wide convective outer bands. A subjective analysis of these patterns combined with an objective step-by-step procedure was used to determine a "tropical number" that was directly linked to the current intensity. In addition, by comparing the cloud patterns from the current satellite acquisition with those from an acquisition of the previous day, it was possible to estimate the future intensity change.

Despite its subjective nature, the Dvorak method was surprisingly robust, and because most TCs were regularly covered by satellite acquisitions by the late 1970s (Denney, 1969), it became systematically used by tropical operation centers all over the world. With continuous satellite advances (see below), the Dvorak method was improved in 1984 to include information from eye patterns revealed by cloud-top infrared temperature estimates (Dvorak, 1984). Research efforts on the Dvorak method continued until recently, in particular to make it more automatic and less subjective, by taking advantage of further improvements on satellite capabilities (C. S. Velden, Olander, \& Zehr, 1998; Olander \& Velden, 2007). The success of the Dvorak method illustrates how the rapid progress of satellite capabilities transformed the operational and research communities.

In parallel, space-based capabilities were rapidly improving. While the potential of geostationary satellites for space applications was demonstrated since 1964 with the launch of Syncom (the world's first geostationary satellite) a milestone was set in 1975 with the launch of the geostationary operational environmental satellite 1 (GOES-1). At an altitude of $\sim 36,000 \mathrm{~km}$, GOES-1 carried a visible infrared radiometer allowing for day and
7. For a detailed review of the Dvorak method, see C. Velden et al., 2006


Figure 1.5 - Example of TCs and corresponding tropical numbers ("T-numbers") in the Dvorak method. Depending on the central and outer bands features, a given TC is assigned a T-number in order to determine its current intensity. Extracted from Dvorak, 1975.
night enhanced infrared acquisitions. With geostationary satellites, systematic acquisitions of the clouds could be performed, making the Dvorak method particularly efficient for monitoring the TC intensity over a fixed geographical area. In addition, these new infrared/visible capabilities allowed to better appreciate the TC rain and eventually to estimate wind fields by analyzing cloud motions in successive observations (E. Rodgers et al., 1979).

Spaceborne radiometers were also improved ${ }^{8}$. Nimbus- 5 , an orbiting satellite launched at the end of 1972, carried an electrically scanning microwave radiometer (ESMR). Passive microwave instruments measure the brightness temperature radiated by the ocean surface. In theory, the natural radiation of the ocean surface is controlled by the foam coverage and bubble surface layer thickness, which both increase with surface wind speed. The

[^4]latter may thus be retrieved from passive microwave measurements even under extreme wind conditions. Yet, the received signal is also influenced by the state of the atmosphere (humidity and water vapor, temperature) and the ocean (temperature, salinity). For instance, the signal received by Nimbus-5 ESMR, which operates at a short wavelength ( $\sim 19 \mathrm{GHz}$, K-band), was heavily influenced by atmospheric rain. Thus, Nimbus- 5 mainly allowed to assess the TC rainfall structure, which may in turn be related to intensity (Allison et al., 1974; E. Rodgers \& Adler, 1981).

Nimbus-6, launched in 1975, carried a scanning microwave spectrometer (SCAMS). Spectrometers, or "sounders", sound the atmosphere at intermediate levels. Nimbus-6 SCAMS operated at three different frequencies close to $\sim 54 \mathrm{GHz}$ (along with two other Kand Ka-band channels to measure the atmospheric water vapor and liquid water content). These three frequencies are situated at the lower shoulder of the oxygen absorption band, so that vertical profiles of temperatures may be estimated from the measured signals. Atmospheric temperature anomalies in TCs are related to the surface pressure deficit through hydrostatic and gradient wind balance. Thus, surface wind speed estimates could be performed with microwave passive sounders such as Nimbus-6 SCAMS (Kidder et al., 1978). Later, microwave sounding units (MSU) were deployed in space, for example on TIROS-N in 1978. Operating at four channels between $\sim 50$ and $\sim 58 \mathrm{GHz}$, they allowed for atmospheric temperature estimates at a slightly higher resolution. Surface wind speeds could also be estimated from MSU (C. S. Velden \& Smith, 1983).

The 1970s also marked an important watershed for TCs measurements from ocean buoys. Even though the deployment of ocean research buoys dates back to the 1940s (Soreide et al., 2001), it's not until 1975 that the first reliable surface wind speed measurement from ocean buoys was performed, when TC Eloise passed over two buoys that were deployed by the NOAA in the Gulf of Mexico (Withee, 1975). Ocean buoys measurements of TCs wind field not only improved our understanding of the planetary boundary layer (BL) (Sprigg et al., 1998), but also helped calibrating surface wind estimates from spaceborne and airborne sensors.

### 1.2.3 From 1978 to 1991: operational oceanography with combined active and passive remote sensing techniques

Gradually, attempts were made to complement these spaceborne passive capabilities with active methods. Successful demonstrations were conducted with aircraft and the

Skylab space station (Ross, 1975; A. K. Jordan et al., 1976) to prepare the Seasat mission, launched in 1978 by the NASA. Although this orbiting satellite operated for only $\sim 100$ days, its sensors had great implications not only for TCs, but for the whole oceanography community (Born et al., 1979). Four of the five Seasat sensors ${ }^{9}$ were operating at microwave wavelengths.

First, Seasat carried an active microwave scatterometer (SASS), which senses the roughness of the ocean surface. The emitted signal interacts with structures whose size is of the order of the pulse's wavelength, such as capillary-gravity waves, which are controlled by both the wind speed and direction. Once backscattered by the directional geometry of the ocean surface, the signal is received with different viewing angles, so that with an inversion called a "geophysical model function" (GMF), one may accurately retrieve the ocean surface wind speed and direction (Jones et al., 1982). Based on this principle, Seasat SASS demonstrated the ability to measure ocean surface wind vectors from space for the first time, including in TCs at low wind speeds (Gonzalez et al., 1982; Hawkins \& Black, 1983). Nevertheless, the estimated wind speeds were shown to be underestimated in TCs (Jones et al., 1982). Operating at Ku-band, Seasat SASS signal was also contaminated by rain, especially for TCs wind speed estimates (Moore et al., 1983).

Second, a SAR instrument was embedded on Seasat. Operating at L-band and with HH polarization (i.e the sensor both emits and receives only horizontally polarized signals), Seasat SAR instrument allowed for high-resolution acquisitions of the ocean surface. For example, Fig. 1.6 depicts a Seasat SAR acquisition of TC Iva in the Eastern Pacific in 1978. Like with scatterometers, the backscattered signal also depends on the ocean surface roughness and the wind-generated capillary waves. The advantage of using SAR lies in its high spatial resolution. With a Doppler processing in the along-track direction, a resolution comparable to that of optical systems may be achieved. Yet, the SAR does not allow to retrieve the wind direction. To estimate the wind speeds with a GMF, the wind directions must thus be taken from ancillary data. For TCs, the relationship between the backscattered signal measured by the SAR instrument and the effective wind speeds at the ocean surface was not well understood at this time. In addition, because the sensor operated with a co-polarized $(\mathrm{HH})$ channel, the measured signal saturated for winds higher than $\sim 20 \mathrm{~m} / \mathrm{s}$. To complement and better exploit these satellite SAR measurements, airborne SAR L-band surface wind speed measurements in TCs only started in the late
9. The fifth instrument was a visible and infrared radiometer (VIRR) providing information on both cloud patterns and cloud-top temperatures.

1970s (Weissman et al., 1979).


Figure 1.6 - Seasat SAR acquisition of TC Iva in the Eastern Pacific in 1978. Estimated maximum intensity was 34 m/s. Extracted from Fu, 1982.

Third, Seasat also carried a scanning multi-channel microwave radiometer (SMMR). Since the first spaceborne radiometers and Nimbus-5 ESMR, wind speed inversions from these sensors were developed and improved. Operating at five different frequencies from C- to Ka-band, Seasat SMMR allowed for wind speed estimates in TCs (Gonzalez et al., 1982 ) with a coarse ( $\sim 50 \mathrm{~km}$ ) spatial resolution. Wind speed estimates near the TC center were however not possible using these channels due to rain contamination of the signals. Furthermore, it is worth mentioning that SMMR was the first instrument to provide wind speed maps at the global scale (Njoku \& Swanson, 1983).

Lastly, Seasat payload included a radar altimeter (ALT). Three years before Seasat, the first spaceborne altimeter in history was launched on the geodynamics experimental ocean satellite 3 (GEOS-3), with the aim of investigating the structure of the Earth's
gravitational field. Later, active radar altimeters were shown to be very efficient at measuring the Earth's topography. Usually operating at Ku- or Ka-bands, they can measure the sea surface height (SSH) with a centimetric precision, from which the ocean circulation and currents may then be derived using the geostrophic approximation. In addition, the backscattered signal's shape and amplitude may also be used to infer the ocean surface wind speed. However, because of the sensor's narrow swath and the late development of wind speed algorithms for winds above gale-force wind speed (Young, 1993; Quilfen et al., 2011), altimeters were barely used for operational or research applications on TCs surface wind speeds.

Seasat marked the start of a prolific period for microwave spaceborne sensors, which kept continuously improving over the next decades. After Seasat, numerous meteorological satellites emerged, and it's perhaps at this time that a more operational approach could really start. Progressively, the scientific community would be overwhelmed by ever more data sources, as stressed in C. Velden et al., 2006: "As the number of satellites increased and their capabilities improved, it became clear that the science of deploying remote sensing in space was outpacing the ability of meteorologists to apply it."

In the meantime, other observational technologies were developed. Built in 1978, the stepped-frequency microwave radiometer (SFMR) has been carried by reconnaissance aircrafts since that time (Harrington, 1980). SFMR is a passive microwave radiometer that measures the natural radiation from the ocean surface at four different frequencies between $\sim 4.5$ and $\sim 7.2 \mathrm{GHz}$ (C-band). At such frequencies, attenuation of the surface radiation by the interfering atmosphere (absorption by oxygen, water vapor, or rain) is small. The frequency stepping capacity, i.e the ability to measure differences in brightness temperatures at the four frequencies, provides a coincident estimate of the rain rate. Then from differences between observed brightness temperatures and those expected given a known or assumed SST and coincident rain rates, wind speeds can be estimated. Hence, SFMR provides estimates of both atmospheric rain rate and surface wind speeds. Figure 1.7 presents the ocean surface wind speeds estimated from SFMR data obtained in TC Allen in 1980, when a linear dependence of these brightness temperatures on wind speed is assumed (Jones et al., 1981). These surface estimates (solid curve) compare well with independent surface estimates (circles) deduced from flight-level wind estimates (obtained from a concurrent aircraft's inertial navigation system). Despite this success, no SFMR was flown into TCs before 1985, and the development of more robust SFMR wind speed retrievals took long time (see below).


Figure 1.7 - Airborne SFMR surface wind speed estimates (solid curve) in TC Allen in the North Atlantic on $5^{t h}$ August 1980. Concurrent flight-level wind speeds estimates (circles) from the inertial navigation system of another aircraft are also displayed. A and D: Northern and Southern locations of the eyewall; B: inner eye; C: TC center; E: outer rainband. Extracted from Jones et al., 1981.

Reconnaissance aircrafts were also equipped with Doppler radars. With a rotating radar antenna, echo volumes were received from several viewing angles, allowing for retrieving the horizontal wind vectors at different altitudes using dual-Doppler radar analysis. From 1982, aircraft Doppler radars allowed to inform on TCs global structure, including near the eye, like for TC Debby in 1982 (Marks Jr \& Houze Jr, 1984).

Doppler radar capabilities were also implemented with coastal radars. In the late 1980s, former coastal radars were progressively replaced by the WSR-88D (Whiton et al., 1998b), a Doppler radar also called the next-generation weather radar (NEXRAD, with the "D" standing for "Doppler"). Operating at S-band with a $1^{\circ}$ beamwidth, this radar measures echo reflectivity allowing for precipitation rates retrievals within a $\sim 450-\mathrm{km}$ radius from the station. Compared to its WSR-57 predecessor, the most significant innovation is the use of the Doppler effect to also provide estimates of the radial component of the wind speed relative to the radar site. In Doppler mode, NEXRAD radars have a three-dimensional $\sim 250-\mathrm{km}$ range. Their wind speed estimates were shown to improve the estimation of TCs wind structure near landfall (Y. Wang \& Pu, 2021), while their pre-
cipitation rates estimates are still being used as ground truth for other sensors measuring rainfall (Zagrodnik \& Jiang, 2013).

The defense meteorological satellite program (DMSP), an orbiting satellite embedding a special sensor microwave imager (SSM/I), was launched in 1987. This multi-channel radiometer operates at K- and Ka-bands, allowing for large acquisitions (swath of $\sim 1400 \mathrm{~km}$ width) of TCs precipitation structure (E. B. Rodgers et al., 1994). Surface wind speeds may be retrieved with this instrument. However, like with its predecessors, wind speed gradients in the core regions are still smoothed out by the coarse spatial resolution ( $\sim 50 \mathrm{~km}$ ) of the sensor, and the received signal is severely affected by the occurrence of rain (Goodberlet et al., 1989; Hollinger et al., 1989). Thus, wind speed estimates were rarely available near the TC core.

### 1.2.4 From 1991 to 2006: an exploding number of remote sensors with ever-increasing spatio-temporal resolution

The 1990s set a milestone for the estimation of ocean surface wind speeds within TCs using scatterometers. Two European remote-sensing satellites, ERS-1 and ERS-2, were launched in 1991 and 1995, respectively. These two orbiting satellites both carried an active C-band scatterometer among others ${ }^{10}$. Less contaminated by rain than their Ku-band predecessors but still with narrow swaths ( $\sim 500 \mathrm{~km}$ ) and low/medium nominal resolution $(\sim 50 \mathrm{~km}$ and $\sim 25 \mathrm{~km}$ for operational and experimental products, respectively), these two sensors allowed to more precisely estimate ocean surface wind speeds below damagingforce winds (Quilfen et al., 1998). Figure 1.8 displays surface wind vectors estimates from the $25-\mathrm{km}$ spatial resolution experimental product in TC Elsie in 1992. Notably, Elsie's peak intensity, reached on $5^{\text {th }}$ November, was largely underestimated by ERS-1 scatterometer ( $\sim 30 \mathrm{~m} / \mathrm{s}$ versus $\sim 75 \mathrm{~m} / \mathrm{s}$ in other data sources). In the meantime, the coverage, spatial resolution and accuracy of Ku-band scatterometers were improved. Despite their limitations, the Ku-band scatterometers NSCAT onboard the advanced Earth observing satellite 1 (ADEOS-1, launched in 1996) and QuikScat (deployed in 1999), along with their ERS C-band counterparts provided surface wind speeds measurements in TCs that have since then been used extensively by operation centers (Sampson \& Schrader, 2000; Brennan et al., 2009).

[^5]

Figure 1.8 - ERS-1 scatterometer surface wind vectors estimates from the 25 - km spatial resolution experimental product in TC Elsie in 1992 on (a) $3^{\text {rd }}$ November, (b) $5^{t h}$ November, (c) $6^{\text {th }}$ November, and (d) $7^{t h}$ November. Extracted from Quilfen et al., 1998.

Dropsondes deployed from reconnaissance aircrafts also knew a major improvement in the late 1990s. Even though the possibility of improving them with Global Positioning System (GPS) was discussed since the mid-1980s, it is only in 1997 that such a development took place (Hock \& Franklin, 1999). With this system, no positions or velocities are computed directly in the dropsonde, as it was the case with previous technologies. As a
result, sonde tracking and the resulting wind measurements were more accurate.
An other advancement that is worth mentioning that is the launch of advanced microwave sounding unit (AMSU) in the late 1990s. In 1998, AMSU, consisting of AMSU-A and AMSU-B, were deployed to replace MSU. Compared to its predecessors, AMSU-A has fifteen channels, meaning that the atmospheric temperature may be estimated at many more layers than with former MSU. This allowed to refine statistical relationships between vertical temperature profiles and TCs intensity and size (Goldberg et al., 2001; Demuth et al., 2004; Demuth et al., 2006). Later, AMSU were also deployed on other satellites, including the European Metop-A and -B missions, as well as the NASA Aqua orbiting platform (see below).

Since Seasat, which operated for only $\sim 100$ days, no significant advancements had occurred with regard to estimating oceanic surface winds in TCs using SAR measurements until the 1990s. ERS-1 and -2 were launched in 1991 and 1995, respectively, and both carried a SAR instrument. Operating at C-band and with VV polarization (i.e the sensor both emits and receives only vertically polarized signals), this instrument had a spatial resolution close to that of Seasat SAR. ERS-1 and -2 operated for 9 and 16 years, respectively, providing an extensive catalogue of ocean surface acquisitions. These two satellites were complemented by the Japanese Earth resources satellite 1 (JERS-1, launched in 1992, terminated late 1998) and Radarsat-1 (launched in 1995, terminated in 2013). Compared to ERS-1 and -2, JERS SAR achieved similar spatial resolution but operated at L-band and with HH polarization. Radarsat-1 SAR operated at C-band, with HH polarization, and achieved a slightly better spatial resolution than that of ERS-1 and -2. At this time, TCs wind speed retrievals were hampered by the fact that traditional GMFs underestimated the wind values for winds higher than $\sim 20 \mathrm{~m} / \mathrm{s}$ (Donnelly et al., 1999). Existing GMFs were applied using wind direction estimates directly extracted from the SAR acquisitions by an analysis of the low wavenumber energy (Vachon et al., 1999) or the local gradients associated with wind streaks or BL rolls (Horstmann et al., 2005). These studies concluded that SAR measurements were promising for TCs wind speed retrievals and that they may improve our knowledge of TCs dynamics in the future (Katsaros et al., 2000).

In 2002 and 2003 two low-Earth orbiting satellites were launched, Aqua and Coriolis, respectively. While they both carried a multi-channel microwave scanning radiometer, they were not designed for the same purposes. The first one (AMSR-E) was developed by the Japan aerospace exploration agency (JAXA) to investigate the Earth's hydrological cycle and energy exchanges in and between the ocean and the atmosphere, while the
second one (WindSat) was developed by the US for military applications. Compared to their predecessor (SSM/I onboard DMSP), channels in the C- and X-bands complemented the K- and Ka-bands frequencies and allowed to measure ocean surface wind speeds for AMSR-E (Shibata, 2002) or ocean surface wind vectors ${ }^{11}$ for WindSat (Meissner \& Wentz, 2005). Yet, wind speed retrievals from both AMSR-E and WindSat still suffer from influence of rain and from the sensors coarse spatial resolution ( $\sim 50 \mathrm{~km}$ ). Later, by combining different channels to minimize the influence of rain, all-weather algorithms were developed to account for TCs heavy rain conditions (Shibata, 2006; Meissner \& Wentz, 2009).

In parallel, conforming to the philosophy of the Dvorak method, algorithms to indirectly complement these ocean surface wind observations with geostationary satellites were developed. With the advances in both temporal and spatial resolutions of geostationary satellites, it became possible to estimate wind vectors in the TCs outer circulation (up to the gale-force winds) from the cloud-drift winds, which track low-level ( $\sim 700 \mathrm{hPa}$ ) clouds, using visible imagery (C. S. Velden, Olander, \& Wanzong, 1998; Dunion et al., 2002). In addition, statistical methods were developed in order to estimate TCs surface wind structure from geostationary infrared data (Mueller et al., 2006; Kossin et al., 2007).

Almost one decade later, an other aircraft capability, the SFMR, has benefited from the technological breakthrough of GPS dropsondes. As a consequence, since its first success in TC Allen in 1980, SFMR calibration had been greatly improved. In addition, the GPS dropsondes highlighted that previous BL models to extrapolate flight-level wind speeds to the surface were not accurate for winds greater than $\sim 50 \mathrm{~m} / \mathrm{s}$ and should be reexamined (Franklin et al., 2003). Then, by analyzing concurrent SFMR and GPS dropsondes measurements, an algorithm to retrieve accurate surface wind speed estimates at a $\sim 1 \mathrm{~km}$ spatial resolution from SFMR instruments was developed (Uhlhorn \& Black, 2003; Uhlhorn et al., 2007).

With the growing number of spaceborne sensors to observe TCs and the development of methods to also indirectly estimate physical quantities, the use of multimodal approaches to estimate TCs structure was natural. Rapidly, methodologies to estimate the surface wind field or the intensity of TCs from different spaceborne sensors were set (Powell et al., 1998; Knaff \& DeMaria, 2006; Herndon et al., 2010) and still continue to be developed today (C. S. Velden \& Herndon, 2020). Figure 1.9 shows such a multimodal analysis for

[^6]TC Wilma in 2005. In this example, data from Quikscat, SSM/I, AMSU, and infrared imagery are combined to produce this wind field estimate.


Figure 1.9 - Multimodal surface winds analysis for TC Wilma on $20^{t h}$ October 2005. Contour values are in knots. Extracted from Knaff and DeMaria, 2006.

### 1.2.5 From 2006 to today: towards high spatio-temporal resolution wind speed retrievals

Since ERS-1, -2, and QuikScat, the place occupied by scatteormeters in operational meteorology did not cease to grow. Based on the success of the ERS missions, ESA made a commitment to C-band scatterometry that culminated with the launch of Metop-A, B and -C (in 2006, 2012 and 2018, respectively). With two swaths of $\sim 550 \mathrm{~km}$ width, these scatterometers can perform wide acquisitions of the ocean surface at a nominal spatial resolution of $\sim 12.5 \mathrm{~km}(\sim 6.5 \mathrm{~km}$ in experimental mode). An other illustration of
how scatterometers had become popular at that time is given by the case of QuikScat. When QuikScat's antenna rotation mechanism failed in 2009, a substitute was actively requested by both the operational and scientific communities. In less than five years, a scatterometer, RapidScat, was mounted on the international space station and operated from 2014 to 2016 to meet this demand. In the meantime, the scatterometry landscape was completed by several Ku-band scatterometers embedded on OceanSat-2 (launched in 2009), ScatSat-1 (2016), Hai Yang-2A (2011), -2B (2018) and -2C (2020), among others. Despite the advances in spatio-temporal resolution for both C- and Ku-band scatterometers, the signal sensitivity above hurricane-force winds is still an open issue (Donnelly et al., 1999; A. Mouche et al., 2019). Yet, spaceborne scatterometers were shown to provide useful information on the TC outer-wind structure (Yueh et al., 2001; Jaiswal et al., 2019; Polverari et al., 2021).

In 2009, ESA launched the soil moisture and ocean salinity (SMOS) satellite, an orbiting satellite designed to measure the sea surface salinity (SSS) and the soil moisture. On the other side of the Atlantic, the NASA launched the soil moisture active and passive (SMAP) satellite in 2015, whose passive payload was also designed to measure the soil moisture, while its active payload should be used to examine TCs. Until these two missions, most spaceborne radiometers and scatterometers were operating at frequencies between the C- and Ka-band. They were thus affected by rain, prominent in TCs, and had a reduced sensitivity to wind at high winds. Unlike their predecessors, SMOS and SMAP both carry a radiometer that operates at L-band ( $\sim 1.4 \mathrm{GHz}$ ) and allows for wind speed retrievals in TCs even under high precipitation rates (up to $\sim 50 \mathrm{~mm} / \mathrm{hr}$ ) and strong winds (up to $\sim 70 \mathrm{~m} / \mathrm{s}$ ) (Reul et al., 2012; Yueh et al., 2016; Meissner et al., 2017). In the meantime, the multi-channel radiometer AMSR-E was replaced by AMSR2, onboard global change observation mission water 1 (GCOM-W1), and wind speed algorithms were developed for TCs (Zabolotskikh et al., 2015). With large spatial coverage (swath width of more than $\sim 1000 \mathrm{~km}$ ), SMOS, SMAP and AMSR2 can provide essential information on TCs surface wind structure (Reul et al., 2017). Nevertheless, wind speed estimates from these sensors are limited by their coarse spatial resolution ( $\sim 40 \mathrm{~km}$ ).

In the 2010s, advances in SAR capabilities allowed to go one step further in TCs wind speed retrievals at high-resolution. Since 2007 and the launch of Radarsat-2, soon followed by Sentinel-1A and -1B in 2014 and 2016, multi-polarized SAR measurements are available. This means that for a signal emitted with vertical polarization, the sensor may either measure the component with vertical (VV) or horizontal (VH) polarization of
the backscattered signal (similarly, for a signal emitted with horizontal polarization, the sensor may operate in either HH or HV mode). This had important implications. From a theoretical point of view, it had long been known that the backscattered signal has a linear dependence on wind speed when the ocean surface roughness is dominated by Bragg resonance mechanisms, and a cubic dependence when breaking waves events dominate (Phillips, 1988). Before multi-polarized SAR instruments were launched, only the linear dependence of the signal on wind speed was confirmed by observations. The cubic dependence was observed for the first time with the newest Radarsat-2 cross-polarized measurements (Hwang et al., 2010; Vachon \& Wolfe, 2010). Once wind speeds reach approximately $25 \mathrm{~m} / \mathrm{s}$, ocean roughness becomes dominated by the contribution of breaking waves. Wave breaking also induces volume scattering, but that signal is depolarized, and cross-polarized measurements (VH or HV ) can be utilized to evaluate the degree of wave breaking and depolarization. Rapidly, GMFs to retrieve TCs ocean surface wind speeds from SAR cross-polarized measurements were developed (B. Zhang \& Perrie, 2012; Hwang et al., 2015) and soon improved by combining the co- and cross-polarized contributions to accurately retrieve wind speed at both low, moderate and high winds (B. Zhang et al., 2014; A. A. Mouche et al., 2017; A. Mouche et al., 2019). Figure 1.10 displays Sentinel-1B SAR surface wind speed estimates for TC Sam in 2021. High wind speed radial gradients are apparent in the eyewall of the TC, as well as spiraling features.

These last advances conclude our synopsis of TCs observations. However, to better appreciate the remainder of the manuscript, it must be remembered that with continuously improving technological capabilities, wind speed measurements at higher spatio-temporal resolution have yet to come.

### 1.2.6 Reanalyses

A myriad of different sensors are available to assess TCs ocean surface wind structure. Reanalyses are thus crucial to harmonize and correct these estimates. For TCs, reanalyses are compiled in the so-called best-track datasets. For each ocean basin, the reanalysis is usually performed after each TC season by the responsible agency and based on all available data (e.g, aircraft, satellite and in-situ observations).

Historically, best-tracks included both TCs intensity and location reanalyzed on a sixhourly basis. Later, other important parameters such as the wind radii were also included in the datasets. Typical wind radii are the radius of gale-force winds $R_{34}$ (which either


Figure 1.10 - SAR surface wind speeds estimates for TC Sam in 2021 on $26^{t h}$ September. The data was rotated so that the system moves toward the top of the page.
corresponds to the average location or the maximum extent of the 34 -knot ${ }^{12}$ winds), damaging-force winds $R_{50}$ (50-knots), hurricane-force winds $R_{64}$ (64-knots), and maximum winds $R_{\max }$ (associated to $V_{\max }$ ). However, these wind radii were not necessarily reanalyzed, their values usually coming from operational estimates. For instance for the North Atlantic and East Pacific ocean, wind radii are recorded in best-tracks since the 1980s, but they are reanalyzed only since 2004 (Landsea \& Franklin, 2013; Knaff et al., 2021). As a consequence, while the uncertainty on TCs intensity and location reanalyses is rather low, and best-track wind radii estimates may suffer from larger uncertainties (Torn \& Snyder, 2012; Landsea \& Franklin, 2013; Sampson et al., 2017; Knaff et al., 2021).

The best-track datasets from the different agencies were then compiled in the IBTrACS

[^7]database (Knapp et al., 2010). Nevertheless, it is important to understand that this global database may suffer from spatial and temporal heterogeneities (Schreck III et al., 2014). First, the reanalysis is subjective, each agency or specialist conducting their own weighting of the available observations. This leads to spatial heterogeneities across the database. Second, the reanalysis methodology depends on the available data at each reanalysis time: best-track estimates of TC events covered by aircraft data are for instance more trustworthy (Landsea \& Franklin, 2013). This creates temporal heterogeneities that may even arise between two consecutive six-hourly time steps. A third complication arises from agencies creating the best tracks using different definitions for wind radii (e.g maximum extent vs average) and the use of different wind averaging standards (e.g one-minute maximum sustained $v s$ ten-minute average). Lastly, best-tracks are finalized annually and are not updated with evolving reanalysis methodology, creating a temporal discontinuity in the final IBTrACS database.


Figure 1.11 - TCs structural parameters typically resolved by microwave instruments. Adapted from Combot, 2023.

In addition, best-tracks also suffer from observational limitations, especially regarding wind radii. Figure 1.11 summarizes the ability of different microwave instruments to directly measure the typical best-track wind radii. In particular, direct estimates of surface $R_{\max }$ are only accurately performed by SAR and SFMR for the most intense TCs, while the outermost wind radius $R_{34}$ is resolved by all the different sensors. As a result, the most reliable wind radius from best-tracks is $R_{34}$, while $R_{\max }$ best-track estimates are
known to be rather uncertain in the absence of SFMR and SAR (Combot, Mouche, et al., 2020; Knaff et al., 2021).

In an effort to mitigate best-track spatio-temporal heterogeneities, multi-platform approaches are essential. Based on weighted variational analyzes, products such as the MTCSWA (multi-platform tropical cyclone surface wind analysis, Knaff and DeMaria, 2006; Knaff et al., 2011) or SATCON (satellite consensus, C. S. Velden and Herndon, 2020) provide objective estimates of TCs ocean surface wind field or intensity from multi-modal satellite data. The use of different instruments increases the robustness of the estimates and the spatio-temporal sampling, while the statistical methodologies used are objective, as opposed to the subjective nature of the traditional best-track process.

An other opportunity to produce TCs surface wind structure reanalyses is the use of numerical schemes along with data assimilation. However, state-of-the-art numerical reanalyses fail to accurately reproduce both TCs intensity and size (Schenkel \& Hart, 2012; Hodges et al., 2017; Bian et al., 2021), perhaps because of their low spatial resolutions or misrepresentations of fine-scale turbulent air-sea interactions (Momen et al., 2021; Li et al., 2023).

The need for reliable TCs reanalyses is well recognized by the community and was further expressed as one of the recommendations from the last international workshop on TCs (IWTC-10, held in 2022), organized every four years by the WMO to synthesize the latest advances in TC research and operations (see for instance Duong et al., 2023; Ricciardulli et al., 2023):

## IWTC-10, Recommendation 4

«Develop high-quality wind structure datasets to advance understanding of processes that affect TC structure in an operationallyrelevant framework:

1. Datasets based on long-term data (e.g scatterometer, reanalysis data) made available to the research and operational community;
2. Global high-quality best track parameters for wind radii (e.g $R_{\max }, R_{34}$ ) to facilitate operationally-relevant research and technique development.»

### 1.3 Theories

Along with the drastic increase in the number of observations, several theoretical results about TCs were established during the $20^{t h}$ century. In this section, the governing equations of the system are introduced before presenting the main theoretical elements that describe TCs, focusing on their wind structure. This state-of-the-art knowledge was used as a starting point in the present work. The chronological point of view employed in the previous section is abandoned in favour of a thematic approach.

### 1.3.1 Governing equations

To a first order, the TC wind structure may be considered axisymmetric. The flow above the ocean is described by the equations of conservation of momentum, mass, and energy. In the atmosphere, it may be assumed that the deviations of pressure and density from their vertical mean are small. More precisely, air density is decomposed as $\rho:=$ $\bar{\rho}(z)+\rho^{\prime}$ with $\rho^{\prime} \ll \bar{\rho}(z)$. Pressure then reduces to $P:=\bar{P}(z)+P^{\prime}$ with $P^{\prime} \ll \bar{P}(z)$ and potential temperature to $\theta:=\bar{\theta}(z)+\theta^{\prime}$ with $\theta^{\prime} \ll \bar{\theta}(z)$.

The equation of conservation of momentum is usually projected on the tangential, radial and vertical directions. Along the radial direction, it is often assumed that the pressure gradient is balanced by the centrifugal acceleration and the Coriolis effect. This equilibrium is called the gradient wind balance. Along the vertical, hydrodstatic balance is assumed, i.e gravity is balanced by pressure variations. With these assumptions, and in the absence of friction and heating, the governing equations are

$$
\begin{gather*}
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial r}+w \frac{\partial v}{\partial z}+\frac{u v}{r}+f u=0  \tag{1.1}\\
\frac{v^{2}}{r}+f v=\frac{\partial \Phi}{\partial r}  \tag{1.2}\\
\frac{\partial \Phi}{\partial z}=g \tilde{\theta}  \tag{1.3}\\
\frac{1}{r} \frac{\partial}{\partial r}(r u)+\frac{1}{\bar{\rho}} \frac{\partial}{\partial z}(\bar{\rho} w)=0  \tag{1.4}\\
\frac{\partial \tilde{\theta}}{\partial t}+u \frac{\partial \tilde{\theta}}{\partial r}+w \frac{\partial \tilde{\theta}}{\partial z}+\Gamma w=0 \tag{1.5}
\end{gather*}
$$

where $u, v$, and $w$ are the radial, azimuthal and vertical components of velocity, $r, z$ the radial and vertical coordinates, $t$ the time, $f$ the Coriolis parameter ${ }^{13}$, and where we used the notations $\Phi:=\frac{P^{\prime}}{\bar{\rho}}, \tilde{\theta}:=\frac{\theta^{\prime}}{\theta}, \Gamma:=\frac{1}{\theta} \frac{d \bar{\theta}}{d z}$. In this manuscript, the air density $\rho$ is further assumed constant, unless otherwise specified.

A large part of the TC dynamics can be described by examining the absolute angular momentum of an air parcel

$$
\begin{equation*}
M:=r v+\frac{1}{2} f r^{2} \tag{1.6}
\end{equation*}
$$

By definition, $M$ is the sum of the relative angular momentum $m:=r v$ and the planetary angular momentum $\frac{1}{2} f r^{2}$. The equation of evolution for $M$ may be obtained by multiplying Eq. 1.1 by $r$, leading to

$$
\begin{equation*}
\frac{\partial M}{\partial t}+u \frac{\partial M}{\partial r}+w \frac{\partial M}{\partial z}=0 \tag{1.7}
\end{equation*}
$$

where there is still no friction term. With these governing equations, we will dive into theories that describe TCs, starting with the most general and accepted properties, and gradually moving to more complex topics and issues that are still undergoing today.

### 1.3.2 The axial circulation

In TCs, the prevailing winds are rotating around an axis located at the center of the system. The amplitude of this axial (primary) circulation is characterized by the tangential wind speed $v$. Numerous studies attempted to determine a universal formulation expressing $v$ as a function of $r$. Perhaps the simplest formulation is that of a Rankine vortex formulation, in which solid body rotation $\frac{v}{r}=\mathrm{cst}$ is assumed inside the TC core region and conservation of relative angular momentum $r v=\mathrm{cst}$ is assumed outside (Deppermann, 1947). The wind structure is then described by

$$
v(r)= \begin{cases}V_{\max } \frac{r}{R_{\max }} & 0<r \leq R_{\max }  \tag{1.8}\\ V_{\max } \frac{R_{\max }}{r} & r>R_{\max }\end{cases}
$$

where $V_{\max }$ and $R_{\max }$ are the maximum azimuthal velocity and its corresponding radius. With only two parameters, such a formulation provides a parametric profile close
13. The Coriolis parameter is defined as $f=2 \Omega \sin (\phi)$, where $\Omega=7.29210^{-5} \mathrm{~s}^{-1}$ is the Earth angular velocity and $\phi$ is the latitude of the TC center.
to observed wind profiles when $V_{\max }$ and $R_{\max }$ are known.
However, because of frictional effects, relative angular momentum $m$ is likely not conserved outside the core region, especially close to the ocean surface. Thus, in observed wind profiles, the radial wind decay is closer to a relationship

$$
\begin{equation*}
r^{x} v=\mathrm{cst} \tag{1.9}
\end{equation*}
$$

with $x<1$. This modified version of the Rankine vortex is often used to capture the variability of observed wind profiles. On average, $x$ is close to $\frac{1}{2}$, as suggested by both observational (see for instance Riehl, 1963 or K. A. Emanuel, 1986) and theoretical (Klimenko, 2014) studies. Figure 1.12 shows a comparison between a Rankine profile (solid red curve) and a modified Rankine profile with $x=\frac{1}{2}$ (solid blue curve). Accordingly, the modified Rankine wind decays more slowly with radius than the Rankine wind profile.


Figure 1.12 - Comparison between Rankine and Holland wind profiles applied to $v(r)$. Fixed parameters are $V_{\max }(50 \mathrm{~m} / \mathrm{s}), R_{\max }(10 \mathrm{~km})$, and latitude $\left(15^{\circ}\right)$.

An other approach which captures the variability of observed wind profiles was proposed by Holland, 1980 and assumes gradient wind balance (Eq. 1.2). At tropical latitudes, $f$ is of the order $10^{-5} \mathrm{~s}^{-1}$. Close to the TC core, with $r$ of the order $10 \mathrm{~km}, v$ often exceeds
$50 \mathrm{~m} / \mathrm{s}$, so that in this region the Coriolis effect $f v$ is small compared to the centrifugal force $\frac{v^{2}}{r}$. Neglecting this term in Eq. 1.2 leads to

$$
\begin{equation*}
\frac{v^{2}}{r} \approx \frac{1}{\rho} \frac{\partial P^{\prime}}{\partial r} \tag{1.10}
\end{equation*}
$$

which is called the cyclostrophic approximation. Then, assuming an empirical expression (logarithmic rectangular hyperbola) for the pressure profiles, based on observations (Schloemer, 1954), and substituting this expression into Eq. 1.2 while using the condition $\left.\frac{d V}{d r}\right|_{R_{\max }}=0$ for the cyclostrophic wind leads to

$$
\begin{equation*}
v(r)=\sqrt{V_{\max }^{2}\left(\frac{R_{\max }}{r}\right)^{B} e^{1-\left(\frac{R_{\text {max }}}{r}\right)^{B}}+\left(\frac{r f}{2}\right)^{2}}-\frac{r f}{2} \tag{1.11}
\end{equation*}
$$

where $B$ is a parameter characterizing the shape of the wind profile. Figure 1.12 displays two Holland wind profiles (dashed curves) for $B=1.3$ and $B=2.2$. The profile with the lower $B$ (dashed blue curve) decays more slowly with radius than the one with the higher $B$ (dashed red curve). The Holland parametric formulation was shown to match wind profiles estimated from flight-level aircraft measurements (Holland, 1980).

After the Holland wind profile, other parametric profiles were developed that also rely on the gradient/cyclostrophic balance (H. E. Willoughby et al., 2006), or on a more empirical basis to better fit observational data (Wood et al., 2013). Furthermore, a few studies developed asymmetric parametric winds (Loridan et al., 2015; Olfateh et al., 2017).

More physics-based solutions were also developed. K. Emanuel, 2004 derived a differential equation for the relative angular momentum $m$ in the outer-core region by assuming a balance between subsidence due to radiative cooling and vertical velocity at the top of the BL due to Ekman pumping. An analytical solution of this equation has been recently proposed by Cronin, 2023. In the inner- and near-core regions, K. Emanuel and Rotunno, 2011 made the assumption, based on numerical simulations, that in steady-state the outflow has a Richardson number slightly below one and remains self-stratified by small-scale turbulence. Under their assumptions, an analytical solution may be obtained for $v(r)$ in the limit of cyclostrophic balance. Later, Chavas et al., 2015 geometrically merged these inner- and outer-core solutions to provide a formulation for the complete wind profile. This solution has been validated using Ku-band scatterometer data (QuikScat) but still needs to be confronted to better resolved measurements, especially in the inner- and near-core regions.

Parametric representations of the axial circulation allow to interpolate observations
in space and time when the latter are missing or noisy. The development of a parametric wind profile such as the Holland profile was thus a valuable aid in operations. However, the Holland profile was initially developed in conjunction with flight-level wind speed measurements and surface pressure estimated from the airborne instruments. Additionally, at the time, the central pressure estimates were often of higher quality and possessed greater utility than flight-level wind observations. Several natural risk applications, particularly for storm surge, used central pressure and an estimate of the radius of maximum wind to create parametric surface winds estimates (Vickery et al., 2009). Indeed, before the 1980s and the development of airborne SFMR, surface wind estimates at a high radial resolution were not available. Thus, the question naturally arose how close were these flight-level winds to the surface winds. In the 1980s, it was shown that the measured aircraft flightlevel winds allowed to estimate the surface winds observed by buoys within an accuracy of $\pm 10 \%$ (Powell, 1980, 1982). These results were later confirmed by GPS-dropsondes data (Franklin et al., 2003).

### 1.3.3 The inflow angle

Air parcels trajectories are not completely circular because of radial motions $u$. As a result, an air parcel follows a spiralling trajectory from the outer-region to the TC center (see Fig. 1.9 for an example of wind vectors at the ocean surface). This spiralling circulation is characterized by the inflow angle

$$
\begin{equation*}
\alpha:=\arctan \left(\frac{u}{v}\right) \tag{1.12}
\end{equation*}
$$

In actual TCs, $\alpha$ is of the order $\sim 15-30^{\circ}$. In addition, several research studies consider that $\alpha$ is radially constant, at least sufficiently far from the TC center. In an attempt to justify this, Figure 1.13 represents the average inflow angle from more than $\sim 300$ scatterometer acquisitions of mature TCs $\left(V_{\max }>25 \mathrm{~m} / \mathrm{s}\right)$. Although the standard deviation is large (shaded area), the average inflow angle varies slowly with radius for $r>2 R_{\max }$. Close to the TC center, between 0 and $2 R_{\text {max }}$, a linear increase of $\alpha$ with $r$ is suggested, but note that in this area ${ }^{14}$ the validity of scatterometer data is questioned (see above).

Assuming that the inflow angle is constant is equivalent to say that the trajectory of the air parcels can be described by logarithmic spirals. A few studies attempted to go one step further. Yurchak, 2007 added a hyperbolic component to the logarithmic spiral

[^8]

Figure 1.13 - Inflow angle composite from a database of 359 inter-calibrated scatterometer acquisitions, for mature TCs $\left(V_{\max }>25 \mathrm{~m} / \mathrm{s}\right)$ and at tropical latitudes (absolute latitude $\left.\leq 30^{\circ}\right)$.
equation, while J. A. Zhang and Uhlhorn, 2012 derived a parametric formulation for $\alpha$ based on GPS-dropsondes observations. In the latter study, an average inflow angle of $\sim 23^{\circ}$ is found.

### 1.3.4 The boundary layer

Because of friction at the ocean surface, a layer - the BL - develops in which the flow may no longer be described by frictionless equations. This layer was studied by Eliassen, 1971 and Eliassen and Lystad, 1977, who derived an analytical solution for $M$ in the BL based on several assumptions. In their studies, the tangential and radial equations governing the BL are

$$
\begin{equation*}
\frac{\partial M}{\partial t}+u \frac{\partial M}{\partial r}+w \frac{\partial M}{\partial z}=\frac{\partial}{\partial z}\left(K \frac{\partial M}{\partial z}\right) \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{M^{2}}{r^{3}}=\frac{1}{\rho} \frac{\partial P^{\prime}}{\partial r}-\frac{\partial}{\partial z}\left(K \frac{\partial u}{\partial z}\right) \tag{1.14}
\end{equation*}
$$

where $K$ is the turbulent eddy viscosity. In other words, a viscosity term is added to the angular momentum conservation equation and gradient wind balance. In addition, it is assumed that the BL is well mixed on the vertical, so that vertical gradients of $P$ are small and further neglected. The absolute angular momentum $M_{g}$ required to maintain gradient wind balance at the top of the BL satisfies

$$
\begin{equation*}
\frac{M_{g}^{2}}{r^{3}}=\frac{1}{\rho} \frac{\partial P^{\prime}}{\partial r} \tag{1.15}
\end{equation*}
$$

In the $\mathrm{BL}, M$ is assumed to remain of the same order as $M_{g}$, and we may write

$$
\begin{equation*}
M=M_{g}+M^{\prime} \tag{1.16}
\end{equation*}
$$

with $M^{\prime} \ll M_{g}$. Substituting this relation into Eq. 1.14 and neglecting second order terms in $M^{\prime}$, we obtain

$$
\begin{equation*}
\frac{2 M_{g} M^{\prime}}{r^{3}}=-\frac{\partial}{\partial z}\left(K \frac{\partial u}{\partial z}\right) \tag{1.17}
\end{equation*}
$$

Then, it is assumed that the time adjustment of the BL is small compared to the characteristic time of the system evolution, so that the time derivative term in Eq. 1.13 is neglected. In addition, because the BL is vertically well mixed, vertical advection of $M$ may be neglected versus the radial advection of $M$. As a result, Eq. 1.13 becomes

$$
\begin{equation*}
u \frac{\partial M}{\partial r}=\frac{\partial}{\partial z}\left(K \frac{\partial M}{\partial z}\right) \tag{1.18}
\end{equation*}
$$

where we further approximate $M$ by $M_{g}$ in the radial advection term, while $M$ may be equivalently replaced by $M^{\prime}$ in the diffusion term. From here, $K$ will be considered constant. This simplifies the system and will allow us to derive an analytical solution for $M^{\prime}$. We derive twice Eq. 1.18 with respect to $z$, assuming that $M_{g}$ is constant along the vertical, and combine it with Eq. 1.17 to obtain

$$
\begin{equation*}
\frac{\partial^{4} M^{\prime}}{\partial z^{4}}+\frac{N^{2}}{K^{2}} M^{\prime}=0 \tag{1.19}
\end{equation*}
$$

where $N^{2}:=\frac{1}{r^{3}} \frac{\partial\left(M_{g}^{2}\right)}{\partial r}$ is the inertial stability of the gradient wind at the top of the

BL. Equation 1.19 can be solved analytically. Examples of solutions may for instance be found in (Vogl \& Smith, 2009; Smith \& Montgomery, 2020, 2021).

In addition, a characteristic scale for the BL height $h$ emerges

$$
\begin{equation*}
h=\sqrt{\frac{2 K}{N}} \tag{1.20}
\end{equation*}
$$

In other words, the BL height increases with diffusivity and decreases with inertial stability. The characteristic adjustment time $\tau$ for the BL is then

$$
\begin{equation*}
\tau=\frac{2}{N} \tag{1.21}
\end{equation*}
$$

and does not depend on $K$. Figure 1.14 presents the BL height $h$ as a function of radius for the Holland wind profile from Fig. 1.12 with $B=1.3$. For a large portion of the profile, $h$ increases with radius. In agreement with Eq. 1.20 the diffusivity $K$ increases the BL height $h$ (shades of blue in Fig. 1.14).


Figure 1.14 - Theoretical TCs BL height obtained by applying Eq. 1.20 to a Holland wind profile with $B=1.3$ (see Fig. 1.12) for different values of $K$.

Note that $h$ is of the order 1 km , as suggested by observational data (Powell et al.,

2003; Ren et al., 2019). Because the height of the whole TC system $H$, of the order 10 km , is much bigger than $h$, the BL adjusts almost instantaneously compared to the whole TC system evolution, supporting the assumption of steady-state in the BL.

The approach of Eliassen, 1971 and Eliassen and Lystad, 1977 to describe the BL served as a basis for other studies that provided analytical solutions for the asymmetric BL wind field in the steady-state case (Shapiro, 1983; Kepert, 2001). Indeed, because of their translation speed, TCs usually have larger wind speed values on their right side (with respect to their motion). Then, because the friction exerted by the ocean surface on overlying air parcels depends on the wind speed, asymmetries in the friction torque develop in the BL, which in turn produce asymmetries in the whole wind field.

The radial motions of the air parcels in the BL imply vertical motions because of the equation of continuity (Eq. 1.4). An expression for the vertical velocity at the top of the BL $w(z=h)$ may be obtained from Eq. 1.18 by imposing a surface boundary condition. In the general case, $K$ is not considered constant, but a non-slip boundary condition is applied at the ocean surface, such that at $z=0$,

$$
\begin{equation*}
K \rho \frac{\partial u}{\partial z}=C_{d} \rho \sqrt{\left(u_{10}^{2}+v_{10}^{2}\right)} u_{10}=: \tau_{r s} \tag{1.22}
\end{equation*}
$$

with $u_{10}$ and $v_{10}$ the radial and tangential components of the wind speed at an altitude of 10 m (i.e the altitude where TCs air-sea exchanges are assumed to take place). In the present manuscript we will further approximate this surface stress

$$
\begin{equation*}
\tau_{r s} \approx C_{d} \rho v_{10} u_{10} \tag{1.23}
\end{equation*}
$$

Equivalently, we have

$$
\begin{equation*}
K \rho \frac{\partial M}{\partial z} \approx C_{d} \rho r v_{10}^{2}=: r \tau_{\theta s} \tag{1.24}
\end{equation*}
$$

at $z=0$. Further considering that $K \frac{\partial M}{\partial z}=0$ at $z=h$, Eq. 1.18 may be integrated from the surface to the top of the BL to yield

$$
\begin{equation*}
\int_{0}^{h} u \frac{\partial M}{\partial r} d z=-\frac{r \tau_{\theta s}}{\rho} \tag{1.25}
\end{equation*}
$$

Then, integrating the continuity equation (Eq. 1.4) over the BL yields

$$
\begin{equation*}
w(z=h)=-\frac{1}{r} \int_{0}^{h} \frac{\partial}{\partial r}(r u) d z \tag{1.26}
\end{equation*}
$$

where we considered $w(z=0)=0$. Assuming that $\frac{\partial M}{\partial r}$ may be replaced by its vertically averaged BL value in Eq. 1.25, and substituting for the resulting expression of $\int_{0}^{h} u d z$ in Eq. 1.26, we obtain

$$
\begin{equation*}
w(z=h) \approx \frac{1}{r} \frac{\partial}{\partial r}\left(\frac{C_{d} r v(z=0)^{2}}{\frac{1}{r} \frac{\partial M}{\partial r}}\right) \tag{1.27}
\end{equation*}
$$

Equation 1.27 expresses that vertical motions at the top of the BL are due to radial gradients of a competing effect between the friction torque (numerator) and the vertical component of absolute vorticity (denominator).

### 1.3.5 The heating mechanism

The radial motions of air parcels at the ocean surface allow the TC to further develop and be maintained through an air-sea interaction. Two theories emerged to model how TCs draw their energy from the ocean. The first suggests that the main mechanism for their development is the release of latent heat by cumuli, which is enhanced by the friction in the BL and the subsequent low-level moisture convergence. This view, where the cumuli are organized at large scale by the system, is referred to as the conditional instability of the second kind (CISK) and was first advanced by Charney and Eliassen, 1964 and Ooyama, 1964. The radial distribution of heating then depends on the amplitude of the vertical motions caused by friction in the BL which are characterized by $C_{d}$ (see Eq. 1.27).

The second and more recent theory suggests that the TC energy predominantly comes from enthalpy fluxes at the air-sea interface rather than from condensation latent heat release. This second view, which is not incompatible with the first, is called the wind-induced surface heat exchange (WISHE) theory (K. A. Emanuel, 1986). At the air-sea interface, the moist entropy processes are controlled by the enthalpy exchange coefficient $C_{k}$, while the momentum fluxes are controlled by $C_{d}$. The WISHE theory thus highlighted the dependence of $V_{\max }$ on the ratio of exchange coefficients $\frac{C_{k}}{C_{d}}$ (see below). Both CISK and WISHE theories allow for analytical treatments on the TC wind structure.

Controlling the heating mechanism in one or the other theory, $C_{d}$ and $C_{k}$ both depend on the ocean surface roughness, and thus on wind speed. At low wind speeds (below $\sim 30 \mathrm{~m} / \mathrm{s}), C_{d}$ increases with wind speed, while $C_{k}$ remains nearly constant. The behaviour of $C_{d}$ and $C_{k}$ at high wind speeds (above $\sim 30 \mathrm{~m} / \mathrm{s}$ ) is an active field of research. Several observational and laboratory studies suggest that $C_{d}$ saturates or even decreases with wind speed (Powell et al., 2003; M. Donelan et al., 2004; Black et al., 2007; Jarosz et
al., 2007; Bell et al., 2012; Soloviev et al., 2014; M. A. Donelan, 2018; Curcic \& Haus, 2020), while little is known about the behaviour of $C_{k}$. For a review summarizing the state-of-the-art knowledge on $C_{d}$ and $C_{k}$, see Sroka and Emanuel, 2021.

### 1.3.6 The meridional circulation

Whether TCs draw their energy from large-scale organized latent heat release or from surface heat exchanges, the resulting heating will impact the system flow. For a given radial distribution of heating, a meridional (secondary) circulation will develop so that the axial (primary) circulation remains balanced. In fact, an equation for this meridional circulation may be derived from the governing equations (Eliassen, 1951), assuming that the evolution of the flow is quasi-static (i.e the heat source evolves slowly with time compared to the whole system). The meridional circulation is better expressed by defining a stream function $\psi$ such that

$$
\begin{equation*}
r u=-\frac{\partial \psi}{\partial z} \quad \text { and } \quad r w=\frac{\partial \psi}{\partial r} \tag{1.28}
\end{equation*}
$$

which ensures that the continuity equation (Eq. 1.4) is satisfied.
Combining gradient wind and hydrostatic balance (Eqs. 1.2, 1.3), the thermal wind equation may be obtained and further written in terms of absolute angular momentum

$$
\begin{equation*}
\frac{1}{r^{3}} \frac{\partial M^{2}}{\partial z}=g \frac{\partial \tilde{\theta}}{\partial r} \tag{1.29}
\end{equation*}
$$

This equation states that vertical gradients of momentum imply radial gradients of temperature, and conversely. For a given heat source, the resulting meridional circulation will ensure that the flow satisfies this thermal wind balance. To derive the equation for this meridional circulation, we first add a heat source term to Eq. 1.5, which now reads

$$
\begin{equation*}
\frac{\partial \tilde{\theta}}{\partial t}+u \frac{\partial \tilde{\theta}}{\partial r}+w \frac{\partial \tilde{\theta}}{\partial z}+\Gamma w=\frac{Q}{C_{p} \bar{T}} \tag{1.30}
\end{equation*}
$$

with $Q$ the heat source and $C_{p}$ the heat capacity at constant pressure. Then, eliminating the time derivatives from Eq. 1.30 and Eq. 1.7 using Eq. 1.29 and further using the definition of the stream function Eq. 1.28, we obtain the so-called Sawyer-Eliassen equation:

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(\frac{A}{r} \frac{\partial \psi}{\partial r}+\frac{B}{r} \frac{\partial \psi}{\partial z}\right)+\frac{\partial}{\partial z}\left(\frac{B}{r} \frac{\partial \psi}{\partial r}+\frac{C}{r} \frac{\partial \psi}{\partial z}\right)=\frac{g}{C_{p} \bar{T}} \frac{\partial Q}{\partial r} \tag{1.31}
\end{equation*}
$$

with $A, B$ and $C$ the static stability, the baroclinic, and the inertial stability terms, respectively:

$$
\begin{equation*}
A:=g\left(\frac{\partial \tilde{\theta}}{\partial z}+\Gamma\right), \quad B:=-\frac{1}{r^{3}} \frac{\partial M^{2}}{\partial z}=-g \frac{\partial \tilde{\theta}}{\partial r}, \quad C:=\frac{1}{r^{3}} \frac{\partial M^{2}}{\partial r}=N^{2} \tag{1.32}
\end{equation*}
$$

For a given radial distribution of heat source $Q$, if the distributions of $M$ and $\tilde{\theta}$ are known, the meridional circulation $\psi$ that must develop for the flow to remain balanced may be estimated using Eq. 1.31. By constraining $\psi$ to vanish at the boundaries, i.e on a closed contour $S$, a unique solution for $\psi$ inside $S$ may be determined using Green functions. Note that a situation where $\frac{\partial Q}{\partial r}=0$ implies that $\psi \equiv 0$, i.e no meridional circulation develops. Eliassen, 1951 argued that this equation is valid for stable vortices only, in which case it can be shown by computing the discriminant of the equation that it is elliptical. The author then examined the meridional circulation created by a pointsource of heat and applied this theory to describe Hadley and Ferrel cells (in which the prevailing westerlies and easterlies play the role of the primary circulation).

Although the balanced model and the corresponding Sawyer-Eliassen equation have some limitations because of the axisymmetric and balance assumptions (Bui et al., 2009), it provides a theoretical framework to assess the meridional circulation response to changes in the primary circulation and radial distribution of heating. For instance, using Bessel functions, Schubert and Hack, 1982 obtained analytical solutions for $\psi$ for arbitrary piecewise definitions of tangental wind $(v)$, inertial stability $(C)$ and heat source $(Q)$, assuming constant static stability $(A=\operatorname{cst})$ and barotropic vortex $(B=0)$. Their study highlighted the role of inertial stability for the TC development, although it didn't account for its role on the motions in the BL. Several other research studies have used the balanced model to examine the role of the meridional circulation in the TC evolution (Smith, 1981; Shapiro \& Willoughby, 1982; H. Willoughby et al., 1982; Schubert \& Hack, 1983; Hack \& Schubert, 1986; Nolan et al., 2007; Vigh \& Schubert, 2009). Numerical methods have also been developed to solve Eq. 1.31 for real or simulated TCs for which the discriminant is not everywhere elliptical (see for instance Möller and Shapiro, 2002).

Surprisingly, the balanced model was mostly used in combination with prescribed
distributions of heating $Q$, perhaps with the aim of estimating $Q$ from real data and inferring the corresponding changes in the wind structure using Eq. 1.31. Yet, as noted by A. Kalashnik and Kalashnik, 2011, $Q$ may also be treated as the unknown in Eq. 1.31. In particular, the meridional circulation $\psi$ may be prescribed instead of $Q$. In this case, $M$ and $\tilde{\theta}$ can be successively retrieved using Eq. 1.7 and Eq. 1.29, while $Q$ is determined using Eq. 1.31. This view may be helpful when the wind structure is more accurately estimated than heating distributions.

### 1.3.7 The steady-state theory

In TCs theory (e.g Eliassen, 1951), it is common to assume that air parcels conserve their absolute angular momentum along their trajectory above the BL. The validity of this assumption may have been tested as early as when aircraft observations were available. Figure 1.15 presents estimates of the stream function $\psi$ and surfaces of constant absolute angular momentum $M$ for TC Daisy in 1958 (Riehl \& Malkus, 1961). Notably, the M(solid lines) and $\psi$-surfaces (dashed lines) are roughly congruent above a certain altitude.


Figure 1.15 - Aircraft-based estimates of the structure of TC Daisy on $25^{\text {th }}$ August 1958. Solid lines denote constant absolute angular momentum surfaces, while dashed lines denote the Stokes stream function. Extracted from Riehl and Malkus, 1961.

Note that if $M$ is approximately conserved along the outflow trajectory, a characteristic radius is naturally introduced. The radius where the outflow azimuthal velocity vanishes $R_{0}$ is directly related to the Rossby number evaluated at $R_{\max }$ via

$$
\begin{equation*}
\sqrt{2 R o_{\max }}=\frac{R_{0}}{R_{\max }} \tag{1.33}
\end{equation*}
$$

where $R o_{\max }:=\frac{V_{\max }}{f R_{\text {max }}}$. Equation 1.33 gives an expression for $V_{\max }$ provided that $f$ as well as the two characteristic radii $R_{0}$ and $R_{\max }$ are known. This explains why research studies have focused on trying to estimate these two radii using infrared data before the Dvorak method was developed (Hubert, 1969).

Because $M$ is roughly conserved in the outflow, all the momentum losses occur in the BL. A simple way to characterize these losses, based on the PV conservation equation (Riehl, 1963), is to assume that

$$
\begin{equation*}
C_{d} r v^{2}=\mathrm{cst} \tag{1.34}
\end{equation*}
$$

In Eq. 1.34, Riehl, 1963 assumed $C_{d}=\mathrm{cst}$, which implies that $v \propto \frac{1}{r^{\frac{1}{2}}}$. In this steadystate study, the momentum losses were equated to the heat gained by air parcels at the ocean surface along their trajectory from outer radii toward inner radii, expressed in terms of equivalent potential temperature. Using an empirical relationship between the surface pressure deficit and the equivalent potential temperature increase in the BL from the ambient environment to the TC eyewall, Riehl, 1963 further obtained an equation for $V_{\text {max }}^{2}$ that depends on the ratio $\frac{R_{0}}{R_{\text {max }}}$.

In 1981, Shutts, 1981 assumed that the dry PV vanishes everywhere in the TC, arguing that this assumption is an extension of the Rankine profile for vortices that have radial temperature gradients. In cylindrical coordinates, the dry PV is

$$
\begin{equation*}
q=\frac{1}{\rho r}\left(\frac{\partial M}{\partial r} \frac{\partial \theta}{\partial z}-\frac{\partial M}{\partial z} \frac{\partial \theta}{\partial r}\right) \tag{1.35}
\end{equation*}
$$

Then, the assumption of zero dry PV is equivalent to the assumption that $\theta$ is a function of $M$ alone. Shutts, 1981 used this assumption to derive an equation for the slope of $M$-surfaces for a balanced TC. An analytical solution for the height of $M$-surfaces was then obtained. Figure 1.16 presents an example of the resulting TC structure when the surface outer-wind profile is a modified Rankine vortex with an exponent $x=\frac{1}{2}$ (Shutts, 1981).


Figure 1.16 - Structure of a TC with zero dry PV, for an arbitrary radial wind profile $\left(v(r)=\frac{11000}{r^{\frac{1}{2}}} \mathrm{~m} / \mathrm{s}\right)$. Solid curves represent $M$ - and $\theta$-surfaces labeled with values of $M\left(10^{6} \mathrm{~m}^{2} / \mathrm{s}\right)$, while dotted dashed curves represent isotachs of $v$. Extracted from Shutts, 1981.

Shutts, 1981 did not account for turbulent fluxes inside the BL. A few years later, K. A. Emanuel, 1986 (hereafter E86) also derived an equation for the slope of $M$-surfaces for a balanced TC, but this time considered that saturated moist PV vanishes everywhere, rather than dry PV. Equivalently, the saturated moist entropy $s^{*}$ is a function of $M$ alone. In addition, E86 did not use an arbitrary surface wind profile, but instead linked the TC structure above the BL with that at the top of the BL. The equations of conservation of momentum and energy were thus integrated over the BL depth, introducing the surface fluxes of enthalpy and momentum. Here we present the main steps of the E86 theory.

In E86, the conceptual view of the TC above the BL starts with the thermal wind equation (Eq. 1.29), stated in $(r, P)$ rather than in $(r, z)$ coordinates. Further assuming the ideal gas law, the thermal wind equation may be expressed using only two state variables, pressure and moist entropy, leading to

$$
\begin{equation*}
\frac{1}{r^{3}}\left(\frac{\partial M^{2}}{\partial P}\right)_{r}=-\left(\frac{\partial T}{\partial P}\right)_{s^{*}}\left(\frac{\partial s^{*}}{\partial r}\right)_{P} \tag{1.36}
\end{equation*}
$$

Then, because $s^{*}$ depends on $M$ alone, Eq. 1.36 may be rewritten

$$
\begin{equation*}
\frac{1}{r^{3}}\left(\frac{\partial M^{2}}{\partial P}\right)_{r}=-\left(\frac{\partial T}{\partial P}\right)_{s^{*}} \frac{d s^{*}}{d M}\left(\frac{\partial M}{\partial r}\right)_{P} \tag{1.37}
\end{equation*}
$$

Dividing each side by $\frac{\partial M}{\partial r}$ yields

$$
\begin{equation*}
\frac{2 M}{r^{3}}\left(\frac{\partial r}{\partial P}\right)_{M}=\left(\frac{\partial T}{\partial P}\right)_{s^{*}} \frac{d s^{*}}{d M} \tag{1.38}
\end{equation*}
$$

Equation 1.38 may be integrated in pressure along an $M$-surface from the top of the BL $\left(r_{b}, T_{b}\right)$ to an arbitrary altitude $(r, T)$, leading to

$$
\begin{equation*}
\frac{1}{r_{b}^{2}}=\frac{1}{r^{2}}-\left(T_{b}-T\right) \frac{1}{M} \frac{d s^{*}}{d M} \tag{1.39}
\end{equation*}
$$

Defining the outflow temperature $T_{o}$ as the temperature an air parcel has when $r \rightarrow \infty$, and noting the value of the $M$-surface $M_{b}$ for clarity, the previous equation becomes

$$
\begin{equation*}
\frac{1}{r_{b}^{2}}=-\left(T_{b}-T_{o}\right) \frac{1}{M_{b}} \frac{d s^{*}}{d M} \tag{1.40}
\end{equation*}
$$

Further multiplying each side by $\frac{\partial M}{\partial r}$, we obtain

$$
\begin{equation*}
\frac{\partial M}{\partial r} \frac{1}{r_{b}^{2}}=-\left(T_{b}-T_{o}\right) \frac{1}{M_{b}} \frac{\partial s^{*}}{\partial r} \tag{1.41}
\end{equation*}
$$

By integrating the steady-state equations of conservation of momentum and energy over the BL depth and further assuming that the BL is well-mixed and $M$-surfaces approximately vertical, it can be shown that

$$
\begin{equation*}
\left(\frac{\partial s}{\partial M}\right)_{z=h}=\frac{1}{T_{s}}\left(\frac{\tau_{k s}}{r_{b} \tau_{\theta s}}\right)_{z=0} \tag{1.42}
\end{equation*}
$$

where $T_{s}$ is the sea surface temperature and $\tau_{k s}:=C_{k} \rho \sqrt{u_{10}^{2}+v_{10}^{2}}\left(k_{s}^{*}-k_{10}\right) \approx C_{k} \rho v_{10}\left(k_{s}^{*}-\right.$ $k_{10}$ ) is the surface enthalpy flux, with $C_{k}$ the enthalpy exchange coefficient, $k_{s}^{*}$ the saturation enthalpy of the sea surface and $k_{10}$ the enthalpy of air at the air-sea interface. Note that, because of the zero saturated moist PV assumption, we have $s^{*}=s$ at $z=h$. In addition, because the BL is well-mixed and $M$-surfaces approximately vertical, we have
$\frac{\partial s}{\partial M}=\frac{d s}{d M}$. See K. Emanuel and Rotunno, 2011 for discussions about these assumptions. With these relations, Eq. 1.42 may be rearranged

$$
\begin{equation*}
\frac{d s^{*}}{d M}=-\frac{C_{k}}{C_{d}} \frac{\left(k_{s}^{*}-k_{10}\right)}{T_{s} r_{b} v_{10}} \tag{1.43}
\end{equation*}
$$

and further substituted into Eq. 1.39 to yield

$$
\begin{equation*}
\frac{M_{b} v_{10}}{r_{b}}=\frac{C_{k}}{C_{d}} \frac{\left(T_{b}-T_{o}\right)}{T_{s}}\left(k_{s}^{*}-k_{10}\right) \tag{1.44}
\end{equation*}
$$

It is often further assumed that $v_{10} \approx v_{b}$, where $v_{b}$ is the wind speed value at the top of the BL, and that $T_{b} \approx T_{s}$, so that, in the limit of the cyclostrophic approximation, Eq. 1.44 provides an expression for the intensity of the TC

$$
\begin{equation*}
v_{b}^{2}=\frac{C_{k}}{C_{d}} \frac{\left(T_{s}-T_{o}\right)}{T_{s}}\left(k_{s}^{*}-k_{10}\right) \tag{1.45}
\end{equation*}
$$

This equation expresses the maximum intensity a TC can achieve and is referred to as the maximum potential intensity (MPI). Bister and Emanuel, 1998 further showed that if frictional dissipation at the ocean surface is accounted for in the heat source term (i.e by replacing $\tau_{k s}$ by $\tau_{k s}+\rho C_{d} v_{10}^{3}$ in Eq. 1.42), the expression for the potential intensity of TCs becomes

$$
\begin{equation*}
v_{b}^{2}=\frac{C_{k}}{C_{d}} \frac{\left(T_{s}-T_{o}\right)}{T_{o}}\left(k_{s}^{*}-k_{10}\right) \tag{1.46}
\end{equation*}
$$

Because $T_{s}$ has been replaced by $T_{o}$ in the denominator, the potential intensity a TC can achieve is in fact higher when dissipative heating is accounted for. More precisely, $\frac{T_{s}}{T_{o}} \approx \frac{3}{2}$.

A solution for the potential intensity such as Eq. 1.45 or Eq. 1.46 allows to estimate the maximum TC intensities based on typical oceanic and atmospheric conditions. For instance, Fig. 1.17 represents the minimum central surface pressure a TC can reach in September in the Atlantic and Indian Oceans or in the Pacific based on typical SST and atmospheric values (K. A. Emanuel, 1986). Remarkably, the dependence of $V_{\max }$ on these environmental parameters in E86 theory well explains, to a first order, why TCs may be more intense in the Pacific ocean than in the North Atlantic, as confirmed by observations (see Fig. 1.1).

Note that Shutts, 1981 obtained an equation similar to that of E86 for the slope of M-surfaces


Figure 1.17 - TCs minimum attainable surface central pressure from E86 theory. Pressure values are expressed in mb and are based on typical oceanic and atmospheric parameters for September for the Atlantic and Indian Oceans (top) and for the Pacific Ocean (bottom). Extracted from K. A. Emanuel, 1986.

$$
\begin{equation*}
\frac{2 M}{r^{3}}\left(\frac{\partial r}{\partial P}\right)_{M}=R_{*} \frac{P^{\kappa-1}}{P_{O}^{\kappa}} \frac{d \theta}{d M} \tag{1.47}
\end{equation*}
$$

with the definition $\theta=T\left(\frac{P_{0}}{P}\right)^{\kappa}$ where $P_{0}$ is a reference pressure and $\kappa:=\frac{R_{*}}{C_{p}}$ with $R_{*}$ the gas constant, and the perfect gas law $P=\rho R_{*} T$. Had he integrated in pressure along
an $M$-surface, the author would have found

$$
\begin{equation*}
\frac{M_{b}}{r_{b}^{2}}=\frac{R_{*}}{\kappa} \frac{d \theta}{d M}\left(\frac{T_{o}}{\theta_{o}}-\frac{T_{b}}{\theta_{b}}\right) \tag{1.48}
\end{equation*}
$$

with $\theta_{o}$ and $\theta_{b}$ the potential temperature of the outflow and at the top of the BL, respectively. Equation 1.48 is similar to Eq. 1.40. Because $s=C_{p} \ln (\theta)+$ cst (Bauer, 1908), $\frac{d \theta}{d M}$ scales as $\theta \frac{d s}{d M}$, which, in combination with Eq. 1.42, would allow for retrieving a potential intensity expression under the assumption that dry entropy is conserved along $M$-surfaces.

Although E86 is perhaps the most famous steady-state theory for the mature stage of TCs, it is not the only analytical work on this issue (see for instance Carrier et al., 1971; Anthes, 1974; Evans and Davies, 1979; Pearce, 2004; Leonov et al., 2014). However, the work of E86 highlighted that TCs may be considered as Carnot heat engines: isothermal expansion when the air parcel converges from outer radii to inner radii at the surface, isentropic expansion when the air parcel ascends along an $M$-surface, isothermal compression due to subsidence followed by isentropic compression when the air parcel returns to its initial position at the ocean surface.

The rate of mechanical energy generated during this Carnot cycle is expressed as

$$
\begin{equation*}
P:=\left(\frac{T_{o}-T_{s}}{T_{s}}\right) \int_{\mathcal{A}} \tau_{k s} d \mathcal{A}=\left(\frac{T_{o}-T_{s}}{T_{s}}\right) \int_{\mathcal{A}} C_{k} \rho v_{10}\left(k_{s}^{*}-k_{10}\right) d \mathcal{A} \tag{1.49}
\end{equation*}
$$

while the dissipation rate is

$$
\begin{equation*}
D:=\int_{\mathcal{A}} v_{10} \tau_{\theta s} d \mathcal{A}=\int_{\mathcal{A}} C_{d} \rho v_{10}^{3} d \mathcal{A} \tag{1.50}
\end{equation*}
$$

where we assumed that all heating and dissipation were concentrated at the ocean surface on an area $\mathcal{A}$. Equating the energy gained by heating $P$ to that lost by friction $D$ in steady-state leads to Eq. 1.45, assuming that $v_{10} \sim V_{\max }$ is constant on the effective area $\mathcal{A}$. Furthermore, accounting for dissipation in the heat source term (i.e replacing $\tau_{k s}$ by $\tau_{k s}+\rho C_{d} v_{10}^{3}$ in Eq.1.49) leads to Eq. 1.46. The Carnot cycle theory may thus be used to assess TCs steady-state (Denur, 2011; Ozawa \& Shimokawa, 2015).

To summarize, the energy lost by the TC system increases with the cube of the surface velocity, while that generated by the TC system increases linearly with the surface velocity. Figure 1.18 schematically represents this situation. In steady-state, equating the energy production and dissipation rates leads to a unique nonzero solution for the surface velocity. $V_{\text {max }}$ may then naturally be determined from these energetical considerations. In fact, this


Figure 1.18 - Schematic illustration of the steady-state balance of energy production and dissipation for TCs. A stable equilibrium is reached when the energy production rate of energy ( $P$, blue curve) equates the energy dissipation rate ( $D$, red curve). Another (unstable) equilibrium is $P=D=0$, not represented here. Adapted from Ozawa and Shimokawa, 2015.
reasoning also applies to polar lows (Golitsyn, 2008).

### 1.3.8 Analytical solutions for the evolution of tropical cyclones

Few studies have attempted to develop analytical solutions for the TC evolution. When developing the CISK theory, Charney and Eliassen, 1964 conducted a perturbation analysis for a balanced flow (i.e geostrophic and hydrostatic balance). Using Bessel functions, the authors obtained an analytical solution for the growth rate of TCs as a function of the radius separating the ascending motions from the descending motions. This radius characterizes the area where latent heat release is enhanced by low-level moisture convergence.

Perhaps the first analytical solution for the evolution of the complete wind profile was proposed by Eliassen, 1971 and Eliassen and Lystad, 1977. We recall that, in their framework, both $M$ and $u$ are assumed not to vary with altitude above the BL, so that,
for $z>h$, we note $M_{g}(r, t)=M(r, z, t)$ and $U(r, t)=u(r, z, t)$. Considering $w(z=H)=0$ and integrating the continuity equation (Eq. 1.4) from the ocean surface $z=0$ to the top of the TC system $z=H$, we obtain

$$
\begin{equation*}
\int_{h}^{H} u d z=(H-h) U=-\int_{0}^{h} u d z \tag{1.51}
\end{equation*}
$$

Equation 1.25 implies that

$$
\begin{equation*}
\int_{0}^{h} u d z=-\frac{C_{d} r v_{10}^{2}}{\frac{\partial M_{g}}{\partial r}} \tag{1.52}
\end{equation*}
$$

We thus have a solution for the radial velocity above the BL

$$
\begin{equation*}
U=\frac{1}{(H-h)} \frac{C_{d} r v_{10}^{2}}{\frac{\partial M_{g}}{\partial r}} \tag{1.53}
\end{equation*}
$$

and finally, injecting this solution into the equation for conservation of $M_{g}$ above the BL (see Eq. 1.7), we obtain

$$
\begin{equation*}
\frac{\partial M_{g}}{\partial t}=-U \frac{\partial M_{g}}{\partial r}=-\frac{C_{d} r v_{10}^{2}}{(H-h)} \tag{1.54}
\end{equation*}
$$

We now assume that $M \approx r v$. In this case, because $\frac{\partial M}{\partial z}$ is assumed to be small both in and above the BL, we have $C_{d} r v_{10}^{2} \approx C_{d} \frac{M_{g}^{2}}{r}$ and Eq. 1.54 becomes

$$
\begin{equation*}
\frac{\partial M_{g}}{\partial t}=-\frac{C_{d}}{H-h} \frac{M_{g}^{2}}{r} \tag{1.55}
\end{equation*}
$$

Such an equation for the evolution of $M$ at the gradient wind level was first proposed by Eliassen, 1971 and Eliassen and Lystad, 1977. The solution for Eq. 1.55 is

$$
\begin{equation*}
M_{g}(t)=\frac{M_{0}}{1+\frac{C_{d} M_{0}}{(H-h) r} t} \tag{1.56}
\end{equation*}
$$

where $M_{g}(t=0)=: M_{0}$ is an arbitrary initial condition. As noted by Eliassen and Lystad, 1977, this provides a characteristic time for the adjustment of the BL. We have

$$
\begin{equation*}
\tau_{B L}=\frac{(H-h) r}{C_{d} M_{0}} \tag{1.57}
\end{equation*}
$$

where $\tau_{B L}$ is defined as the time required to reduce $M_{0}$ by a factor two. Note that Eq. 1.56 only models a decrease of angular momentum, since we considered that the ocean surface acts as a brake for the gradient wind above through Eq. 1.25. In Eliassen, 1971
and Eliassen and Lystad, 1977, the case of angular momentum increase is modelled by a spin-up action from the ocean surface on the flow in the BL. This case can be retrieved by inverting the sign in Eq. 1.52. Equation 1.56 then reduces to

$$
\begin{equation*}
M_{g}(t)=\frac{M_{0}}{1-\frac{C_{d} M_{0}}{(H-h) r} t} \tag{1.58}
\end{equation*}
$$

In this simple analytical solution, $M_{g}$ increases more when the product of $C_{d}$ and $M_{0}$ is large compared to the product of $(H-h)$ and $r$. Note that, for a fixed radius $r$, the solution diverges when $t \rightarrow \frac{(H-h) r}{C_{d} M_{0}}$, but the assumptions made above break down much before that time. In addition, for real cases both $C_{d}$ and $H-h$ are not constant in time, so that the solution Eq. 1.58 is certainly only valid for a short time period. Yet, this simple framework demonstrates that the balanced equations are relevant to capture the evolution of TCs.

After these two pioneering studies, research works kept taking advantage of the balanced model to further examine TCs evolution. Using the Sawyer-Eliassen equation presented above, it is possible to analytically diagnose the secondary circulation associated with an arbitrary heating distribution and primary circulation. These equations are still valid if the prescribed heating source varies slowly with time, such that the TC always remains in balance with this forcing. The secondary circulation may then be analytically solved for at different time steps. For instance, Schubert and Hack, 1982 considered five different time steps of a typical TC intensification phase. Based on the Sawyer-Eliassen equation in a transformed coordinate system (i.e the one of Schubert and Hack, 1983), Frisius, 2005 further assumed zero dry PV (exactly like in Shutts, 1981) to obtain an analytical solution of the TC evolution for a prescribed heat source. Schubert et al., 2016 used a shallow-water framework and expressed the balanced vortex equations of Eliassen, 1951 in terms of PV. Using a wave-vortex approximation and filtering inertia-gravity waves, they obtained an analytical solution for the evolution of an initial PV field when an arbitrary piecewise mass sink is used as forcing. Hendricks et al., 2021 extended this approach by estimating the radial distribution of heating from observational data (i.e SFMR rain rates). The authors demonstrated that this balanced theory may be useful for short-term forecasting (i.e less than 24 hours).

As noted above, simple analytical solutions for the complete wind profile may also be found by prescribing the stream function rather than the radial distribution of heating. For instance, Kieu and Zhang, 2009 imposed an exponential growth rate for the vertical
motions inside $R_{\max }$ and zero vertical motion outside. The authors obtained an analytical solution for $u(r, z, t)$ using the continuity equation (Eq. 1.4) and then for $v(r, z, t)$ using the equation of conservation of tangential momentum (Eq. 1.1). They did not account for the thermodynamic equation (Eq. 1.5) and used a linear law for surface friction rather than a quadratic one, as emphasized by Montgomery and Smith, 2010. In addition, their solution was discontinuous at $r=R_{\max }$. This discontinuity was further corrected by A. Kalashnik and Kalashnik, 2011, who also considered a linear friction term in the equation of conservation of tangential momentum

$$
\begin{equation*}
\frac{\partial m}{\partial t}+u \frac{\partial m}{\partial r}+w \frac{\partial m}{\partial z}+\lambda m+f r u=0 \tag{1.59}
\end{equation*}
$$

where $\lambda$ is their friction coefficient and we recall that $m$ is the relative angular momentum. A. Kalashnik and Kalashnik, 2011 did not constrain the growth rate of vertical motions but imposed the shape of the complete stream function

$$
u(r, z)=U_{0} \begin{cases}\frac{r z}{L H} & \text { if } 0<r<L  \tag{1.60}\\ \frac{z L}{r H} & \text { if } r>L\end{cases}
$$

and

$$
w(r, z)=\frac{H U_{0}}{L} \begin{cases}\left(1-\left(\frac{z}{H}\right)^{2}\right) & \text { if } 0<r<L  \tag{1.61}\\ 0 & \text { if } r>L\end{cases}
$$

where $U_{0}$ and $L$ are a characteristic velocity and a characteristic scale, both associated with radial motions. Using the method of characteristics, the authors obtained an analytical solution for Eq. 1.59 using $(r, \psi)$ variables rather than $(r, z)$. For instance, at the lowest level (the top of the BL, which corresponds to $z=0$ in their paper), the tangential wind speed is given by

$$
v(r, t)=f L \begin{cases}\frac{\left(\frac{r}{L}\right)\left(1-e^{(2-\lambda)} \frac{t U_{0}}{L}\right)}{\lambda-2} & \text { if } 0<r<L e^{-\frac{t U_{0}}{L}}  \tag{1.62}\\ \frac{\lambda\left(\frac{r}{L}\right)^{2}-2\left(\frac{r}{L}\right)^{\lambda}}{\lambda(\lambda-2)(L)}-\frac{e^{-\lambda \frac{t U_{0}}{L}}}{\lambda r} & \text { if } L e^{-\frac{t U_{0}}{L}}<r<L \\ \frac{1-e^{-\lambda \frac{\lambda U_{0}}{L}}}{\lambda\left(\frac{r}{L}\right)} & \text { if } r>L\end{cases}
$$

Note that neither Kieu and Zhang, 2009 nor A. Kalashnik and Kalashnik, 2011 tried to apply their analytical solution to an initial observed wind field. However, both studies obtained that the wind speed in the near-core region increases at a faster rate (e.g nearly exponentially with time) than that in the outer region (e.g nearly linearly with time).

Furthermore, both analytical solutions are strongly dependent on the radius of significant upward motions. In Kieu and Zhang, 2009, this radius coincides with $R_{\text {max }}$, while it is represented by $L$ in A. Kalashnik and Kalashnik, 2011, and thus assumed constant from one TC to another. A last limitation of these two studies is that they focused on the intensification phase only.

While the studies mentioned above all provide an analytical solution for the evolution of the complete wind profile, future changes of $V_{\max }$ may be easily predicted using the the logistic growth equation (LGE) (DeMaria, 2009; Zhou et al., 2021; S. Wang \& Toumi, 2022). The LGE was first introduced by Pierre Francois Verhulst in 1845 for population dynamics studies. It models the number of individuals (i.e population $\mathcal{P}$ ) as a function of time, by assuming that its rate of change $\left(\frac{d P}{d t}\right)$ is proportional to the initial number of individuals $(\mathcal{P})$ until it has reached a steady-state. The steady-state population is called the carrying capacity ( $\kappa$ ) and is due to various factors (e.g food supply, predators) limiting the population growth rate $(\pi)$. The LGE formulation is then

$$
\begin{equation*}
\frac{d \mathcal{P}}{d t}=\pi \mathcal{P}\left(1-\frac{\mathcal{P}}{\kappa}\right) \tag{1.63}
\end{equation*}
$$

Here we recognize an equation close to Eq. 1.55 , provided that we add a radial advection term in Eq. 1.55, which becomes

$$
\begin{equation*}
\frac{\partial M_{g}}{\partial t}=-U_{g} \frac{\partial M_{g}}{\partial r}-\frac{C_{d}}{H-h} \frac{M_{g}^{2}}{r} \tag{1.64}
\end{equation*}
$$

where $U_{g}$ is the effective radial inflow of $M_{g}$. To derive a LGE for $V_{\text {max }}$, we further evaluate Eq. 1.64 at $r=R_{\max }$ and assume that $M_{g} \approx r v$ close to $R_{\max }$. We also assume $\left.\frac{\partial M_{g}}{\partial r}\right|_{r=R_{\max }} \approx V_{\max }$ and neglect the time derivative of $R_{\max }$ to obtain

$$
\begin{equation*}
\frac{d V_{\max }}{d t}=\pi V_{\max }\left(1-\frac{V_{\max }}{\kappa}\right) \tag{1.65}
\end{equation*}
$$

with $\pi=\frac{-U_{g}}{R_{\text {max }}}$ and $\kappa=\frac{-U_{g}(H-h)}{C_{d} R_{\max }}$ and $U_{g}$ is now $U_{g}\left(r=R_{\text {max }}\right)$. From Eq. 1.65 , in the LGE framework, the higher the radial advection of angular momentum in the inflow layer $\left(-U_{g}\right)$ and the smaller the radius of maximum wind $\left(R_{\max }\right)$, the greater the intensification rate $(\pi)$. In addition, the achievable intensity $(\kappa)$ is limited by the drag coefficient $\left(C_{d}\right)$ and the radius of maximum wind $\left(R_{\max }\right)$, while being stimulated by additional advection of angular momentum in the inflow layer $\left(-U_{g}\right)$ and increases in the height of the TC system that is above the $\mathrm{BL}(H-h)$. The LGE has a simple analytical solution

$$
\begin{equation*}
V_{\max }(t)=\frac{V_{\max , 0} \kappa e^{\pi t}}{\left(\kappa-V_{\max , 0}\right)+V_{\max , 0} e^{\pi t}} \tag{1.66}
\end{equation*}
$$

where $V_{\max , 0}$ is the initial maximum intensity. Thanks to its simplicity, the LGE framework can be used as a reference to assess the performance of other dynamical/statistical intensity prediction schemes.

Figure 1.19 presents a comparison of $V_{\max }$ evolution for 48 hours in three of the abovementioned analytical models. Due to the variety of approaches used in the studies, the characteristic parameters of each of these models were arbitrarily chosen and the $V_{\max }$ values normalized so that they never exceed one (see figure caption for more details). The models all correspond to the intensification phase of TCs, except the one of A. Kalashnik and Kalashnik, 2011 which allows for capturing both the intensification and weakening phase of a TC if we chosse $\lambda>1$. The analytical solution corresponding to this latter model may be investigated with respect to observational wind profile estimates to assess its capacity to capture the life cycle of TCs wind structure.


Figure 1.19 - Comparison of analytical solution for $V_{\max }$ evolution for 48 hours. The KK11 model is based on Eq. 1.62 evaluated at $r=L e^{-\frac{t U_{0}}{L}}$ using a latitude of $20^{\circ}, L=300 \mathrm{~km}, U_{0}=8.3 \mathrm{~m} / \mathrm{s}$ (red curves). This corresponds to a characteristic velocity $f L$ of $15 \mathrm{~m} / \mathrm{s}$, used to normalize the $V_{\max }$ values, and a characteristic time $\frac{L}{U_{0}}$ of 10 hrs . $\lambda$ was either set to 1 (solid) or to 1.5 (dashed). The E77 model is based on Eq. 1.58 using $M_{0}=5 \times 18000 \mathrm{~m}^{2} / \mathrm{s}, C_{d}=10^{-2}, H=10 \mathrm{~km}$ and $h=0.5 \mathrm{~km}$ (blue curve). This corresponds to a final velocity of $55 \mathrm{~m} / \mathrm{s}$, used to normalize the $V_{\max }$ values, and a normalization time $\frac{(H-h) R_{\max }}{C_{d} M_{0}}$ of 53 hrs . The LGE model is based on Eq. 1.66 using $V_{\max , 0}=5 \mathrm{~m} / \mathrm{s}, U_{g}=-0.5 \mathrm{~m} / \mathrm{s}$, $R_{\max }=18 \mathrm{~km}, C_{d}=10^{-2}, H=10 \mathrm{~km}$ and $h=0.5 \mathrm{~km}$ (green curve). This corresponds to a carrying capacity $\kappa$ of $26 \mathrm{~m} / \mathrm{s}$, used to normalize the $V_{\max }$ values, and a characteristic time $\frac{1}{\pi}$ of 10 hrs .

# Relationship between tropical CYCLONE RADIUS OF MAXIMUM WIND 

 AND OUTER-SIZE
### 2.1 Introduction

From all the structural parameters currently included in best-track data, $R_{\max }$ is perhaps the most challenging to determine. In the absence of a SAR or SFMR observation, operational centers strongly rely on the use of imaging radiometers and scatterometers to reanalyze this parameter, but these instruments have known limitations regarding the estimation of wind speeds near the TC core (see Fig. 1.11).

Because an accurate estimate of $R_{\text {max }}$ is needed for various TC applications, including surface wave studies, storm surge studies, and works on upper ocean responses to TC passages, several research investigations developed statistical methods in order to estimate $R_{\max }$ from better resolved parameters (Mueller et al., 2006; Kossin et al., 2007; Vickery \& Wadhera, 2008; Chavas \& Knaff, 2022; Tsukada \& Horinouchi, 2023). Allowing for accurate estimates of $R_{\max }$ (Combot, Mouche, et al., 2020), SAR data is especially suited to revisit these statistical relationships.

In particular, Chavas and Knaff, 2022 recently offered to estimate $R_{\max }$ from $V_{\max }$, $f$, and $R_{34}$, using a log-linear regression that is based on angular momentum conservation. In their framework, accurately estimating $R_{\max }$ amounts to determining how much angular momentum is lost by an air parcel in the inflow between $R_{34}$ and $R_{\max }$. Angular momentum losses may be characterized by an assumption suggested by PV conservation in the inflow, i.e $C_{d} r v^{2}=\mathrm{cst}$ (see Eq. 1.34). The consistency of their approach with this relationship needs to be investigated.

In this chapter, the challenge of $R_{\text {max }}$ estimation from a measure of TC outer-size such as $R_{34}$ is addressed through a twofold approach. First, the model coefficients from

Chavas and Knaff, 2022 are revised by using SAR $R_{\text {max }}$ reference estimates and mediumresolution radiometers and scatterometers wind radii measurements. Second, the physical basis of the model is investigated, and the assumption $C_{d} r v^{2}=$ cst is discussed with respect to the high-resolution SAR observations.

# 2.2 Article: "Reexamining the Estimation of Tropical Cyclones Radius of Maximum Wind from Outer Size with an Extensive Synthetic Aperture Radar Dataset" 
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#### Abstract

The radius of maximum wind ( $R_{\max }$ ), an important parameter in tropical cyclones (TCs) ocean surface wind structure, is currently resolved by only a few sensors, so that, in most cases, it is estimated subjectively or via crude statistical models. Recently, a semi-empirical model relying on an outer wind radius, intensity and latitude was fit to best-track data. In this study we revise this semi-empirical model and discuss its physical basis. While intensity and latitude are taken from best-track data, $R_{\max }$ observations from high-resolution ( 3 km ) spaceborne synthetic aperture radar (SAR) and wind radii from an inter-calibrated dataset of medium-resolution radiometers and scatterometers are considered to revise the model coefficients. The new version of the model is then applied to the period 2010-2020 and yields $R_{\text {max }}$ reanalyses and trends more accurate than best-track data. SAR measurements corroborate that fundamental conservation principles constrain the radial wind structure on average, endorsing the physical basis of the model. Observations highlight that departures from the average conservation situation are mainly explained by wind profile shape variations, confirming the model's physical basis, which further shows that radial inflow, boundary layer depth and drag coefficient also play roles. Physical understanding will benefit from improved observations of the near-core region from accumulated SAR observations and future missions. In the meantime, the revised model offers an efficient tool to provide guidance on $R_{\max }$ when a radiometer or scatterometer observation is available, for either operations or reanalysis purposes.


## 1. Introduction

Estimating tropical cyclone (TC) ocean surface wind structure is challenging but crucial for several applications. In particular, TC surface wind spatio-temporal distributions are used as input to surface wave studies (Wright et al. 2001; Young 2017; Kudryavtsev et al. 2021), storm surge studies (Irish et al. 2008; Takagi and Wu 2016), or the upper ocean responses to TC passages (Price 1981; Ginis 2002; Kudryavtsev et al. 2019; Combot et al. 2020b). In such studies, the radius of maximum winds (hereafter $R_{\max }$ ) is a critical parameter that significantly affects wave developments, surge estimates, sea surface height, temperature and salinity variations within the TC wakes. Most parametric surface wind fields, often used for those applications, assume that $R_{\max }$ is known (Holland 1980; Willoughby et al. 2006). Thus, $R_{\max }$ errors cascade into errors for the entire spatial distribution of wind speeds. For instance, a Rankine profile may be defined as
$V_{\text {Rankine }}(r)= \begin{cases}V_{\text {min }}+\left(V_{\text {max }}-V_{\text {min }}\right)\left(\frac{r}{R_{\text {max }}}\right) & \text { if } r \leq R_{\text {max }} \\ V_{\text {min }}+\left(V_{\text {max }}-V_{\text {min }}\right)\left(\frac{R_{\text {max }}}{r}\right) & \text { if } r>R_{\text {max }}\end{cases}$
Figure 1a shows a comparison between two Rankine profiles for two different $R_{\text {max }}$ values representative of TC Lane, a North Eastern Pacific hurricane that reached cat-
egory 5 on the Saffir-Simpson scale in 2018. TC Lane's wind speeds were estimated by a swath of satellite-based SAR observation on 23 August at 0438 UTC (Fig. 1b). From the SAR wind speeds, the azimuthally-averaged wind profile can be derived (dashed green curve in Fig. 1a). The inferred $R_{\text {max }}$ is 15 km , about 2 to 3 times smaller than the 37 km value interpolated to the SAR aquisition time in the best-track data (Knapp et al. (2010); hereafter IBTrACS). Such a mismatch between best-track and SAR $R_{\max }$ estimates is representative of what has been reported in the literature (Combot et al. 2020a). In the present case (Fig. 1a), this discrepancy results into a Mean Absolute Error (MAE) as high as $28 \mathrm{~ms}^{-1}$ near the eyewall region when using subsequent Rankine profile estimates.

To date, airborne Stepped Frequency Microwave Radiometer (SFMR) surface winds (Uhlhorn et al. 2007) provide means to estimate $R_{\text {max }}$. Yet, airborne measurements have limited azimuthal coverage, and are operated over only few ocean regions and events. From a satellite perspective, high spatial resolution estimates of TC ocean surface wind field are now more systematically carried out, especially from SAR dedicated acquisitions (Mouche et al. 2017; Combot et al. 2020a). More reliable $R_{\max }$ estimates are then obtained for all ocean basins, though with limited spatio-temporal sampling. Presently, the most often available spaceborne observing systems, capable of probing the ocean surface during TC conditions, are the com-


Fig. 1. Comparison between two Rankine profiles (left) inspired by the SAR acquisition over TC Lane on 23 August 2018 at 0438 UTC (right). Rankine profiles are defined with SAR $R_{\max }$ ( 15 km , solid green) or IBTrACS $R_{\max }$ ( 37 km , solid blue) and the same $V_{\max }\left(54 \mathrm{~ms}^{-1}\right)$ and $V_{\min }\left(7 \mathrm{~ms}^{-1}\right)$, consistently with the SAR azimuthally-averaged profile (dashed green). MAE between the two Rankine profiles is shaded in red.
bined capabilities from active scatterometers and passive radiometers (Quilfen et al. 2007). Compared to radiometers, scatterometers generally have an improved medium spatial resolution. Yet, the strong gradients of the surface wind existing at scales of a few kilometers may still be too smoothed to precisely locate the wind maxima, and the position of the center (Quilfen et al. 1998). In addition, scatterometers, especially those operating at Ku-band and higher microwave frequencies, can suffer from rain contamination. Signal sensitivity at high winds (above hurricane force wind: $33 \mathrm{~ms}^{-1}$ ) has also been questioned (Donnelly et al. 1999; Mouche et al. 2019). Radiometer measurements may be less impacted by rain, especially those operating at L-band (Reul et al. 2012, 2017), and demonstrated to be still highly sensitive above hurricane force winds. However, actual spaceborne radiometers operating at L- or C-band have a lower spatial resolution. High wind speed gradients near the $R_{\text {max }}$ region for most intense TCs are then generally indistinct. Direct estimates of $R_{\text {max }}$ using scatterometers or radiometers are thus difficult to perform, possibly limited to particular large storm cases.

More indirect means to infer $R_{\max }$ were also considered. Both Mueller et al. (2006) and Kossin et al. (2007) used geostationary infrared satellite data. For the cases where a clear eye is well-defined on the infrared image, using linear regression to estimate $R_{\text {max }}$ results in a MAE of only $\sim 5 \mathrm{~km}$ when compared to aircraft-based estimates. Under less favourable conditions, $R_{\text {max }}$ can still be estimated via multiple linear regression in combination with a principal components analysis, but leads to a degraded MAE of $\sim 20 \mathrm{~km}$. Notably, for the clear-eye case, Tsukada and Horinouchi (2023) trained the linear regression with available SAR $R_{\text {max }}$ estimates and improved the method, decreasing the MAE to $\sim 2 \mathrm{~km}$.

In the absence of infrared data, a rough $R_{\max }$ estimate can also be obtained, considering the storm intensity and latitude known, as evidenced by Willoughby et al. (2006) and Vickery and Wadhera (2008). Indeed, following the angular momentum conservation, $R_{\text {max }}$ must decrease when the intensity increases. On average, such a physical constrain agrees well with observations (see for instance Fig. 9 in Combot et al. (2020a)). In addition, it is also known that $R_{\max }$ increases with latitude (e.g. Willoughby and Rahn (2004)), another consequence of angular momentum conservation along with the decrease of intensity with latitude. Solely using intensity and latitude to predict $R_{\max }$ yields a root-mean square error of the order $\sim 20 \mathrm{~km}$. Results from Vickery and Wadhera (2008) show that in several cases, the observed $R_{\text {max }}$ is inconsistent with the general principle of angular momentum conservation. This suggests that $R_{\text {max }}$ natural variability can hardly be captured by such simple statistical models.

More recently, Chavas and Knaff (2022) - hereafter CK22 - suggested to use information on the TC outer-size in combination with latitude and intensity. In the CK22 framework, $R_{\text {max }}$ is estimated from the TC intensity $V_{\max }$, the radius of gale $R_{34}$ (i.e the maximum radial extent of the 34 -knots winds) and the Coriolis parameter, defined as $f=2 \Omega \sin (\phi)$, where $\Omega=7.292 \times 10^{-5} s^{-1}$ is the Earth angular velocity and $\phi$ is the latitude of the TC center. Such an approach is practical, especially because $R_{34}$ is well estimated by satellite scatterometers and radiometers (Brennan et al. 2009; Chou et al. 2013; Reul et al. 2017). In fact, $R_{34}$ estimates are routinely produced for every TC and included in IBTrACS.

The CK22 framework is based on physical understanding of the radial wind structure (Emanuel 2004; Emanuel and Rotunno 2011) and phrased in terms of absolute angular momentum $M(r)=r V+\frac{1}{2} f r^{2}$, where $f, r$ and $V$
are the Coriolis parameter, the radius and the tangential wind speed of an air parcel, respectively. If the ratio $\frac{M_{\max }}{M_{34}}:=\frac{M\left(r=R_{\max }\right)}{M\left(r=R_{34}\right)}$ is prescribed, one can then estimate $R_{\text {max }}$ provided estimates for the 3 above-mentioned parameters using:

$$
\begin{equation*}
R_{\max }=\frac{V_{\max }}{f}\left(\sqrt{1+\frac{2 f M_{\max }}{V_{\max }^{2}}}-1\right) \tag{2}
\end{equation*}
$$

CK22 fitted a log-linear regression model to estimate the ratio $\frac{M_{\max }}{M_{34}}$ with the two predictors $X_{34}^{(1)}:=\left(V_{\max }-\right.$ $\left.17.5 \mathrm{~ms}^{-1}\right)$ and $X_{34}^{(2)}:=\left(V_{\max }-17.5 \mathrm{~ms}^{-1}\right)\left(\frac{1}{2} f R_{34}\right)$.

It is tempting to use this framework in combination with best-track data. CK22 used best-track estimates (in a region west of $50^{\circ} \mathrm{W}$ ) of $R_{\text {max }}, V_{\text {max }}, R_{34}$ and latitude to fit the log-linear regression model. As a result, their model inherited best-track biases. In particular, the reported $R_{\text {max }}$ overestimation in best-tracks compared to SAR (Combot et al. 2020a) translated into an overestimation of the ratio $\frac{M_{\text {max }}}{M_{34}}$ during the regression training, further leading to overestimated $R_{\text {max }}$ values.

The quality of $R_{34}$ best-track estimates has also already been questioned (Sampson et al. 2017). This parameter is reanalyzed and compiled in IBTrACS since 2004 for North Atlantic and North Eastern Pacific and since 2016 for North Western Pacific (Knaff et al. 2021). Yet, surveying specialists who produce best-tracks in the Atlantic ocean (Landsea and Franklin 2013) are on average much less confident in their wind radii estimates ( $\sim 25-50 \%$ of relative uncertainty) than in their intensity estimates ( $\sim 10-20 \%$ ).

In addition, best-tracks may also suffer from temporal and spatial heterogeneities (Schreck III et al. 2014; Wang and Toumi 2021). Indeed, the reanalysis methodology depends on the available data at each reanalysis time: besttrack estimates of TC events covered by aircraft data are for instance more trustworthy (Landsea and Franklin 2013). Reanalysis is also subjective, each agency or Regional Specialized Meteorological Center (RSMC) specialist conducting their own weighting of the available observations. Furthermore, best-tracks are finalized annually and are not updated with evolving reanalysis methodology, creating a temporal discontinuity in the final IBTrACS database.

Finally, a possible limitation of the CK22 approach is the arbitrary choice of the outer wind radius $R_{34}$. Indeed, their model could well be trained using $R_{50}$ or $R_{64}$. In CK22, the choice of $R_{34}$ was motivated by the fact that best-track estimates of $R_{50}$ and $R_{64}$ are generally more uncertain than $R_{34}$ estimates. With more reliable $R_{50}$ and $R_{64}$ estimates, possibly obtained from radiometers or scatterometers, one could assess whether using these wind radii would improve the CK22 model.

The physical basis for wind structure relationships such as CK22 is a long-running issue. The assumption that an outer wind radius partly constrains the wind structure
dates back to Riehl (1963). Riehl (1963) used a two-layer conceptual model constrained by an angular momentum conservation in the outflow and a potential vorticity (PV) conservation in the inflow layer. Riehl (1963) could then derive a relationship between $R_{\max }, V_{\max }, f$, and an outer radius $R_{\text {out }}$, corresponding to a distance where the outflow velocity vanishes. Later, Kalashnik (1994) considered the Holland parametric profile (Holland 1980) within a theoretical framework, to analyze the dependence of the near-core wind structure on the wind profile. Emanuel and Rotunno (2011) also derived an analytical solution for the near-core wind profile based on an assumption on the outflow temperature.

While these studies offer theoretical guidance, these theoretical inferences of $R_{\text {max }}$ are difficult to apply in practice. Indeed, most actual sensors fail to capture the wind profile shape used in Kalashnik (1994), while the model of Emanuel and Rotunno (2011) relies on parameters that are difficult to evaluate. Following Riehl (1963), the theoretical outer radius $R_{\text {out }}$ is unknown and cannot be specified to correspond to a given surface wind speed.

Building on the above considerations, the aim of this study is twofold. First, the CK22 model is revised using SAR $R_{\text {max }}$ estimates, different wind radii (referring hereafter to $R_{34}, R_{50}$, and $R_{64}$ ) estimated on inter-calibrated radiometers and scatterometers, and intensity and latitude best-track estimates. Second, the physical basis of the CK22 model is further assessed through an examination of conservation equations and a thorough analysis of the SAR database.

The data used in the present work are introduced in section 2 and further analysed in section 3. Then, the CK22 model is revised and its performance assessed in section 4. Finally, the physical basis of the model is discussed with respect to SAR observations in section 5 . Concluding remarks and possible routes for future investigations are provided in the last section.

## 2. Data

In the present work, different radiometer and scatterometer data (table 1) over the period 2010-2020 were used to estimate wind radii ( $R_{34}, R_{50}$, and $R_{64}$ ), while SAR data (table 2) were used to estimate the $R_{\max }$ values required to fit the CK22 log-linear model. Furthermore, IBTrACS provided intensity and latitude estimates ( $V_{\text {max }}$ and $f$ ).

We used different radiometer and scatterometer missions to constitute the most extensive dataset of $R_{\max }$ reanalyses. These sensors rely on different physical principles (passive or active sensors), and have different frequencies (L-band, C-band or Ku-band) and spatial resolutions. In order to ensure homogeneity of the wind radii estimates, we used radiometer and scatterometer winds inter-calibrated by Portabella et al. (2022). Note that surface wind speed estimates from the Cyclone Global Navigation Satellite

System (CYGNSS) do not belong to this inter-calibrated dataset. Indeed, even though a level 3 storm-centric gridded wind speed product has recently been developed to improve former CYGNSS wind speed retrievals, its capacity to correctly inform the TC surface wind structure, especially $R_{50}$ and $R_{64}$, remains to be assessed and validated (Morris and Ruf 2017; Krien et al. 2018; Mayers et al. 2023).

Furthermore, a thorough analysis of this database revealed that the wind profiles issued from Ku-band scatterometer data barely exceed 64 knots, even for most intense TCs, as shown in appendix A. Thus, we chose to remove Ku -band scatterometers from the present analysis.

## a. Radiometer missions

Because both the foam coverage and bubble surface layer thickness increase with surface wind speed (Reul and Chapron 2003), passive microwave measurements have long been known to display very high sensitivity under extreme wind conditions. With large $\sim 1000 \mathrm{~km}$ swaths, satellite-borne radiometers are well suited to monitor TCs. However, they have nominally low spatial resolutions ( $\sim 40$ km ) that generally prevent accurate retrieval of the extreme surface wind speeds associated with the inner-core of most intense TCs. The radiometer wind products used in this work are at 50 km spatial resolution with a 25 km grid spacing (Portabella et al. 2022).

In the present study, four different sources of radiometer data were used. Among them, the L-band (1.4 GHz, 21 cm wavelength) radiometers from the European Space Agency (ESA) Soil Moisture and Ocean Salinity (hereafter SMOS) mission and the National Aeronautics and Space Administration (NASA) Soil Moisture Active Passive (hereafter SMAP). The ability of L-band radiometers to retrieve ocean surface wind speeds under TCs has been discussed both in the case of SMOS (Reul et al. 2012, 2016) and SMAP (Yueh et al. 2016; Meissner et al. 2017). Reul et al. (2017) demonstrated that SMOS, SMAP, as well as AMSR-2 can be used to estimate wind radii.

The Japan Aerospace Exploration Agency launched the Advanced Microwave Scanning Radiometer 2 (hereafter AMSR-2) onboard the Global Change Observation Mission Water 1 satellite in 2012. This instrument is still operating today and uses 7 different frequencies (6.93, 7.3, $10.65,18.7,23.8,36.5$ and 89.0 GHz . For TCs, the first 3 channels $(6.93,7.3$, and 10.65 GHz ) are used. With two C-band channels, initially intended for radio-frequency interference identification, surface wind estimates are improved. Signals at these two C-band frequencies have similar sensitivity to the sea wind speed but differ in sensitivity to rain by about $12 \%$. Accuracy of the AMSR-2-retrieved wind speed in storms is comparable to results obtained from SMOS and SMAP L-band sensors (Zabolotskikh et al. 2015; Reul et al. 2017).

Windsat is a polarimetric radiometer onboard Coriolis, a mission designed by the Naval Research Laboratory and the Air Force Research Laboratory, and launched in 2003. The sensor provided data until May 2021. This instrument operates at 5 different channels ( $6.8,10.7,18.7,23.8$ and 37.0 GHz ). To minimize heavy precipitation impacts, the C-band 6.8 and the X-band 10.7 GHz channels are used for TC wind retrieval algorithms. Again, changes in the respective contribution of wind and rain to the signal measured by each channel can be used to better infer and discriminate both quantities (Klotz and Uhlhorn 2014). Heavy precipitation is still found to complicate surface wind speed retrieval with this sensor (Quilfen et al. 2007), and more recent studies addressed this issue (Meissner et al. 2021; Manaster et al. 2021).

## b. Scatterometer missions

Scatterometers are active sensors that emit a pulse and measure the signal backscattered by the rough ocean surface with different viewing angles. Because backscatter signals are dependent upon both wind speed and wind direction, ocean surface wind vectors can be retrieved. The achieved nominal spatial resolution (up to $\sim 25 \mathrm{~km}$ ) is higher than satellite-borne radiometers. Actual scatterometers operate at different frequencies (C-band or Ku-band).

The Meteorological Operational satellite programme is a series of 3 satellites (Metop-A, -B and -C) launched by ESA (in 2006, 2012 and 2018, respectively) which include scatterometers (ASCAT, for "Advanced Scatterometer") operating at 5.3 GHz (C-band). With 3 antennas oriented at $45^{\circ}, 90^{\circ}$ and $135^{\circ}$ with respect to the satellite track, the wind direction can be retrieved. ASCAT instruments have 2 sub-swaths, each having a width of $\sim 550 \mathrm{~km}$. At C-band, the signal may be influenced by very heavy rain. Backscatter signals also tend to saturate at high winds (Donnelly et al. 1999), and ASCAT measurements progressively lose sensitivity under high wind speeds (Soisuvarn et al. 2012; Polverari et al. 2021). The ASCAT wind product used in the present study is at 25 km spatial resolution with a 12.5 km grid spacing (Stoffelen et al. 2017; Portabella et al. 2022).

Scatterometers operating at Ku-band ( $\sim 13.5 \mathrm{GHz}$ ) usually have larger swaths ( $\sim 1000 \mathrm{~km}$ ) than C-band scatterometers, but suffer more contamination in heavy rainfall conditions (see Quilfen et al. (2007) for more details). The Ku-band scatterometer wind products used in Portabella et al. (2022) were finally removed (see appendix A). They include the China National Space Administration (CNSA) Haiyang missions (hereafter HSCAT), the Indian Space Research Organisation (ISRO) OceanSat-2 and SCATSat1 satellites (hereafter OSCAT), and the NASA RapidScat (hereafter RSCAT) onboard the International Space Station (Table 1).

| RADIOMETER | SMOS | SMAP | AMSR-2 | Windsat |
| :--- | :---: | :---: | :---: | :---: |
| Period | $2010-2020$ | $2015-2020$ | $2012-2020$ | $2010-2019$ |
| Spatial resolution | 50 km | 50 km | 50 km | 50 km |
| Pixel spacing | 25 km | 25 km | 25 km | 25 km |
| Frequency | L-band | L-band | C-band, X-band | C-band, X-band |
| SCATTEROMETER | ASCAT | HSCAT | OSCAT | RSCAT |
| Period | $2010-2020($ Metop-A) | $2012-2015(H Y-2 A)$ | $2010-2014$ (Oceansat-2) | $2014-2016$ |
|  | $2012-2020$ (Metop-B) | $2019-2020($ HY-2B) | $2017-2020$ (Scatsat-1) |  |
| Spatial resolution | $2019-2020($ Metop-C) |  |  |  |
| Pixel spacing | 25 km | 50 km | 50 km | 50 km |
| Frequency | 12.5 km | 25 km | 25 km | 25 km |

Table 1. The radiometer and scatterometer data used in Portabella et al. (2022). The period, spatial resolution, and pixel spacing rows refer to the wind product. The same data were used for the present work, except the Ku-band scatterometers, which were removed from the analysis.

## c. SAR missions

The SAR data used here come from three different missions: ESA Sentinel-1A and Sentinel-1B (hereafter S1A and S1B, respectively), and the Canadian Space Agency (CSA) Radarsat-2 (hereafter RS2). The SAR instrument onboard these three missions is an active sensor operating at 5.4 GHz (C-band). By analysing the received signal in both co- and cross-polarization, wind speeds can be inferred under TC conditions including at very high wind speeds (Mouche et al. 2017, 2019). Convincing comparisons with passive radiometers have been performed (Zhao et al. 2018). The ability of SAR-derived wind speeds to accurately capture the TC ocean surface wind structure, including $R_{\text {max }}$, has further been demonstrated and discussed by Combot et al. (2020a).

Today, SAR wide-swath acquisitions cannot be continuously performed over oceans. Based on track forecasts, it is still possible to best anticipate when the sensor will overpass a TC, and to trigger a SAR acquisition. ESA started the Satellite Hurricane Observation Campaign (SHOC) in 2016, resulting in more than $\sim 500$ acquisitions over TCs. The derived wind products (Mouche et al. 2017) are further interpolated on a regular polar grid based on the TC center (see appendix in Vinour et al. (2021)). The product has a 3 km spatial resolution, with a 1 km grid spacing. This spatial resolution approximates a 1-minute wind speed as a 50 $\mathrm{ms}^{-1}$ wind moves 3 km in a minute. In this study, a certain number of SAR cases have been discarded on a qualitative basis, e.g. when the detected TC center was judged to be wrong, or when the SAR file contained corrupted pixel values.

## d. Best-tracks

Here, $\operatorname{IBTrACS}$ data were used for several purposes: the storm centers (latitude and longitude) allowed to azimuthally average the radiometer and scatterometer wind fields, while the wind radii ( $R_{34}, R_{50}$, and $R_{64}$ ) were compared to satellite-based wind radii. Both IBTrACS latitude (to compute $f$ ) and maximum sustained wind speed ( $V_{\max }$ ) were used in the CK22 framework, and the distance to closest land (from the TC center) enabled filtering of the dataset. These parameters were extracted for the period 2010-2020.

In IBTrACS, some storm tracks are given on a six-hourly basis, while others are interpolated and thus given on a three-hourly basis. To account for this varying sampling time, all tracks and their associated parameters were interpolated to an hourly basis with a monotonic cubic interpolation. Lastly, because of varying definitions of the maximum sustained wind speed across the different agencies, we selected only USA agencies (i.e National Hurricane Center, Joint Typhoon Warning Center, and Central Pacific Hurricane Center) which all provide the 1-minute maximum sustained wind speed.

## e. Data filtering

To further restrain the analysis to well-formed systems, i.e. for which $R_{\max }$ can be well determined from the axisymmetric mean profile, and to best ensure consistency with CK22 for further comparison, the following filters have been applied to our dataset:

1. $V_{\max }>20 \mathrm{~ms}^{-1}$;
2. $R_{\text {max }}<150 \mathrm{~km}$;
3. Any wind radius must be $>5 \mathrm{~km}$;

| SAR | S1A | S1B | RS2 |
| :--- | :---: | :---: | :---: |
| Period | $2016-2021$ | $2016-2021$ | $2012-2021$ |
| Spatial resolution | 3 km | 3 km | 3 km |
| Pixel spacing | 1 km | 1 km | 1 km |
| Frequency | C-band | C-band | C-band |

Table 2. The SAR data used in the present study. The period, spatial resolution, and pixel spacing rows refer to the wind product.
4. Absolute latitude $<30^{\circ}$;
5. Distance to closest land $>R_{34}$.

Here and below, $V_{\text {max }}, R_{\text {max }}$, and "wind radii" refer to their values when estimated on azimuthally-averaged wind profiles (see below). Unlike CK22, we didn't apply any filter on longitude. Therefore, the method presented here applies in every basin and does not depend on the availability of aircraft analysis.

## 3. Methods and data analysis

## a. Estimation of the CK22 predictors

In order to apply the CK22 framework to the intercalibrated dataset of radiometer and scatterometer data, estimates of the predictors $\left(V_{\max }, R_{34}, f\right)$ were needed for every satellite file.

Regarding the wind radii, an azimuthally-averaged wind profile was first computed for every satellite file using the corresponding IBTrACS center linearly-interpolated to the acquisition time. For each of the three speed values of interest (i.e 34, 50 and 64 knots), we then selected the radius where the outer-profile matches this value to the closest kilometer. Should there be more than one radius value, the wind radius was defined as the smallest of the radii. During the process, wind radii estimates are affected by IBTrACS linearly-interpolated center uncertainties. By comparing SAR-based center estimates (see (Vinour et al. 2021)) with IBTrACS-based center estimates over the whole SAR database, the average uncertainty is $\sim 13 \mathrm{~km}$, largely below the radiometer and scatterometer effective spatial resolutions.

Unlike the wind radii, $V_{\max }$ and $f$ cannot be accurately estimated from radiometer and scatterometer data, especially for intense small TCs, but both parameters are systematically reanalyzed in the best-tracks. However, IBTrACS $V_{\text {max }}$ definition does not strictly coincide with the axi-symmetric view adopted here. In particular, the analysis (appendix A) highlighted that $V_{\max }$ estimated using SAR azimuthally-averaged profiles were, on average, lower than IBTrACS $V_{\text {max }}$. This can be modeled by applying a linear regression (dashed grey line in Fig. A1) to IBTrACS $V_{\text {max }}$ estimates. The resulting intensity estimates are denoted by $V_{\max }^{R E G}$ and were used (instead of the raw IB$\operatorname{TrACS} V_{\max }$ ) to ensure the consistency with the wind radii
defined on azimuthally-averaged wind profiles. The pair of parameters $\left(V_{\text {max }}^{R E G}, f\right)$ was then linearly-interpolated to the satellite acquisition time for every file.

## b. Quality assessment of radiometer and scatterometer wind radii estimates

To assess the quality of the satellite-based wind radii, comparisons were performed with IBTrACS wind radii. A strict comparison cannot be achieved because of varying definitions. In IBTrACS, wind radii are relative to the geographical quadrants and correspond to the maximum radial extent of the associated wind speed in each of the four quadrants. To make IBTrACS values as close as possible to the satellite-based wind radii, the nonzero IBTrACS values were averaged over all the quadrants. Furthermore, both the methodologies and the available observational data can vary across the IBTrACS dataset. Here, the adopted strategy was to compare the whole IBTrACS wind radii dataset (including non-USA agencies for this section) to the satellite-based wind radii. Accounting for the differences between the specialists and agencies is beyond the scope of this study. Finally, after removing the Ku-band sensors (see appendix A), we separated radiometer wind radii from the C -band scatterometer wind radii to further investigate possible discrepancies between the remaining sensors.

Figure 2 shows a comparison between radiometer wind radii and IBTrACS values (top) and their corresponding distributions (bottom). While radiometer wind radii look well correlated with IBTrACS values, with $R^{2}$-scores ranging from 0.4 to 0.5 , large discrepancies arise, with a Residual Standard Deviation (RSD) as high as 56.7 km for $R_{34}$. The RSD decreases to 37.3 km for $R_{50}$, and further to 24.1 $k m$ for $R_{64}$, reflecting the decrease of the mean wind radius, i.e. 181 km for $R_{34}$ to 51 km for $R_{64}$ in IBTrACS. In terms of relative uncertainties, this leads to $\sim 31 \%, \sim 36 \%$, and $\sim 41 \%$ for $R_{34}, R_{50}$, and $R_{64}$, respectively. Interestingly, the Mean Error (ME) is negative for both $R_{34}$ and $R_{50}$, showing that, on average, these wind radii are lower when extracted from azimuthally-averaged radiometer profiles than from IBTrACS. This is likely the result of the differing definition of the wind radii in the satellite data and in IBTrACS. Indeed, on average, a wind radius extracted from an azimuthally-averaged profile is expected to be smaller than the maximum radial extent of the same wind speed.

Biases due to the differing definition are lower for $R_{50}$ and $R_{64}$ than for $R_{34}$, because these radii are smaller on average. This definition effect is illustrated on the distribution for $R_{34}$, where the radiometer $R_{34}$ distribution is biased toward lower values compared to IBTrACS.

Figure 3 shows comparisons between C-band scatterometer wind radii and IBTrACS values. Again, an overall consistency emerges between both data sources for all wind radii. RSD values and $R^{2}$ scores are comparable to the previous comparisons between radiometer and IBTrACS. Data and methodology are thus consistent with IBTrACS (which is expected since radiometer and scatterometer data are often used during the reanalysis process), but it also shows that there is a good consistency between the various sensors in terms of wind radii.

Regarding $R_{64}$, the ME is slightly positive for both radiometer and scatterometer data (Figs. 2c and 3c), with a distribution of $R_{64}$ skewed toward higher values for the satellite data compared to IBTrACS. First, this could be attributed to the satellite data limitations, such as low spatial resolution, signal saturation or rain contamination. Yet, Fig. 4 offers a different explanation. It again shows comparisons between scatterometer wind radii and IBTrACS values, but only over the 3-year period from 2018 to 2020. For such a period, the computed ME for $R_{64}$ is only 1.5 km (Fig. 4c), and the RSD drops to 19.4 km (compared to 24.1 km for the period 2010 to 2020). Consistency between scatterometer and IBTrACS also improves for both $R_{34}$ and $R_{50}$ over the same period (Figs. 4 a and 4 b ). The positive ME for $R_{64}$ in Fig. 3 likely corresponds to the improving quality of IBTrACS over the years. Mentioned in the introduction, wind radii best-track values were not necessarily reanalyzed depending on the year and the basin. Similar conclusions were obtained with radiometer data (not shown).

To summarize, the comparison between IBTrACS and the inter-calibrated dataset shows that radiometers and scatterometers provide reliable wind radii estimates. Thus, for every radiometer or scatterometer acquisition, we can extract a corresponding set of predictors constituted by a satellite-based wind radius along with IBTrACS $V_{\text {max }}^{R E G}$ and $f$ estimates.
c. Collocations of radiometers and scatterometers with SAR

In order to fit the CK22 model, we also needed an estimate of the predictand $\left(R_{\max }\right)$ for each set of predictors. The latter cannot be directly evaluated from radiometer and scatterometer data, but is well observed on SAR data by taking the location of the wind profile maximum. Thus, we looked for collocations between SAR and radiometer or scatterometer TC overpasses. Two images were considered to be collocated if their absolute acquisition time difference is less than 90 minutes.

Regarding radiometer data (table 3, first four columns), this procedure resulted in a total of 269 collocations, which further reduced to 145 collocations after applying filters presented in section 3e. Notably, no collocation was found between any of the 3 SAR missions (S1A, S1B, RS2) and AMSR-2. The average absolute time difference of the found collocations is $\sim 19$ minutes, during which we assume the TC wind structure to remain stationary.

Regarding scatterometer data, no collocation was found between SAR and ASCAT (Table 3, penultimate column). In what follows, we thus refer to the dataset obtained by this collocation procedure as the "SAR-radiometer collocation dataset". It consists in predictors estimated on radiometer data (wind radii) or corresponding IBTrACS values $\left(V_{\text {max }}^{R E G}\right.$ and $f$ ), and predictands estimated on SAR ( $R_{\text {max }}$ ). Note that we could equally have used SAR wind radii estimates to fit the CK22 model, but this would have reduced the number of available wind radii estimates because SAR instruments have smaller swaths than radiometer.

## 4. Results

## a. Fitting CK22 model

As explained in the introduction, the CK22 model relies on the estimation of the ratio $\frac{M_{\max }}{M_{34}}$ via a log-linear regression model, using $\left(X_{34}^{(1)}, X_{34}^{(2)}\right)$ as input. While CK22 used $R_{34}$ in their study, this method is in fact agnostic from the choice of wind radius. Therefore, the ratio $\frac{M_{\max }}{M_{50}}$ can also be estimated using $X_{50}^{(1)}:=$ $V_{\max }-25.7 m s^{-1}$ and $X_{50}^{(2)}:=\left(V_{\max }-25.7 m s^{-1}\right)\left(\frac{1}{2} f R_{50}\right)$ as input (or $\frac{M_{\max }}{M_{64}}$ using $X_{64}^{(1)}:=V_{\max }-32.9 \mathrm{~ms}^{-1}$ and $X_{64}^{(2)}:=\left(V_{\max }-32.9 m s^{-1}\right)\left(\frac{1}{2} f R_{64}\right)$ as input $)$.

CK22 estimated the coefficients of the log-linear regression model based solely on IBTrACS rather than direct observational estimates, and only for the ratio $\frac{M_{\max }}{M_{34}}$. In the present work, we use observational data not only to obtain improved estimates of the predictors in the CK22 model framework, but also to obtain improved estimates of the model coefficients that relate the parameters to one another. We also extend the CK22 model for the ratios $\frac{M_{\max }}{M_{50}}$ and $\frac{M_{\max }}{M_{64}}$. A log-linear regression model was fitted for each of the three ratios using the SAR-radiometer collocation dataset previously presented. The following relationships were obtained:


Fig. 2. (Top) Comparison between radiometer (y-axis) and corresponding IBTrACS (x-axis) wind radii. Coefficient of determination $\left(R^{2}\right)$, Mean Error (ME) and Residual Standard Deviation (RSD) are displayed. (Bottom) Corresponding distributions and averages.


Fig. 3. Same as Fig. 2, but for the C-band scatterometer wind radii.

$$
\begin{align*}
\frac{M_{\max }}{M_{34}} & =0.531 \exp \left\{-0.00214\left(V_{\max }^{R E G}-17.5 m s^{-1}\right)\right.  \tag{3}\\
& \left.-0.00314\left(V_{\max }^{R E G}-17.5 m s^{-1}\right)\left(\frac{1}{2} f R_{34}\right)\right\} \\
\frac{M_{\max }}{M_{50}} & =0.626 \exp \left\{0.00282\left(V_{\max }^{R E G}-25.7 m s^{-1}\right)\right.  \tag{4}\\
& \left.-0.00724\left(V_{\max }^{R E G}-25.7 m s^{-1}\right)\left(\frac{1}{2} f R_{50}\right)\right\} \\
\frac{M_{\max }}{M_{64}} & =0.612 \exp \left\{0.00946\left(V_{\max }^{R E G}-32.9 m s^{-1}\right)\right.  \tag{5}\\
& \left.-0.01183\left(V_{\max }^{R E G}-32.9 m s^{-1}\right)\left(\frac{1}{2} f R_{64}\right)\right\}
\end{align*}
$$

With these formulas, $R_{\max }$ can then be estimated using the steps presented in the introduction (eq. 2). Subsequent estimates will be referred to as $R_{\text {max }}^{C K 22-R_{34}}, R_{\text {max }}^{C K 22-R_{50}}$, or $R_{\text {max }}^{C K 22-R_{64}}$ depending on which wind radius is used.

## b. Assessment of the resulting $R_{\text {max }}$ estimates

To check the fitting procedure, we compared $R_{\text {max }}^{C K 22-R_{34}}$ estimates and SAR $R_{\text {max }}$ references (Fig. 5a). The consistency between both is reasonably good, with a $R^{2}$-score


Fig. 4. Same as Fig. 3, but only for the 3-year period 2018-2020.

|  | SMOS | SMAP | AMSR-2 | Windsat | ASCAT | TOTAL |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Before filtering | 106 | 63 | 0 | 100 | 0 | 269 |
| After filtering | 67 | 33 | 0 | 45 | 0 | 145 |
| Average $\Delta t$ (mins) | 12 | 21 |  | 31 |  | 19 |

Table 3. Number of collocations between SAR and the inter-calibrated dataset (radiometer and ASCAT), and corresponding average absolute time difference.
of 0.41 and a RSD of 10.6 km . A low ME of 3.7 km is observed, which can be related to the distribution of $R_{\text {max }}^{C K 22-R_{34}}$ being slightly skewed toward higher $R_{\text {max }}$ values compared to SAR.

Because $R_{50}$ and $R_{64}$ are closer to $R_{\max }$ than $R_{34}$, using one or the other wind radii thresholds should improve the quality of the ratio estimate compared to $R_{34}$. Ideally, an estimate of $R_{\text {max }}$ should be performed with $R_{64}$ if available. If $R_{64}$ is not defined (i.e if $V_{\max }$ is less than 33 $\left.\mathrm{ms}^{-1}\right), R_{50}$ should be used. $R_{34}$ should only be used if both $R_{64}$ and $R_{50}$ were not defined. Following this procedure, we further estimated $R_{\max }$ using the "best" available wind radius.

Figure 5 b shows a comparison between these estimates (hereafter $R_{\text {max }}^{C K 22-B R}$ ) and SAR $R_{\text {max }}$ references. The $R^{2}$-score increased to 0.63 and the ME decreased to 0.9 km compared to the $R_{\max }^{C K 22-R_{34}}$ methodology, while RSD decreased from 10.6 km to 8.8 km . Therefore, using wind radii closer to $R_{\text {max }}$ does improve the estimate quality. In addition, such a low RSD demonstrates the efficiency of the fitted CK22 relationships (eqs. 3-5) to provide reliable $R_{\text {max }}$ estimates.

In their paper, the $R_{\text {max }}$ predicted by CK22 had a systematic bias that could be bias-adjusted in post-processing
to improve the model. Here we find that our model does not require a bias adjustment, which may be an indication of the benefit of using direct observational data for $R_{\text {max }}$ (SAR).

While the method is successful on average, it is remarkable that errors can be large (more than $\sim 10 \mathrm{~km}$ ), even for cases where $R_{64}$ predictors are used (see for instance Kong-Rey and Mangkhut in Fig. 5b). Before discussing how to explain these large uncertainties, a single TC life cycle was chosen to illustrate the potential of the present methodology.

## c. Application to TC Kilo life cycle

Producing $R_{\text {max }}^{C K 22-B R}$ estimates every time a radiometer or a scatterometer TC overpass is available can be an efficient tool for characterizing the time evolution of $R_{\max }$ for any given TC. Figure 6 shows TC Kilo $R_{\text {max }}$ and $V_{\text {max }}^{R E G}$ time series between 27 August and 10 September 2015, a period over which $V_{\max }^{R E G}$ was larger than $20 \mathrm{~ms}^{-1}$. TC Kilo evolved in the Pacific ocean, reaching category 4 on the Saffir-Simpson scale. It intensified from 20 to $49 \mathrm{~ms}^{-1}$ between 27 August and 30 August before entering a weakening phase. In the meantime, $R_{\text {max }}$ first varied between


Fig. 5. Comparison between $R_{\max }$ estimates using the CK22 model and SAR $R_{\max }$ (top) and corresponding distributions (bottom) for $R_{\text {max }}^{C K 22-R_{34}}$ (a) and $R_{\text {max }}^{C K 22-B R}$ (b). For analysis purposes, color reveals which radius was used to define $R_{\text {max }}^{C K 22-B R}$ for each case.

55 and 15 km according to IBTrACS, then stagnated at 37 km between 30 August and 2 September, before varying again after these date. Stagnation phases of $R_{\text {max }}$ from IBTrACS are likely not physical according to the $V_{\text {max }}^{R E G}$ variations during that time interval (see section 5) and the two eyewall replacement cycles (ERCs) suggested by passive microwave observations (not shown). $R_{\text {max }}^{C K 22-B R}$ estimates show much more pronounced variations during those phases, with an increasing trend between 30 August and 8 September. This particular phase corresponds to an overall decrease of $V_{\max }^{R E G}$ and an overall increase of $R_{64}$ in our data (not shown), both of which would be expected to be associated with an increase in $R_{\max }$.

For reference, 3 SAR $R_{\text {max }}$ estimates were available during TC Kilo's life cycle (green stars). The first SAR $R_{\max }(10 \mathrm{~km})$ on 27 August, doesn't match with our first estimate of $R_{\max }(35 \mathrm{~km})$. This illustrates the limitations of our proposed methodology and is discussed hereafter. The second and third SAR $R_{\max }$ estimates are in better
agreement with the $R_{\max }^{C K 22-B R}$ estimates, especially if we account for the overall $R_{\text {max }}$ trend given by our estimates. A large eye is also depicted in passive microwave data during this period (not shown), supporting the robustness of the $R_{\text {max }}^{C K 22-B R}$ estimates.

Notably, there is more spread in the CK22 estimates on the last two days of the study period. Despite this increasing uncertainty, the increase of $R_{\max }$ is well depicted, suggesting $R_{\text {max }}$ would significantly increase before 8 September in contradiction with the IBTrACS trend.

In summary, every time a radiometer or scatterometer wind profile is available, a subsequent $R_{\max }^{C K 22-B R}$ estimate can be obtained, using the proposed objective method. In such a way, one can estimate $R_{\text {max }}$ trends that are more realistic than IBTrACS, less impacted from spatial or temporal heterogeneities. Such a framework could also be used operationally.


Fig. 6. Kilo (2015) time series of IBTrACS $R_{\text {max }}$ (left axis, dashed blue), radiometer- and scatterometer-based $R_{\text {max }}^{C K 22-B R}$ (left axis, dashed black), and IBTrACS-based $V_{\max }^{R E G}$ (right axis, solid brown). Also displayed are radiometers (squares), scatterometers (circles) $R_{\text {max }}^{C K 22-B R}$ estimates (color reveals which radius was used to define $R_{\max }^{C K 22-B R}$ for each observation), and SAR $R_{\max }$ estimates (green stars). The dashed black line was obtained by applying a support vector regression to the radiometer- and scatterometer-based $R_{\text {max }}^{C K 22-B R}$ estimates.

## 5. Discussion

The previous section demonstrated the potential of the CK22 model fitted with SAR, when used in combination with inter-calibrated medium-resolution radiometer and scatterometer data. Still, $R_{\text {max }}^{C K 22-B R}$ estimates can display rather large uncertainties, despite the expected improved use of $R_{64}$ as predictor. To better understand the sources of such uncertainties, three other case studies (cyan circles on Fig. 5a) were considered before examining theoretical aspects and drawing a picture of the average situation.

## a. Case studies from the SAR-radiometer dataset

The first case (Fig. 7, left column) is TC Olivia in 2018, an Eastern Pacific ocean hurricane that reached category 4 on the Saffir-Simpson scale. It reached a first intensity peak ( $\sim 56 \mathrm{~ms}^{-1}$ ) on 5 September, then weakened before restrengthening ( $\sim 59 \mathrm{~ms}^{-1}$ ) during the night between 6 and 7 September. On 8 September, both RS2 at 1510 UTC and Windsat at 1533 UTC overflew Olivia (Figs. 7 a and 7 d ). Its eyewall, depicted by the high-resolution

SAR observation, was clearly defined though asymmetric. With its rather low spatial resolution, the radiometer failed to map the inner core areas with high wind speed gradients, and eyewall asymmetries. These differences between SAR and radiometer two-dimensional observations translate into differences in the azimuthally-averaged wind profiles. From the SAR wind profile, Olivia's $R_{\max }$ was 30 km at that time, with a $V_{\max }$ of $32 \mathrm{~ms}^{-1}$ (Fig. 7 g ). Notably, Windsat failed to estimate $V_{\max }$ correctly, with a negative bias of almost $10 \mathrm{~ms}^{-1}$ when compared to SAR $V_{\text {max }}$ and $V_{\text {max }}^{R E G}$ which are in good agreement at that time. This bias is largely attributable to sensor spatial averaging effects. In fact, the entire azimuthally-averaged wind profile is negatively biased, leading to an underestimation of $R_{34}$, further reflected in $R_{\text {max }}^{C K 22-B R}$. This case illustrates how wind radii uncertainties translate into $R_{\text {max }}^{C K 22-B R}$ uncertainties. Note that in other cases uncertainties on $V_{\text {max }}^{R E G}$ could also affect $R_{\text {max }}^{C K 22-B R}$ uncertainties.

The second case (Fig. 7, middle column), Mangkhut, was a super typhoon (category 5 on Saffir-Simpson scale), causing considerable damage in the Western Pacific region
in 2018. It reached its peak intensity ( $\sim 80 \mathrm{~ms}^{-1}$ ) on 12 September. On 11 September, both S1B at 2048 UTC and Windsat at 2126 UTC overflew Mangkhut (Figs. 7b and 7e). According to the SAR observation, Mangkhut had a clearly-defined symmetric eyewall at that time. Note that the eyebrow shape in the high winds to the left of the eyewall (Fig. 7b) is probably due to rain contamination (for discussion about such a feature see Mouche et al. (2019)). The extent of high winds was seemingly well captured by the radiometer sensor, but the eye was not resolved. Nevertheless, a very good agreement between S1B and Windsat wind outer-profiles is obtained for this case (Fig. 7h), with only $\sim 3 \mathrm{~km}$ difference between $R_{64}$ estimates from the two sensors. Still, the estimate given by $R_{\text {max }}^{C K 22-B R}(\sim 30$ $\mathrm{km})$ largely overestimates the actual SAR $R_{\max }(\sim 20 \mathrm{~km})$. Note that in this case the clear eye depicted by infrared data and the ring captured by passive microwave sensors are both rather small (not shown), supporting the small SAR $R_{\text {max }}$ estimate. With its large $R_{64}$ and small $R_{\text {max }}$ at that time, Mangkhut illustrates the high variability that occurs in nature. Such a case is likely to depart from any statistical relationship (like CK22) that links a wind radius to $R_{\max }$.

The last case study (Fig. 7, right column), Kong-Rey, in 2018, was a super typhoon reaching category 5 on the Saffir-Simpson scale, also evolving over the Western North Pacific ocean. Following a $\sim 72 \mathrm{~ms}^{-1}$ peak intensity on 2 October Kong-Rey experienced an ERC and entered its weakening phase. Kong-Rey was captured on 2 October by both S1A at 2111 UTC and SMAP at 2133 UTC (Figs. 7c and 7f). The SAR observation depicts a well-defined symmetric eyewall, with a secondary ring of maximum winds further out from the TC center. In fact, Kong-Rey exhibited two eyewalls in 89 GHz imagery at this time (not shown). These two high wind regions were not well captured by the radiometer. The radiometer wind profile saturates in the 80 km inner-part of the TC, while the SAR wind profile exhibits two wind speed local maxima (Fig. 7i). Despite the inability of the radiometer sensor to capture the duel wind maxima observed at this time, the outer-part of the azimuthally-averaged wind profiles match well, both yielding a $R_{64}$ estimate of $\sim 128 \mathrm{~km}$. Though, $R_{\text {max }}^{C K 22-B R}$ is 42 km , far from the 14 km of SAR $R_{\text {max }}$. However, it is noteworthy that $R_{\text {max }}^{C K 22-B R}$ lies between the two SAR wind maxima. The complex shape of Kong-Rey during its ERC is the main cause to explain such a huge discrepancy. Indeed, the $R_{64}$ estimate is pushed to an outer radius due to the existence of secondary wind maxima.

## b. Structural aspects

From these examples, we see that neither the use of high quality data (SAR) to train the algorithm nor the use of a radius that is very close to $R_{\max }$ (i.e $R_{64}$ ) precludes large
uncertainties of $R_{\text {max }}$ estimates using the CK22 framework. Underlying CK22, the use of an outer wind radius (e.g $R_{34}{ }^{1}$ ) to estimate $R_{\text {max }}$ is justified by the angular momentum conservation principle: an air parcel, advected from the outer radii to the innermost radii, must lose angular momentum due to surface friction. The ratio $\frac{M_{\max }}{M_{34}}$ thus represents the ability for an air parcel to keep its angular momentum while being advected from $R_{34}$ to $R_{\max }$. In the log-linear framework, this ratio solely depends on $V_{\max }$, $R_{34}$, and $f$.

The use of these three parameters to estimate $\frac{M_{\max }}{M_{34}}$ was discussed in Chavas et al. (2015) and Chavas and Lin (2016). In these studies, the ability of a radial parametric wind profile to represent the variability of observational data was tested. In brief, the radial parametric profile geometrically merges an inner-part profile with an outerpart profile, previously anticipated from theoretical studies (Emanuel and Rotunno 2011; Emanuel 2004). Chavas and Lin (2016) concluded that the ratio $\frac{M_{\max }}{M_{0}}$ between the angular momentum at $R_{\text {max }}$ and at an outer-radius $R_{0}$ solely depends on four parameters: $V_{\max }, f R_{0}, \frac{C_{k}}{C_{d}}$, and $\frac{W_{c o o l}}{C_{d}}$, where $C_{k}$ and $C_{d}$ are the heat and momentum exchange coefficients, while $W_{\text {cool }}$ models the radiativesubsidence rate in the free troposphere of the outer-part model. Considering $R_{0}=R_{34}$, a log-linear dependence of $\frac{M_{\max }}{M_{34}}$ on $\left(V_{\max }, R_{34}, f\right)$ thus neglects the variations of both $\frac{C_{k}}{C_{d}}$ and $\frac{W_{\text {cool }}}{C_{d}}$.

Besides, the axisymmetric and steady-state theory of Emanuel and Rotunno (2011) invokes a direct relationship between $\frac{M_{\max }}{M_{34}}$ and $\frac{C_{k}}{C_{d}}$, that can be stated as

$$
\begin{equation*}
\frac{M_{\max }}{M_{34}}=\pi\left(\frac{C_{k}}{C_{d}}\right) \tag{6}
\end{equation*}
$$

with $\pi(x):=\left(\frac{1}{2} x\right)^{\frac{1}{2-x}}$ a monotonically increasing function (see their eq. 38). This relationship assumes the TC is in steady-state and the Richardson number in the outflow is slightly below one. The latter implies the outflow is selfstratified by small-scale turbulence. Using numerical simulations that resolved convection, Emanuel and Rotunno (2011) showed that such an assumption was satisfied in an outflow region near $R_{\max }$. This assumption might then not hold true further out. Chavas et al. (2015) suggested that the optimal merging radius between the inner- and outer-part of the model was $\sim 2-3 R_{\text {max }}$ when fitting the complete parametric profile to observational data. While not strictly corresponding to the region where the theoretical developments of Emanuel and Rotunno (2011) could remain valid, it identifies the region where the inner-part of the model is most likely to apply to the observations.

When writing eq. 6, one assumes that the model of Emanuel and Rotunno (2011) is still valid at $R_{34}$, which largely exceeds $3 R_{\text {max }}$ in nature. This might be a strong
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Fig. 7. Comparison of SAR and radiometer wind fields (top and middle rows, TCs are translating toward the top of each panel) and corresponding wind profiles (bottom row) for Olivia (left column), Mangkhut (middle column) and Kong-Rey (right column).
approximation, but it offers an instructive relationship between the rate of conservation of angular momentum (lefthand side) to a function of $\frac{C_{k}}{C_{d}}$, characterizing the balance between energy generation and friction loss (right-hand side). Most importantly, $\frac{C_{k}}{C_{d}}$ controls the shape of the parametric radial wind profile, with higher values corresponding to more peaked profiles. In practice, unlike $\frac{C_{k}}{C_{d}}$ values, this shape of the near-peak radial wind profile is more easily quantifiable using SAR data.

To highlight these considerations, we present TC cases that have the same CK22 predictors $\left(V_{\max }, R_{64}, f\right)$ but different wind profile shapes near their peak intensities.

Figure 8 is representative of such a situation. SAR acquisitions over TC Rammasun (West Pacific, red curve) and TC Marie (East Pacific, blue curve), occurred on 17 July 2014 at 1027 UTC and on 3 October 2020 at 1419 UTC, respectively. Both storms display similar outer-core profiles, with almost the same $R_{64}(\sim 52$ and $\sim 49 \mathrm{~km})$, $V_{\max }$ ( $\sim 42$ and $\left.\sim 43 \mathrm{~m} . \mathrm{s}^{-1}\right)$ and $f\left(\sim 4.3\right.$ and $\left.\sim 4.6 \mathrm{~s}^{-1}\right)$. Applying CK22 to these cases (vertical dashed lines) thus leads to almost the same $R_{\text {max }}^{C K 22-B R}$ value ( $\sim 25$ and $\sim 22 \mathrm{~km}$ ). However, SAR derived wind profiles provide different estimates, $R_{\text {max }}$ ( $\sim 34$ and $\sim 24 \mathrm{~km}$, respectively).


Fig. 8. SAR wind profiles for Rammasun (solid red) and Marie (solid blue) and associated Holland best-fit profiles (dotted curves) fitted on $0 \leq r \leq 500 \mathrm{~km}$.

Comprehensively, the CK22 model cannot fully adjust to peculiar local wind profiles. To quantify the wind profile
shapes, a Holland parametric profile (Holland 1980) was adjusted to each SAR azimuthally-averaged wind profile:

$$
V_{\text {Holland }}(r)=V_{\min }+\sqrt{\left(V_{\max }-V_{\min }\right)^{2}\left(\frac{R_{\max }}{r}\right)^{B} e^{1-\left(\frac{R_{\max }}{r}\right)^{B}}+\left(\frac{r f}{2}\right)^{2}}-\frac{r f}{2} .
$$

This parametric formulation is useful to quantify variations in the shape of observed wind profiles. In particular, the empirical B parameter controls the rate of radial decay of the tangential winds, with higher (smaller) values corresponding to narrower (broader) vortices. In addition, this parameter was found to be sensitive to TC intensity and size while independent of $R_{\text {max }}$ (Knaff et al. 2011).

Note, Holland's profiles were designed for gradient-level wind and are not necessarily suited for surface wind profiles with nonzero wind speeds at the TC center, well captured using SAR observations. A complementary degree of freedom ( $V_{\text {min }}$ ) was thus included in eq. b to cope with the existence of nonzero minimum wind speeds.

Using the full extent of the wind profile, a solution for $V_{\min }, V_{\max }, R_{\max }$ and $B$ can be estimated via least squares.

Applied to TC Rammasun and Maria, the fitting procedure results in two different $B$ values, $\sim 2.1$ and $\sim 1.7$, respectively (Fig. 8). Such a difference quantifies the remaining variability of the near-core wind profile for comparable outer-core wind profiles.

## c. Analysis framework

The shape of the near-core wind profile is generally associated with the radial gradient of absolute angular momentum and thus the loss of angular momentum when an air parcel is advected from $R_{34}$ to $R_{\max }$. To guide the analysis, we recall the equation of angular momentum conservation for an axi-symmetric vortex:

$$
\begin{equation*}
\frac{\partial M}{\partial t}+u \frac{\partial M}{\partial r}+w \frac{\partial M}{\partial z}=\frac{r}{\rho} \frac{\partial \tau_{\theta z}}{\partial z} \tag{7}
\end{equation*}
$$

with $u$ and $w$, the radial and vertical velocities, $\tau_{\theta z}$ a tangential stress component, and $\rho$ the density. The continuity equation links $u$ and $w$ as

$$
\begin{equation*}
\frac{1}{r} \frac{\partial(r u)}{\partial r}+\frac{\partial w}{\partial z}=0 \tag{8}
\end{equation*}
$$

Under steady state condition, eq. 7 can be integrated from the surface to a boundary layer height, $h$, where the stress vanishes:

$$
\begin{equation*}
\int_{0}^{h} u \frac{\partial M}{\partial r} d z+\int_{0}^{h} w \frac{\partial M}{\partial z} d z=-\frac{r \tau_{\theta s}}{\rho}=-C_{d} r V^{2} \tag{9}
\end{equation*}
$$

with $\tau_{\theta s} \approx C_{d} \rho V^{2}$ the surface stress, $C_{d}$ a drag coefficient and $V$ the tangential surface wind component. Assuming $w(z=0)=0$ and the use of the continuity equation (eq. 8), the second term of the left hand-side in eq. 9 is integrated by parts, following developments presented by Kalashnik (1994), to obtain

$$
\begin{equation*}
\int_{0}^{h} u \frac{\partial M}{\partial r} d z+\left.[w M]\right|_{z=h}+\int_{0}^{h} \frac{M}{r} \frac{\partial(r u)}{\partial r} d z=-C_{d} r V^{2} \tag{10}
\end{equation*}
$$

Grouping the two integrals yields

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left(r \int_{0}^{h} u M d z\right)+\left.[w M]\right|_{z=h}=-C_{d} r V^{2} \tag{11}
\end{equation*}
$$

Defining $\bar{u}:=\frac{1}{h} \int_{0}^{h} u d z$ we can approximate the integral $\left.\int_{0}^{h} u M d z \approx h \bar{u} M\right|_{z=h}$ and rewrite the continuity equation $\left.w\right|_{z=h}=-\frac{h}{r} \frac{d}{d r}(r \bar{u})$. Rearrangement finally yields:

$$
\begin{equation*}
r V^{2} \approx-\frac{h \bar{u}}{C_{d}} \frac{d M}{d r}, \tag{12}
\end{equation*}
$$

where $\frac{d M}{d r}$ is the radial gradient of absolute angular momentum at the top of the boundary layer. Assuming the latter is closely related to its value at the surface, eq. 12 then explicitly links the shape of the wind profile $\frac{d M}{d r}$ to $r V^{2}$.

Using SAR measurements, both quantities can be accurately estimated, and the validity of eq. 12 assessed. Figure 9a represents $R_{\max } V_{\max }^{2}$ (y-axis) as a function of $R_{34} V_{34}^{2}$ (x-axis) and colored by the fitted $B$ values ${ }^{2}$. On average, i.e $B \simeq 1.8$, a relationship emerges when comparing $R_{\text {max }} V_{\text {max }}^{2}$ and $R_{34} V_{34}^{2}$. Departures from a one-to-one relationship, related to conservation of the $r V^{2}$ parameter,

[^10]are seemingly well explained by $B$ values. Large $B$, corresponding to very peaked wind profiles near $V_{\text {max }}$, leads to larger $R_{\text {max }} V_{\text {max }}^{2}$ for a given $R_{34} V_{34}^{2}$. For broader wind profiles, corresponding to smaller $B$, smaller $R_{\text {max }} V_{\text {max }}^{2}$ are generally found.

Moreover, the space spanned in the $\left(R_{34} V_{34}^{2}\right.$, $R_{\text {max }} V_{\text {max }}^{2}$ )-plane is still apparently large, even at constant $B$. From eq. 12, this increased variability is possibly associated with the factor $\frac{h \bar{u}}{C_{d}}$. Overall, these results suggest that the variability encountered in nature does not solely depend on the three predictors $\left(V_{\max }, R_{34}, f\right)$.

To further illustrate this diagnosis, Fig. 9b displays the same ( $R_{34} V_{34}^{2}, R_{\text {max }} V_{\text {max }}^{2}$ )-plane, but using the radiometer and scatterometer database, and corresponding $V_{\text {max }}^{R E G}, R_{34}$ and $R_{\text {max }}^{C K 22-B R}$ estimates. As expected, the variability captured by using $R_{34}$ or $R_{50}$ to estimate $R_{\text {max }}$ via CK22 is poor. While using $R_{64}$ increases this variability, the overall spread is reduced compared to Fig. 9a, suggesting that the variability of the wind profile shapes associated with the $R_{\text {max }}^{C K 22-B R}$ estimates is low.

Note, the average situation $r V^{2} \approx$ constant which is depicted in our study thanks to the SAR database has already been discussed by Riehl (1963) when he argued that PV is conserved within the inflow layer. PV conservation implies the vertical component of the curl of the frictional force to be zero, or

$$
\begin{equation*}
\frac{r}{\rho} \frac{\partial \tau_{\theta z}}{\partial z}=\text { constant } . \tag{13}
\end{equation*}
$$

Integrating this equation over the boundary layer height yields (assuming constant density):

$$
\begin{equation*}
\frac{r \tau_{\theta s}}{\rho}=C_{d} r V^{2}=\text { constant } \tag{14}
\end{equation*}
$$

Thus, for a constant or slowly varying drag coefficient $C_{d}, \mathrm{PV}$ conservation leads to $r V^{2} \approx$ constant (Riehl 1963). Mentioned above, such a relationship is, on average, consistent with the SAR estimates. However, for this relationship, the only source of variability comes from $C_{d}$. From arguments raised above (eq. 12), $h$ and $\bar{u}$ should also be further considered.

Lastly, one limitation of our observational analysis is that SAR $V_{\text {max }}$ is an estimate of the maximum total wind speed rather than the maximum tangential wind speed. Knowing how the total wind speed is distributed between its tangential and radial component near the eyewall region would allow to better estimate the impact of $\bar{u}$ on PV conservation and its variability.

## d. Comparison of $R_{\text {max }}^{C K 22-B R}$ with existing $R_{\text {max }}$ estimates

With these results in mind, we assessed how much $R_{\text {max }}^{C K 22-B R}$ estimates improved existing $R_{\text {max }}$ estimates. Figure 10 displays density contours of ( $V_{\max }, R_{\max }$ ) joint distributions using IBTrACS $R_{\max }$ (dashed blue)


Fig. 9. Evaluation of the PV conservation assumption in the SAR dataset (a) and for Kilo's life cycle (b) using $R_{34}$ estimated on radiometer and scatterometer data along with corresponding $R_{\text {max }}^{C K 22-B R}$ estimates and $V_{\text {max }}^{R E G}$. The three SAR cases (green stars) are also displayed for reference.
or $R_{\text {max }}^{C K 22-B R}$ estimates (solid black). For comparison, the same density contours are shaded for the SAR dataset (green).

We remind readers that SAR wide-swath acquisitions cannot be continuously performed over the ocean. As a consequence, not only does the SAR dataset contain much fewer cases, it is also biased towards higher intensities. Indeed, acquisition orders are most often requested to observe higher intensity systems. Thus, for the lowest $V_{\max }$ (less than $\sim 30 \mathrm{~ms}^{-1}$ ), possible inconsistencies in $R_{\text {max }}$ densities arise when comparing SAR to radiometer and scatterometer or IBTrACS. The density contours suggest that both IBTrACS $R_{\text {max }}$ and $R_{\text {max }}^{C K 22-B R}$ estimates are larger than SAR $R_{\max }$, while, in fact, this is just a consequence of the lack of SAR data at these intensities.

Nevertheless, and more importantly for high surface winds, discrepancies in $R_{\text {max }}$ densities are observed. Indeed, on average IBTrACS density contours are centered on a higher $R_{\max }(\sim 30 \mathrm{~km})$ than SAR (progressively decreasing to $\sim 20 \mathrm{~km}$ ). Confirming the efficacy of the revised model, radiometer- and scatterometer-based density contours display an average $R_{\text {max }}^{C K 22-B R}(\sim 20 \mathrm{~km})$ that is consistent with SAR $R_{\text {max }}$. Depicted by the $R_{\max }$ density curves (right panel), for low $R_{\text {max }}$, IBTrACS density is lower than both SAR and $R_{\text {max }}^{C K 22-B R}$ values.

For further comparison, we computed $R_{\max }$ estimates from $R_{34}$ on the radiometer and scatterometer data using eq. 7 of Chavas and Knaff (2022). The corresponding density curve (dotted red) shows only a minor improvement compared to IBTrACS at low $R_{\text {max }}$.

Finally, the density contours of the radiometer and scatterometer dataset with $R_{\text {max }}^{C K 22-B R}$ span a larger space than IBTrACS in the ( $V_{\max }, R_{\max }$ )-plane (compare for instance the $20 \%$-contours in Fig. 10, i.e the black and blue outermost contours). This shows that the former captures more variability than best-track data. This is likely due to the use of $R_{64}$ in the regression, a result already suggested by Fig. 9b. Even though the datasets don't have the same $V_{\max }$ distributions, Fig. 10 also suggests that the radiometer and scatterometer density contours span less space than SAR observations in the $\left(V_{\max }, R_{\max }\right)$-plane. While this is consistent with the above analysis, more SAR cases are needed to properly interpret Fig. 10.

## 6. Conclusions and perspectives

Understanding TC intensity changes certainly remains an observationally challenging problem. As expressed during the Tenth International Workshop on Tropical Cyclones (IWTC-10, recommendation 4), both the operational and research communities recognize the need for more homogeneous and standardized datasets for TC wind structure parameters, such as $R_{\text {max }}$ and the wind radii. The fact that $R_{34}$ was not systematically reanalyzed in all basins, and that $R_{\text {max }}$ is still not reanalyzed today (best-track $R_{\text {max }}$ value typically stems from its operational estimate) hampers the consolidation of such a dataset. Systematic and standardized wind radii are needed when using, and further improving, a semi-empirical model such as CK22. Although satellite sensors have their limitations, especially regarding the inter-calibration of different missions and


FIG. 10. Density contours of $\left(V_{\max }, R_{\max }\right)$ joint distribution for the SAR dataset (shaded green, $V_{\text {max }}$ based on IBTrACS), for the dataset based upon radiometers and scatterometers with $R_{\text {max }}^{C K 22-B R}$ (solid black) and based on corresponding IBTrACS $R_{\text {max }}$ values (dashed blue). All contours correspond to iso-proportions (with $20 \%$ increments, see the black contours labels) in density obtained by two-dimensional gaussian kernel density estimation. For instance the area outside the $80 \%$-contour contains $80 \%$ of the probability mass. The corresponding $R_{\text {max }}$ density curves are displayed on the right panel, along with $R_{\text {max }}$ estimates obtained by applying eq. 7 of Chavas and Knaff (2022) to the radiometer- and scatterometer-based dataset (dotted red).
sensors, resulting multi-modal observations shall serve for such a systematic and global approach, at least for wind radii estimation.

More specifically and thanks to high-resolution (SAR) data, it is now possible to more systematically estimate $R_{\max }$. Fitted with SAR estimates and used in conjunction with the closest wind radius to $R_{\max }$, our study proposed a revised CK22 model. It is shown to be an efficient tool to provide improved reliable estimates, with an average uncertainty of $\sim 9 \mathrm{~km}$. Because outer-core wind radii can be estimated from radiometer or C-band scatterometer data, the developed framework thus allows to produce a more extensive dataset of reanalyzed $R_{\text {max }}$ estimates. The resulting time series are generally more realistic than those obtained from best-track $R_{\text {max }}$ estimates. The method can also be used to provide operational guidance on the location of the maximum intensity every time a radiometer or Cband scatterometer overflies the TC, as long as its intensity and location are also estimated, noting that such estimates
are routinely available from operational centers. In fact, the developed framework is relevant to any situation where $V_{\max }$ and an outer size are known and $R_{\max }$ is biased or unknown. This includes low-resolution weather and climate modelling applications where the outer-core (i.e, near $R_{34}$ ) is better resolved than the inner-core (i.e, near $R_{\max }$ ), and risk modelling with synthetic TCs (Gori et al. 2022) where $V_{\text {max }}$ and an outer size are commonly used as input, while $R_{\max }$ must be predicted in conjunction with a wind profile model. The proposed method could also be used to guide the best-tracking process when no reliable $R_{\text {max }}$ observation is available.

The efficacy of the semi-empirical CK22 model stems from fundamental conservation principles. Indeed, the high-resolution SAR database highlights that TCs, on average, conserve their PV , with a resulting approximation $r V^{2} \approx$ constant. Accordingly, the use of CK22 to retrieve $R_{\text {max }}$, based on an outer-radius wind observation coupled with an intensity estimate is, on average, justified. Single
cases can still depart considerably from the PV conservation assumption, especially those at very high intensity $\left(V_{\max }\right)$ or with large inner- $\left(R_{\max }\right)$ or outer-size $\left(R_{34}\right)$. And, to first order, those deviations are well explained by variations of the observed wind profile shapes.

While the use of $R_{64}$ can account for some of the deviations due to the radial gradient of absolute angular momentum, the CK22 model seems to fail to capture the remaining variability observed in the SAR database. Large variability is apparently still occurring near the TC core. To further advance our understanding, there continues to be a need for spaceborne SAR and airborne SFMR sensors as these are the only tools that resolve surface winds in this area. Both sensors however suffer from a lack of spatio-temporal sampling, and airborne measurements suffer from a lack of azimuthal coverage. The future is bright with the recently launched RADARSAT Constellation Mission (RCM) operated by CSA, which should improve the satellite SAR spatio-temporal sampling. RCM has already proved useful by providing significantly more $R_{\text {max }}$ estimates than anticipated for the 2022-2023 season. And, increasing the number of available SAR cases will certainly allow to better understand how absolute angular momentum gradients are constrained in the near-core region. Objective estimates of TC eye sizes or core sizes at intermediate levels are also routinely performed with spaceborne infrared or passive microwave data (Knapp et al. 2018; Cossuth 2014). While such information may complement SAR or SFMR surface observations in a multi-modal approach, there still is a need to better understand how they relate to the TC wind structure.

Furthermore, the integrated equations show that both the boundary layer depth ( $h$ ), the average radial inflow $(\bar{u})$, and the drag $\left(C_{d}\right)$ also impact the relationship between PV conservation and the near-core wind profile shape. While the $C_{d}$ behaviour under very high winds is still actively debated (Powell et al. 2003; Bell et al. 2012; Donelan 2018; Curcic and Haus 2020), measurements of both $h$ and $\bar{u}$ may be facilitated by the Doppler-based motions derived from the Imaging Wind and Rain Airborne Profiler (IWRAP) instrument (Sapp et al. 2022). For the radial inflow, improved estimates at the surface, in the near-core region, shall be made possible with the future Harmony mission (ESA 2022), the ESA Earth Explorer 10. This mission will augment Sentinel 1D observations with two satellite companions, providing azimuth diversity from these bistatic observations. In addition, the Second Generation Meteorological Operational satellite programme (MetopSG) will operate in both co- and cross-polarization. Unlike the current spaceborne instruments, ASCAT, which have only co-polarization measurements, the higher sensitivity of cross-polarized signals to ocean breaking waves may thus improve the ocean surface wind vectors measured by scatterometers, approaching the TC core regions. Also, the coming Copernicus Imaging Microwave Radiometer
(CIMR) promises to offer large swath with improved resolution, low uncertainty observation capabilities, combining L-, C- and X-band frequencies. The presence of 1.4 GHz L-band channel on board CIMR will open up the possibility to further interpret the high-resolution C - and X-band measurements, to provide improved surface wind vector estimates under extreme conditions (Kilic et al. 2018).

Finally, in the absence of high-resolution observations, the shape of the near-core wind profile may also be indirectly estimated. Given the relation $r V^{2} \approx$ constant under a steady-state assumption, a departure from this relation can help understand the temporal variations of absolute angular momentum. Estimates of these temporal variations may then be used to evaluate how much the near-core wind profile shape departs from the average relationship. The wind profile shape is also linked to the drag coefficient (see for instance the steady-state view of Emanuel and Rotunno (2011)), which modulates asymmetries in the boundary layer response (Shapiro 1983; Kepert 2001). Asymmetries possibly captured by medium- or low-resolution observations (scatterometers or radiometers), may thus help to infer boundary layer frictional drag terms, and to quantify the resulting shape of the wind profile.
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## APPENDIX A

## Scatterometer wind speed estimates

As explained in section 2, the wind speed estimates from different radiometer and scatterometer sensors have been inter-calibrated prior to our study. During this process, the C-band ASCAT missions were calibrated using a 25 km resolution, while the Ku -band scatterometer sensors were calibrated using a 50 km resolution. Spatial resolution was already demonstrated to impact how well TCs intensities are resolved in numerical models (Davis 2018) and observations (Quilfen et al. 1998). Here, we expect discrepancies between the C- and Ku-band observational wind products.

To quantify this resolution effect, SAR wind fields were degraded to both 25 and 50 km spatial resolution and then azimuthally-averaged. The $V_{\max }$ values estimated from these degraded wind profiles were then compared to IB$\operatorname{TrACS} V_{\max }$, as represented by the green $(25 \mathrm{~km})$ and red $(50 \mathrm{~km})$ stars of Fig. A1. Here, SAR $V_{\max }$ refers to the maximum found in an azimuthally-averaged wind profile. We thus expect slight discrepancies with IBTrACS $V_{\max }$, whose definition does not strictly coincide with a wind profile maximum. The comparison between SAR azimuthal means and IBTrACS is indicated by the grey stars and modelled by a linear fit (grey dashed line in Fig. A1) which defines $V_{\text {max }}^{R E G}$ :

$$
\begin{equation*}
V_{\text {max }}^{R E G}=0.6967 V_{\text {max }}^{I B T r A C S}+6.1992 . \tag{A1}
\end{equation*}
$$

The green and red scatters in Fig. A1 should be compared to this regression line (grey dashed) rather than the $1: 1$ line. The 25 - and $50-\mathrm{km}$ simulated $V_{\text {max }}$ values show that as spatial resolution decreases $V_{\text {max }}$ also decreases, and the decreasing tendency is more pronounced as intensity increases. On average, a $V_{\max }$ of $\sim 38 \mathrm{~ms}^{-1}$ observed at the full-resolution azimuthally-averaged wind profile (i.e the raw SAR wind profile) would yield $\sim 32 \mathrm{~ms}^{-1}$ when observed at a 25 km spatial resolution and $\sim 28 \mathrm{~ms}^{-1}$ at a 50 km spatial resolution. Second-order polynomial fits were constructed to model this spatial resolution effect.

Using these linear and polynomial fits as reference, we then compared C-band and Ku-band scatterometer $V_{\max }$ values with IBTrACS in Fig. A2. It shows that C-band scatterometer $V_{\text {max }}$ values are consistent with the 25 km spatial resolution polynomial model (green dashed curve). In contrast, Ku-band scatterometer $V_{\max }$ are still underestimated when compared to IBTrACS values following the correction for their 50 km resolution (red dashed curve). In particular, Ku-band scatterometer $V_{\text {max }}$ estimates rarely exceed 64 knots ( $33 \mathrm{~ms}^{-1}$ ), precluding their use to estimate wind radii in our analysis.


Fig. A1. Comparison between SAR (y-axis) and IBTrACS (x-axis) $V_{\text {max }}$ for the raw dataset (grey) and when degraded at 25 km (green) or 50 km (red) resolution. Dashed lines represent best linear fit for the raw dataset (grey) and best second order polynomial fits for the 25 km (green) and 50 km (red) datasets. A solid black line represents identity. $V_{\text {max }}$ distributions and averages are displayed for the different SAR samples (right) and for corresponding IBTrACS values (top).


Fig. A2. Comparison between scatterometer (y-axis) and IBTrACS (x-axis) $V_{\max }$ for ASCAT (green), HSCAT (yellow), OSCAT (orange), and RSCAT (red). Solid and dashed lines are identical to Fig. A1. $V_{\max }$ distributions and averages are displayed for the different scatterometer datasets (right) and for corresponding IBTrACS values (top).
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### 2.3 Conclusion

In this chapter we have revisited a statistical relationship between $R_{\text {max }}$ and a measure of the TC outer-size using high-resolution SAR observations and low-resolution radiometers and scatterometers acquisitions (Avenas et al., 2023). This methodology offers a potential solution for creating a dataset of reanalyzed $R_{\max }$ estimates that are more realistic than those obtained from best-track data, a necessary step in the development of homogeneous and standardized TC wind structure datasets.

The efficacy of the statistical model is attributed to its grounding in fundamental conservation principles, specifically the average PV conservation in the TC inflow. While deviations in individual cases are identified and related to the decay of the wind speed near the core of the TC, the equation $C_{d} r v^{2}=\mathrm{cst}$ and the statistical model are justified on average. However, the study suggests that future understanding of the large variability near the TC core is essential, and pointing to the need for further accumulating highresolution measurements such as those from spaceborne SAR instruments.

## The tropical cyclone kinetic ENERGY BALANCE

### 3.1 Introduction

In Chapter 2 we have demonstrated that the knowledge of a TC outer-size constrains the near-core wind structure within a certain degree of precision limited by the natural variability of the wind profile shape. An important result is that the assumption suggested by PV conservation in the TC inflow $C_{d} r v^{2}=\mathrm{cst}$ is rather consistent, on average, with high-resolution SAR wind profiles estimates.

Such a relationship strongly constrains the TC system. Indeed, the amplitude of vertical velocities at the top of the BL are linked to the radial gradient of the quantity $C_{d} r v^{2}$ through Eq. 1.27. In simple theoretical frameworks, the local heat source of the TC system may be assumed proportional to the strength of upward motions (Charney \& Eliassen, 1964; M. Kalashnik, 1994). Furthermore, the quantity $C_{d} r v^{2}$ also characterizes the momentum losses due to surface friction. Thus, assuming that this quantity does not vary with radius certainly has strong implications for the TC kinetic energy balance between heat and momentum sources.

The accurate TC wind profiles estimates from SAR instruments provide an opportunity to examine how Eq. 1.34 impacts this balance. Furthermore, by supplying accurate estimates of the radial decay of the wind speed near the TC core, which is likely encoded in the global constant $C_{d}$, SAR observations may help identifying cases that deviate from the average conservation law Eq. 1.34 and how the kinetic energy balance is changed for these events. Such an approach, that combines both theoretical and observational perspectives, is presented in this chapter.

### 3.2 Article: "On the steadiness of the tropical cyclone integrated kinetic energy"
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## Key Points:

- High-resolution spaceborne synthetic aperture radar measurements inform on tropical cyclones kinetic energy stability
- Balance of tropical cyclones integrated kinetic energy is controlled by the surface wind decay and thermodynamical characteristics
- Accumulating high-resolution surface winds measurements shall allow to better assess short- and long-term trends in TC destructive potential

[^11]
#### Abstract

Current global historical reanalyses prevent to adequately examine the role of the nearcore surface wind structural properties on tropical cyclones climate trends. Here we provide theoretical and observational evidences that they are crucial for the monitoring of integrated kinetic energy. Two characteristic scales are defined and uniquely estimated using high-resolution ocean surface winds from all-weather spaceborne synthetic aperture radar: the radius of significant upward motions in the inflow layer and the radius of vanishing azimuthal velocity in the outflow layer. The instantaneous knowledge of these two characteristic scales is shown to inform on the steadiness of integrated kinetic energy. The resulting criterion of steadiness depends on a multiplicative constant characterizing the system thermodynamics. Consequently, accumulated high-resolution acquisitions of the ocean surface shall allow to better monitor integrated kinetic energy transitions and provide new means to tackle climatological studies of tropical cyclones destructiveness.


## Plain Language Summary

Studying the long-term climate trends of tropical cyclones is challenging because the historical data is not always reliable. One particular issue concerns the accurate reporting of surface wind properties near the core of these storms in past and present records. This study uses both theory and high-resolution surface wind observations from satellite radar to highlight the importance of investigating these properties, specifically for monitoring the integrated kinetic energy, which is a measure of a storm destructive potential. Two spatial scales associated respectively with upward motions and maximum winds in tropical cyclones are identified and may be efficiently measured thanks to the high-resolution sensor. By comparing precise measurements of these two scales from several storm events with ancillary estimates of how integrated kinetic energy varied over time, we established a way to determine how stable a storm energy is. The criterion of stability is in theory influenced by the temperature characteristics of a storm, which are themselves modulated by environmental and climatological conditions. Consequently, future high-resolution observations from the satellite radar should help better understanding the dependence of integrated kinetic energy with space and time.

## 1 Introduction

Expressing the combined effect of intensity and size, Integrated Kinetic Energy (IKE) measures the destructive potential of TCs (Powell \& Reinhold, 2007). Precisely monitoring this integrated quantity and understanding how it evolves in a global warming context is thus of major importance. Until this day, research studies focused on the climatedependence of intensity (K. Emanuel, 2005; Webster et al., 2005; Sobel et al., 2016; Kossin, 2017; Patricola \& Wehner, 2018; Kossin et al., 2020; Wang \& Toumi, 2021; K. Emanuel, 2021) and more recently, of size (Chavas \& Emanuel, 2010; Knaff et al., 2014; Wang \& Toumi, 2021). Modulated by climate change, the sea surface temperature and the atmospheric temperature and humidity vertical profiles control both TCs intensity (K. Emanuel, 2007; Wing et al., 2015; Strazzo et al., 2015; Gilford et al., 2017; Done et al., 2022) and size (Lin et al., 2015; Chavas et al., 2016). While a few methods have been tested to assess past and future IKE trends (Misra et al., 2013; Morris \& Ruf, 2017; Wang \& Toumi, 2021; Kreussler et al., 2021), less is known about how oceanic and atmospheric parameters affect IKE and its variations. This lack of knowledge may be problematic for both operations and research, especially if the TC vitals were to fail capturing parameters that are critical to IKE balance.

In steady-state theories describing axisymmetric TCs, kinetic energy gained through the heat source is hypothesized to balance that lost through the dissipation source (Riehl, 1963; Anthes, 1974; Ooyama, 1982; K. A. Emanuel, 1986; Kalashnik, 1994; K. A. Emanuel,

1995; Pearce, 2004; Golitsyn, 2008). Analytical criteria expressing this steady-state balance may then be derived provided further assumptions on the outflow and inflow layer of TCs. For instance, Riehl (1963) assumes conservation of absolute angular momentum in the upper outflow of TCs. Momentum losses then solely occur in the surface inflow. Without reliable surface wind speed estimates, one way to express momentum losses is to assume potential vorticity (PV) conservation in the inflow, which leads to (Riehl, 1963):

$$
\begin{equation*}
C_{d} r v^{2}=\mathrm{cst} \tag{1}
\end{equation*}
$$

with $C_{d}, r$ and $v$ drag coefficient, radius (i.e distance from TC center) and tangential velocity, respectively. Under hydrostatic and cyclostrophic balances, the heat source, expressed as the vertical gradient of atmospheric temperature, may be related to the gradientlevel wind structure. While the accuracy of Eq. 1 in TCs remains to be substantiated, steady-state balance can still be temptingly assessed using surface wind estimates only.

The justification of an overall PV conservation was first facilitated by aircraft data (Riehl \& Malkus, 1961; Riehl, 1963) and later by numerical modelling capacities (Ooyama, 1982; K. A. Emanuel, 1986). Observational and experimental research efforts then concentrated on a better characterization of the $C_{d}$ parameter under high wind speed conditions (Powell et al., 2003; M. Donelan et al., 2004; Black et al., 2007; Jarosz et al., 2007; Bell et al., 2012; Soloviev et al., 2014; M. A. Donelan, 2018; Curcic \& Haus, 2020) following Emanuel's steady-state theory (K. A. Emanuel, 1986, 1995). In such a context, Synthetic Aperture Radar (SAR) has emerged as a promising satellite technology capable of producing fine-scale, wide-swath TC boundary-layer process data in nearly all-weather conditions (A. A. Mouche et al., 2017; A. Mouche et al., 2019). SAR surface wind estimates provide an unprecedented opportunity to examine TCs radial wind structure (Combot et al., 2020; Avenas et al., 2023) and complete existing theories for steady IKE balance.

Following theoretical developments (Riehl, 1963; Charney \& Eliassen, 1964; Kalashnik, 1994) and the use of an extended SAR database ( 178 cases), we demonstrate that an instantaneous surface wind structure observation provides information on the propensity of a TC to have a steady/unsteady IKE. A criterion of IKE steadiness is expressed in terms of wind structure parameters all measurable on high-resolution SAR data, and confronted to IKE variations estimates from best-track data. The relationship between the SAR-derived surface wind structure parameters and thermodynamic quantities that are most relevant to IKE balance is emphasized. Consequences of Eq. 1 on the drag coefficient are also examined through the lens of the SAR measurements. Our investigation suggests that systematic knowledge of the wind structure parameters, especially if they were included in TC vitals, would not only help the monitoring of TCs undergoing unsteady IKE transitions, but also improve future climatological IKE studies.

## 2 Preliminary SAR diagnostic

Spaceborne SAR allows for high spatial resolution estimates of TCs surface wind speeds (see Text S1 in Supporting Information). From the 178 SAR surface wind field estimates, Fig 1a displays that of TC Lane on August 23th, 2018, while Fig. 1b displays that of TC Meranti on September 12th, 2016. Both the outer-, near- and inner-core regions of TCs are well captured by SAR observations. The resulting axisymmetric profiles (green curves in Figs. 1c, d) show that both the axisymmetric maximum intensity ( $V_{\max }$ ) and radius of maximum wind ( $R_{\max }$ ) may be accurately retrieved (Combot et al., 2020). The system center can also be precisely located (Vinour et al., 2021), whose latitude provides the Coriolis parameter $(f)$.

In this study the surface wind decay is shown to be critical for TCs IKE balance. It may be quantified in terms of an effective Holland $B_{s}$ parameter (Holland, 1980), once


Figure 1. SAR wind speed estimates for (a) Lane and (b) Meranti. Corresponding axisymmetric wind profile (green) and adjusted Holland parametric wind profile (purple) for (c) Lane and (d) Meranti.
a Holland parametric wind profile is adjusted (purple curves in Figs. 1c, d) to the SAR axisymmetric wind profiles estimates (see Text S2 in Supporting Information).

According to best-track IKE time derivative estimates (see below and Text S3 in Supporting Information), at the time of their respective SAR acquisitions, Lane's IKE remained stable, while Meranti was experiencing an unsteady IKE transition. From the SAR axisymmetric wind profiles, these two TCs had similar TC vitals (i.e $V_{\max }$ and $R_{\max }$ values), but substantially different wind decay. Controlling both the momentum losses and the amplitude of vertical velocities at the top of the boundary layer, the surface wind decay is critical to TCs IKE balance, as will be shown below.

## 3 Deriving the criterion of IKE steadiness

### 3.1 Characteristic radii: definition and analysis

Assuming a constant air density, the steady-state balance between momentum sink and heat source writes (see Text S4 in Supporting Information):

$$
\begin{equation*}
\int_{0}^{R_{0}}\left[C_{d} r v^{3}\right]_{z=0} d r=U_{c}^{2}\left[\frac{C_{d} r v^{2}}{\omega_{z}+f}\right]_{z=0, r=R_{+}} \tag{2}
\end{equation*}
$$

with $\omega_{z}=\frac{1}{r} \frac{\partial}{\partial r}(r v)$ the vertical component of relative vorticity and $U_{c}$ a constant which depends on the thermodynamics of the system. Note, $z=0$ refers to the top of the boundary layer. $R_{+}$and $R_{0}$ are two radii characteristic of the IKE balance. The former defines the region of significant upward motions, while the latter defines the integration volume. The amplitude of vertical motions at the top of the boundary layer due to Ekman pumping are expressed by

$$
\begin{equation*}
w_{E}(r)=\frac{1}{r} \frac{d}{d r}\left(\frac{C_{d} r v^{2}}{\omega_{z}+f}\right) \tag{3}
\end{equation*}
$$

Considering a slow numerator variation $C_{d} r v^{2} \approx \mathrm{cst}, \omega_{z}$ decreases with $r$, and $w_{E}$ becomes close to zero for radii where $\omega_{z}$ is of the same order of the Coriolis parameter $f$. Conversely, significant upward motions occur in a region where $\omega_{z}$ is at least a few times higher than $f$. Thus, $R_{+}$may be defined as

$$
\begin{equation*}
\omega_{z}\left(R_{+}\right)=5 f \tag{4}
\end{equation*}
$$

With this definition, the characteristic radius $\left(R_{+}\right)$and the corresponding surface wind speed $\left(V_{+}\right)$can be directly estimated using a SAR axisymmetric wind profile (Figs. $1 \mathrm{c}, \mathrm{d})$.

Specifying the integration volume, $R_{0}$ is introduced as a natural characteristic radius because of the assumption of absolute angular momentum conservation in the outflow layer (Riehl \& Malkus, 1961). Accordingly, if $R_{0}$ is defined as the radius where the outflow velocity vanishes, it is directly related to $R o_{\max }:=\frac{V_{\max }}{f R_{\max }}$, the Rossby number evaluated at $R_{\max }$ via

$$
\begin{equation*}
\sqrt{2 R o_{\max }}=\frac{R_{0}}{R_{\max }} \tag{5}
\end{equation*}
$$

This radius $\left(R_{0}\right)$ and the corresponding surface wind speed $\left(V_{0}\right)$ can thus be directly estimated from the SAR surface wind speeds (Figs. 1c, d).


Figure 2. SAR-derived $\pi$ profiles colored by adjusted Holland $B_{s}$ parameter (blue to red) and average $\pi$ profile (black) estimated from the SAR database. Shaded green area denotes the standard deviation interval inside which SAR cases satisfy $R o_{\max }>50$.

For single cases, variations of this normalized ratio $\pi$ with radius mostly stress the variations in $B_{s}$ and $R o_{\max }$. Deviations from the average $\pi \approx 1$ have opposite signs at $R_{\max }$ and $R_{0}$. For instance, high $B_{s}$ and $R o_{\max }$ values (red profiles covered by the shaded green area) result in $\pi\left(R_{\max }\right)>1$ and $\pi\left(R_{0}\right)<1$, suggesting that errors in-
side $R_{+}$compensate those outside $R_{+}$when considering $r v^{2} \approx$ cst and simplifying the integral in Eq. 2.

Following these results, Eq. 2 can be rewritten as

$$
\begin{equation*}
\int_{0}^{R_{0}} v(z=0) d r=\frac{U_{c}^{2}}{6 f} \tag{6}
\end{equation*}
$$

Now, the aim is to further express Eq. 6 in terms of parameters that can be estimated from SAR data, i.e $V_{\max }, B_{s}$ and $R o_{\max }$. Here and after it is assumed that the SAR surface wind speed estimates and the corresponding parameters are close to their boundary layer top counterparts. We also recall that, lacking reliable high resolution ocean surface wind vectors data, these parameters were computed using the total wind speed (as provided by SAR) rather than its tangential component. The integral in Eq. 6 is approximated as

$$
\begin{equation*}
\int_{0}^{R_{0}} v(z=0) d r \approx \frac{V_{\max } R_{0}}{2 \sqrt{B_{s}}} \tag{7}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\frac{V_{\max } R_{0}}{\sqrt{B_{s}}} \approx \frac{U_{c}^{2}}{3 f} \tag{8}
\end{equation*}
$$

With use of Eq. 5, a TC with steady-state conditions should then obey the following rule:

$$
\begin{equation*}
V_{\max }^{2}=\frac{U_{c}^{2}}{3 \sqrt{2}} \sqrt{B_{s} R o_{\max }} \tag{9}
\end{equation*}
$$

which expresses the TC IKE balance. The criterion of IKE steadiness now reduces to structural parameters ( $B_{s}$ and $R o_{\max }$ ) that we can estimate from SAR data. Before testing this criterion over the entire SAR database, the degree of IKE steadiness must be estimated.

## 4 Assessment of the criterion of IKE steadiness

### 4.1 Best-track estimates of IKE variations

Equation 9 assumes that the TC is in steady-state, i.e that the partial time derivative of azimuthal wind speed and potential temperature can be neglected at each radii. The current spatio-temporal sampling of TC surface observations, including SAR measurements, prevents a direct estimation of the time evolution of these quantities. Yet, neglecting time variations in the potential energy equation, a TC departs from the steadystate assumptions when the absolute temporal variation of IKE is large. Temporal evolution of IKE is given by:

$$
\begin{equation*}
\frac{\partial \mathrm{IKE}}{\partial t}=\frac{\partial}{\partial t}\left(\int_{0}^{H} \int_{0}^{R_{0}} \overline{\rho_{0}} r v^{2} d r d z\right) \tag{10}
\end{equation*}
$$

Building on our observational knowledge on the $\pi$ ratio, (Fig. 2), the double integral in Eq. 10 can be simplified by considering the constant $r v^{2}$ at a fixed relevant radius. To evaluate $\frac{\partial I K E}{\partial t}$, we would then need partial time derivative estimates of $v$ and
$r$ at this fixed radius. Because of the limited temporal sampling of SAR data, temporal evolutions of these parameters must be evaluated using best-track (Knapp et al., 2010) reanalyses. However, while $V_{\max }$ best-track uncertainty is rather low (Torn \& Snyder, 2012; Landsea \& Franklin, 2013), $R_{\max }$ best-track estimates have been shown to be often inconsistent with SAR $R_{\max }$ estimates (Combot et al., 2020). Indeed, $R_{\max }$ is not systematically reanalyzed (unlike $V_{\max }$ ). From best-track data, the most reliable size parameter is the radius of gale $R_{34}$, i.e the maximum radial extent of the 34 -knots winds (Knaff et al., 2021). Thus, we use the following approximation:

$$
\begin{equation*}
\frac{\partial \mathrm{IKE}}{\partial t} \approx \frac{\partial}{\partial t}\left(\int_{0}^{H} \overline{\rho_{0}} R_{34}^{2} V_{34}^{2} d z\right) \tag{11}
\end{equation*}
$$

where $V_{34}$ is the azimuthal surface wind speed at $r=R_{34}$. Limited by observational capabilities, the dependence of $R_{34}$ in $z$ is unknown. The integral on the vertical component is thus simplified by a multiplication by $H$. Because PV is small in TCs, it can be assumed that surfaces of constant potential temperature and absolute angular momentum coincide, so that in steady-state $H$ scales as (Shutts, 1981)

$$
\begin{equation*}
H=\frac{V_{\max }^{2}}{g \frac{\Delta \theta}{\theta_{0}}} \tag{12}
\end{equation*}
$$

where $g$ is standard gravity and $\Delta \theta$ the difference between the potential temperature at the vortex center and its environmental value noted $\theta_{0}$. Finally, Eq. 11 writes

$$
\begin{equation*}
\frac{\partial \mathrm{IKE}}{\partial t}=\frac{\overline{\rho_{0}} V_{34}^{2}}{g \frac{\partial \theta}{\theta_{0}}} \frac{\partial}{\partial t}\left(V_{\max }^{2}(t) R_{34}^{2}(t)\right) \tag{13}
\end{equation*}
$$

where $\overline{\rho_{0}} \approx 1.15 \mathrm{~kg} . \mathrm{m}^{-3}$ and $\frac{\Delta \theta}{\theta_{0}} \approx 10^{-2}$ are assumed constant in time. Now we may assess how consistent is the criterion of IKE steadiness (Eq. 9) with observational data.

### 4.2 Assessment of the criterion of IKE steadiness in the SAR database

In Eq. 9, we can assume that $U_{c}$ does not vary too much across different TCs, especially for the present analysis which was restrained to tropical and sub-tropical latitudes (see methods). Figure 3 then shows the SAR observations in a $\left(V_{\max }^{2}, \sqrt{B_{s} R o_{\max }}\right)$ log-linear plane. The corresponding values of absolute partial time derivative of IKE (Eq. 13) evaluated using best-track data are also represented (colors). Cases with the lowest third absolute IKE time derivative estimates (black stars) roughly satisfy the relation of proportionality suggested by Eq. 9, with a variance probably due to both observational errors and variations in the characteristic velocity $U_{c}$. This expected relation of proportionality may be modelled by a linear function and fitted to the cases with the lowest absolute IKE time derivatives using a least-squares regression (dashed black curve). Remarkably, cases with higher absolute IKE time derivative estimates (red stars) are distributed apart from this linear model. Furthermore, the distance between a single case and the regression curve seems to increase with the absolute IKE time derivative value. Providing this distance, an instantaneous SAR observation thus provides information on the propensity for a given TC to have a steady/unsteady IKE.

For TC Lane, well captured by a SAR observation (Figs. 1a, c), the relation of proportionality Eq. 9 (Fig. 3) is seemingly closely achieved. Accordingly, Lane's temporal variation of IKE is small ( $\sim-0.7$ PJhr $^{-1}$ ), corresponding to small temporal variations of $V_{\max }$ and $R_{34}$ in best-track data. TC Meranti (Figs. 1b, d) however departs from the


Figure 3. Wind structure parameters estimated from SAR observations (stars) in the plane suggested by Eq. 9 (y-axis is in logarithmic scale), and colored by absolute value of $\frac{\partial \mathrm{IKE}}{\partial t}$. Dashed line denotes best-fit linear regression to cases with the lowest third absolute IKE time derivative estimates (black stars) using a fixed zero intercept.
relation of proportionality Eq. 9 (Fig. 3). For this case, the high (positive) temporal variation of IKE ( $\sim 24.3$ PJhr ${ }^{-1}$ ) is mostly explained by a high temporal variation of $R_{34}$ $\left(\sim 4.4 \mathrm{kmhr}^{-1}\right)$ due to an eyewall replacement cycle, while $V_{\max }$ stayed relatively stable $\left(\sim 0.3 m s^{-1} h r^{-1}\right)$.

The velocity $U_{c}$ characterizes the steady IKE balance in Eq. 9. Using known values of thermodynamic constants and assuming that heating occurs in the lowest layers of the TC, we find that $U_{c} \sim 32 \mathrm{~m} / \mathrm{s}$ from its definition (see Text S4 in Supporting Information). Based on the steady IKE linear regression slope (black dashed curve in Fig. 3), the SAR observations lead to $U_{c} \sim 27 \mathrm{~m} / \mathrm{s}$, which is close to the theoretical value. We remind readers that this characteristic velocity is that of an average situation. In nature, $U_{c}$ certainly varies from one TC to another.

## 5 Concluding remarks

Based on existing steady-state theories describing axisymmetric TCs and a PV conservation argument in the inflow, an analytical criterion to characterize TCs IKE steadiness was reduced to parameters measurable on high-resolution surface data. Two characteristic scales, suggested by the theory, appear of the greatest importance: the radius where surface vertical motions become significant, $R_{+}$, and the radius where the outflow velocity vanishes, $R_{0}$. Highlighted by high-resolution SAR data, a coincident knowledge of these two characteristic scales provides information on whether a TC is undergoing high IKE variations or not. Thus, SAR acquisitions may assist in monitoring steady/unsteady IKE transitions, especially with the increasing number of spaceborne SAR sensors (e.g the recently launched Radarsat Constellation Mission).

In Riehl (1963) conceptual framework, the momentum losses are characterized by an assumption of PV conservation close to the surface. Equation 1 was thus considered in the inflow layer and $C_{d}$ further assumed constant. The SAR database analysis reveals that the distribution of the regions where this assumption is valid depends on the Rossby number $R o_{\max }$. Indeed, in Fig. 2, SAR cases with $R o_{\max }<50$ (curves outside the green shaded area) have a $\pi$ ratio that increases with $r$, so that if Eq. 1 was valid, $C_{d}$ would decrease with $r$ and thus increase with $v$, in agreement with the reported literature (Powell et al., 2003; M. Donelan et al., 2004) for wind speeds below hurricane force winds ( $\sim 33 \mathrm{~m} / \mathrm{s}$ ). At higher Rossby numbers $R o_{\max }>50$ (curves inside the green shaded area), the decrease of $\pi$ with $r$ between $R_{+}$and $R_{\max }$ suggests that $C_{d}$ decreases/saturates. For such TCs, hurricane force winds are largely exceeded in this area and the suggested decrease/saturation of $C_{d}$ agrees with reported estimates under hurricane conditions (Powell et al., 2003; M. Donelan et al., 2004; Black et al., 2007; Jarosz et al., 2007; Bell et al., 2012; Soloviev et al., 2014; M. A. Donelan, 2018; Curcic \& Haus, 2020). At radii greater than $R_{+}$, the assumption expressed by Eq. 1 certainly breaks down because the $\pi$ ratio decreases with $r$. A relation of relative angular momentum conservation $r v \approx$ cst is approached, so that friction is presumably small in this region. As a result, vertical velocities at the top of the boundary layer are close to zero, because both $C_{d} r v^{2}$ and $\omega_{z}$ are small in Eq. 3. Further understanding how $R_{+}$, or more generally the wind decay, is related to $C_{d}$ increase/decrease with wind speed is beyond the scope of this study, but SAR observations may be instrumental to help better determining the spatial distribution of $C_{d}$.

Our analysis demonstrates that a SAR observation provides an indirect estimate of the characteristic velocity $U_{c}$ associated with the system's thermodynamics. Strongly influencing the steady IKE balance (Eq. 9), this characteristic velocity depends on both oceanic and atmospheric parameters. As a consequence, our understanding of both the basin- and the climate-dependence of $U_{c}$ should benefit from the accumulation of SAR measurements and the corresponding $U_{c}$ estimates. In turn, it may be assessed whether more unsteady IKE transitions are expected in a given ocean basin or climate scenario. Lastly, in the absence of SAR, the developed theory suggests that the knowledge of $V_{\max }$,
$R_{0}$ and $R_{+}$should be sufficient to estimate the TC characteristic velocity $U_{c}$ or assess the IKE balance. Presently, while $V_{\max }$ may be one of the most reliable parameters in the TC vitals, accurate estimates of $R_{+}$or $R_{0}$ are not systematically available. Consistently including reliable estimates of such parameters in operational and historical records would allow, in combination with theory, to better anticipate short- and long-term changes in TCs destructive potential.
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## Text S1: SAR observations

High spatial resolution observations of the ocean surface are obtained with spaceborne SAR. The SAR instrument operates at 5.4 GHz (C-band) and receives the signal backscattered by the ocean surface in both co- and cross-polarization. This allows to estimate ocean surface wind speeds under TC conditions, including at very high wind speeds and in the near-core region (A. A. Mouche et al., 2017; A. Mouche et al., 2019; Combot et al., 2020).

Because SAR wide-swath acquisitions cannot be continuously performed over oceans, they have to be triggered based on track forecasts to anticipate when the sensor will
overpass a TC. Since 2016, more than $\sim 500$ acquisitions over TCs from ESA Sentinel-1A and Sentinel-1B and Canadian Space Agency Radarsat-2 missions were gathered as part of the Satellite Hurricane Observation Campaign (SHOC).

The wind product derived by A. A. Mouche et al. (2017) has a 3 km spatial resolution with a 1 km grid spacing and is interpolated on a regular polar grid based on the TC center (see appendix in Vinour, Jullien, Mouche, Combot, and Mangeas (2021)). For each SAR case, a wind profile is then obtained by averaging the wind estimates on all azimuths. Typical standard deviations of wind speed along the azimuthal direction are displayed in Figs. 1c, d from the main text (green shaded areas). In addition, a certain number of SAR cases have been discarded on a qualitative basis, e.g when the detected TC center was judged to be wrong, or when the SAR file contained corrupted pixel values.

To restrain the analysis to well-formed systems, after estimating the SAR parameters (see below), we select only SAR cases for which $V_{\max }>20 \mathrm{~m} / \mathrm{s}, R_{\max }<150 \mathrm{~km}$, and absolute latitude $<30^{\circ}$. Based on best-track data, we also ensure that, for each SAR case, the distance to closest land from TC center is greater than SAR-derived $R_{34}$ estimate.

## Text S2: Parameters estimation

In order to reduce the problem dimension, scalar parameters characterizing the TC axisymmetric wind profiles are computed based on the high spatial resolution SAR total wind estimates. These include the maximum intensity amplitude ( $V_{\max }$ ) and location $\left(R_{\max }\right)$, the Coriolis parameter $(f)$ based on the TC center latitude, the radius of significant upward motions $\left(R_{+}\right)$defined by Eq. 4 from the main text and the corresponding wind speed $\left(V_{+}\right)$. The radius of zero outflow velocity $\left(R_{0}\right)$ is then derived based on ( $V_{\max }$,
$\left.R_{\text {max }}, f\right)$ and the corresponding wind speed $\left(V_{0}\right)$ is further computed on the SAR axisymmetric wind profile.

To quantify the surface wind decay, a Holland wind parametric profile and the corresponding $B$ parameter are used (Holland, 1980). Based on gradient wind balance, Holland parametric wind profile is not necessarily suited for surface wind profiles with nonzero wind speeds at the TC center, well captured using SAR observations. A complementary degree of freedom is thus added to minimize the impact of these nonzero wind speeds on the resulting $B$ values. For each SAR wind profile, a modified Holland parametric profile

$$
\begin{equation*}
V_{H o l l a n d}(r)=V_{\min }+\sqrt{\left(V_{\max }-V_{\min }\right)^{2}\left(\frac{R_{\max }}{r}\right)^{B_{s}} e^{1-\left(\frac{R_{\max }}{r}\right)^{B_{s}}}+\left(\frac{r f}{2}\right)^{2}}-\frac{r f}{2} \tag{1}
\end{equation*}
$$

is adjusted to each SAR azimuthally-averaged wind profile using the full extent of the wind profile and estimating solutions for $V_{\min }, V_{\max }, R_{\max }$ and $B_{s}$ via least squares, while $f$ was fixed by the TC center estimated on the SAR acquisition. The modified Holland parameter $B_{s}$ is used to quantify the surface wind decay for each SAR azimuthally-averaged wind profile.

Lastly, note that to estimate $R_{+}$, an estimate of $\omega_{z}$ is first needed, which requires to compute a radial derivative. Radial derivatives are difficult to estimate directly on SAR observations because of local jumps in the wind speed estimates implied by high spatial resolution, even though a substantial part of this noise has been smoothed by azimuthallyaveraging. Thus, the adjusted parametric profiles are used to estimate $\omega_{z}$, and then $R_{+}$ using Eq. 4 from the main text.

## Text S3: Best-track data

X - 4
Time derivatives of TCs intensity ( $\left.\frac{\partial V_{\max }}{\partial t}\right)$ and outer-size $\left(\frac{\partial R_{34}}{\partial t}\right)$ are obtained from besttrack data. Indeed, direct estimates of these quantities on SAR data only is currently prevented by the limited spatio-temporal sampling of the SAR instruments.

Both $\frac{\partial V_{\max }}{\partial t}$ and $\frac{\partial R_{34}}{\partial t}$ are computed from best-track by first averaging $V_{\max }$ and $R_{34}$ time series using a four-hour moving window to smooth out noisy values and then computing second order accurate central differences. Then, these two parameters, along with the distance to closest land, are linearly interpolated to each SAR acquisition time.

Lastly, because of varying definitions of the maximum sustained wind speed across the different agencies, we selected only USA agencies (i.e National Hurricane Center, Joint Typhoon Warning Center, and Central Pacific Hurricane Center) which all provide the 1-minute maximum sustained wind speed.

## Text S4: Kinetic energy balance

Here, we derive Eq. 2 from the main text, starting with the primitive equations and following the developments of (Kalashnik, 1994). While air density may be assumed constant, we first treat the more general case of anelastic approximation, where air density is decomposed as $\rho=: \bar{\rho}(z)+\rho^{\prime}$ with $\rho^{\prime} \ll \bar{\rho}(z)$. Pressure then reduces to $P=: \bar{P}(z)+P^{\prime}$ with $P^{\prime} \ll \bar{P}(z)$ and potential temperature to $\theta=: \bar{\theta}(z)+\theta^{\prime}$ with $\theta^{\prime} \ll \bar{\theta}(z)$. Then, the equations of conservation of tangential momentum, gradient wind and hydrostatic balance, continuity, and conservation of energy reduce to

$$
\begin{equation*}
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial r}+w \frac{\partial v}{\partial z}+\frac{u v}{r}+f u=0 \tag{2}
\end{equation*}
$$

$$
\begin{gather*}
\frac{v^{2}}{r}+f v=\frac{\partial \Phi}{\partial r}  \tag{3}\\
\frac{\partial \Phi}{\partial z}=g \tilde{\theta}  \tag{4}\\
\frac{1}{r} \frac{\partial}{\partial r}(r u)+\frac{1}{\bar{\rho}} \frac{\partial}{\partial z}(\bar{\rho} w)=0  \tag{5}\\
\frac{\partial \tilde{\theta}}{\partial t}+u \frac{\partial \tilde{\theta}}{\partial r}+w \frac{\partial \tilde{\theta}}{\partial z}+\Gamma w=\frac{Q}{C_{p} \bar{T}} \tag{6}
\end{gather*}
$$

with $u, v$, and $w$ the radial, azimuthal and vertical components of velocity, $r, z$ the radial and vertical coordinates, $t$ the time, $Q$ the heat source and $C_{p}$ the heat capacity. The notations are $\Phi:=\frac{P^{\prime}}{\bar{\rho}}, \tilde{\theta}:=\frac{\theta^{\prime}}{\theta}, \Gamma:=\frac{1}{\theta} \frac{d \bar{\theta}}{d z}$.

The volume on which these equations are considered is defined by $0 \leq r \leq R_{0}$ and $0 \leq z \leq H$, where $z=0$ corresponds to the top of the boundary layer. It is also assumed that $w(z=H)=0$ at all radii and that $v\left(r=R_{0}\right)=0$ at all levels. A schematic illustration of the TC system considered here along with the assumptions used in the present paper is given in Fig. S1.

## Momentum sink

First, noting $K:=\frac{V^{2}}{2}$, we multiply Eq. 2 by $v$ and using Eq. 3:

$$
\begin{equation*}
\frac{\partial K}{\partial t}+u \frac{\partial K}{\partial r}+w \frac{\partial K}{\partial z}+u \frac{\partial \Phi}{\partial r}=0 \tag{7}
\end{equation*}
$$

After multiplication by $\bar{\rho}$, Eq. 7 is integrated on the volume $\langle()\rangle:.=\int_{0}^{H} \int_{0}^{R_{0}}() r d r d$.$z .$ The first term of the integrated equation is rewritten as $\frac{\partial}{\partial t}\langle\bar{\rho} K\rangle$.

Before integrating the other terms, we notice that for any variable $\chi$ integration by parts and continuity equation yields:

$$
\begin{equation*}
\int_{0}^{R_{0}} \bar{\rho} r u \frac{\partial \chi}{\partial r} d r=[\bar{\rho} r u \chi]_{0}^{R_{0}}-\int_{0}^{R_{0}} \chi \frac{\partial(\bar{\rho} r u)}{\partial r} d r=\int_{0}^{R_{0}} \chi \frac{\partial}{\partial z}(\bar{\rho} r w) d r \tag{8}
\end{equation*}
$$

With this result, the second and third terms of Eq. 7 become, after integration

$$
\begin{align*}
\int_{0}^{H} \int_{0}^{R_{0}}\left(\bar{\rho} r u \frac{\partial K}{\partial r}+\bar{\rho} r w \frac{\partial K}{\partial z}\right) d r d z & =\int_{0}^{H} \int_{0}^{R_{0}}\left(K \frac{\partial}{\partial z}(\bar{\rho} r w)+\bar{\rho} r w \frac{\partial K}{\partial z}\right) d r d z \\
& =\int_{0}^{R_{0}}[\bar{\rho} r w K]_{z=0} d r \tag{9}
\end{align*}
$$

where we used Eq. 8 and $w(z=H)=0$. Finally, the last integrated term of Eq. 7 is

$$
\begin{equation*}
\int_{0}^{H} \int_{0}^{R_{0}} \bar{\rho} r u \frac{\partial \Phi}{\partial r} d r d z=\int_{0}^{H} \int_{0}^{R_{0}} \Phi \frac{\partial}{\partial z}(\bar{\rho} r w) d r d z \tag{10}
\end{equation*}
$$

By permuting the integrals, integrating by parts, and using $w(z=H)=0$, we further rearrange:

$$
\begin{equation*}
\int_{0}^{H} \int_{0}^{R_{0}} \Phi \frac{\partial}{\partial z}(\bar{\rho} r w) d r d z=\int_{0}^{R_{0}}[\bar{\rho} r w \Phi]_{z=0} d r-\int_{0}^{H} \int_{0}^{R_{0}} \bar{\rho} r w \frac{\partial \Phi}{\partial z} d r d z \tag{11}
\end{equation*}
$$

where, because of Eq. 4, the last term is simply $g\langle\bar{\rho} w \tilde{\theta}\rangle$.
Using eqs. 9, 11, the integration of Eq. 7 finally yields:

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\bar{\rho} K\rangle-\int_{0}^{R_{0}}[\bar{\rho} r w(K+\Phi)]_{z=0} d r=g\langle\bar{\rho} w \tilde{\theta}\rangle \tag{12}
\end{equation*}
$$

Using the expression for the Ekman vertical velocity (Eq. 3 from the main text) the second term of Eq. 12 can be written

$$
\begin{equation*}
\int_{0}^{R_{0}}[\bar{\rho} r w(K+\Phi)]_{z=0} d r=\int_{0}^{R_{0}}\left[\bar{\rho} \frac{d}{d r}\left(\frac{C_{d} r v^{2}}{\omega_{z}+f}\right)(K+\Phi)\right]_{z=0} d r \tag{13}
\end{equation*}
$$

Before rearranging this term further, we first notice that gradient wind balance (Eq. 3) implies that

$$
\begin{equation*}
\frac{\partial}{\partial r}(K+\Phi)=v\left(\omega_{z}+f\right) \tag{14}
\end{equation*}
$$

Integrating Eq. 13 by parts to use Eq. 14, then substituting for this expression in Eq. 12 yields

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\bar{\rho} K\rangle+\int_{0}^{R_{0}}\left[\bar{\rho} C_{d} r v^{3}\right]_{z=0} d r=g\langle\bar{\rho} w \tilde{\theta}\rangle \tag{15}
\end{equation*}
$$

Heat source
Now, Eq. 6 is integrated on the volume $\langle\langle()\rangle\rangle:.=\int_{0}^{H} \int_{0}^{z} \int_{0}^{R_{0}}() r d r d z d$.$z , after multipli-$ cation by $\bar{\rho}$. The first term of the equation becomes $\frac{\partial}{\partial t}\langle\langle\bar{\rho} \tilde{\theta}\rangle\rangle$.

When summing the second and third terms of the integrated equation, we obtain:

$$
\begin{align*}
\int_{0}^{H} \int_{0}^{z} \int_{0}^{R_{0}}\left(\bar{\rho} r u \frac{\partial \tilde{\theta}}{\partial r}+\bar{\rho} r w \frac{\partial \tilde{\theta}}{\partial z}\right) d r d z d z & =\int_{0}^{H} \int_{0}^{z} \int_{0}^{R_{0}}\left(\tilde{\theta} \frac{\partial}{\partial z}(\bar{\rho} r w)+\bar{\rho} r w \frac{\partial \tilde{\theta}}{\partial z}\right) d r d z d z \\
& =\int_{0}^{H} \int_{0}^{R_{0}}[\bar{\rho} r w \tilde{\theta}]_{0}^{z} d r d z \\
& =\langle\bar{\rho} w \tilde{\theta}\rangle-H \int_{0}^{R_{0}}[\bar{\rho} r w \tilde{\theta}]_{z=0} d r \tag{16}
\end{align*}
$$

where we used Eq. 8. Next, the stratification term is integrated as
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$$
\begin{align*}
\int_{0}^{H} \int_{0}^{z} \int_{0}^{R_{0}} \bar{\rho} r w \Gamma d r d z d z & =\int_{0}^{z} \int_{0}^{R_{0}}\left([\bar{\rho} r w \ln (\bar{\theta})]_{0}^{H}-\int_{0}^{H} \frac{\partial}{\partial z}(\bar{\rho} r w) \ln (\bar{\theta}) d z\right) d r d z \\
& =0 \tag{17}
\end{align*}
$$

where, in the first raw, the first term is zero at $z=H$ because $w(z=H)=0$ and zero at $z=0$ because $\int_{0}^{R_{0}} r w_{E} d r=0$, while the second term is zero by applying the continuity equation and recalling that $\ln (\bar{\theta})$ is independent from $r$.

In order to integrate the heat source term, $Q$ must be prescribed. Here it is taken as proportional to the Ekman pumping $w_{E}$ (Eq. 3 from the main text) in the region of significant vertical motions and zero elsewhere

$$
Q(r, z)= \begin{cases}\beta(z) q_{b} L w_{E}(r), & r \leq R_{+}  \tag{18}\\ 0 & r>R_{+}\end{cases}
$$

with $\beta(z)$ a vertical heat profile which is normalized on the interval $[0, H]$ and has the dimension of inverse length, $q_{b}$ the specific humidity in the boundary layer and $L$ the latent heat of condensation.

Finally, integrating the heat source term yields

$$
\begin{align*}
\int_{0}^{H} \int_{0}^{z} \int_{0}^{R_{0}} \frac{\bar{\rho} r Q}{C_{p} \bar{T}} d r d z d z & =\int_{0}^{H} \int_{0}^{z} \frac{\bar{\rho} \beta q_{b} L}{C_{p} \bar{T}} \int_{0}^{R_{0}} r w_{E} d r d z d z  \tag{19}\\
& =\alpha\left[\frac{C_{d} r v^{2}}{\omega_{z}+f}\right]_{z=0, r=R_{+}}
\end{align*}
$$

where we defined

$$
\begin{equation*}
\alpha:=\frac{q_{b} L}{C_{p}} \int_{0}^{H} \int_{0}^{z} \frac{\bar{\rho}(z) \beta(z)}{\bar{T}(z)} d z d z \tag{20}
\end{equation*}
$$

In the end, integration of Eq. 6 yields, after multiplication by $g$ :

$$
\begin{equation*}
g \frac{\partial}{\partial t}\langle\langle\bar{\rho} \theta\rangle\rangle+g\langle\bar{\rho} w \theta\rangle=g \alpha\left[\frac{C_{d} r v^{2}}{\omega_{z}+f}\right]_{z=0, r=R_{+}} \tag{21}
\end{equation*}
$$

where we further neglected the heat fluxes $H \int_{0}^{R_{0}}[\bar{\rho} r w \tilde{\theta}]_{z=0} d r$ in Eq. 16. Steady-state balance

Equations 15 and 21 are valid under the anelastic approximation, i.e when $\rho$ is everywhere not far from the average vertical profile $\bar{\rho}(z)$. To further simplify, we now consider the case of constant air density $\bar{\rho}(z) \equiv \bar{\rho}_{0}$. Then, in steady-state, Eqs. 15, 21 can be combined to obtain:

$$
\begin{equation*}
\int_{0}^{R_{0}}\left[C_{d} r v^{3}\right]_{z=0} d r=U_{c}^{2}\left[\frac{C_{d} r v^{2}}{\omega_{z}+f}\right]_{z=0, r=R_{+}} \tag{22}
\end{equation*}
$$

with $U_{c}:=\sqrt{\frac{g \alpha}{\bar{\rho}_{0}}}$ is homogeneous to a velocity.

## Characteristic velocity

In order to estimate the characteristic velocity $U_{c}$, we may assume that the heating is concentrated in the lowest layers of the TC, e.g in the boundary layer. Further assuming that the temperature in the boundary layer is a constant $\bar{T}_{0}$, the characteristic velocity becomes

$$
\begin{equation*}
U_{c}^{2}=\frac{g q_{b} L \beta_{0}}{C_{p} \bar{T}_{0}} \tag{23}
\end{equation*}
$$

where $\beta_{0}:=\int_{0}^{H} \int_{0}^{z} \beta(z) d z d z$. We may use an analytical form for $\beta(z)$, for instance $\beta(z):=\frac{e^{-\frac{z}{\delta}}}{\delta\left(1-e^{-\frac{H}{\delta}}\right)}$, which leads to $\beta_{0}=\frac{H}{1-e^{-\frac{H}{\delta}}}-\delta$. To further estimate $U_{c}$, we need an estimate of $\delta$, which should correspond to the boundary layer height. By prescribing $\delta \sim \frac{H}{20}$ (corresponding for instance to a TC that is $\sim 10 \mathrm{~km}$ high and whose boundary
layer is $\sim 0.5 \mathrm{~km}$ high), we find $\beta_{0} \sim \frac{H}{19}$, which we can use along with Eq. 12 from the main text to rearrange Eq. 23. We obtain

$$
\begin{equation*}
U_{c}^{2}=\frac{V_{\max }^{2} q_{b} L}{19 C_{p} \bar{T}_{0} \frac{\Delta \theta}{\theta_{0}}} \tag{24}
\end{equation*}
$$

Typical values for the remaining parameters are $q_{b} \sim 20 \mathrm{~g} / \mathrm{kg}, L \sim 2.5 \times 10^{6} \mathrm{~J} / \mathrm{kg}$, $C_{p} \sim 1 \times 10^{3} \mathrm{~J} / \mathrm{kg} / \mathrm{K}$, and $\bar{T}_{0} \sim 300 \mathrm{~K}$. For $V_{\max } \sim 34 \mathrm{~m} / \mathrm{s}$, the average $V_{\max }$ for the most steady IKE cases of the SAR database (black stars in Fig. 3 from the main text), we find $U_{c} \sim 32 \mathrm{~m} / \mathrm{s}$.

## Text S5: Wind structure parameters

The characteristic radii $R_{0}$ and $R_{+}$may be extracted from the 178 wind profiles of the SAR database. Figure S 2 represents the ratio $\frac{R_{+}}{R_{\max }}$ as a function of $R o_{\max }$ for all these cases. A relation of proportionality between this ratio and $R o_{\max }$ is apparent. In addition, for a given $R o_{\max }$, higher $B_{s}$ values (i.e increased surface wind decay) decrease the ratio $\frac{R_{+}}{R_{\text {max }}}$ (see for instance Lane and Meranti in Fig. S2).

The controlling effect of $R o_{\max }$ and $B_{s}$ on the wind structure may then be interpreted in terms of distances of $R_{0}$ and $R_{+}$from the TC center in units of $R_{\max }$ because $R o_{\max }$ increases with both $\frac{R_{+}}{R_{\max }}$ (Fig. S2) and $\frac{R_{0}}{R_{\max }}$ (Eq. 5 from the main text) while $B_{s}$ decreases with $\frac{R_{+}}{R_{\max }}$ (Fig. S2).
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Figure S1. Schematic illustration of the TC system. The meridional circulation (black lines) is represented in a $(r, z)$-plane, with black arrows indicating the sense of the circulation. In the region of significant upward motions, green arrows represent the vertical velocity at the top of the boundary layer due to Ekman pumping. The radii used in this study are placed in the order given by their average value in the SAR database: $R_{\max } \sim 32 \mathrm{~km}, R_{+} \sim 57 \mathrm{~km}, R_{34} \sim 139 \mathrm{~km}$, and $R_{0} \sim 216 \mathrm{~km}$.


Figure S2. Observed dependency of $\frac{R_{+}}{R_{\max }}$ on $R o_{\max }$ and $B_{s}$. Each star represents a SAR observation. The x-axis is shaded in green for $R o_{\max }>50$.

### 3.3 Conclusion

In this chapter, an analytical criterion was proposed to characterize the steadiness of TCs integrated kinetic energy. Two characteristic scales, namely the radius where surface vertical motions become significant $\left(R_{+}\right)$and the radius where outflow velocity vanishes $\left(R_{0}\right)$, are shown to be crucial for the TC kinetic energy balance. Measurable with highresolution SAR wind surface data, the knowledge of these two characteristic scales can provide information on whether a TC is undergoing kinetic energy variations.

The assumption $C_{d} r v^{2}=$ cst was also discussed with respect to the complete SAR wind profiles estimates. For the least intense events (i.e events for which the maximum winds do not reach $30-35 \mathrm{~m} / \mathrm{s}$ ), this assumption is consistent with an increase of $C_{d}$ with wind speed. For the most intense events (i.e events for which the maximum winds are larger than $30-35 \mathrm{~m} / \mathrm{s}$ ), a saturation/decrease of $C_{d}$ with wind speed is suggested in the region between $R_{\max }$ and $R_{+}$, while the assumption $C_{d} r v^{2}=\mathrm{cst}$ certainly breaks down for radii larger than $R_{+}$. At such radii, the wind speed is nearly proportional to $\frac{1}{r}$, suggesting that angular momentum is roughly conserved for these cases and in this region.

Lastly, the analysis demonstrated that a SAR observation provides an indirect estimate of a characteristic velocity $\left(U_{c}\right)$ associated with the TC thermodynamics and influencing its kinetic energy balance. This characteristic velocity depends on both oceanic and atmospheric parameters, and the accumulation of SAR measurements in the future is expected to enhance the understanding of the basin- and climate-dependence of $U_{c}$. Hence, including structural parameters such as $R_{0}$, and $R_{+}$in TC wind structure reference datasets should help improving the anticipation of short- and long-term TC kinetic energy changes.

## THE SHORT-TERM EVOLUTION OF THE tROPICAL CYCLONE WIND STRUCTURE

### 4.1 Introduction

The role of the radius of significant upward motions ( $R_{+}$) on the TC dynamics was highlighted in Chapter 3. This radius characterizes the area of the TC system where the kinetic energy is most efficiently gained. In addition, it is known that prescribing the TC secondary circulation in the primitive governing equations is equivalent to prescribing the radial distribution of heating (see for instance the discussion in A. Kalashnik and Kalashnik, 2011). Based on these remarks, a system of equations may be developed to describe the TC system, in which the advection of momentum is maximal at $R_{+}$.

The present chapter investigates such a system of equations. The system is described by the equation of absolute angular momentum conservation, in which a linear frictional term is added in order to represent the frictional effects of the BL on the flow above. The radial advection of angular momentum is imposed such that it is maximal at $R_{+}$. Further assumptions are made on the linear momentum term, based on classical BL dynamics. The resulting system of equation admits an analytical solution, which is compared with SAR wind profiles estimates.

### 4.2 Article: "Revealing short-term dynamics of tropical cyclone wind speeds from satellite synthetic aperture radar"

Manuscript submitted on 31/01/2024.
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#### Abstract

Both unresolved physics in numerical models and limited theoretical understanding of the small-scale diffusion processes occurring near the ocean surface hamper predictability of tropical cyclone (TC) wind changes. An analytical model is here developed to diagnose the short-term evolution of the TC wind profile. An effective frictional parameter is introduced to control the unknown diffusion effects. When this frictional parameter is adjusted to match the TC intensity change, solutions are consistent with observed high-resolution ocean surface wind speeds from satellite synthetic aperture radar (SAR). The initial high-resolution estimate of the near-core wind structure is then found to strongly modulate the wind profile evolution. The frictional parameter can, unfortunately, not efficiently be calibrated using outer-core wind speed changes. Low-resolution observations or standard numerical weather predictions may thus not be directly used to reinterpret and anticipate shortterm TC wind changes. The expected accumulation of orbiting SAR sensors as well as improved measurements of the ocean-atmosphere boundary layer characteristics shall then become essential to more precisely monitor TC dynamics.


## Introduction

Diagnosing short-term tropical cyclone (TC) wind profile changes is still very challenging. Numerical weather prediction currently faces limited capacity to address this difficult task ${ }^{1-3}$. Small-scale processes governing the TC dynamics may not be sufficiently well known and represented, especially when parameterized at coarse spatial resolution. Correcting biases in TC characteristics (intensity, radius of maximum wind) is thus an active field of research ${ }^{4-7}$.

However, TC dynamics may theoretically be described in a simple but comprehensive way, for both the steady ${ }^{8-10}$ and unsteady ${ }^{11-14}$ phase. Using high-resolution simulations ${ }^{15,16}$, and supported with observational data ${ }^{17}$, small-scale diffusion near the ocean surface is evidenced to alter the absolute angular momentum conservation and the TC wind structure. Analytical solutions for the steady TC phases can be adjusted to observed surface wind speeds to quantify small-scale turbulent exchanges ${ }^{18}$. The size of the TC core, controlled by small-scale diffusion, has been linked to unsteady phases ${ }^{19,20}$ and may support the diagnosis of the central pressure tendency ${ }^{21}$. Practical estimates of wind profile changes are then strongly constrained by the quality of observational data, especially near the TC core. Spaceborne scatterometers can be used, but surface wind speed estimates in the core region may often be limited by instrument resolution ${ }^{22}$, rain contamination and signal sensitivity issues ${ }^{23,24}$. TC core size estimates in best-track data is also debated, especially for the most intense TC systems ${ }^{25}$.

In that context, satellite observation capabilities were extended by new acquisition modes and surface wind speed algorithms designed for spaceborne synthetic aperture radar (SAR) data. SAR observations of TCs now provide more accurate twodimensional ocean surface wind speed estimates at very high-resolution ( $\sim 1 \mathrm{~km}$ ), including the inner-core region ${ }^{24,26}$. Figures 1a, b, c present three SAR acquisitions of TC Goni, a West Pacific system that reached category 5 on the Saffir-Simpson scale in $2020^{27}$. Successive acquisitions were taken at short time intervals ( $\sim 12$ hours), to examine the evolution of the TC axisymmetric wind profile (Fig. 1d) including the location ( $R_{\max }$ ) and amplitude ( $V_{\max }$ ) of its maximum.

Given these new observational opportunities, our motivation is to propose an analytical framework to help understanding and interpreting the short-term ( $\sim 12$ hours) evolution of the TC axisymmetric structure. Following a previous framework ${ }^{14}$, analytical solutions are extended for observed non-zero initial wind profiles to diagnose the TC evolution with a scalar parameter that characterizes the effects of frictional dissipation. After assessing the performance of the derived analytical solution compared to SAR data, its potential to enhance lower resolution tools is discussed. The benefit of future satellite capabilities to help estimating this frictional parameter is also emphasized, paving the way for future work on the monitoring and prediction of TC wind structural short-term changes.


Figure 1. (a), (b), (c) SAR wind speed estimates for TC Goni in 2020 at three different times and (d) corresponding axisymmetric wind profiles (solid curves), standard deviation along each radius (shaded area), and analytical model predictions (dashed curves). For each wind profile, the cross mark indicates the radius $R_{+}$of significant upward motions (see Eq. 2) and the corresponding wind speed $V_{+}$. Note, $h_{+}=2.5 \mathrm{~km}$ (see Eq. 9) for the first model prediction (brown dashed curve) and $h_{+}=3.6 \mathrm{~km}$ for the second model prediction (orange dashed curve).

## Theoretical framework

## Evolution of the wind profile

In the present work, the evolution of the TC wind profile is based on angular momentum conservation. When the radial circulation is prescribed (see for instance Eq. 9 from this study ${ }^{14}$ ), and considering a Rayleigh linear friction term, air parcels are governed by

$$
\begin{equation*}
\frac{\partial m}{\partial t}+u\left(\frac{\partial m}{\partial r}+f r\right)+\lambda m=0 \tag{1}
\end{equation*}
$$

where $m=r v$ is the relative angular momentum, $r$ the distance from TC center, $t$ the time, $f$ the Coriolis parameter, and $u, v$ the radial and tangential components of the wind speed, respectively. The effective frictional parameter $\lambda$ has inverse time dimension and may be a function of $r$.

A natural characteristic time that normalizes Eq. 1 is $\frac{1}{f}$. Already using SAR observations and a theoretical framework, a previous study ${ }^{28}$ showed that a relevant characteristic length for TC dynamics is the radius $R_{+}$of significant upward motions in the ocean-atmosphere boundary layer (BL), defined as

$$
\begin{equation*}
\omega_{z}\left(R_{+}\right)=5 f \tag{2}
\end{equation*}
$$

where $\omega_{z}(r)=\frac{1}{r} \frac{\partial m}{\partial r}$ is the relative vorticity. $R_{+}$can be interpreted as the location where angular momentum is most efficiently gained by the TC system. Further normalizing the problem variables with the two characteristic scales $f$ and $R_{+}$(i.e $u$ and $v$ are both normalized by $f R_{+}$and $\lambda$ by $f$ ), Eq. 1 is non-dimensionally reduced.

The radial wind is then imposed to take the following non-dimensional form

$$
u=\left\{\begin{array}{ll}
-a r & \text { if } 0<r<1  \tag{3}\\
-\frac{a}{r} & \text { if } r>1
\end{array},\right.
$$

where $a$ characterizes the inflow amplitude. With this definition, the absolute radial wind is maximal at $r=1$, corresponding to $R_{+}$in dimensional form.

Using Eq. 3 and a given initial arbitrary wind profile $v_{0}(r):=v(r, t=0)$, Eq. 1 can be solved using the method of characteristics (see Text S1 in Supporting Information), yielding in non-dimensional form :

$$
v(r, t)=\left\{\begin{array}{ll}
v_{0}\left(r e^{a t}\right) e^{(a-\lambda) t}+\frac{a r\left(1-e^{(2 a-\lambda) t}\right)}{\lambda-2 a} & \text { if } 0 \leq r \leq e^{-a t}  \tag{4}\\
\sqrt{1+2(\ln (r)+a t)} v_{0}(\sqrt{1+2(\ln (r)+a t)}) \frac{e^{-\lambda t}}{r}+\frac{a\left(\lambda r^{2}-2 a r a \frac{\lambda}{a}\right)}{\lambda(\lambda-2 a) r}-\frac{a e^{-\lambda t}}{\lambda r} & \text { if } e^{-a t} \leq r \leq 1 \\
\sqrt{1+\frac{2 a t}{r^{2}}} v_{0}\left(\sqrt{r^{2}+2 a t}\right) e^{-\lambda t}+\frac{a\left(1-e^{-\lambda t}\right)}{\lambda r} & \text { if } r \geq 1
\end{array} .\right.
$$

Note, the linear effective friction term enables practical analytical solutions, Eq. 4, considered valid on a short enough duration, i.e for $t \sim \frac{1}{f}$.

## The effective frictional parameter

According to Eq. 4, the wind profile evolution solely depends on the initial distribution of winds $v_{0}$, the inflow amplitude $a$, and the effective frictional parameter $\lambda$. The latter shall describe the frictional influence of the BL on the flow. To further interpret this parameter, we recall the equation of angular momentum conservation in cylindrical coordinates for an axisymmetric vortex:

$$
\begin{equation*}
\frac{\partial m}{\partial t}+u\left(\frac{\partial m}{\partial r}+f r\right)+w \frac{\partial m}{\partial z}=\frac{r}{\rho} \frac{\partial \tau_{\theta z}}{\partial z}, \tag{5}
\end{equation*}
$$

where $z$ is a vertical coordinate, $w$ the vertical component of the wind speed, $\rho$ the density, and $\tau_{\theta z}$ a tangential stress component whose value at the ocean surface is assumed to be $C_{d} \rho v^{2}$, with $C_{d}$ a drag coefficient. In this cylindrical formulation, the frictional term $\frac{r}{\rho} \frac{\partial \tau_{\theta z}}{\partial z}$ varies with both $r$ and $z$. In the present study's framework, the frictional term $\lambda m$ affects an air parcel along its characteristic curve (see Text S 1 in Supporting Information) and is thus expressed as a function of $r$ only.

With the aim of reducing the frictional parameter $\lambda(r)$ to a scalar quantity, we propose to link its prescription in a framework based on the characteristic curves, used in the present work, with the cylindrical formulation (Eq. 5). We define the BL height $h$ as the altitude where $\tau_{\theta z}$ vanishes. Averaging Eq. 5 over the BL depth and assuming a steady flow, we have ${ }^{7}$ :

$$
\begin{equation*}
\bar{u}\left(\frac{\overline{\partial m}}{\partial r}+f r\right)=-\frac{C_{d} r v^{2}}{h}, \tag{6}
\end{equation*}
$$

where an overbar denotes a quantity averaged over the BL depth, e.g $\bar{u}=\frac{1}{h} \int_{0}^{h} u d z$. By analogy with this BL balance, the dimensional form of $\lambda$ may be assumed to satisfy:

$$
\begin{equation*}
\lambda m \propto \frac{\widetilde{C_{d}} r v^{2}}{h} \tag{7}
\end{equation*}
$$

where the planetary part of angular momentum has been neglected for simplicity and $\widetilde{C_{d}}$ is an effective drag coefficient encoding the integrated effect of surface friction over the characteristic trajectory of air parcels. Note that the value of this effective drag coefficient $\widetilde{C_{d}}$ is expected to differ from the value of its cylindrical counterpart $C_{d}$ (Eq. 5).

Suggested by the potential vorticity conservation equation and aircraft wind speed measurements, it may be stated that the TC axisymmetric wind structure in the inflow is constrained by ${ }^{7,29}$

$$
\begin{equation*}
\widetilde{C_{d}} r v^{2}=\mathrm{cst} \tag{8}
\end{equation*}
$$

Using Eq. 8 and further defining $h=h_{+} g(r)$, where $h_{+}$is the value of $h$ at $R_{+}$and $g(r)$ is a non-dimensional function of $r$, we may rewrite Eq. 7

$$
\begin{equation*}
\lambda \propto \frac{\widetilde{C_{d+}} R_{+} V_{+}^{2}}{h_{+} g(r) m} \tag{9}
\end{equation*}
$$

where $\widetilde{C_{d+}}$ and $V_{+}$are the effective drag coefficient and the wind speed both evaluated at $R_{+}$. In Eq. 9 , the quantities $R_{+} V_{+}^{2}$ and $m$ can be determined from the initial wind profile $v_{0}(r)$ so that, for a fixed function $g(r)$ and corresponding value of $\widetilde{C_{d+}}$, determining $\lambda$ in Eq. 9 amounts to estimating a multiplicative constant which characterizes $h_{+}$.

## Data and Methods

## Satellite data

The dataset of SAR high-resolution ocean surface wind speed estimates has already been described extensively ${ }^{7}{ }^{7} 28$, and contains acquisitions from Sentinel-1A (S1A), Sentinel-1B (S1B) and Radarsat-2 (RS2) missions. Numerous studies demonstrated capabilities of spaceborne SAR C-band instruments to estimate ocean surface wind speeds under TC conditions, including at very high wind speeds and in the near-core region ${ }^{24-26}$.

Low-resolution ocean surface wind speed estimates from one passive L-band radiometer acquisition of the Soil Moisture Active Passive (SMAP) mission are also examined in the present work. The capacity of SMAP L-band brightness temperature measurements to retrieve ocean surface wind speeds in TCs has also been assessed in several studies ${ }^{30,31}$, and the consistency of such measurements with those from the SAR instrument evidenced ${ }^{32}$.

## Pairing the SAR observations

A pair of SAR acquisitions of the same TC system is retained only if the time difference between the two observations is within 10 and 14 hours. To restrain the analysis to well-formed systems, we only select cases for which the SAR $V_{\max }$ estimate (i.e the axisymmetric maximum wind speed) is higher than $25 \mathrm{~m} / \mathrm{s}$, the SAR $R_{m a x}$ estimate (i.e the axisymmetric radius of maximum wind) smaller than 150 km , and the absolute latitude of the TC center smaller than $30^{\circ}$. We also ensure that, for each SAR case, the distance to closest land from the TC center is greater than the SAR $R_{34}$ estimate (i.e the radius where the axisymmetric outer-wind profile equals 34 knots). Under these constraints, a dataset of 18 SAR pairs is created, with an average time difference between two successive acquisitions of 12.9 hours.

## Adjustment of the analytical model

For this study, $a, g(r)$ and $\widetilde{C_{d+}}$ are chosen constant across all TCs in the proposed theoretical framework (Eqs. 3, 4, 9). When adjusting the analytical model, $a$ is set to 0.5 . Such a value was found to yield overall good performances of the analytical solution (see Fig. 2).

The definition of $g(r)$ modulates the effective frictional parameter $\lambda$ in Eq. 9. Here, we impose a linear form $g(r)=r$. While determining a more appropriate definition for $g(r)$ would improve the analytical solution, such an investigation should require a more extensive dataset of SAR acquisitions than what is available at the time of this study, and is thus left for future investigations. In addition, the simple linear definition still provides wind profile changes in the near-core region that are consistent with those observed in the SAR dataset of pairs (Fig. 2).

The value of $\widetilde{C_{d+}}$ must be consistent with realistic values of $h_{+}$in Eq. 9. The height $h_{+}$at which $\tau_{\theta z}\left(R_{+}\right)$vanishes can be estimated with the SAR dataset and ranges between $\sim 0.6$ and $\sim 2.7 \mathrm{~km}$, with a mean value of $\sim 1.4 \mathrm{~km}$ (see Text S2 in Supporting Information). When $\lambda$ is adjusted to the different SAR pairs to match the intensity change (see below), $\widetilde{C_{d+}}$ must be set to $1.2 \times 10^{-4}$ in order for the adjusted values of $h_{+}$in Eq. 9 to be consistent with an average of $\sim 1.4 \mathrm{~km}$.

The analytical model requires the estimation of $R_{+}$, which involves the computation of a radial derivative (see Eq. 2). Radial derivatives may be difficult to directly compute from SAR observations, e.g high wind speed estimates at high resolution may exhibit strong local variations (see for instance Fig. 1d). Hence, like in previous studies ${ }^{7,28}$, a parametric wind profile based on the Holland analytical model ${ }^{33}$ is adjusted to each SAR wind profile estimate. The adjusted parametric wind profiles are used to compute the quantities of interest (see below) as well as to perform comparisons (see Fig. 2).

For each pair of observations, the frictional parameter $\lambda$ is adjusted using the following procedure. The normalization constants $f$ and $R_{+}$, as well as the quantities $V_{+}$and $m$ in Eq. 9 are all computed from the first (initial) acquisition of the SAR pair. The first SAR wind profile (parametric) estimate provides the initial condition $v_{0}$ in Eq. 4. Thereafter, the multiplicative constant $h_{+}$that determines $\lambda$ is chosen so that, at the time of the second (final) acquisition of the SAR pair, the observed $V_{\max }$ is matched by the analytical solution Eq. 4.

## Results

We assess the performance of the analytical solution (Eqs. 3, 4) when $\lambda$, prescribed by Eq. 9 and fully determined by the scalar quantity $h_{+}$, is adjusted to match the observed intensity changes. Considering the TC Goni observations, the two pairs cover $\sim 24$ hours from its intensification phase. Figure 1d shows that TC Goni intensified from $V_{\max }=49 \mathrm{~m} / \mathrm{s}$ to $V_{\max }=60 \mathrm{~m} / \mathrm{s}$ and then to $V_{\max }=67 \mathrm{~m} / \mathrm{s}$, while $R_{\max }$ decreased from 13 to 8 km and then further to 6 km (solid curves). With the adjusted effective frictional parameter, the analytical model (dashed curves) is in qualitatively good agreement with the SAR wind profile estimates. The model predicts a $R_{\max }$ value of 11 km (dashed brown curve) when taking the first (solid black curve) SAR wind profile estimate as initial condition, and 9 km (dashed orange curve) when the second (solid brown curve) SAR wind profile estimate is used as initial condition (Fig. 1d). While in good agreement with the SAR $R_{\max }$ estimates, the small discrepancies in $R_{\text {max }}$ result in slight differences of wind speed estimates in that region. Note, the model wind speeds converge quickly toward zero with decreasing radius. This is a consequence of Eq. 9 and the linear assumption on $g(r)$. To complement the analysis of TC Goni, four other case studies are presented in Text S3 in Supporting Information.

The analytical model is further assessed with respect to the complete dataset of SAR pairs, and compared to persistent expectations. Figure 2 presents the relative error for the persistence (i.e the prediction is just the initial SAR wind profile, Fig. 2a) and for the analytical model (Fig. 2b) as a function of normalized radius $r_{*}:=\frac{r}{R_{m a x}}$. To complement the analysis, the same comparison in terms of absolute error is presented in Text S4 in Supporting Information.

The relative error considering persistent conditions (Fig. 2a) is low on average (black thick solid curve), especially for $1 \leq r_{*} \leq 5$, because the dataset consists in both weakening, stagnating and intensifying phases of TCs. When weakening phases (blue) are solely considered, the relative error is positive, as expected, and may be as large as $35 \%$ in the region near $R_{\max }$. Conversely, for intensifying phases (red), the relative error is negative, of the order $30 \%$ near $R_{\max }$. Lastly, the relative error is rather low for cases that have small $V_{\max }$ variations (grey).

Regarding the analytical model (Fig. 2b), the average relative error is also low (black thick solid curve), but positive for $1 \leq r_{*} \leq 5$, suggesting that wind speeds are slightly overestimated by the model in this region. This is associated with a positive bias of the model in the prediction of $R_{\max }$. In contrast to persistent predictions, there is no systematic bias specific to the phase of the TC life cycle (i.e weakening, stagnating or intensifying). Furthermore, the distribution of relative error values is narrower than that of persistent predictions (black thick solid curves). Near $R_{\max }$ (i.e for $r_{*} \sim 1$ ), both the average relative error and the spread are small, suggesting that the analytical model performs better than persistence in this region.

Inside the core region (i.e for $r_{*}<1$ ), the relative error takes large values for both predictions. Considering persistence, the large errors in this region are introduced by variations in $R_{\max }$ between the initial and the final SAR wind profile estimates. For the analytical model, the relative error is largely negative, associated with the quick convergence of the analytical solution


Figure 2. Relative error between (a) initial and final SAR wind profile estimates and (b) analytical model predictions and final SAR wind profile estimates of each SAR pair as a function of normalized radius ( $r_{*}=\frac{r}{R_{\max }}$ where $R_{\max }$ is that of the final SAR wind profile). The different cases (thin curves) are colored by ratio of the final over the initial SAR $V_{\max }$ estimates, while the average relative error (solid thick black curve) is displayed with plus or minus the standard deviation (dashed thick black curves).
toward zero with decreasing radius. One case drastically deviates from this rule and has a relative error maximum of $37 \%$ at $r_{*} \sim 0.5$. This case corresponds to TC Sam (see Text S3 in Supporting Information), for which the model overall captures the wind profile but fails to accurately reproduce the sharpness of the high winds region.

## Discussion

The systematic assessment of the model and the comparison with persistent conditions suggest that the adjusted analytical model captures the short-term evolution of the TC axisymmetric wind structure in a wide range of situations, especially near the TC core. In the present study, the effective frictional parameter is adjusted using both a high-resolution wind profile measured at the initial time step and an estimate of $V_{\max }$ at the final time step. The question arises whether the frictional parameter could also be adjusted using an information on the final outer-core wind profile, generally well captured by low-resolution measurements.

Figure 3 presents a wind profile estimate from a passive radiometer instrument (SMAP, purple solid thick curve) collocated with the SAR wind profile estimate from TC Goni (brown solid thick curve in Fig. 1d and in Fig. 3). For radii larger than 30 km , both wind profile estimates are consistent. As expected near the TC core, the peak wind speeds are largely underestimated by the passive radiometer, mainly because of the coarse nominal spatial resolution ( $\sim 50 \mathrm{~km}$ ) of the radiometer instrument ${ }^{7}$. Initialized on the previous SAR wind profile estimate (black solid curve in Fig. 1d, not shown in Fig. 3), the analytical solution is also displayed, once $\lambda$ was adjusted (i.e $h_{+}=2.5 \mathrm{~km}$, brown dashed curve in Fig. 1d and in Fig. 3), and when this value was doubled (i.e $h_{+}=1.2 \mathrm{~km}$, brown dotted thin curve in Fig. 3) or halved (i.e $h_{+}=4.9 \mathrm{~km}$, brown dash-dotted thin curve in Fig. 3). For these three values, the SAR and radiometer outer-core wind profiles are matched by the analytical model, but the corresponding $V_{\max }$ estimates span a large range of values (between $\sim 47$ and $\sim 72 \mathrm{~m} / \mathrm{s}$ ). For this case, the capabilities of current spaceborne passive radiometers or active scatterometers, which are limited when approaching the TC core, would not allow to adjust the frictional parameter. This suggests that an information on the near-core surface winds is critical to diagnose the TC evolution.

Despite this wide range of predicted intensities, the range of model $R_{\max }$ estimates (between $\sim 10$ and $\sim 14 \mathrm{~km}$, thin solid brown curve in Fig. 3) obtained when varying the effective frictional parameter is reasonably narrow and close to the actual SAR $R_{\max }$ estimate ( $\sim 8 \mathrm{~km}$ ). Furthermore, the $R_{\max }$ predictions from this ensemble of analytical solutions are consistent with those obtained by applying existing statistical rules ${ }^{7}$ (thin solid green curve in Fig. 3), also based on angular momentum conservation, to the ensemble $V_{\max }$ and outer-core analytical estimates. Thus, for a given initial high-resolution wind profile, in the absence of any accurate $V_{\max }$ estimate to calibrate $\lambda$, the analytical solution may still be used to create an ensemble of possible wind profile changes that shall be realistic in the outer-core region (see Fig. 2) and that are all physically consistent in


Figure 3. SAR wind profile estimate (solid thick brown curve, i.e the second of the three SAR wind profile estimates in Fig. 1) and radiometer wind profile estimate (solid thick purple curve) collocated in time (i.e with a 40-min time difference) for TC Goni. For each observed wind profile, the shaded area denotes the standard deviation along each radius. Analytical model predictions (thin dashed, dotted and dash-dotted brown curves) for three different values of $\lambda$ (see text for details) and corresponding $R_{\text {max }}$ estimates (thin solid brown curve, obtained using an ensemble of $\lambda$ values). For comparison, the $R_{\text {max }}$ estimates obtained by considering steady angular momentum conservation ${ }^{7}$ to the ensemble of analytical solutions (i.e the model $V_{\max }$ and outer size predictions obtained when varying $\lambda$ ) are shown in green.
the near-core region. More precisely, not only $R_{\text {max }}$ but also $R_{+}$is well represented by the analytical solution (see Text S 5 in Supporting Information). These two radii control the radial gradient of the near-core wind speed and thus modulate the TC steady-state balance ${ }^{28}$. Producing physically consistent estimates of $R_{\max }$ and $R_{+}$is thus essential to monitor the TC wind structure.

While the analysis suggests that the performances of the analytical model are reasonable, its limitations, such as the linear assumption on $g(r)$ and the simple prescription of $u(\mathrm{Eq} .3)$, should be kept in mind. These assumptions should certainly be revisited when more SAR data will be available. Furthermore, deeper knowledge of the BL characteristics such as its actual height or the radial wind distribution would allow to further constrain the effective frictional parameter (Eq. 9) and the inflow amplitude $a$.

## Conclusion

An analytical solution for the short-term evolution of the TC axisymmetric wind structure, that relies on an effective frictional parameter, is developed and found consistent with observed high-resolution wind profiles. The frictional parameter is reduced to a scalar multiplicative constant and calibrated using an intensity change estimate. Seemingly, such a model adjustment could not efficiently be performed solely from the outer-core wind profile changes. The presented framework may then be used in at least two situations. First, to predict the complete wind profile at the current time, given a previous ( $e . g \sim 12$ hours before) high-resolution wind profile estimate and a current intensity estimate ( $e . g$ from Dvorak analysis ${ }^{34}$ ). Second, to provide an ensemble of physically possible future wind profiles given a current high-resolution wind profile estimate and an ensemble of possible intensity change estimates ${ }^{35}$.

The proposed framework could also guide the analysis or reanalysis of the surface winds over a longer time period of the TC life cycle given a time series of $V_{\max }$ estimates, by iterating the analytical model over several successive short time steps, starting from an initial observed high-resolution wind profile. Such intensity estimates could come from best-track reanalyses ${ }^{36}$ or objective analyses from spaceborne data ${ }^{37}$. Although the consistency between these intensity estimates and the SAR dataset may be high on average ${ }^{25}$, large discrepancies can occur for single cases. A consistent methodology to systematically calibrate the effective frictional parameter based on an ancillary intensity time series may thus still require further work.

The proposed simple analytical framework also informs on how future measurements of the surface winds and BL characteristics shall benefit the understanding of the TC wind structure evolution. In the coming years, satellite missions such as the Second Generation Meteorological Operational satellite program (Metop-SG), or the Harmony mission ${ }^{38}$ will provide improved TC ocean surface wind vectors estimates. Algorithms to estimate wind directions from the SAR sensors are also being
developed, e.g based on local gradients analysis ${ }^{39}$. Airborne acquisitions from the Imaging Wind and Rain Airborne Profiler (IWRAP) instrument ${ }^{40}$ shall also yield useful information on both the BL depth and wind vectors. These BL measurements will then certainly help understanding how the small-scale processes modulate the frictional parameter (see Eq. 9).

Despite its simplicity, the proposed framework clearly emphasizes that reliable near-core surface wind speed estimates are crucial to anticipate changes in the TC wind structure. The expected accumulation of high-resolution observations due to the increasing number of spaceborne SAR sensors (e.g the recently launched Radarsat Constellation Mission) shall thus serve more in depth analysis of the TC dynamics ${ }^{41}$.

Lastly, the TC destructive potential is controlled by the complete wind structure ${ }^{42}$, while operational and research communities mainly focused on predicting intensity changes ${ }^{43}$. The proposed analytical framework may be practical in describing changes of the complete wind structure with only one scalar parameter, which efficiently characterizes the combination of an initial high-resolution wind profile and an intensity change. This shall in turn benefit the real-time evaluation of potential impacts (storm surges, waves, upwelling, currents) associated with an evolving TC.
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## Text S1: Solution of the angular momentum equation

Here we solve the following angular momentum equation

$$
\begin{equation*}
\frac{\partial m}{\partial t}+u\left(\frac{\partial m}{\partial r}+f r\right)+\lambda m=0 \tag{1}
\end{equation*}
$$

for a given initial condition $m(r, t=0):=m_{0}(r)=r v_{0}(r)$ when the radial wind is prescribed by

$$
u= \begin{cases}-a r & \text { if } 0<r<1  \tag{2}\\ -\frac{a}{r} & \text { if } r>1\end{cases}
$$

Following the method of characteristics, we search a curve $(R(T), T)$ such that $R(t)=r$. Along such a curve, we have:

$$
\left\{\begin{array}{l}
\frac{d m(R(T), T)}{d T}=\frac{d R}{d T} \frac{\partial m(R(T), T)}{\partial r}+\frac{\partial m(R(T), T)}{\partial t}=-\lambda m-R u  \tag{3}\\
m(R(0), 0)=m_{0}(R(0))
\end{array}\right.
$$

where $u$ takes the values given by Eq. 2 depending on the value of $R$. The piece-wise definition of $u$ leads us to distinguish between three cases.

## First case

We first consider a characteristic such that $0 \leq R(0) \leq 1$. With this condition, the characteristic satisfies the system

$$
\left\{\begin{array}{l}
\frac{d R}{d T}=-a R  \tag{4}\\
R(t)=r
\end{array}\right.
$$

The characteristic is thus described by

$$
\begin{equation*}
R(T)=r e^{a(t-T)} \tag{5}
\end{equation*}
$$

The system satisfied by $m(R(T), T)$ becomes

$$
\left\{\begin{array}{l}
\frac{d m(R(T), T)}{d T}=-\lambda m(R(T), T)+a r^{2} e^{2 a(t-T)}  \tag{6}\\
m(R(0), 0)=m_{0}\left(r e^{a t}\right)
\end{array}\right.
$$

Solving this system leads to

$$
\begin{equation*}
m(R(T), T)=m_{0}\left(r e^{a t}\right) e^{-\lambda T}+\frac{a r^{2} e^{2 a(t-T)}\left(1-e^{(2 a-\lambda) T}\right)}{\lambda-2 a} \tag{7}
\end{equation*}
$$

Then, we evaluate this expression for $T=t$

$$
\begin{equation*}
m(r, t)=m_{0}\left(r e^{a t}\right) e^{-\lambda t}+\frac{a r^{2}\left(1-e^{(2 a-\lambda) t}\right)}{\lambda-2 a} \tag{8}
\end{equation*}
$$

Finally, we have

$$
\begin{equation*}
v(r, t)=v_{0}\left(r e^{a t}\right) e^{(a-\lambda) t}+\frac{a r\left(1-e^{(2 a-\lambda) t}\right)}{\lambda-2 a} \tag{9}
\end{equation*}
$$

This equation is valid when $0 \leq R(0) \leq 1$, or equivalently $0 \leq r \leq e^{-t}$.

## Second case

We now consider a characteristic such that $R(0) \geq 1$ and $R(t)=r \geq 1$. With this condition, the characteristic satisfies the system

$$
\left\{\begin{array}{l}
\frac{d R}{d T}=-\frac{a}{R}  \tag{10}\\
R(t)=r
\end{array}\right.
$$

The characteristic is described by

$$
\begin{equation*}
R(T)^{2}=r^{2}+2 a(t-T) \tag{11}
\end{equation*}
$$

The system satisfied by $m(R(T), T)$ along such a characteristic then becomes

$$
\left\{\begin{array}{l}
\frac{d m(R(T), T)}{d T}=-\lambda m(R(T), T)+a  \tag{12}\\
m(R(0), 0)=m_{0}\left(\sqrt{r^{2}+2 a t}\right)
\end{array}\right.
$$

and is solved by

$$
\begin{equation*}
m(R(T), T)=m_{0}\left(\sqrt{r^{2}+2 a t}\right) e^{-\lambda T}+\frac{a\left(1-e^{-\lambda T}\right)}{\lambda} \tag{13}
\end{equation*}
$$

Evaluating this expression at $T=t$ yields

$$
\begin{equation*}
m(r, t)=m_{0}\left(\sqrt{r^{2}+2 a t}\right) e^{-\lambda t}+\frac{a\left(1-e^{-\lambda t}\right)}{\lambda} \tag{14}
\end{equation*}
$$

Finally, we write

$$
\begin{equation*}
v(r, t)=\sqrt{1+\frac{2 a t}{r^{2}}} v_{0}\left(\sqrt{r^{2}+2 a t}\right) e^{-\lambda t}+\frac{a\left(1-e^{-\lambda t}\right)}{\lambda r} \tag{15}
\end{equation*}
$$

We recall that this equation is valid when $R(t)=r \geq 1$.

## Third case

In the third case, a characteristic such that $R(0) \geq 1$ and $R(t)=r \leq 1$ is considered. Denoting $T_{1}$ the time when $R\left(T_{1}\right)=1$, the characteristic satisfies the system

$$
\left\{\begin{array}{l}
\frac{d R}{d T}=-a R  \tag{16}\\
R(t)=r
\end{array}\right.
$$

where $T \leq t$ is such that $R(T) \leq 1$. The characteristic is described by

$$
\begin{equation*}
R(T)=r e^{a(t-T)}=e^{a\left(T_{1}-T\right)} \tag{17}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{1}=\frac{\ln (r)}{a}+t \tag{18}
\end{equation*}
$$

The system satisfied by $m(R(T), T)$ is

$$
\left\{\begin{array}{l}
\frac{d m(R(T), T)}{d T}=-\lambda m(R(T), T)+a e^{2 a\left(T_{1}-T\right)}  \tag{19}\\
m\left(R\left(T_{1}\right), T_{1}\right)=m_{0}\left(\sqrt{1+2 a T_{1}}\right) e^{-\lambda T_{1}}+\frac{a\left(1-e^{-\lambda T_{1}}\right)}{\lambda}
\end{array}\right.
$$

Solving this system yields

$$
\begin{equation*}
m(r, t)=m_{0}(\sqrt{1+2(\ln (r)+a t)}) e^{-\lambda T}+\frac{a}{\lambda(\lambda-2 a)}\left[\lambda r^{2} e^{2 a(t-T)}-2 a r^{\frac{\lambda}{a}} e^{\lambda(t-T)}\right]-\frac{a e^{-\lambda T}}{\lambda} \tag{20}
\end{equation*}
$$

Taking $T=t$ in this expression, we obtain

$$
\begin{equation*}
m(r, t)=m_{0}(\sqrt{1+2(\ln (r)+a t)}) e^{-\lambda t}+\frac{a\left(\lambda r^{2}-2 a r^{\frac{\lambda}{a}}\right)}{\lambda(\lambda-2 a)}-\frac{a e^{-\lambda t}}{\lambda} \tag{21}
\end{equation*}
$$

Finally, we have

$$
\begin{equation*}
v(r, t)=\sqrt{1+2(\ln (r)+a t)} v_{0}(\sqrt{1+2(\ln (r)+a t)}) \frac{e^{-\lambda t}}{r}+\frac{a\left(\lambda r^{2}-2 a r^{\frac{\lambda}{a}}\right)}{\lambda(\lambda-2 a) r}-\frac{a e^{-\lambda t}}{\lambda r} \tag{22}
\end{equation*}
$$

This last equation is valid when $e^{-t} \leq R(t)=r \leq 1$.

## Complete solution

Finally, the complete solution is

$$
v(r, t)= \begin{cases}v_{0}\left(r e^{a t}\right) e^{(a-\lambda) t}+\frac{a r\left(1-e^{(2 a-\lambda) t}\right)}{\lambda-2 a} & \text { if } 0 \leq r \leq e^{-a t}  \tag{23}\\ \sqrt{1+2(\ln (r)+a t)} v_{0}(\sqrt{1+2(\ln (r)+a t)}) \frac{e^{-\lambda t}}{r}+\frac{a\left(\lambda r^{2}-2 a r r^{\frac{\lambda}{a}}\right)}{\lambda(\lambda-2 a) r}-\frac{a e^{-\lambda t}}{\lambda r} & \text { if } e^{-a t} \leq r \leq 1 \\ \sqrt{1+\frac{2 a t}{r^{2}}} v_{0}\left(\sqrt{r^{2}+2 a t}\right) e^{-\lambda t}+\frac{a\left(1-e^{-\lambda t}\right)}{\lambda r} & \text { if } r \geq 1\end{cases}
$$

## Text S2: SAR $h_{+}$estimates

Assuming $C_{d} r v^{2} \approx \mathrm{cst}$, we can rewrite Eq. 6 from the main text

$$
\begin{equation*}
h_{+}=-\frac{C_{d+} R_{+} V_{+}^{2}}{\overline{u_{+}}\left(\left.\frac{\overline{\partial m}}{\partial r}\right|_{R_{+}}+f R_{+}\right)}, \tag{24}
\end{equation*}
$$

where $C_{d+}$ and $\overline{u_{+}}$are the drag coefficient and the averaged radial wind speed both evaluated at $R_{+}$. In Eq. 24, $C_{d+}$ is set to $2.5 \times 10^{-3}$ based on the literature ${ }^{1}$, while $f, R_{+}$and $V_{+}$can be estimated from a SAR wind profile estimate. The radial gradient of relative angular momentum averaged over the BL $\left.\frac{\overline{\partial m}}{\partial r}\right|_{R_{+}}$is assumed to be close to that at the surface, so that it may also be computed on a SAR axisymmetric wind profile estimate. Because $u_{+}$quickly decreases from the surface to the top of the BL, it can not be assumed independent from altitude in the BL. Instead, an exponential form may be assumed for the vertical distribution of the radial wind

$$
\begin{equation*}
u_{+}(z)=-\frac{V_{+}}{2} e^{-\frac{\alpha_{z}}{h}}, \tag{25}
\end{equation*}
$$

where $\alpha$ is constant and where we assumed that at the surface $u_{+}$takes the value $\frac{V_{+}}{2}$. This value corresponds to a surface inflow angle of $\sim 26^{\circ}$ at $R_{+}$, in agreement with in-situ measurements ${ }^{2}$.
By taking

$$
\begin{equation*}
\alpha=\ln \left(\frac{V_{+}}{2 a f R_{+}}\right) \tag{26}
\end{equation*}
$$

the expression also satisfies $u_{+}=-a f R_{+}$at the top of the BL, which is an assumption of our model. Averaging Eq. 25 over the BL depth, we obtain

$$
\begin{equation*}
\overline{u_{+}}=\frac{V_{+}}{2 \alpha}\left(e^{-\alpha}-1\right) \tag{27}
\end{equation*}
$$

Equations $24,26,27$ can then be used to estimate $h_{+}$for a given SAR wind profile estimate. Figure 1 displays the distribution of the SAR estimates of $h_{+}$for the complete SAR dataset (grey bars) and for the SAR pairs considered in this study (blue bars). For the complete SAR dataset, the $h_{+}$estimates range between $\sim 0.6$ and $\sim 2.7 \mathrm{~km}$, with a mean value of $\sim 1.4 \mathrm{~km}$. For the dataset of 18 SAR pairs considered in this study, the $h_{+}$estimates are higher on average, ranging between $\sim 1$ and $\sim 2.7 \mathrm{~km}$, with a mean value of $\sim 1.8 \mathrm{~km}$. For the three SAR acquisitions of TC Goni, the $h_{+}$estimates are $\sim 1.8, \sim 1.4$ and $\sim 1.3 \mathrm{~km}$, close to the mean values from the two datasets.

## Text S3: Application to four case studies

Four pairs of SAR wind profiles estimates and their corresponding predictions from the analytical model are displayed in Fig. 2. These case studies are described below.
Figure 2a presents a first case, TC Cebile, which evolved over the South-West Indian ocean in 2018 and reached category 4 on the Saffir-Simpson scale. During the beginning of its life cycle, TC Cebile was overflown by S1B on 2 January at 0022 UTC (black solid curve) and by S1A at 1323 UTC (orange solid curve). During this period, TC Cebile intensified from $V_{\max }=36 \mathrm{~m} / \mathrm{s}$ to $V_{\max }=45 \mathrm{~m} / \mathrm{s}$, while the radius of significant upward motions contracted from $R_{+}=84 \mathrm{~km}$ to $R_{+}=78 \mathrm{~km}$. For this case with a large and stagnating $R_{\max } \sim 40 \mathrm{~km}$, the analytical model (dashed orange curve) seemingly captures the wind speed increase in the near-core region, even though $R_{\max }$ is slightly overestimated, by $\sim 8 \mathrm{~km}$. Within the inner-core region, i.e for radii below 30 km , the model underestimates the wind speed and quickly converges toward zero with decreasing radius.
A second case is presented in Fig. 2b and is that of TC Sam, a North Atlantic major hurricane of the 2021 season, which reached category 4 on the Saffir-Simpson scale. Two SAR acquisitions of TC Sam were successively performed by S1B and RS2 on 29 September at 2203 UTC and on 30 September at 0959 UTC, respectively. This period corresponds to a phase of rapid intensification, where $V_{\max }$ increased from 44 to $69 \mathrm{~m} / \mathrm{s}$, while $R_{+}$contracted from 56 to 47 km . The increase of wind speed in the near-core region seems to be well captured by the analytical model. The stagnation of $R_{\max }$ at $23-24 \mathrm{~km}$ is also caught by the analytical model, which predicts a value of 22 km . However, the sharpness of the high winds region is slightly
overestimated by the analytical model, so that, in the inner-core region, wind speeds are overestimated for radii between 10 and 20 km .
Fig. 2c displays a third case, TC Hector, which traversed the Pacific ocean during the 2018 season and reached category 4 on the Saffir-Simpson scale. During its life cycle, TC Hector was overflown by several spaceborne SAR instruments, including RS2 on 7 August at 1545 UTC and S1A on 8 August at 0414 UTC. This corresponds to a period when both $V_{\max }$ and $R_{+}$ were stagnating, at $52 \mathrm{~m} / \mathrm{s}$ and 37 km , respectively. Accordingly, the two wind profiles estimated by the SAR instruments are similar. The analytical model well captures this stagnation phase in the near-core region, including the $R_{\max }$ which is located at $16-18 \mathrm{~km}$ from the TC center.
A last case is showed in Fig. 2d and is that of TC Haleh, which evolved over the South-West Indian ocean in 2019 and reached category 4 on the Saffir-Simpson scale. During a weakening phase, TC Haleh was overflown by S1B at two successive times, on 6 March at 1354 UTC and on 7 March at 0049 UTC. During this period, $V_{\max }$ decreased from 41 to $30 \mathrm{~m} / \mathrm{s}$, while $R_{+}$slightly increased from 70 to 73 km . The wind speed predicted by the analytical model is in agreement with the SAR wind profile estimate for radii larger than 60 km . However, the analytical model fails to capture the stagnation of $R_{\max }$ and predicts a value of 66 km , much larger than the $41-42 \mathrm{~km}$ suggested by the SAR wind profiles estimates. As a consequence, the analytical model largely underestimates wind speeds for radii below 60 km . This last case illustrates how an error of the analytical model in the prediction of the radius of maximum winds might affect other parts of the wind profile.

## Text S4: Absolute error of the analytical model

Figure 3 presents the absolute error for the persistence (Fig. 3a) and for the analytical model (Fig. 3b) as a function of normalized radius $r_{*}:=\frac{r}{R_{\max }}$.
Like for the relative error (see Fig. 2 from the main text), the absolute error considering persistent conditions (Fig. 3a) is low on average (black thick solid curve). When weakening phases (blue) are solely considered, the absolute error is positive and may be as large as $13 \mathrm{~m} / \mathrm{s}$ in the region near $R_{\max }$. Conversely, for intensifying phases (red), the absolute error is negative, of the order $-20 \mathrm{~m} / \mathrm{s}$ near $R_{\max }$. Lastly, the absolute error is rather low for cases that have small $V_{\max }$ variations (grey).
Regarding the analytical model (Fig. 3b), the average absolute error is low (black thick solid curve) and positive for $1 \leq r_{*} \leq 5$. In contrast to persistent predictions, there is no systematic bias specific to the phase of the TC life cycle (i.e weakening, stagnating or intensifying). Furthermore, the distribution of absolute error values is narrower than that of persistent predictions (black thick solid curves). Near $R_{\max }$ (i.e for $r_{*} \sim 1$ ), both the average absolute error ( $2 \mathrm{~m} / \mathrm{s}$ ) and the spread ( $\pm 2 \mathrm{~m} / \mathrm{s}$ ) are small.

## Text S5: Model $R_{\max }$ and $R_{+}$estimates

The performances of the analytical model in terms of radii $R_{\max }$ and $R_{+}$are analyzed in Fig. 4. For $R_{\max }$ (Fig. 4a), the model estimates are in agreement with the final SAR estimates $\left(R^{2}=0.76\right)$, although a small positive bias is apparent $(\sim 4.5 \mathrm{~km})$. This bias results from the small positive bias of the model near the core region (see Fig. 3, or Fig. 2 from the main text). Remarkably, the performances of the model for $R_{\max }$ are much higher for the smaller $R_{\max }$ values, i.e the most intense cases.
Regarding $R_{+}$(Fig. 4b), the model estimates are also in agreement with the final SAR estimates ( $R^{2}=0.79$ ) and are negatively biased ( $\sim-4.0 \mathrm{~km}$ ). This negative bias is small compared to the average $R_{+}$value ( $\sim 60 \mathrm{~km}$ ).
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Figure 1. SAR estimates of $h_{+}$after applying Eqs. $24,26,27$ for the complete SAR dataset (grey bars) and for the dataset of 18 SAR pairs considered in the present study (blue bars). Dashed vertical lines correspond to the mean values from both datasets, while the three cross marks indicate the values corresponding to the three SAR acquisitions of TC Goni, following the color code used in Fig. 1 from the main text.


Figure 2. Initial (black solid curve) and final (orange solid curve) SAR wind profiles estimates, standard deviation along each azimuth (dashed area), as well as analytical model predictions (orange dashed curve) for (a) TC Cebile in 2018, (b) TC Sam in 2021, (c) TC Hector in 2018 and (d) TC Haleh in 2019.


Figure 3. Same as Fig. 2 from the main text, but for absolute error (m/s).


Figure 4. Comparison between model (y-axis) and SAR (x-axis) $R_{m a x}$ estimates (a), and $R_{+}$estimates (b). The different SAR pairs (squares) are colored by ratio of the final over the initial SAR $V_{\max }$ estimates. $R^{2}$ is the coefficient of determination, ME the mean error, RSD the residual standard deviation.

### 4.3 Conclusion

In this chapter we developed an analytical solution for the short-term evolution of the TC wind structure. The analytical model relies on an effective frictional parameter $\lambda$ and was validated against SAR wind profile estimates. The analysis highlights how the initial high-resolution wind profile and the corresponding location of the radius of significant upward motions $R_{+}$modulate the wind structure evolution.

The persistence of observed outer-core wind profiles poses challenges for efficient adjustment of the analytical model from low-resolution observations or numerical simulations. Currently, the calibration of $\lambda$ requires a future intensity estimate, and the proposed framework suggests using best-track reanalyses or objective analyses from spaceborne data. Future satellite missions and airborne acquisitions that shall provide improved wind vectors estimates in the near-core region are expected to enhance our understanding of TC dynamics.

In the proposed framework, the dependence of the boundary layer depth $h$ on radius is assumed linear when prescribing $\lambda$. However, in classic linear BL theories, $h$ does not depend linearly on radius. Rather, $h$ is controlled by both the wind profile $v$ and the viscosity coefficient $K$ (Eq. 1.20). Hence, analytical solutions such as that presented in this chapter may be used to directly assess the value of $K$ when the radial circulation is prescribed (see for instance Pandey and Maurya, 2018), and further work is needed to combine such an approach with a time series of observed TC wind profiles.

## Conclusion

In this thesis we evaluated how the near-core structural features, only resolved by highresolution instruments, contribute to the TC life cycle, and established spatio-temporal constraints on the surface wind structure, based on fundamental conservation laws. Here we synthesize the main results of the present manuscript, and discuss the perspectives that it opens up.

As mentioned in Chapter 1, the spaceborne instruments that are historically the most often used to sense the ocean surface below TCs (i.e orbiting scatterometers and radiometers) fail to accurately capture the surface wind decay near the core of the most intense TCs. Even though these sensors are well suited to estimate the TC outer-core properties, theories suggest that both the amplitude of the strongest winds ( $V_{\max }$ ) and their radial extent $\left(R_{\max }\right)$ are critical for TCs dynamics. Until a better spatio-temporal sampling of the high-resolution instruments is achieved, the lack of systematic reliable near-core surface wind structure estimates needs to be addressed.

A natural way to tackle this issue is to assess whether near-core structural features may be estimated from the TC outer-core properties. In Chapter 2, a database of highresolution TC ocean surface wind speed estimates from SAR measurements was used to statistically adjust $R_{\max }$ in the lower-resolution wind speed estimates provided a coincident knowledge of $V_{\max }$. In such a situation, a statistical approach is rather efficient because of fundamental conservation laws (PV conservation close to the surface or angular momentum conservation in the above flow). Yet, the variability of the surface wind decay encountered in nature, which encodes and modulates these fundamental conservation laws, is too large to be captured by simple statistical relationships, so that for some events, the correction fails. The dynamical properties of such cases, which may only be identified with high-resolution measurements, should be investigated.

This matter is treated in Chapter 3, starting from the basic consideration that the surface wind decay controls the amplitude of vertical velocities in the TC system. Due to Ekman pumping in the BL, these upward motions are significant in a domain that goes from inside the core of the TC to approximately twice the radius of maximum wind. At such radii, where key turbulent air-sea exchanges occur, the vertical velocities can be
related to the total heat gained by the TC system, while the surface wind decay encodes the energy lost by friction. This near-core region, which may be efficiently identified with a SAR high-resolution observation, is thus crucial for the TC kinetic energy steady-state equilibrium. Analysis of TCs surface wind decay estimated using SAR measurements and kinetic energy time changes estimated from reference datasets (best-tracks) corroborate that an instantaneous knowledge of the near-core surface wind decay informs on future changes in TC kinetic energy.

A natural extension of these results is to develop a model for the evolution of the complete TC wind structure from an instantaneous high-resolution wind profile estimate. This is attempted in Chapter 4, where such a model is analytically derived. In the proposed theoretical framework, the evolution of the wind profile can be predicted on short periods ( $\sim 12$ hours) when the intensity change is known. The analytical model is shown to be in agreement with SAR measurements. The analysis also showed the limitations of using such a simplified model: with the axisymmetric and small inflow angle assumptions, the TC outer-core wind profile is roughly persistent in time, while the near-core wind speeds may experience drastic changes. Such an outcome prevents the potential correction of lower-resolution near-core measurements solely from the variations of the outer-core wind speed estimates.

These last remarks illustrate two of the main limitations of the present thesis. First, from a theoretical perspective, the assumption of axisymmetry hampers the appropriate treatments of three-dimensional turbulent processes that are important for the TC evolution (Persing et al., 2013). In particular, asymmetries in the BL are known to be controlled by the turbulent diffusivity coefficient once the translation speed is prescribed (Shapiro, 1983; Kepert, 2001). Because surface asymmetries may manifest themselves on large spatial scales, they could be investigated with lower-resolution measurements. In our axisymmetric framework, the benefit of using the vortex asymmetries measured from lower-resolution sensors to better constrain the system equations, in particular the drag coefficient, could not have been exploited. Second, an assumption of small inflow angle was made all along the manuscript, i.e the radial component of the wind speed was neglected versus the tangential component. Hence, scalar wind intensity estimates from SAR were used to address the thesis questions, whereas the developed theoretical framework would have ideally required the knowledge of tangential wind speeds. Though corroborated by dropsondes observations, the assumption mainly results from a measurement limitation. Indeed, the development of an algorithm able to routinely estimate two-dimensional wind
directions over the whole vortex, including near the TC core, from existing sensors (e.g from SAR), is still ongoing. Such a product would, in fact, set a milestone in the field of TCs surface wind measurements, in the same way SAR cross-polarization did when it was first used to extend surface wind speeds estimates at high winds. With such data, the results of this thesis should certainly be revisited.

Apart from these algorithmic considerations, the issue of directional estimates in TCs may also be tackled by instrumental developments. In the future, improved surface wind vectors estimates should be provided at medium-resolution by the second generation meteorological operational satellite programme (Metop-SG), starting 2025. Unlike the current Metop instrument, ASCAT, which only has co-polarization measurements, scatterometers onboard Metop-SG will operate with both co- and cross-polarization. Hence, near the core of the TC, the wind vectors estimates will benefit from the higher sensitivity of cross-polarized signals to ocean breaking waves. In addition, the coming Copernicus imaging microwave radiometer (CIMR), planned for 2025, promises to offer a global coverage thanks to its large swath, with improved resolution and low uncertainty observation capabilities. Combining L-, C- and X-band frequencies, this mission shall provide improved surface wind vectors estimates under TC conditions (Kilic et al., 2018).

Despite its lower spatio-temporal sampling, improved surface wind vectors estimates near the core of the TC may also be possible at high-resolution with the future Harmony mission, the ESA Earth Explorer 10, whose launch is expected by the end of the decade (ESA, 2022). Augmenting Sentinel-1D observations with two satellite companions, this mission shall provide azimuth diversity from these bi-static observations and help to better characterize turbulent processes near the ocean surface. Lastly, measurements of wind vectors profiles in the BL may be allowed by the Doppler-based motions derived from the imaging wind and rain airborne profiler (IWRAP) instrument. Limited to a few TC events, measurements from this sensor are already being analyzed and processed (Sapp et al., 2022). As suggested by this thesis and the equations of angular momentum conservation, acquisitions from both the Harmony mission and the IWRAP instrument shall allow to better appreciate the BL height and inflow characteristics, including near the TC core, to investigate air-sea turbulent exchanges.

In addition to these future missions, the spatio-temporal sampling of SAR instruments is expected to drastically increase in the next few years. For instance, the C-band SAR coverage was recently augmented by the Radarsat constellation mission (RCM), a series of three satellites launched in 2019. Furthermore, the Sentinel-1 next generation (S1-NG)
mission, planned for the next decade, shall ensure the continuity of the C-band SAR services from Sentinel-1A and -B. To complement these sensors, a myriad of L-band SAR instruments, which shall be less impacted by rain than their C-band counterparts, will also be launched. This includes the advanced land observing satellite 4 (ALOS-4) and the NASA-ISRO synthetic aperture radar (NISAR) missions, which should be launched in the current year, and the radar observation system for Europe in L-band (ROSE-L) mission, which is planned for 2028.

By providing a theoretical framework to investigate TCs evolution and dynamical properties, the present thesis anticipates and prepares the significant increase in the number of SAR acquisitions. An analytical guide to interpret the large amount of information contained in these high-resolution measurements, which shall soon be available at a high temporal sampling, is essential. Conversely, the accumulation of SAR observations may be useful to further investigate issues raised by this thesis. For instance, regarding turbulent air-sea exchanges, our results suggest a decrease or saturation of the drag coefficient with wind speed at high winds (above $\sim 30 \mathrm{~m} / \mathrm{s}$ ). While this preliminary outcome deserves further examination, SAR measurements may be instrumental to better characterize turbulent air-sea properties under extreme winds conditions, a prerequisite to assess the upper bound of the TC intensity. Analysis of the observations also shows that, along their life cycle, TCs are close to a steady-state in which their intensity is controlled by a characteristic velocity, which depends on oceanic and atmospheric environmental variables. Although this fact was well known from TCs theories, the thesis reveals that a given SAR observation provides an indirect estimate of this characteristic velocity. Hence, the accumulation of SAR measurements shall inform on how the steady-state intensity and equilibrium are affected by the environmental background from a given ocean region or climate scenario.

To complement surface observations and better assess how the oceanic and atmospheric background influence the TC dynamical properties, other instruments may be used, that sense the system at different levels. In the ocean, the SST controls the steadystate equilibrium of TCs (K. A. Emanuel, 1986). Furthermore, the upper ocean salinity stratification contains a predictive information on the TC intensification (Balaguru et al., 2020). Hence, both SST and SSS, which may be assessed with global coverage using passive microwave satellite data, could help better characterizing the TC dynamical properties. In addition, estimating the SSH in the wake of TCs, for instance using spaceborne microwave altimetry, may inform on the relationship between the TC near-core
wind structure and the upper ocean (Combot, Quilfen, et al., 2020). Observations of the oceanic near-surface conditions can be supplemented by in-situ measurements, which may also provide a precious knowledge of the water column properties. For instance, buoys, underwater gliders, and dropsondes, are all undergoing constant innovation and developments, and shall be soon complemented by saildrones (C. Zhang et al., 2023). In the atmosphere, vertical distributions estimates of atmospheric temperature in the TC system from spaceborne sounding microwave instruments should allow to better constrain the wind structure. Cloud characteristics at the top of the TC can also be used for this purpose. In particular, the contribution of the radius of vanishing winds $\left(R_{0}\right)$ in the outflow to the TC life cycle is known from both theoretical (Riehl, 1963) and empirical (Dvorak, $1975,1984)$ studies. In this thesis, this radius was estimated from surface measurements based on angular momentum conservation in the outflow. Yet, direct estimates of $R_{0}$ from geostationary satellite visible or infrared data would certainly help refining the theoretical framework presented here. More generally, better understanding the link between the TC surface wind structure and these cloud properties would allow to leverage the high spatial and temporal resolution of geostationary satellites measurements to reinterpret historical data and better monitor future events.

Although no mission exclusively dedicated to the measurement of TCs ocean surface wind speeds is expected in the next years, the future is bright, with a myriad of mediumand high-resolution instruments to come, that will help assessing the wind structure near the TC core. Yet, should such a specific mission be under consideration, like with the recent cyclone global navigation satellite (CYGNSS) mission (Ruf et al., 2012), a few scientific requirements can be drawn from this thesis. Emphasized in the present work, both $V_{\max }$ and $R_{\text {max }}$ are crucial for the TC life cycle. From historical records, the strongest winds ever reported, those of TC Tip in 1979, exceeded $\sim 95 \mathrm{~m} / \mathrm{s}$. Hence, for a hypothetical dedicated mission, the instrument specifications should allow two-dimensional surface wind vectors measurements at least up to $\sim 100 \mathrm{~m} / \mathrm{s}$, to capture such intensities and anticipate the more violent events expected in the future. To characterize the smallest possible $R_{\max }$ values, the sensor should have have a spatial resolution of $\sim 5 \mathrm{~km}$ or lower, according to the SAR database. If $V_{\max }$ and $R_{\max }$ estimates can already be obtained by ancillary data (e.g orbiting SAR instruments and/or geostationary satellite indirect estimates), the thesis revealed that the knowledge of the surface wind decay, or equivalently, the radius of significant upward motions $\left(R_{+}\right)$, is essential. From the SAR database, $R_{+}$can correspond to wind speeds as high as $\sim 45 \mathrm{~m} / \mathrm{s}$, and be located as close as $\sim 30 \mathrm{~km}$ from
the TC center, providing more accessible orders of magnitude. Because the system size, e.g $R_{0}$, can be estimated from $V_{\max }, R_{\max }$, and the latitude of the TC center (or $f$ ), the instrument swath may be rather small. Yet, the highest $R_{+}$estimates exceed $\sim 90 \mathrm{~km}$, and asymmetries in the surface wind field may occur at even larger spatial scales. Thus, a swath of $\sim 500 \mathrm{~km}$ or higher, is recommended. In addition, the larger the swath width, the shorter the revisit time of the sensor. From the present work, a high-resolution wind profile measurement may allow for short-term ( $\sim 12$ hours) predictions. Consequently, a temporal sampling of at least $\sim 24$ hours for the hypothetical mission to fill the gaps is required. While this manuscript provides a rough first baseline for a mission that would be dedicated to TCs surface wind fields measurements, once again, the accumulation of SAR measurements in the future shall help refining these orders of magnitude.

Even though the assimilation of low-resolution satellite data has improved the representation of the synoptic scale steering flow and hence the forecasting of TCs trajectory over the past $\sim 20$ years, it had little impact on intensity predictions. Physical processes associated with changes in the TC intensity, such as turbulent BL exchanges, are of much smaller scale than what can currently be resolved in the relatively coarse standard remote sensing products. Revealed by our analysis of a SAR database, the key contribution of the near-core surface wind structure on the TC dynamics could thus have been anticipated. More generally, the large amount of details that spaceborne high-resolution instruments provide on the TC system certainly requires a methodological guide to be interpreted without loss of relevant information. Using a theoretical framework, this thesis revealed the importance of the radius of significant upward motions ( $R_{+}$) and corroborated that of the radius of vanishing winds $\left(R_{0}\right)$ for the TC evolution. The identification of such critical parameters shall benefit the training of neural network models, especially with the coming increase in the spatio-temporal sampling of high-resolution sensors. Lastly, while the present work focused on TCs, the more general question of how an instantaneous and rich, though partial observation of a system state informs on its evolution, may be encountered in the study of various other dynamical phenomena.
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#### Abstract

Résumé : Malgré les avancées dans la prédiction de la trajectoire des cyclones tropicaux et des vitesses de vent en périphérie du système, la représentation numérique des vents les plus forts associés aux événements les plus intenses demeure une question ouverte, principalement en raison de la faible taille du cœur du cyclone et de la difficulté à comprendre et résoudre les échanges turbulents entre l'océan et l'atmosphère. Des limites observationnelles ont longtemps entravé des mesures précises de la surface océanique près du cœur dans des conditions de vents forts, tandis que les satellites géostationnaires aident à caractériser les motifs nuageux mais ne donnent pas d'information directe sur l'interface air-mer. Récemment, le radar à ouverture synthétique (SAR) a émergé comme une technologie satellitaire prometteuse capable de


produire des mesures à haute résolution et bidimensionnelles des vitesses du vent à la surface de l'océan, grâce à de nouveaux modes d'acquisition et à des développements algorithmiques. Compte tenu de ces nouvelles opportunités d'observation, nous explorons la contribution des caractéristiques structurelles près du cœur, exclusivement discernables à travers des instruments haute résolution, à la dynamique des cyclones. En utilisant un cadre théorique simple et examinant sa cohérence avec les mesures SAR, nous démontrons que les vents en surface près du cœur controllent l'évolution de la structure du vent du cyclone. Le cadre développé permet d'illustrer comment les futures mesures des caractéristiques de la couche limite océanatmosphère pourraient bénéficier du suivi à court et à long terme des cyclones tropicaux.

Title: Tropical cyclone dynamics revealed by satellite ocean surface wind speeds observations: the key contribution of the near-core surface wind structure
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#### Abstract

Despite advances in predicting the tropical cyclones (TCs) trajectory and outer-core wind speeds, the numerical representation of the strongest winds associated with the most intense events is still an open issue, essentially because of the small radial extent of the TC core and the difficulty in understanding and resolving turbulent air-sea exchanges. Observational limitations have for a long time hindered accurate measurements of the ocean surface near the core region in extreme wind conditions, while geostationary satellites help characterizing the cloud patterns but lack direct information on the airsea interface. Recently, synthetic aperture radar (SAR) has emerged as a promising satellite technology capable of producing high-resolution two-


dimensional measurements of the ocean surface wind speeds, thanks to new acquisition modes and algorithmic developments. Given these new observational opportunities, we investigate the contribution of near-core structural features, exclusively discernible through high-resolution instruments, to the TC dynamics. Using a simple theoretical framework and examining its consistency with SAR measurements, we demonstrate that the near-core surface winds modulate the evolution of the TC wind structure. The developed framework allows to illustrate how future measurements of ocean-atmosphere boundary layer characteristics could benefit the short- and longterm monitoring of TCs.


[^0]:    3. Because of a vorticity gradient between the equator and the poles, air with anticyclonic anomaly is carried on the eastern side of the TC, while air with cyclonic anomaly is carried on the western side of the TC. Taken together, these anomalies imply that TCs drift poleward and westward with respect to the surrounding winds.
[^1]:    4. In order to account for inflation, population changes, and economic development, financial damage loss estimates are often normalized by those of a reference year, 2018 in Weinkle et al., 2018.
[^2]:    5. See Bigler, 1981 for more details and illustrations.
[^3]:    6. The last operational WSR-57 was removed in 1996.
[^4]:    8. The first spaceborne microwave radiometer was that onboard Cosmos 243, launched in 1968.
[^5]:    10. They also carried a SAR (see below), an altimeter, a microwave radiometer, an IR/visible radiometer, and a visible/ultraviolet spectrometer.
[^6]:    11. WindSat is unique in that it uses several fully polarimetric channels. By separating the brightness temperatures that have a vertical, horizontal, left-hand circular, and right-hand circular polarizations, they allow to retrieve the full wind vector (Gaiser et al., 2004).
[^7]:    12. $1 \mathrm{knot} \approx 0.51 \mathrm{~m} / \mathrm{s}$
[^8]:    14. On average $2 R_{\max }$ corresponds to $R_{64}$, the radius where the wind speed equals $\sim 33 \mathrm{~m} / \mathrm{s}$.
[^9]:    ${ }^{1}$ In this section we chose $R_{34}$ as outer wind radius for clarity, but the reasoning well applies to any other wind radius (e.g $R_{50}$ and $R_{64}$ ).

[^10]:    ${ }^{2} B$, as a scalar value, was used instead of a criterion based on $\frac{d M}{d r}$ to describe the shape of the wind profile
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