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Titre : Batteries films minces pour systèmes intégrés à haute densité d'énergie 

Mots clés : Matériaux, Batterie, Films minces, Electrochimie 

Résumé : Parmi les technologies de rupture, 

l'Internet des objets (IoT) est la plus populaire. Le 

concept est né en 1999, et aujourd'hui, c'est toujours 

un sujet qui mérite d'être discuté. 

La vision derrière le mot IoT est un environnement 

hyper-connecté où chaque pouce de notre monde 

est peuplé d'innombrables appareils, plus petits 

qu'une pièce de monnaie : une brume de 

gouttelettes intelligentes, conçues pour capturer 

même la plus petite donnée disponible. 

Alors que les progrès de la fabrication de semi-

conducteurs ont permis de compresser un micro-

ordinateur et une station météorologique dans une 

puce en silicium d'un millimètre carré, l'empreinte 

d'un dispositif de stockage d'énergie est bloquée 

dans les années 1990. 

La nouvelle génération de batteries à couches minces 

entièrement solides vise à fournir le dernier bloc 

fonctionnel à la mise en œuvre de l'IoT. L'élément 

central pour atteindre la densité d'énergie requise et 

réduire la taille de l'unité de stockage est l'électrolyte 

à l'état solide. Grâce à sa stabilité mécanique, il est 

possible de minimiser l'espacement entre anode et 

cathode, sans risque de croissance de dendrites et de 

courts-circuits associés. Néanmoins, la technologie 

actuelle est limitée par une très mauvaise cyclabilité 

et la densité de puissance est loin d'être optimale. 

Dans le présent travail de thèse, nous avons étudié 

une micro-batterie à l'état solide à couche mince 

basée sur une cathode LiCoO2 et un électrolyte 

solide LiPON dans une configuration sans anode. Le 

dispositif est réalisé dans une empreinte de 0.5 mm2, 

avec une épaisseur active inférieure à 50 µm. 

Le manuscrit s'ouvre sur une revue bibliographique 

des batteries tout solide du point de vue de l'appareil, 

de la fabrication et des matériaux. 

Dans le deuxième chapitre, le dispositif est décrit et 

la caractérisation physico-chimique des différentes 

couches est rapportée.  

Le troisième et principal chapitre traite de l'étude de 

la perte de capacité intrinsèque des cathodes LiCoO2 

en configuration couche mince. 

Afin de comprendre la nature physique de cette 

perte réversible, un modèle physique 1D continu 

basé sur l'équation de dérive-diffusion et 

l'équation de Buttler-Volmer a été réalisé. 

Le modèle a été résolu au moyen de COMSOL 

Multiphysics et la perte de capacité a été attribuée 

à la baisse de la diffusivité du lithium à l'interface 

cathodique pour un faible état de charge (SOC). 

La dépendance de la perte de capacité au courant 

de décharge a également été extraite, montrant la 

possibilité de récupérer la capacité théorique à une 

densité de courant extrêmement faible (<10µAcm-

2). 

Le modèle a été comparé aux données 

expérimentales obtenues pour différentes 

épaisseurs de cathode (5, 10, 20, 30µm LiCoO2). Un 

bon accord tant du point de vue qualitatif que 

quantitatif a été obtenu à toutes les épaisseurs de 

cathode pour les courbes de charge et de décharge 

à toutes les densités de courant considérées 

(10µAcm-2-10mAcm-2). 

Ensuite, dans le quatrième chapitre, le modèle est 

vérifié au moyen de 2D dans la diffraction des 

rayons X synchrotron operando. Le profil de lithium 

à l'intérieur de l'appareil à différents moments est 

extrait et comparé à la simulation physique 1D. 

Encore une fois, un très bon accord est trouvé entre 

la simulation et les données expérimentales. 

Dans la conclusion et la perspective, une solution 

au niveau de la conception et une solution au 

niveau de l'appareil sont proposées pour atténuer 

la perte de capacité du premier cycle à haute 

densité de courant avec un gain maximum attendu 

de + 50 % sur la capacité totale. 
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Title : Thin film batteries for integrated high energy density storage 

Keywords : Battery, Electrochemistry, Thin films, Materials 

Abstract : Among disruptive technologies, the Inter-

net of Things (IoT) is the most popular. The concept 

was born in 1999, and today it is still a topic worth 

discussing.  

The vision behind the word IoT is a hyper-connected 

environment where each inch of our world is popu-

lated by countless devices, smaller than a coin: a mist 

of intelligent droplets, engineered to catch even the 

smallest piece of available data.  

The IPv6 protocol and the 5G technologies aim to 

provide the communication infrastructure to manage 

such a huge amount of data, while cloud computing 

and machine learning algorithms are developed to 

process the data lakes, resulting in the aggregation 

of millions of droplets.  

So far, so good, but what about the hardware? While 

advancements in semiconductor manufacturing have 

made it possible to compress a microcomputer and 

a meteorological station into a millimeter-square sil-

icon die, the footprint of an energy storage devices is 

stuck in the 1990s.  

The new generation of all-solid-state thin-film bat-

teries aims to provide the last functional block to the 

implementation of the IoT. The core element to attain 

the required energy density and minimize the size of 

the storage unit is the solid-state electrolyte. Thanks 

to its mechanical stability, it is possible to reduce the 

spacing between anode and cathode from hundreds 

of microns to hundreds of nanometers. Being me-

chanically rigid, solid electrolyte also prevents the 

growth of harmful lithium dendrites allowing lithium-

metal batteries and improves the safety of the battery 

concerning short circuit and liquid leakage.  
In the present thesis work, we studied a thin-film 

solid-state micro-battery based on LiCo2 cathode 

and LiPON solid electrolyte in an anode-free 

configuration. The device is realized in a 0.5 mm2 

footprint, with an active thickness smaller than 

50 µm. 

The main objective of the thesis was the 

maximization of the volumetric energy density and 

the cycle life of the device.   

The first chapter deals with the study of the intrinsic 

capacity loss of LiCoO2 cathodes in thin-film 

configuration.  

In order to understand the physical nature of this 

reversible loss, a continuous 1D physical model 

based on the drift-diffusion equation and the 

Buttler-Volmer equation was realized.  

The model was solved by means of COMSOL 

Multiphysics and the capacity loss was attributed to 

the drop in lithium diffusivity at the cathode 

interface for low state-of-charge (SOC).  

The capacity loss dependency on the discharge 

current was also extracted, showing the possibility 

of recovering the theoretical capacity at an 

extremely small current density (<10 µAcm-2).  

The model was compared with experimental data 

obtained for different cathode thicknesses (5, 10, 

20, 30 µm LiCoO2). Good agreement from both the 

qualitative and quantitative points of view has been 

obtained at all cathode thicknesses for both charge 

and discharge curves at all considered current 

densities (from 10µAcm-2 to 10 mAcm-2). 

A design-level solution and a device-level solution 

are proposed at the end of the work to mitigate this 

loss at high current density (for a maximum gain of 

+50% on the total capacity). 

Following, the model is verified by means of 2D in-

operando synchrotron X-ray diffraction. Lithium 

profile inside the device at different times is 

extracted and compared with the 1D physical 

simulation. Once again, a very good agreement is 

found between simulation and experimental data. 

As a conclusion, the results are analyzed from a 

physical point of view in order to identify the main 

chemical degradation mechanism at the 

LiCoO2/LiPON interface. 
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INTRODUCTION



ABSTRACT

This chapter is an introduction on the general subject of energy storage for implantable and IoT applic-
ations.

The first section is entirely dedicated to a review of the energy storage for IoT in order to introduce the
background of the thesis and the interest of batteries with respect to other power solution.

The second section is an executive summary of the thesis: what are the scientific goal of the thesis in the
context of energy storage, which aspect of thin-film batteries have been studied.
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1. Solid-state Batteries as Integrated Storage Solutions for
IoT applications

It was 2013 when Mckinsey Disruptive technologies report was first published [1]. Twelve techno-
logies were then chosen according to their economic potential. Over the years, renewed interest
has been shown in both the concept of disruption and the there-listed technologies. Periodical
reports of the European committee on disruptive technologies (in 2017 [2] and 2021 [3]) have
followed the seminal work of Mckinsey. The very same concept of disruption merited its own
document in 2020 [4]. In the 2021 EU document, the list of disruptive technologies has been
reduced (from 12 to 6) and reviewed (2 new technologies and 3 rebrands). The only one that
has kept its name intact since its first baptism in 1999 is The Internet of Things. Before delving
into the Internet of Things (IoT) technology, it is worth it to define what a disruptive technology
should look like and why it is important to invest our time as researchers in one of these fields.

Disruptive technologies

Disruption is defined as a sudden and unexpected phenomenon that impacts human society. In
this sense, the coronavirus crisis was a disruptive event. Long-lasting changes in society resul-
ted from it, foremost the increase in the usage of informatics tools in daily working life and the
spread of ”work-from-home” format. Each change may be small, like the reduction of physical
contact during greetings or the vanishing of paper menus, but the overall effect is the reshaping
of our way of living. Disruption can be dictated by natural events, like pandemics and earth-
quakes, or induced by human activity itself, as is the case for new technologies.
The changes that result from disruption are often associated with market growth and oppor-
tunities. The word crisis, from the Greek κρίνω (krino), ”I decide”, indicates a moment in which
the consequences of our decisions are amplified and the right choice results in large gain op-
portunities. While the appearance of natural disruption cannot be anticipated and adaptation
follows, when a new technology is introduced, it is possible to be prepared for the subsequent
disruption and maximize the positive effect of the crisis. Once technologies with high disrup-
tion potential are identified, it is possible to both develop the technology itself and the means
to cope and exploit it once deployed. As an example, in 2013, McKinsey pointed to the mobile
internet as the first technology with respect to disruption potential. History confirmed this pre-
diction, and just ten years later, the number of new social habits, applications, and job positions
related to his technology have already transformed society. Today, the EU list of potentially dis-
ruptive technologies comprises: Artificial Intelligence, cloud computing, Internet-of-Things, data
sharing, sustainable automotive, and block-chain.

The Internet-of-Things

Since the ancient times, the best way to make reliable predictions has been to be as vague as
possible. As once the Apollo’s priestess predicted to a king the fall of a kingdom in case of
war, without specifying if it was his own or the one of the enemy, predicting the Internet-of-
Things (IoT) to be a disruptive technology is kind of a smart guess as long as nobody knows
what exactly the IoT is. The various reports on disruptive technologies try to provide us with a
vague idea, referring to the Internet-of-Things as an evolution of the Internet. The Internet is
a network of personal computers used to share information among humans, while the IoT is
a network for objects to exchange information between in order to readily respond to external
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variationwithout any human interaction. To be as poetic as possible, the IoT is defined as a data-
driven ecosystem at the interface of the physical world. It is some sort of global-level control
system applicable to any aspect of human life: healthcare, agriculture, industry, logistics, and
building can all be integrated into a single control loop. We can broadly divide the operation of
IoT into sensing, transmission and action [5–7]. But what technical aspects actually differentiate
the standard ”Internet-of-Humans” from the Internet-of-Things? From the transmission point of
view, the first critical aspect is the number of connected devices. At the dawn of the Internet
era, the Internet Protocol Version 4 (IPv4) was designed to provide a unique identifier to each
computer with a 32-bit address. In the 80s, four billion connected devices were a huge number.
Indeed, with some tricks and considering that the entire world population is never connected at
the same time, IPv4 is still enough for managing the human connections nowadays. This is not
the case if industrial machines, medical devices, buildings, cars or anything else we may think
need its own Internet connection. This first issue was addressed by the introduction of Internet
Protocol version 6 (IPv6). With its 128-bit address, it is possible to uniquely identify 3.4 × 1038

objects. A number large enough to uniquely point at each atom in the body of each human on
earth. A second problem is to guarantee the simultaneous connection of lots of devices in a
small area. Lots of us experienced the loss of internet connection in densely crowded areas,
like concerts and festivals. This happens because the 3G and 4G communication technologies
(that is, the physical infrastructure like antennas and switches) can support a maximum of a
few thousand devices per km2. The next infrastructure, 5G, will be scaled to manage at least 1
million devices on the same surface. In a certain sense, the IoT is already shaping the industry
of telecommunications without even existing.
Innovative elaboration strategies are needed to deal with the huge amount of generated data
and the technology has developed so far along two parallel axes: centralized elaboration versus
distributed elaboration. In the former, the data are transported to large computer clusters in
order to be elaborated, the so-called cloud computing [8, 9]. The distributed paradigm, called
edge computing or fog computing [6, 10, 11], aims for data elaboration at the collection point or
at an intermediate node. Among the various advantages, the edge computing guarantees less
latency and higher quality of services (QoS) at the price of lower energy efficiency [11]. Power
management is in fact one of the main topics in the design of sensors for the IoT [12–14]. Even
if a single device has a low energy consumption, the deployment of billions of them results in
an enormous aggregated consumption. For this reason, in the context of IoT sensor powering,
energy autonomybymeans of energy storing andharvesting is a key topic [15]. The field devoted
to the minimization of energy consumption is often called Green IoT [7, 16].

Power solutions for IoT

The economic and environmental impact of the energy consumption of IoT devices is already
a concern at this early stage of development due to the estimated number of deployed units.
The main strategy to optimize and reduce the energy consumption is to equip the sensing node
with an autonomous power supply. The core of green IoT is the increase in the on-time of the
device, which is the only aspect that can be leveraged to reduce pollution since the production
and deployment of the sensors themselves are considered as inevitable [16]. Maximization of
power autonomy is also necessary in order to avoid frequent replacements or off-time, which
would increase the cost and decrease the quality of services. Power systems are built around
three main technologies: batteries, super-capacitors, and energy harvesting [16]. Each techno-
logy has its own advantages and drawbacks, and the choice of the right power system mainly
depends on the application. For example, in-door and implantable applications will have less
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possibility of harvesting energy; hence, the battery solution is more appealing. In general, the
main criteria are the availability of a natural source of energy and the power consumption of
the device. If there is plenty of energy from the environment, the battery may not be necessary,
even if the much larger energy density means more robust operation. Another important as-
pect is the form factor requirement of certain applications, like implantables and RFID. In these
cases, capacitors are a poor choice since the energy density scales badly with size.
As a general consideration, batteries are a good solution when long-term operation is the main
requirement, while capacitors tend to outperform in high-power applications. Harvesting, on the
other hand, is always a good option to extend autonomy, as long as it can be implemented. Hy-
brid systems using both capacitors and batteries are state-of-the-art and guarantee both power
density and energy density.
Concerning battery solutions, the commercial devices have been developed and optimized for
bulky portable applications and do present different problems when integrated into an IoT sys-
tem. As an example, they come in a large and standard format, the technology is not CMOS-
integrable, and the safety is usually too poor to guarantee the minimum quality of service re-
quired [13]. In this context, all-solid-state thin-film batteries have emerged as a possible solution
to the aforementioned problems. Notwithstanding, this technology has not reached maturity,
and intrinsic problems still haunt it. As an example, thin-film batteries present a lower areal ca-
pacity, a lower power density and larger capacity fade [14] with respect to the standard batteries,
even if the same cathode materials are used. The investigation of the physical origin of the dif-
ferences between commercial cathodes and thin-film all-solid-state cathodes is the subject of
the present work.
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2. Contribution and structure of this Thesis

The context in which the present thesis is set is the investigation of the physical principles of
cathode materials for batteries, and in particular for thin-film all-solid-state batteries. Even if
the materials have been extensively studied in standard electrode configuration, the adoption
of newproduction processes and new cell topologies has resulted in new challenges, and several
open questions still hinder the full development of the new generation of batteries. Of utmost
importance is the understanding of the intrinsic degradation in performances of cathode ma-
terials, and in particular of LiCoO2 when moving from composite to all-electrochemical-active
electrodes [17]. As reported in the literature, the latter type of cathode shows a lower perform-
ance at high current density and a large capacity loss during the first cycle [18]. Clarifying the
physical origin of such differences is the first step in pushing forward the development of this
new generation of energy storage devices. All-solid-state batteries are chosen as the test vehicle
for the whole analysis, but the results can be generalized to any class of electrodes.
The first of the four chapters composing the present thesis manuscript starts by highlighting the
difference between classical cells and thin-film cells. The fabrication process and materials for
thin-film are reviewed, along with a first physical description of the system.
The second chapter is dedicated to the physical characterization of the device under test. An
important output of this chapter is the validation of various hypotheses exploited in the third
chapter to simplify the physical picture and to develop a 1D mathematical model.
The third chapter comprises an extended theoretical section, where all equations are developed
from basic thermodynamics. A comparison between classical liquid formulation and solid-state
electrochemistry is provided as well. In the second part of the same chapter, the complete phys-
ical model is implemented and solved in order to study the lithium diffusion inside the cathode
during the charge and discharge processes. The results are used to develop a first hypothesis
to explain the behavior of an all-electrochemical active cell with respect to a commercial cell.
In order to verify themodelling results, the fourth chapter is dedicated to the electrical and X-ray
diffraction characterization of the device. By means of synchrotron radiation X-ray diffraction, it
is possible to resolve the lithium profile along the cathode thickness and directly compare it with
the model prediction. Electrical characterization is mainly used to assess and validate the effect
of the cathode thickness on the available capacity. First cycle loss and rating performances are
satisfactorymodeled, and a new comprehensive framework for the analysis of thin-film all-solid-
state batteries is established.
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CHAPTER I

Review of All-Solid-State
Batteries



ABSTRACT

This chapter is dedicated to the review of the main topic concerning All-Solid-State Batteries (ASSBs). No
experimental results will be included, only bibliographical ones.

In the first part, the subclass of thin-film solid-state batteries (TFBs) is introduced from an historical point
of view as a natural evolution of the slurry electrode. Basic concepts about production and design, as pro-
posed in literature, are reported.

In the second part the main materials for anodes and cathodes are briefly reported. After a biblio-
graphical review of the main materials, the physics behind solid-state electrochemistry is briefly introduced,
including how intercalation works and the differences between thin-film configuration and composite elec-
trodes.

The third section is dedicated to solid-state electrolyte physics, with a quick review of the main materials
proposed by the literature. The lithium dendrite formation is discussed as well.

The final section is a review of the anode-free configuration and its advantages and drawbacks. A sub-
section is dedicated to reviewing the plating and stripping of lithium on metal collectors.
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1. All-Solid-State Batteries

1.1 Batteries: a short introduction

I feel it is somehow a tiresome task to introduce a subject to someone already knowledgeable.
How many ”introductions” have we skipped without even a glance? It is then not my purpose to
simply introduce plain concepts or to build a background of common jargon that I will use for the
rest of the book. I will try to add something personal, frommy own feelings and understanding,
to those same dusty concepts.
Starting from this introduction, I would like to draw from a different perspective the sketch of the
battery that we are going to be acquainted with in these pages. At this point, you are expecting
me to say that a battery is, as someone said a long time ago, ”omnis divisa in partes tres”. In-
stead, for now, it will bemore than enough to say that a battery is composed of, yes, three parts,
but in an A-B-A scheme. I consider superfluous and somehow artificial the distinction between
anode and cathode, which, for the moment, we will call, without distinction, electrodes. The
electrode is the A element of the unit cell of a battery. I profit here to make a remark about the
word ”battery” that I will not thoroughly respect. Indeed, battery, which comes from the military
term indicating the ensemble of pieces of artillery, should be employed to indicate a multitude
of cells, which are the unit ABA element.
The B element, called from now on electrolyte, is similar to the electrode, as inside both ions
can diffuse, but it is different as the electrolyte is expected to be an electrical insulator while
the electrode a good conductor. It is interesting how, in the literature, the ion conductivity in
electrolyte is often referred to as electrical conductivity because, in certain non-blocking con-
figurations (Li/electrolyte/Li), it actually represents the ohmic drop measured when a current is
passed through the cell.
If brought into contact, the two electrodes would rearrange the quantity of ions and electrons
each one possesses and create a more stable equilibrium. The point of the electrolyte is to
avoid this balancing and to keep the system out of equilibrium. The idea is, then, quite sim-
ple. If the ion-electron couples residing in the two electrodes have different energies, it will be
possible to exploit this difference to produce power. As long as the B element does not allow
electrons to pass, each couple is forced to stay in the initial electrode because, due to the quite
strong Coulomb attraction, it is not easy to displace charged particles. But if an external bridge
is provided for the electrons only, it will be possible to temporarily split the couple and bring
them back together at the more energetically favorable electrode. At this point, we can exploit
the strong will of the electron, wanting to rejoin its beloved half, to impose a certain toll at the
crossing of the bridge. The toll we will be able to impose will be as high as the difference in
energy between the starting and ending positions, minus the toll paid by the ions, which need
to cross the bridge provided by the electrolyte. Let’s now try to pin some meaningful names to
the characters and places of our tale.

Static performance indicators

The moment a cell is assembled, a certain number of properties are expected, which depend
solely on the nature of the two electrodes and the electrolyte. That is to say, they do not depend
on the specific encounter between the three elements. Even before testing the cell, we will be
able to define the theoretical values of such parameters. The total amount of electrons (Q) that
we will be able to store in our system will be the minimum between the capacities of the two
electrodes. This total capacity is a function of the amount of material that we used in each

20



electrode and the size of the cell. It is usually more meaningful to somehow normalize this total
capacity in order to be able to compare different cells assembled with different materials.
We then have three natural choices for renormalization: over the cell area (A), over the cell
volume (V ) or over the cell mass (m).

QA =
Q

A

QV =
Q

V

Qm =
Q

m

Considering the size of commercial cells, the units of measurement commonly used for the total
capacity are the kAh for the automotivemarket, A h for medium-size batteries (like the lead-acid
battery of a car), or mAh for portable devices. This last one is in particular successful in the mo-
bile phone industry for marketing reasons: increasing your phone capacity from 1 to 1.2 Ah is
for sure less appealing than an increase from 1000 to 1200 mAh.
The normalized unit permits us to bring the different devices to a common scale. The areal ca-
pacity densityQA is usually measured in mAhcm−2 or in Ahm−2 (1:10 conversion factor). This
normalized unit is particularly interesting in the integrated circuit and sensor markets, where
the footprint of the device is an extremely important parameter. Other markets, like cars and
portable devices, prefer the volumetric capacity density QV expressed in Ahm−3 or Ah L−1

(which gives more appealing values on the order of hundreds of Ah L−1 for available technolo-
gies). The gravimetric capacity density Qm, measured in mAhg−1 or Ahkg−1 (1:1 conver-
sion factor), is a long-time standard at the industrial level, because it can be easily converted
to Ah€−1. Indeed, knowing the price per kilo of cobalt does not give you much insight on the
cost of a 250A battery using a 1AhL−1 technology. Notwithstanding, this unit of measurement
is quite impractical at the research level and should be avoided in scientific publication [1]. The
reason for its success is that it tends to boost the performance of lab-scale devices, which are
usually very poor in terms of areal or volumetric properties. In terms of gravimetric capacity
density, two batteries with different total capacities realized with the same material will appear
identical. But, as we discuss dynamic performance, where the size will impact certain parame-
ters, thin cells will seem to outperform thick ones.
As a matter of fact, I would advise against using the gravimetric capacity density because it is
such a widespread parameter that it is difficult to make people change their habits. Actually, the
correct way of presenting the results is by calculating, when possible, all three parameters. It is
sometimes difficult for porous electrodes [2–4] to calculate the areal capacity, but it is better to
have a bad estimation than no estimation at all, as long as the calculation procedure is reported.
Recalling our ABA structure, we define Open Circuit Voltage (OCV) the difference in energy be-
tween the two electrodes; this is once again dependent only on the choice of the two electrodes.
This energy difference represents the distance of our system from equilibrium. Of course, as the
ion-electron couples move, the systems get closer to equilibrium, and the voltage of the cell is
expected to decrease. The toll paid by the electrons and ions is expressed in termof external and
internal resistance of the cell. The external resistance (Rext) is imposed by the user, while the
internal resistance (Rint) comes from the stack and depends on multiple parameters, among
which the nature and size of electrodes and electrolytes, and their capacity to conduct ions and
electrons. It is, in particular, a measurement of the ionic conductivity of the electrolyte. Another
parameter, with the unit of resistance, is the electrolyte electronic conductivity, contributing to
the self-discharge of the cell (Rself ). We said that the electrolyte should be electronically insulat-
ing, but of course its resistance will not be infinity. This resistance represents an unwanted path
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for the ion-electron couples. Through this resistance, the couples canmovewithout crossing the
external resistance, thereby removing the possibility for us to exploit the electrons to produce
power.
Most of the aforementioned parameters will change as a function of the temperature and the
State Of Charge (SOC) of the battery. The latter is the percentage of the total capacity Q stored
in the cell at a given moment.

Dynamic performance indicator

As the cell is assembled, a new set of indicators needs to be studied, in order to assess the per-
formance of the cell when actually used. When referring to the dynamic performance of a cell,
we are implicitly assuming that a current flows in order to charge or discharge it. The question
that we want to answer by using dynamic indicators is how the static indicator evolves with this
current. In particular, we already expect the voltage of the battery to change as an effect ofRint,
which will decrease the actually available voltage difference by an amount equal to the product
of the current and the internal resistance. But what about the variation of the internal resistance
with the imposed current? As we will see later, the internal resistance provided for a device is
indeed the static internal resistance, which can increase by orders of magnitude as a function
of the state of charge and the drawn current.
We can summarize all the variation taking place at different current density by measuring the
percentage of the theoretical capacity the cell is able to provide at any current rate, both in
charge and discharge. It is particularly important to measure the charge and discharge indica-
tors separately because the system may not be symmetric: e.g., fast charge, slow discharge.
This kind of indicator is called a ragone or ragone-like plot, and it is usually a low-pass shape [5,
6]: only at low current is it possible to charge or discharge the theoretical capacity of the cell.
Another parameter linked to the current density is the so-called critical current density (Ic)
[7]. This current represents the maximum current the electrolyte can sustain before shorting
out due to dielectric breakdown or dendrite formation.
A last parameter that depends on the current is the heat dissipation of the cell, which is again a
function of the internal resistance.
As for the static indicators, the dynamic indicators usually strongly depend on operating tem-
perature.

Cyclic performance indicator

The last class of indicators is linked to the cycling of a cell. So far, we have assembled it and
analyzed how it behaves when we try to charge and discharge it at different currents, but what
about the evolution of performance after a certain number of cycles? During cycling, different
degradation mechanisms may lead to a loss in initial performance. Of great importance is the
evolution of the internal resistance, which can vary due to the degradation of the electrolyte
and the interface contact between different components. Linked, but not exclusively, with the
increase in internal resistance is the loss of available capacity, expressed in terms of the ratio
between the initial capacity charged or discharged at a certain current and its value after a cer-
tain number of cycles. It has to be noted that, usually in scientific publications, a great deal of
importance is attached to the coulombic efficiency. This indicator is calculated as the ratio
between the charge and discharge capacities at each cycle. That is to say, the ability of the cell
to give you back what you initially charged. The main flaw of this indicator is that it will not take
into account the loss during the charge. It may be possible to recover the full charge capacity,
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but if the charge capacity decreases during cycling, the battery is still degrading. Actually, the
behavior of those indicators is strongly dependent on the charge and discharge protocol used
to test the cell.
Linked with the cycling stability is another parameter called electrochemical stability window. It
represents the maximum and minimum voltages that can be imposed on a cell before the elec-
trodes or the electrolyte start decomposing. It is usually given with reference to lithium metal
but is indeed specific to each cell, and it has to be evaluated for each couple of materials (elec-
trode/electrolyte).

Electrode suites

As already mentioned, during charge and discharge, the ion-electron couples move back and
forth between the two electrodes. It implies that the moles of ion-electron couples stored in the
electrode material change over time, at the electrode will have a different average stoichiome-
try at any different point of the charge-discharge process. The electrode actually withstands a
chemical transformation, and according to the particular mechanism that drives this reaction,
electrodes can be divided into four suites: insertion, conversion, alloying, and plating [8–10].
Following is an example for each of the four reactions.

Mg2+ + 2e− +MgxMnO2 −−⇀↽−− Mgx+dxMnO2 (Intercalation) ♣

Mg2+ + 2e− +MnO2 −−⇀↽−− MgO+MnO (Conversion) ♢

Sn+ x Li+ + xe− −−⇀↽−− LixSn (Alloying) ♠

Li+ + e− −−⇀↽−− Li (Plating) ♡

In an ideal insertion reaction, the electrode is characterized by a stable structure that does not
change chemically during the charge-discharge process. This structure possesses channels (1D),
planes (2D) or a complex matrix (3D), in which ions can move freely. In the case of 2D insertion,
the reaction is usually called intercalation. The insertion reaction has the advantage of providing
stable interfaces due to the absence of chemical modification at the electrode. This is the suite
of electrodes with the lowest volumetric capacity density.
The conversion electrode relies on strong changes in the nature of its components. That is to
say, for each electron-ion couple that is removed (or added) from the electrode, new chemical
substances are created. This suite of electrodes, relying on chemical change, possesses a high
capacity density, but usually at the price of a low electronic conductivity of one of the products
of the conversion reaction. Moreover, the chemical change in the nature of the electrode can
lead to instability at the electrode/electrolyte interface.
The first two suites are characterized by a predominance of covalent or ionic compounds, while
alloying and plating rely mainly on metal bonds. The alloying reaction consists of the creation of
an alloy between the electrodemetal and the ions. Because the chemical nature of the electrode
is not changed, good interface stability is expected. At the same time, it is usually possible to
create a lithium-rich alloy, meaning a lot of moles of lithium can be added to the initial electrode,
resulting in an extremely high capacity. The price of such good performance is the mechanical
stress due to the large volume expansion of lithium-rich alloys. The volume expansion can be
as high as quadrupling the initial electrode volume, leading to the mechanical pulverization of
the electrode.
The last suite is indeed quite similar to the alloying; it is in fact the ”self-alloying” of ions in an
electrode of the same material. The big difference between the alloying and the plating is the
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absence of any chemical modification. While during alloying, different phases are usually cre-
ated when the ratio between the base electrode metal and the inserted metal varies; during
plating, the ions are plated on themselves, and the only phase present is the pure metal. As
for the alloying, high capacity and high stability are expected during cycling. The problem with,
for example, pure metal lithium is the intrinsic reactivity of lithium with air and almost all elec-
trolytes. Moreover, the plating may not be homogeneous enough, leading to the formation of
complex 3D structures (called dendrites), which may, with time, grow inside the electrolyte and
eventually short the two electrodes.
All suites have their advantages and drawbacks. In general, the insertion/intercalation electrode
is the preferred one when rechargeable batteries are concerned, for their superior stability,
while non-rechargeable primary batteries usually rely on more energy-rich electrodes, like con-
version and alloying.

Electrolyte suites

For a matter of symmetry and a bit of luck, it is possible to divide the electrolytes into four suites
as well: liquid electrolyte, polymer electrolyte, solid electrolyte, and composite electrolyte [11–
18]. For electrolytes, it is the physical process behind ion diffusion that helps us group themate-
rial into four groups. The details, as for the electrode, will be discussed in the following sections.
Notwithstanding, it is possible to imagine directly from the nomenclature that the difference be-
tween liquid and polymer electrolytes resides in the medium in which ion diffusion takes place.
Solid electrolytes and composite electrolytes are usually associated, but indeed, from the point
of view of the ions’ conduction, a major difference can be highlighted. Solid or thin-film elec-
trolytes are characterized by a single, solid framework for ion diffusion. They are quite close to
electrodes and, together with liquid and polymer, can be grouped in the super-class of homoge-
neous electrolytes, that is to say, electrolytes composed of a single homogeneous phase. On the
other hand, composite electrolyte is an umbrella term, comprising all possible mixtures of the
three previous electrolytes and other materials [13–15, 17]. Composite electrolytes possess a
mixed conductivity, which may be, for example, polymeric-liquid or polymeric-solid. The terms
come from the classical electrode fabrication process, which we will address in the following
lines.
In terms of ionic conductivity, which influences the internal resistance, the solid and liquid elec-
trolytes are quite close, with the solid electrolyte outperforming the liquid ones by one order of
magnitude at best [19]. Polymer electrolytes suffer from a low ionic conductivity (< 10−6 S cm−2)
but, being solid, can be cast as a very thin layer, reducing the overall gap [11, 18, 20]. As with
the polymer, the solid electrolyte can be realized as thin films, but the result is a fragile struc-
ture incompatible with the roll-to-roll process. It is interesting to observe that any suite shares
a property with another one, while this same property is absent in the third class: two are good
conductors and one is not; two are compatible with the roll-to-roll and one is not. Another in-
tersection of this kind is the adhesion between electrode and electrolyte. In order to exchange
ions between the two components, a good mechanical contact has to be realized at the inter-
face. This is straightforward in the case of liquids and polymers, which can easily accommodate
the roughness of the electrode, but is hardly accomplished for solid electrolytes. So far, I left
apart the fourth suite, the composite electrolyte, but the idea behind it is to mix the three other
suites in order to obtain the ”perfect” electrolyte. Instead, composite electrolytes end up being
haunted by the flaws of the other three. They are indeed quite bulky when realized with solid
electrolytes due to the fragility of the solid part, and they cannot form a good interface with the
electrode. When realized as a mixture of liquid and polymer, they are as safe as the liquid ones
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but slightly less conductive and do not offer any resistance to the growth of dendrites.

1.2 A historical perspective on all-solid-state batteries development

Even if the different suites of electrodes and electrolytes were discoveredmore or less in parallel
(e.g., polymer electrolyte, LiCoO2 and LiPON were introduced in the ’78 [19], ’80 [21] and ’83 [22,
23] respectively ), the development of each, in particular in the field of electrolyte, was delayed
in time.
The first technologies to be introduced in non-rechargeable batteries were based on conver-
sion mechanism. In the 90’s with the spread of portable devices, rechargeable batteries were
introduced, along with insertion materials that proved to be the best choice in terms of cycling
stability. All along, the electrolyte was a liquid one, and a porous membrane soaked in it was
used to mechanically separate the two electrodes.
With the consolidation of the technology, the production process crystallized into thewell-known
roll-to-roll method [24]. This method is quite flexible due to the possibility of synthesizing and
assembling each component separately. The two electrodes are realized as a mixture of parti-
cles of an active material (one of the four suites of electrodes), a binder to keep them together,
and a conductive filler to ensure high electronic conductivity. From which the name composite
electrode comes. Reused, as a matter of similarity, for electrolytes.

Limitation of commercial batteries

While battery production stabilized, the electronic and device fields expanded at an unexpected
rate. The battery developed in the ’90s was not enough. Two were the axes of forced devel-
opment imposed by the surrounding technological landscape: medium-large scale, cheap cells
for automotive and stationary storage, and tiny and performing cells for monolithic integration
with ICs and MEMS [25]. As soon as the commercial battery started evolving to respond to new
technological needs, various limitations of the roll-to-roll liquid technologies manifested.
In the beginning, in the hope of preserving the production process, the research focused on the
development of more energetic electrodes. In particular, the possibility of using a plating anode
was an appealing possibility, but a well-known limitation was hindering it. As already pointed
out, plating electrodes suffer from the formation of so-called dendrites, which lead to the short
circuit of the cell. As a consequence, strong heat dissipation may trigger the combustion of the
liquid electrolyte . The liquid electrolyte is, of course, intrinsically dangerous (flammable and
polluting) due to the possible leakage in the event of a piercing of the cell. But this is for sure a
marketing issue, as gas is as flammable and polluting as any liquid electrolyte. Anyway, dendrite
formation was a real issue, in particular because, as explained in more detail later, the forma-
tion of dendrites is strongly influenced by the current density. The switch to larger and more
power-demanding applications, from personal computers to electric vehicles, increased aware-
ness about the problem. Still, a metal lithium anode was a quick and efficient way of increasing
the capacity of the cell, so the forgotten technologies of polymer and solid electrolyte were res-
urrected as a possible solution to the dendrite issue. At this point in the history of batteries,
the belief was that a solid layer between the two electrodes could have prevented the growth of
lithium dendrites due to its intrinsic mechanical stability.
Solid-state electrolyte was also regarded as an interesting solution to another problem linked
with liquid electrolyte: electrochemical stability and electronic resistivity of solid and polymer
electrolyte are higher than that of liquid electrolyte, limiting the self-discharge and the current
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leakage of the cell. This is of course a major problem in electric vehicles because an unexpected
dead battery in a car at the moment of departure is a greater issue than a dead computer when
you need to send an email (which anyway needs a very limited amount of capacity to properly
satisfy the user demand).
The last issue with roll-to-roll liquid cells is the size at which the device can be realized. The
production process is intrinsically a bulk process, and batteries of comparable size to an inte-
grated circuit are extremely hard to manufacture. The need for such small batteries has started
increasing in the last few years thanks to the internet-of-things revolution.

The development of the all-solid-state battery

Now that the root causes and needs that foster its development are known, it is possible for
us to venture along the historical development of the all-solid-state cell. Its historical develop-
ment was determined by two opposite forces: the need to provide more performing and safer
cells, which pushed for innovation in the field, and the conservative force of industrial continuity,
which pulled in the direction of the preservation of certain design principles compatible with the
roll-to-roll process.
Asmentionedbefore, solid andpolymer electrolyteswere available and known for somedecades,
but their intrinsic limitations on one side and the excellent performance of the liquid electrolyte
on the other slowed down further development [26]. Curiously enough, polymers and solid
electrolytes are somehow complementary in terms of performance. Summarizing what was ex-
posed in the previous section, I will at the same time try to bemore quantitative. In particular, we
have to recall that the main goal of the development of new technologies was to increase avail-
able capacity. More precisely, the increase in volumetric and gravimetric energy density in the
case of medium and large storage. This was the original force that spurned the development of
solid-state batteries, and so we have to keep it in mind to understand the history of this technol-
ogy. In Figure 1.1 the thickness of different components for each technology is reported for a cell
with the same total areal capacity density. The value are collected from bibliographical sources
[1, 27]. Compared to the electrolyte suites introduction, I decided to replace solid electrolytewith
thin-film because bulky homogeneous solid electrolytes have never been commercialized due to
the extremely high interface resistance. Let’s leave thin-film out of the picture for the moment
and focus on the first three technologies, whichwere developed to respond to large-scale format
demand. In terms of electrodes and the current collector (the metal layer that is actually con-
nected to the external device), no difference in the three technologies is visible. We started by
saying that polymers and composites were introduced to avoid dendrite formation and enable
the lithium metal anode (thereby decreasing the total volume of the battery). Notwithstand-
ing, none of them allow for suppressing the dendrite growth at the demanded current density.
Moreover, the composite electrodes, to be manufactured in the roll-to-roll configuration [17,
28], end up decreasing the volumetric capacity, which is indeed the opposite of the expected
results. No need to say that no composite electrolyte have even been commercialized [13, 20].
Polymer electrolytes, at least, result in a small decrease in the total volume. The problem of
low conductivity was solved by using a low-molecular-weight polymer (gel-polymer electrolyte),
which is much closer to a liquid than a solid electrolyte. Those batteries have been commercial-
ized not as a solution for dendrites but as an improvement of the classical cell.
The battle for large-scale battery technology is still raging today, but it is eventually time for us
to change fields and focus on the second axis of development, which is the one addressed in
the rest of my work.
The other battleground is, as anticipated, theminiaturization of the cell in order to be integrated
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Figure 1.1: Typical thickness for a 4mAhcm−2 cell realized with different technologies as reported in the
literature [1, 27]. Thin-film gain is due to lithium metal anode and very thin glassy solid electrolyte.

with circuits and sensors. In this field, the roll-to-roll process is such an impediment that a com-
pletely new production process is required, enabling a custom form factor down to a few hun-
dreds of micrometers. The obvious solution was to adopt the same production process as the
ICs industry: In the thin-film battery, the layers are fabricated one over the other instead of
assembled. This solution enables a good solid-solid interface by construction and revives the
solid-electrolyte. Moreover, thin-film solid electrolytes can prevent the growth of dendrites and
enable the lithium-metal electrode. Another advantage of thin-film, which is usually overlooked,
is the size of the current collectors. In the roll-to-roll process, current collectors are used as de-
position substrates and hence must be mechanically stable (around 15µm thick). In thin-film
technology, the battery is fabricated directly on the ICs substrate, and the thickness of the cur-
rent collectors can be reduced to a few microns. It is the combined reduction of the anode and
current collector, together with the minimization of the electrolyte thickness, that determines
the final gain in volumetric capacity of the thin-film technologies. In the end, both safety and ca-
pacity are increased, but the price is a different process that is not scaled and is more expensive
(x1000 for today’s commercial thin-film batteries). Notwithstanding, some applications require
a very high standard of safety andminiaturization (IoT, medical, drones, and space applications),
for which thin-film batteries are a viable option. Moreover, the price is expected to fall with the
mass production of such devices.

1.3 Fabrication process for TFBs

Before proceeding with a thin-film-oriented review of electrode and electrolyte materials, it may
be a good time for a quick revision of the main production process for thin films. The topic is of
interest not only to provide a framework for the critical evaluation of the literature on materials
but also as a reminder of the fact that the production process of thin-film batteries is far from
fixed. Keeping in mind alternative routes for synthesis is an advantage when trying to industri-
alize a new cell technology.
Thin-films process differs from the roll-to-roll process in that it has the capability of patterning
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the thin-film at the same time the materials are deposited.I will first present the techniques to
deposit thin films, followed by themethods employed to pattern these same thin films. Detailed
information can be found in the excellent text ofWolf and Tauber [29] which I found enlightening
on classic ICs processing. New and more chemically oriented techniques are scattered around
in specialist texts, which are more or less equivalent [30, 31]. Various authors focus on all-solid-
state thin-film batteries’ fabrication. I mainly based my discussion on their works [26, 32, 33].
Being mainly comparative studies, I avoided quoting the same few papers again and again, and
if no additional references are reported, please refer to the aforementioned sources.
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Sputtering

Sputtering is probably the most common technique for the deposition of thin films, it is part of
the physical vapour deposition (PVD) family. The sputtering process consists of bombarding a
target material with high-energy atoms (plasma) in order to physically dislodge its atoms. The
ejected atoms will travel all around the deposition chamber and eventually deposit on the depo-
sition substrate (Figure 1.2a). This technique permits fine control of both the stoichiometry and
the thickness of the final film. Employing the right variation (DC, RF, RF-magneton sputtering), it
is possible to deposit virtually any inorganic material, both conductive and insulating. Of course,
the material has to withstand the ion bombardment and redeposit in the right chemical form.
Polymer chains are particularly sensitive to sputtering conditions. The process is also prone
to impurity inclusion. This can be an advantage, as in the case of LiPON electrolyte, where the
nitrogen content is introduced by impurity doping during PVD. A final remark concerns the sput-
tering equipment, which is expensive, and the low deposition rate. These two factors combine
to determine the high price of the final product.

Evaporation

Another important PVD technique is evaporation. It is based on the thermal evaporation of
material in a vacuum chamber (Figure 1.2b). This technique has been exploited in the thin-film
domain to deposit mainly lithium anodes. Many metals can be deposited at a very fast rate
by this technique, and even if the evaporation temperature is high, the atoms impinging on
the substrate usually have lower energy compared to the sputtering technique. Nevertheless,
the control over film thickness is lower than in the case of sputtering, and it is also difficult to
ensure a proper stoichiometry for the final compound due to the different decomposition and
evaporation routes of the initial target. The technique is in fact limited to the deposition of pure
metal layers, which indeed results in high purity due to the vacuum environment.

Pulsed Laser Deposition (PLD)

Pulsed laser deposition (PLD) can be viewed as a particular case of evaporation, where the ma-
terial is vaporized by means of a high-energy laser pulse (Figure 1.2c). As for evaporation, the
process takes place in a high-vacuum chamber. The method is appealing from the point of view
of lab-scale research due to the fine control on the final stoichiometry, fast deposition rate, low
cost, and ease of implementation. As for sputtering, the quality of the final film depends on the
initial quality of the target, which can be synthesized with the preferred method. However, it is
difficult to scale to industrial production, and for the moment, it is not competitive with respect
to sputtering.

Chemical Vapour Deposition (CVD)

Chemical vapor deposition (CVD) is the chemical counterpart of PVD. While in PVD the material
is deposited from a solid target with the same stoichiometry as the final film, in CVD the precur-
sors are introduced in the deposition chamber in gas form. The gaseous precursors react at the
film surface, and the solid products are deposited (Figure 1.2d). A fine control over the final com-
position and the thickness of the film is achieved with this technique. One of the limitations is
the necessity to develop a chemical route for the synthesis of the thin film starting from gaseous
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precursors. Sputtering has the advantage of beingmainly a deposition technique, while the syn-
thesis can be performed in an already established way. This is probably the main reason for the
limited use of this technique. The deposition and the equipment are cheaper than sputtering.

Atomic Layer Deposition (ALD)

All the preceding techniques can be employed to deposit a film of thickness ranging from one
hundred nanometers to a few hundreds of micrometers. This is, of course, more than enough
control for the electrode layer, which has to be thick (tens of microns) in order to have a high
energy density. On the other side, the electrolyte, as long as electronically insulating, can be re-
duced to a few tenths of nanometers. In order to achieve such results, atomic layer deposition
(ALD) has to be employed [33, 34]. Conceptually, ALD is a carefully tuned CVD where the depo-
sition process is controlled at the atomic level. ALD is based on the concept of cycles. Each cycle
is composed of several steps, during which the deposition chamber is filled with a precursor
and then emptied before the next precursor is injected (Figure 1.2e). The new precursor reacts
chemically with the previous one, and the final result, if properly tuned, is the deposition of a
single atomic layer per cycle. The technique is extremely costly to develop for new materials
due to the necessity of designing the chemical cycle. The technique is nevertheless useful when
high aspect ratio features have to be covered, like in 3D battery design.

Electrodeposition

Another technique that enables extremely fine control of the deposition thickness is electrode-
position [35]. Electrodeposition exploits the very same working principle as a battery: two elec-
trodes are immersed in an electrolytic solution that contains the precursors of the final film.
The redox reaction that leads to the deposition of the desired thin film is controlled by potential
and current pulses (Figure 1.2f). The amount of deposited material is controlled by the current
passed through the electrodes, while temperature, pH, voltage, and solution composition can
be used to control the stoichiometry and even the crystal phase and orientation of the deposited
film. Of particular interest is the process developed by Xerion for LiCoO2 which produces already
crystallized LCO at different orientations according to the experimental condition [36].
If properly controlled, electrodeposition can almost reach the precision of ALD and, at the same
time, is usually much faster and more flexible. As for ALD, a great deal of effort is required each
time the material is changed to design the deposition. The technique can be employed to de-
posit conductive film only.
In the case of hot electrolyte solutions, the technique is also calledmolten salt electrodeposition,
which is indeed a synonym. Instead, it should not be confused with electrophoresis [37], which
has a similar setup, but the material is synthesized before deposition and dispersed to form a
colloidal solution. It is the drag force of the solution, created by means of an applied electric
field, that displaces and deposits the material without any redox reaction.

Hydrothermal

The last three deposition techniques to be presented are inherited from chemical synthesis and
adapted to thin-film processing. The first one is hydrothermal synthesis [38]. This synthesis is
inspired by the geological formation of crystals, which takes place at monstrous pressure. In
particular, it is possible to make a trade-off between the temperature and the pressure of syn-
thesis, as known from the renowned phase diagrams. During hydrothermal synthesis, a high
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pressure is created inside a sealed container by means of a gas, usually water (Figure 1.2g). The
principle is the same as that of pressure cooking. This route enables the synthesis at a lower
temperature and, hence, at a lower cost compared to standard solid-state synthesis. The thin-
film version of hydrothermal synthesis consists of placing the deposition substrate inside the
sealed vessel.
This technique can be combined with electrodeposition for fine control over the deposition pro-
cess. The films created by this technique are of high quality, and the process is cheap. The main
drawback is the low deposition rate and the harsh conditions to which the substrate is exposed;
it cannot be employed at the back-end of an ICs processing.

sol-gel

Sol-gel is both a synthesis and a deposition technique [39, 40]. It consists of mixing the pre-
cursors of the desired material in a solvent, which is then partially dried to form a gel. The
advantage of a gel with high viscosity is the possibility of controlling the thickness of the film
by mechanically thinning the gel before complete evaporation of the solvent (Figure 1.2h). It
is especially used to synthesize oxide for electrode materials in a simple and cheap way. It is
a low-temperature synthesis, which makes it highly compatible with polymers. Notwithstand-
ing, it suffers from poor control over the morphology and thickness of the film and shows no
substantial advantages with respect to other techniques in terms of the films quality.

Solvent casting

Solvent casting is a deposition technique only, used mainly for polymer electrolytes [41–43]. It
is indeed quite similar to sol-gel in terms of processing. The main difference is that the material
is synthesized and then dispersed into a solvent (Figure 1.2i). This is the same difference that
exists between electrodeposition and electrophoresis. It suffers from the same limitations, in
terms of film quality, as the sol-gel method. Once again, the main advantages are the cost, low
temperature, and simplicity.

Patterning

Once the film is deposited, in order to obtain a sub-millimeter-sized battery, it has to be pat-
terned with the desired shape. To achieve this result, it should be possible to somehow remove
the deposited film. This is accomplished bymeans of different etching processes inherited from
ICs manufacturing.
The broad term patterning refers to a two-step process. In order to pattern a film, two ingre-
dients are required: a way to remove the film and a way not to remove it in selected zones.
The latter is accomplished by means of photolithography. First, a sacrificial mask layer is su-
perimposed on the deposited layer. The final pattern is transferred from a master mask to the
sacrificial layer by means of light (UV or X-ray), and the sacrificial layer is developed much like a
photograph (Figure 1.3 textbfa and textbfb). The part of the film covered by the sacrificial layer
will be protected during the etching step.

Wet etching

The fastest way to remove a material is by means of wet chemical etching. That is to say, by
using a solution of acid or base that can dissolve the material. Wet etching is not only fast but
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Figure 1.3: Patterning of a thin film: a) transfer of the master pattern on the sacrificial layer; b)
developmenet of the transfered pattern; c) wet ecthing; d) dry etching.

also selective. The selectivity of a certain etching solution is defined as the ratio between the
dissolution of the target material and the sacrificial layer or other materials already deposited.
As a matter of example, if an electrode material is deposited on a silicon wafer, a selective wet
etching will dissolve the electrode material but not the silicon or the protective mask (or at least
dissolve them very slowly).
As for the deposition techniques like CVD, ALD, and electrodeposition, wet etching is very effi-
cient and targets a specific material, implying the necessity to develop a different solution for
each material. One main issue with wet etching is the isotropy of the process, which makes
it hard to realize high aspect ratio features (Figure 1.3 c). The process is also polluting due to
the large volumes of strong acids and bases employed. The development of less polluting wet
etching is a concern for battery recycling too. Indeed, having a selective and environmentally
friendly way to remove each layer of a battery is the best way to recycle. As an example, the
dissolution of LiCoO2 by means of a low-T deep eutectic solvent [44].

Dry etching

The general purpose counterpart of wet etching is dry etching. As wet etching is the counterpart
of CVD deposition, dry etching is the counterpart of sputtering. Dry etching is indeed based
on the very same principle: the mechanical ablation of a material by means of highly energetic
plasma (Figure 1.3 d). Dry etching tends to be less selective, even if chemically assisted variations
like reactive ion etching (RIE) can add the necessary selectivity to the process. In general, the
greatest advantages of this technique are its flexibility (there is no need to develop the process
from scratch for different materials), its high precision and its anisotropy. This last point comes
from the control of the impinging direction of the plasma, which enables the high aspect ratio
feature. A drawback is usually the poor selectivity with respect to the sacrificial layer, which, for
high aspect ratio features, needs to be thick enough to resist until the end of the etching.
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Lift-off

The last removal process here presented is lift-off. This process is composed of the same steps
as wet etching but in a different order. The sacrificial layer (called stencil layer) is the first one to
be deposited, and themask design is transferred (Figure 1.4 a). Then the target film is deposited
onto the sacrificial layer. As long as a break is ensured between the filmdeposited on the top and
on the bottomof the sacrificial layer, when the stencil layer is lifted off (dissolved), the patternwill
be transferred to the target film (Figure 1.4 b). Lift-off is characterized by almost zero residual of
the target layer and good step coverage (proper coverage and patterning of sloped side walls).
This technique’s main drawback resides in the compatibility between the stencil layer and the
deposition of the target layer, which is hard to ensure.

1.4 Design considerations

So far, different processes for depositing and patterning thin films have been reviewed, but what
about the different topologies and designs we can realize a battery with?
I will start by presenting the different designs of a single cell and then switch to the design of a
battery of cells. Cell design can be divided into lateral and vertical cell stacks, with 2D and 3D
variants for each of the two [45].

2D and 3D lateral cell

Designs are differentiated according to the relative position of the electrodes with respect to
the deposition substrate. Lateral stacking is achieved when both electrodes are deposited on
the deposition substrate (Figure 1.5 a). This design enables the deposition of the two electrodes
before the deposition of the electrolyte. This is the greatest advantage of lateral stacking. The
electrode may be made of crystalline material, and the deposition technique and heating treat-
ment usually require high temperatures. The reverse is true of the electrolyte, which has to be
manufactured at low temperatures and is not always stable at high temperatures. The lateral
stacking is more flexible in the choice of electrode material because the thermal budget of the
electrolyte does not impact the deposition of the two. Another interesting feature is the direc-
tion of the ion’s motion. The ions move parallel to the substrate, meaning that an increase in
the thickness of the electrode does not impact the diffusion length and results in an increase
in capacity without loss of dynamic performance. The main drawback is that it is much more
difficult to make thin electrolytes. The gap between the two electrodes will dictate the thick-
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ness of the electrolyte. Not only is it necessary to master the etching and patterning of the two
electrodes and ensure a fine alignment, but also the topography induced by the first electrode
already deposited on the second one will introduce additional challenges in the manufacturing
process (Figure 1.5 b).
The lateral design can be converted into the 3D lateral design with minimum effort once the 2D
production process is mastered. The 3D design consists of an interdigitated array of anodes
and cathodes (Figure 1.5 c), which aims to increase the interface between the two electrodes.
Because dynamic performance is impacted by the effective interface between electrodes, the
3D design will maximize the current density supported by the cell.

2D and 3D vertical cell

In the case of vertical design, the two electrodes are not deposited onto the substrate but one
over the other, much like the roll-to-roll process with the electrolyte sandwiched between the
two (Figure 1.5 d). In a vertical cell, the material deposition order is unique, and the only choice
is which of the two electrodes deposits as the first layer. The production process of vertical cells
is more constrained in terms of thermal budget and process compatibility. The first electrode
to be deposited is usually the cathode, because cathode materials are almost exclusively crys-
talline, which requires high deposition or annealing temperatures. The great advantage of this
design is the possibility of squeezing the electrolyte down to a few nanometers without much
effort from the point of view of the process.
In contrast to lateral design, in vertical design, the ions flow perpendicular to the deposition
substrate, and the thickness of the electrode does impact the dynamic properties of the cell.
Being complementary to lateral design, the conversion to 3D structure is not as straightforward
as in the former scenario. The interdigitated array extends vertically (Figure 1.5 e), and its man-
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ufacturing implies the mastering of high aspect ratio tranches inside the first electrode. This
requires extra development effort compared to the 2D vertical design. As for the lateral 3D de-
sign, the aim is to maximize the effective area between electrodes and increase the dynamic
performance. In order to fully exploit thick electrodes in the vertical cell, due to the diffusion
limitation imposed by the electrode thickness itself, the 3D design is a viable solution. That is to
say, we expect much more benefits when switching from 2D to 3D design in vertical cells than
in lateral cells.

Cell stacking
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Figure 1.6: Stacking of thin-film batteries: a) vertical monolithic stacking (parallel connection); b)
lateral monolithic stacking (series connection); c) die-level stacking (parallel connection).

Single cell optimization can increase the capacity density and the dynamic performance of
the final device. However, maximum capacity is limited by the maximum achievable electrode
size, and the total voltage is fixed by the choice of electrodes. To gain in total capacity (parallel
connection) and to be able to increase the voltage of the final battery (serial connection), it is
important to stack multiple cells. The standard roll-to-roll process relies on the flexibility of the
cell to wind and stack multiple cells in a single package [46, 47]. For thin-film manufacturing,
this is not an option due to the mechanical rigidity of the device and substrate. Two solutions
are usually adopted: monolithic stacking [48] and die-level stacking [49]. In monolithic stacking,
the different cells of the stack share the same substrate. Stacking can be lateral or vertical.
Vertical stacking (Figure 1.6 a) on the same substrate is particularly hard due to the necessity
to deposit the electrodes and electrolytes multiple times, which, as already pointed out, are not
always compatible with each other in terms of processing. Lateral stacking is quite straight-
forward, and it relies on the patterning of metal connections (Figure 1.6 b). The great advantage
of monolithic stacking is the minimization of the overhead by substrate sharing, that is to say,
the minimization of the volume not used to store energy and the maximization of volumetric
and gravimetric capacity density.
Die-level stacking is realized on the finished device via through-substrate connections(Figure 1.6
c), wire bonding, or stud bumping. The process is muchmore flexible with respect to monolithic
stacking and is easy to realize. In particular, the final capacity and voltage of the battery can be
tailored at the end of the line without any split in the main fabrication process. The drawback is
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the addition of an extra substrate layer for each cell to be stacked, resulting in a lower volumetric
capacity density than monolithic stacking.

2. Intercalation Materials for Thin-film Cathodes

So far, we have dealt with the electrochemical cell as a device, with few details on the physics
behind ion diffusion in electrodes and electrolytes. These two are the topics of the present and
following sections, together with a review of the main materials for thin-film batteries. Physical
comprehension relies on my understanding and few good texts on solid-state electrochemistry.
In order to avoid quoting the very same work again and again, I will propose here the essential
bibliography and add, along the way, more specific references. In particular, for the bulk ther-
modynamics of electrodes, I will refer mainly to the work of McKinnon [19, 50, 51]. Diffusion
and phase transition are integrated with the text of Yoo [52]. Concerning solid-solid interface
reactions and the differences between electron-transfer and ion-transfer reactions, I will rely on
the text of Bockris [53, 54] and Schmickler [55].

2.1 Physics of electrodes

In this section, we are interested in gaining some insight into the physical processes taking place
inside the electrode and at the electrode/electrolyte interface during the charge-discharge of
an electrochemical cell. This way, it will be possible to obtain a more concrete understanding of
most of the static and dynamic performance indicators reported at the beginning of the chapter.
Thin-film batteries mainly rely on insertion and alloying, so I will restrict the theoretical part to
those two types of electrodes. Moreover, the two rely on very similar physical mechanisms for
both the variation of electrochemical potential and diffusion of ions inside the electrode.

Thermodynamics for insertion and alloying electrodes

The thermodynamics of electrodes refers to the study of their thermodynamic properties at
equilibrium. This is of interest because electrode voltage is defined by those same thermody-
namic properties. It is in fact possible to link the measured electrochemical potential at equilib-
rium versus lithium, called open circuit voltage (OCV), to the change in Gibbs free energy of the
system:

∆G = −nF∆VLi/Li+ (1.1)

For example, a silicon alloying anode at the compositions Li22Si5 and 400 ◦C shows an OCV of
48mV while at the composition Li2Si the OCV increased up to 336mV [56–58]. Conceptually, this
is the change in Gibbs free energy between a pure lithium system and a lithium-silicon alloy. It
represents the energy to be provided to mix a certain amount of silicon into pure lithium. The
more silicon added, the greater the energy to be provided. It may be counter-intuitive to think
of silicon as the atom to be added instead of lithium, which is actually introduced in the anode.
Notwithstanding, looking from the perspective of the lithium referencemakes it straightforward
to interpret the values and tendency of the change in Gibbs free energy.
But what about the continuous variation of the electrode potential with the lithium content? If
the electrode can form a solid solution with the lithium (the system can be at thermodynamic
equilibrium for a range of values and not only for certain stoichiometries), we would need the
value of the change in Gibbs free energy for the whole range.
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Let’s start with a very simple system. An electrodewithN sites available for intercalation. If a site
is occupied by an atom, the system gains E0 energy. Assuming no interaction between interca-
lated atoms, the total energy (E) added to the system is nE0, with n the number of intercalated
atoms (x = n

N is the intercalation fraction). Gibbs free energy can be written as:

G = E − TS (1.2)

Where S is the entropy of the system, which for a non-interacting system of n atoms distributed
over N sites is:

S = k ln
(

N !

n!(N − n)!

)
(1.3)

Where k is the Boltzmann constant. Recalling that 1.1 refers to a change in energy with respect
to the mobile atom concentration, we can rewrite, in differential form, and combine 1.2 and 1.3:

∂G

∂n T,V
= E0 + k ln

(
n/N

1− n/N

)
= E0 + k ln

(
x

1− x

)
= −nF∆VLi/Li+ (1.4)

The first term is called chemical potential µ = ∂G
∂n T,V

. Experimentally, it is enough to one single
measure of the change in Gibbs free energy for x = 0.5 for which the logarithms vanish, to get
the unknown value E0 and determine the whole voltage profile. For such a simple system, the
voltage variation with respect to the intercalation fraction will resemble figure 1.7a. Even at this
level of approximation, we can gain some insight on the expected behavior of a cell; in particular,
equation 1.4 predicts an infinite increase or decrease in Gibbs free energy if the system is totally
filled or emptied. This behavior is determined by entropy and can be understood as follows: if
we imagine the voltage as the effort (time and energy) to insert or remove atoms, the last atom
will require a big effort to be found. Gibbs free energy accounts also for the effort to find the
atom, not only for the energy required to displace it once we find it.
The solution can be extended to more than a single type of intercalation site. For example, we
can imagine an electrode having two kinds of sites: N0 sites with energy E0 and N1 with energy
E1 > E0. Intuitively, the atoms will occupy the sites at lower energy first. Let’s define x0 and x1
the intercalation fractions for each type of site. At equilibrium, the potentials of particles in the
first and second sites will be equal:

µ =
∂G

∂n T,V
= E0 + k ln

(
x0

N0/N − x0

)
= E1 + k ln

(
x1

N1/N − x1

)
(1.5)

Where N = N0 +N1 is the total number of available sites. Inverting equation 1.5 and imposing
x = x0 + x1 the total amount of inserted atoms, we get:

x = x0 + x1 =
N0/N

1 + e(E0−µ)/kT
+

N1/N

1 + e(E1−µ)/kT
(1.6)

In figure 1.7b the resulting shape of the electrode voltage is shown. As imagined, the atoms
first occupy the site at E0 stabilizing the potential, and when the lower energy sites are almost
over, the potential experiences a step to E1. Each step in the curve indicated sites at different
energies.
From this point on, the theory can be made as complex as desired by introducing ion-ion inter-
action and ion-matrix interaction. This permits the inclusion of phase transition mechanisms,
clustering, and electrode volume expansion in the final expression of the OCV. As an example,
in figure 1.7c, the predicted voltage profile is shown during a phase transition taking place when
the intermediate stoichiometry between the two phases is not thermodynamically stable. The
shown voltage plateau is the signature of two-phase regions.
As far as it concerns us, this introduction is enough to help us understand the voltage profile
in the review section, and I won’t fill more pages with thermodynamic equations. Let’s instead
switch to the ion and electron diffusion inside the electrode, that is, to the electrode dynamics.
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Figure 1.7: Simulated voltage profiles for prototype intercalation systems.

Ion diffusion in solids

So far, we have considered an electrode at thermodynamic equilibrium for different concentra-
tions of intercalated atoms, but what about the dynamics of intercalation? This question is of
particular interest because when a cell is actually charged and discharged, the distribution of
ions along the electrode thickness may substantially differ from the equilibrium concentration.
In particular, a concentration gradient of diffusion species can build up.
Diffusion of atomic species in a solid framework is a well-established subject, and comprehen-
sion relies on the concept of lattice defects. Both intercalation and alloying electrodes tend to
be crystalline or polycrystalline materials in which the atoms are arranged in an organized way.
In an ideal crystal, every site is occupied by an atom, and diffusion is almost impossible. Luckily,
real crystals at temperatures above 0K show different types of imperfections, which can be ex-
ploited by atoms to move around. The kinds of defects we are interested in are vacancy defects
and interstitial defects. A vacancy is a crystal site that should be occupied in the ideal structure,
but is instead empty. The reverse is an interstitial atom, which resides in a position that should
be empty in the ideal lattice (Figure 1.8)

In order for a defect to form, an atom from the crystal lattice has to overcome the energy that
binds. It can then jump into an interstitial position and create a vacancy and an interstitial defect.
In the case of non-interacting particles, the Gibbs distribution describes the mean number of
atoms n̄k with a certain energy ϵk as:

n̄k = ae−ϵk/kT (1.7)

Where a is the normalization constant for
∑
n̄k = N , with N the number of atoms in the crys-

tal. If ∆GV is the vacancy energy formation to be overcome, the mean number of vacancies at
equilibrium (N̄V ) is proportional to the number of atoms with enough energy to overcome the
lattice force:

N̄V =

∫ ∞

∆GV

dϵ · ae−ϵ/kT = kTae−∆GV /kT = N0e
−∆GV /kT (1.8)

I took the time to review the derivation of this simple distribution, called the Boltzmann distri-
bution, and its main hypothesis because most of the phenomena that we are going to address
can be described by the same statistics.
Back to business: the presence of such defects enables the atoms to diffuse. In particular, once
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Figure 1.8: Defects diffusion in crystal lattice: a) Interstitial atom in blue; during the jump it needs
to displace the surrounding atoms b) Vacancy defects; near-neighbours atoms can jump into the
empty site and displace the vacancy.

the couple of vacancy/interstitial-atom is formed, the two, as long as they’re not interacting (e.g.,
electrically neutral), will diffuse independently. A vacancy will move when an atom in a lattice
position near the vacancy jumps into it. So the atom needs to have enough energy to overcome
the energy barrier that keeps it at its position and move to the new position. Defining ∆Gb the
height of the energy barrier, we can use again the Gibbs and Boltzmann statistic to estimate the
probability for an atom to jump into the vacancy. The final jump probability will be the prod-
uct of two probabilities: the probability for an atom to have enough energy to move and the
probability for a vacancy to be near the atom for him to jump into it.

probability to jump ∝ e−∆GV /kT e−∆Gb/kT (1.9)

The very same reasoning applies to the jump of an interstitial atom. The only difference, which is
conceptual, is that the second energy distribution to be introduced is the energy of the interstitial
atom, which needs to make its way across the lattice, and not that of the atoms in the lattice.
In a regular crystal, we can make the assumption that each atom will be able to move one site
per successful jump and equal the unit displacement to the lattice parameter aO. If v0 is the
number of trial jumps of each atom in unit time (jumps/seconds), we can define themean square
displacement (D) in unit time as:

D = a20ν0e
−∆GV /kT e−∆Gb/kT (1.10)

D is referred to as self-diffusion coefficient and is expressed in ms−2. Self-diffusion in the ab-
sence of any external force can be measured by means of isotopes called tracers. The extracted
value for isotope diffusion is called tracer diffusion coefficient (D∗). Its value is lower than the
actual self-diffusion coefficient due to correlation effects, which I will not treat here. For further
details, see [52].
So far, we have considered the diffusion of atoms in a crystal at thermodynamic equilibrium.
That is to say, temperature, concentration, chemical potential, and electric field are constants
inside the crystal. Even in this condition, atoms are allowed to roam around. However, as men-
tioned at the beginning, we are interested in the diffusion inside the electrode during charge and
discharge, that is to say, in non-equilibrium conditions. During charge, an electric field is applied,
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and the displacement of atoms between the two electrodes will cause a gradient of electric and
chemical potential inside each electrode. Of particular interest is the case of a chemical gradient
that is linked to the flux of atoms (J ) by:

J = −c D
kT

∂µ

∂x
(1.11)

Where c is the concentration of diffusing atoms. The gradient of chemical potential is not easily
measurable, and the equation is rewritten as a function of the concentration gradient:

J = −c D
kT

∂µ

∂c

∂c

∂x
= − D

kT

∂µ

∂ ln c
∂c

∂x
(1.12)

From this equation, the chemical diffusion coefficient (D̃) is defined as:

D̃ =
D

kT

∂µ

∂ ln c
(1.13)

The derivative of the chemical potential with respect to the concentration is calculated via the
electrode voltage evolution with the intercalation fraction by means of eq. 1.1 and 1.5. The
derivative of the electrode voltage acts as an enhancement or suppression factor for diffusion
andmay dominate the behavior of the cell. In the next section, comparing real cases of chemical
diffusion coefficients, we will see how they are strongly correlated to the electrode potential
through the enhancement factor.
We assumed the lattice defects to be thermally generated when we derive the dependency of
the defect concentration with respect to temperature. In insertion materials, defects are also
generated each time an atom is extracted from the matrix. The number of defects thermally
generated is usually much lower than the defects generated by insertion/extraction, and the
defect density is constant and equal to one minus the intercalation fraction.

Electron conduction in solids

As important as the ionic conductivity is the electron conductivity in the electrode. As we will
see in the next section, in order for an atom to be intercalated or alloyed, an available electronic
state is needed. An electron also needs to be able to flow between the two electrodes in or-
der to maintain the charge balance and sustain the reactions at the two electrode/electrolyte
interfaces (Figure 1.9a). Dynamic limitation may result from both poor ionic and poor electronic
conductivity in the electrode; hence, it is important to quickly review the main concept behind
electron conductivity and the relation between electrons and ion conduction.
In a solid, most of the electrons are strongly bound to a single atom and cannot freely move
around. The electrons are distributed in multiple electronic shells surrounding the nucleus of
the atom. Different shells have different average distances from the nucleus, and the further
away they are, the lower the binding force between the electrons and the nucleus. Because
each shell can be occupied by a finite number of electrons, the shells are filled from the closest
to the farthest away. In a solid, the outermost electrons participate in the creation of a chem-
ical bond between different atoms. In metal, those electrons do not interact exclusively with
their original atom, and their wave function extends to the entire solid. It is indeed more cor-
rect to imagine an electron with an infinite ”shape” covering the whole solid, instead of a point
charge moving around. In semiconductors and insulators, those broad electron states (conduc-
tion electrons) are empty at 0K and all electrons are localized around one or a few atoms, so
no electron conduction is possible. As for ion conduction, we are saved by this imperfect world
where no ideal crystals or 0K exists. Indeed, the very same defectsmentioned in ion conduction,
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have an impact on electron conduction in metals and non-metals. An ideal metal would have
infinite conductivity, but the presence of defects in the crystal lattice reduces the conductivity to
a finite value. Because the quantity of defects is impacted by the temperature according to the
Boltzmann distribution, the higher the temperature, the higher the number of defects and the
lower the conductivity. Themetal shows a slowing decay in conductivity as a function of temper-
ature. That means that for an alloying electrode, the temperature increase will increase the ion
conductivity but decrease the electronic conductivity. Luckily, the increase in ion conductivity is
much faster, and higher temperatures are beneficial in terms of electrode performance.
In non-metals, conductivity is not determined by the presence of defects. Indeed, non-metals
lack conduction electrons, and the presence of defects does not change this fact. Notwithstand-
ing, the Boltzmann statistics will come again to our rescue. The broad electronic state shells
exists, but at 0K no electron lives there. A non-metal can be described in terms of the energy
between the highest bound electronic state and the first diffuse electronic state; this energy is
called band gap (Eg). At a finite temperature, the electrons will possess some extra energy, and
according to Boltzmann, some of them will be able to escape from the bound state and become
conduction electrons. This way, an electronic defect is formed, leaving a hole, similar to the
formation of an atomic vacancy in the lattice. The band gap is the energy value to be consid-
ered in the Boltzmann distribution to determine the concentration of free electrons available
for conduction. The difference between a semiconductor and an insulator is relative: a semi-
conductor is a material with a small enough band gap to have a non-negligible conduction at
room temperature. We can see how negligible and room temperature are points of view that
have significance for humans but not much for physics. In contrast to metals, non-metals will
have an electronic conductivity that increases with temperature, as the ions’ conductivity does.
An important fact not to be underestimated is the electron-neutrality hypothesis made when
discussing ion diffusion. If electrons are strongly bound to lattice atoms, the energy required
to create and diffuse mobile atoms may be strongly impacted. In the material review, we will
encounter materials in which electronic conductivity strongly impacts solid diffusion due to the
coupling of electron and atom motion.

Ion-transfer and electron-transfer reaction

We have analyzed the bulk phenomena taking place in an electrode, but the core of the elec-
trode’s working principle is the interface where ions-electron couples are split and united (Figure
1.9a). The physics of the interface is strongly dependent on the electrolyte. However, we can
introduce a few general elements to complete the picture from the electrode point of view. A
more detailed treatment of the subject will be carried out in the electrolyte and modeling sec-
tions.
My main objective is to clarify the difference at the reaction interface between the two most
common electrodes: insertion and alloying. The interface physics is indeed a main element of
difference between the two; even if the final equations are almost identical for the two cases,
their significance is different.
Let’s start with the alloying electrode and electron-transfer reaction. The theory of electrified in-
terfaces was developed for this kind of reaction and later adapted to the ion-transfer one. In an
electron transfer reaction, as the name suggests, the species that cross the electrode/electrolyte
interface are the electrons. As shown in Figure 1.9b, the first step is the diffusion of ions close
enough to the electrode surface. The interface electrons have a wave function that extends be-
yond the last row of atoms. The density of electrons decays exponentially with the distance to
the surface, but is never zero. If the ions are close enough to permit electron tunneling through
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Figure 1.9: a) Schematic of the electrons-ions path during cell charge/discharge; b) electron-
ions recombination detail for electron-transfer reaction; c) electron-ions recombination detail
for ion-transfer reaction.

the electrolyte, the ion-electron couple can reunite near the interface on the solution side. A neu-
tral atom is formed, and it diffuses to the interface and becomes part of the metal electrode. In
the case of intercalation electrodes, instead, the ions cross the electrode/electrolyte interface
and not the electrons. In Figure 1.9c the schematic representation of such an ion-transfer reac-
tion is shown. First, the charged ions have to diffuse near the surface, and it is during the process
of crossing the electrode interface that their charge is neutralized by an electron. From the point
of view of electrons, this kind of process is less energetic, because it does not require electron
tunneling. It is interesting to note how the growth of dendrites at a graphite electrode can be in-
terpreted as a change from an ion-transfer to an electron-transfer reaction. This happens when
lithium ions are consumed too quickly at the interface. The ion-transfer reaction requires ions
to be really close to the interface. If the interface is totally depleted, more energetic electrons
are created by polarization, enabling electron-transfer reactions and lithiummetal plating at the
electrode interface.

2.2 Cathode materials

Equipped with an essential toolbox of physical concepts, we are ready to delve into the biblio-
graphical review of electrode materials. I decided at this point to follow the classical division of
anode and cathode materials. It should be clear at this point that this division is artificial and is
usually realized on the basis of the electrode potential with respect to the lithium reference. In
particular, electrodes with a potential below 2V are considered anodes, while the rest are ad-
dressed as cathodes. V2O5 is a peculiar case; this material lies at the border, and it is sometimes
referred to as cathode and sometimes as anode. I decided to list it in the cathode section be-
cause of its physical similarities with other metal oxides. Even if the division has no real physical
meaning, it is useful to notice how anodes for thin-film batteries are mostly alloying electrodes
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with large volume expansion during charge-discharge. Cathode materials, instead, are exclu-
sively insertion electrodes. A summary of the main cathode for thin-film batteries is proposed
in table 1.1 together with their performance indicators.

Cathode OCV QV ρ Qm σ−1
el D̃ dim

(V) (mAh cm−3) (g cm−3) (mAhg−1) (Ω cm) (m2 s−1)
LiCoO2 3.9 to 4.3 710 5.1 140 103 to 106 10−14 2D
LiFePO4 3.4 to 3.5 610 3.6 170 109 10−18 1D
LiMn2O4 3.5 to 4.5 615 4.1 150 103 10−15 3D
LiNiO2 3.9 to 4.3 670 4.8 140 10 10−14 2D
LixV3O8 2.5 to 3.8 850 3.5 200 to 300 106 10−13 2D
LiV2O5 2 to 3.5 660 3.3 200 103 10−18 1D
LixMoO3 2 to 3.5 1300 4.7 280 103 to 106 10−15 2D

Table 1.1: Properties of popular cathode materials at RT. From left to right: minimum andmaximum volt-
age; theoretical gravimetric capacity density; theoretical cathode density; theoretical volumetric capacity
density; average electron conductivity; average chemical diffusion coefficient; dimension of the diffusion
path. Sources are provided at each section. For a general reference see Park et al. [59].

LiCoO2 (LCO)

Let’s start this review with the most popular cathode. LiCoO2 is the overall best cathode in
terms of power density. It’s a dense oxide with excellent capacity density and high voltage. Its
main drawbacks are its high cost, scarcity, and toxicity. Its crystal structure is reported in Figure
1.10a. Lithium planes, in green, are separated by cobalt oxide planes. Lithium diffusion takes
place in the 2D planes thanks to lithium vacancies generated during the extraction and inser-
tion of lithium. LCO experiences two main phase transitions [60]. The first determines a broad
voltage plateau between x = 1 to 0.7 (Figure 1.10b). The two phases are both hexagonal but
have different lattice parameters. The most important change between the two is the electron
band gap. The first hexagonal phase has a large band gap (2.7eV) and is a semiconductor, while
the second one, with a very narrow energy gap, is almost metallic [61–64]. As reported in table
1.1, the electronic resistance varies up to three orders of magnitude between the two phases.
The second phase transition around x = 0.5 is harder to spot, but a small bump in the voltage
is visible. This is an order disorder phase transition with almost no change in the crystal lattice
parameters and involves a rearrangement in the lithium position.
As anticipated, the chemical diffusion coefficient variation as a function of the intercalation frac-
tion (Figure 1.10c) is strongly impacted by the derivative of the electrode potential. The drop
experienced for x > 0.7 is indeed linked to the phase transition plateau, where the derivative is
almost zero. Moreover, the drop in electronic conductivity changes the diffusion mechanisms:
ions and electrons are no longer able to travel as neutral particles, and diffusion is strongly im-
pacted. Interaction between ions and electrons is not treated in the present work; for some
hints on the subject, refer to [52, 65].
LiCoO2 can be deposited as a thin filmwith different processes. The preferred one is sputtering
followed by high-temperature annealing, which ensures a high-quality film in terms of density
and crystallinity. A main issue with sputtering is the generation of large defects when deposit-
ing film thicker than a few µm [68]. Other deposition methods are proposed in the literature,
comprising PLD and hydrothermal [69, 70], which have however major limitations in process
scalability. ALD and electrodeposition [36, 71] ensure much higher control on the filmmorphol-
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(a) LiCoO2 crystal structure,
lithium in green

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[66])

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [67])

Figure 1.10: LiCoO2 summary

ogy, but the latter is clearly superior when micrometer-size film has to be deposited due to its
high deposition rate.

LiFePO4 (LFP)

Lithium iron phosphate (LFP) is another popular electrodematerial. Ion conduction is supported
by 1D channels crossing the crystal matrix (Figure 1.11a). It is the cheap and environmentally
friendly counterpart of LCO. Comparing static performance, only LiFePO4 is a perfect cathode
material. Its volumetric and gravimetric capacities are quite close to those of the LCO. It also
possesses a flat voltage plateau at 3.4V (Figure 1.11b), constituting a very stable voltage source.
As one can expect from the theoretical introduction, the flat voltage plateau is the signature of a
phase transition. Actually, the only two stable phases are LiFePO4 and FePO4. Unfortunately, this
is not good news in terms of dynamic performances. We pointed out how the diffusion inside
the electrode relies on concentration and a chemical gradient. But if the intermediate phases
are highly energetic and difficult to form, it implies that it is quite hard to build a concentration
gradient. This results in a very poor chemical diffusion coefficient compared to LCO. We showed
how the diffusion coefficient of cobalt oxide was suppressed during the phase transition due to
the flat profile of the voltage. In the case of iron phosphate, the voltage is on a unique plateau,
and the chemical diffusion coefficient is suppressed at all stoichiometries (Figure 1.11c). That is
the price to pay for an ideal flat voltage.
As for the case of LCO, the phase transition impacts the band gap, but unfortunately, neither
of the two phases is conductive. The lithium-rich phase has an enormous 6eV band gap and is
basically an insulator. The second phase with half the band gap (3.2eV) is still a poor electron-
conducting semiconductor [72]. As suggested for LCO, poor electron mobility is strongly corre-
lated with poor chemical ion diffusion due to interaction between ion-electron couples.
Even with such poor dynamic performance, LFP is still an interesting option due to its low cost.
It can be deposited as a thin film by PLD, sputtering, ALD, and electrodeposition [73–77].

LiMn2O4

Another popular oxide among cathodes is the spinel lithiummanganese oxide LiMn2O4. As LFP,
this cathode is interesting from a commercial point of view due to its cheap precursors. Another
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(a) LiFePO4 crystal structure,
lithium in green

From Kinetic analysis on LiFePO4 
thin films by CV, GITT, and EIS

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[73])

From Kinetic analysis on LiFePO4 
thin films by CV, GITT, and EIS

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [73])

Figure 1.11: LiFePO4 summary

appealing feature is its 3D ion conduction mechanism. This is particularly relevant information
for thin films. During the deposition of crystalline thin films, the crystal grains tend to align in
a preferential direction. For 1D and 2D materials, this may represent a problem if the diffusion
channels are not oriented in the direction of the electrode/electrolyte interface. A 3Dmaterial is
more flexible in thin-film design because no preferential orientation is needed to ensure lithium
diffusion in the right direction.
In terms of static performance, manganese oxide is quite close to LCO and LFP (Table 1.1). The
voltage curve (in purple in Figure 1.12b) of this oxide shows multiple interesting features. The
central portion (1 ≤ x ≤ 0.6 Figure 1.12b) is close to the ideal shape traced in Figure 1.7a. This is
due to the excellent stability of the crystal and its good electronic conductivity. Both hypothesis
of constant energy for the insertion sites and non-interaction between inserted atoms are re-
spected. The second half is a phase transition plateau similar to that of LFP. The phase forming
at poor lithium content is characterized by a small increase in lattice parameters [78, 79]. In this
region, only the two phases Li0.6Mn2O4 and Li0.3Mn2O4 are stable. If extraction proceeds further,
a second ideal zone is expected up to MnO2 formation [80]. The third feature is a low-voltage
phase transition plateau, which corresponds to the formation of a tetragonal phase Character-
ized by a distortion of the MnO6-octahedra (in purple in Figure 1.12a) . This phase cannot be
converted back to LiMn2O4 and is not exploited during reversible cycling [81, 82]. This electrode
possesses a fairly constant ion diffusivity, as reported in Figure 1.12c. The reported value for
electronic conduction in literature varies largely, even if most authors agree on a high value
around 1 × 103 Ω cm. Notwithstanding, the implementation of this electrode in a thin-film con-
figuration has not been particularly successful so far. Even a cathode of a few hundreds of
nanometers seems to be unable to sustain a current density as high as LCO [83–86]. This can
be explained by the lower ion diffusivity [86]. Due to its inferior volumetric capacity density,
manganese cathode has to be fabricated in thicker film with respect to LCO to obtain the same
total area capacity. This will couple negatively with the lower diffusion coefficient, degrading
even more the dynamic performance. LiMn2O4 is comparable to cobalt oxide when the cycling
stability is compared (number of cycles before 20% capacity loss). For applications with a lower
constraint over occupied volume and required current rating, manganese can be a viable choice
from an economical and environmental point of view.
LiMn2O4 has been fabricated as thin-film with all common techniques, including CVD, sputter-
ing, PLD, ALD, sol-gel, and electrodeposition [80, 82, 85–88]. The reported deposition rate for
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(a) LiMn2O4 crystal structure,
lithium in green

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[78])

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [80])

Figure 1.12: LiMn2O4 summary

sputtered LiMn2O4 (1nmmin−1 [82, 89, 90]) seems to be much lower than for LCO (10nms−1

[91]), which may be another reason for the poor success of this electrode.

LiNiO2

Nickel oxide is the fourth high-voltage cathode in this review. It is a 2D-layered oxide (Figure
1.13a) of the same family of LCO. LiNiO2 is a highly performing material in terms of both static
and dynamic performance. It has a high capacity density, a high voltage, and good conduction
of both ions and electrons (metal). During lithium insertion and extraction, the crystal structure
changesmultiple times, as reported in Figure 1.13b. Due tomultiple phase transitions, the curve
is far from ideal. It is still possible to identify the voltage plateau linked to the two-phase region
between phases H1 and M (0.8 ≤ x ≤ 0.7) and between phases H2 and H3 (0.25 ≤ x ≤ 0.1). As
expected, the effect of the phase transition plateau is visible also in the variation of the chemical
diffusion coefficient reported in Figure 1.13c.
Such electrodes suffer from two related problems: off-stoichiometry synthesis and poor cycling
performances. The synthesis is reported to be very difficult, and small variations in the process
produce impurities and imperfections [92, 93]. This is the main reason behind the huge varia-
tion in terms of voltage curve and performance in literature. Compared to cobalt oxide, nickel
is reported to be far less stable, and nickel atoms can easily take the place of lithium, blocking
the diffusion path in non-stoichiometric compounds [94] . A remark on the whole point is that
no systematic study on the difficulties of synthesis has been performed for thin-film. As a mat-
ter of fact, complete studies were performed in 1985 and 1990 [95, 96] and quoted as proof of
difficult synthesis until today. This is one of those cases in which the literature seems to quote
an infinite number of sources without anyone actually performing the experiment. For the sake
of my personal amusement and in order to dissolve any accusation of superficiality, I will re-
port the full quoting path of the last 30 years. The story begins, or even better, ends, in 2022
with Rao et al. [93]. In this work, the word ”proverbial” is used to describe the allegedly difficult
synthesis of LiNiO2. Apparently, such a proverbial fact does not need any reference. Anyway,
looking closer at the first quote, we can easily deduce where the proverbiality comes from: in the
recent review of Bianchini et al. [97] we found a less vigorous but still solid ”strongly prone” (to
off-stoichiometry). We are hence referred to the work of Lai et al. of 2009 [98] and the old but
gold work of J.R. Dahn et al. dating back to 1990 [94]. The latter does not seem to be particularly
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(a) LiNiO2 crystal structure, lithium
in green

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[97])

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [93])

Figure 1.13: LiNiO2 summary

certain of the difficulty of synthesis, but highlights the variety of experimental results and dif-
ferent stoichiometric compounds reported in the literature. The former is another piece of our
infinite bibliographical puzzle. In Lai et al. the opinion has already turned to a mild ”tendency”
and, for any doubts, invites us to refer to two sources. The first is the work of Li et al. of 2007
[99], which eventually, after a laconic ”very difficult to synthesize,” points us in the direction of
an actual work on synthesis carried out by Morales et al. in 1990 [96]. The second is the work of
Bianchi et al. of 2001 [100] which indeed proposes a reliable method to obtain stoichiometric
and reproducible LiNiO2. It is true that in the introduction, Bianchi et al. suggest that it ”appears
to be difficult”, but just compared to the LCO, not in general. Anyway, we can agree that reliable
works on solid-state powder synthesis dating back 30–40 years are not enough to prove any-
thing concerning the difficulties of processing thin-films.
It is, however, true that off-stoichiometry electrodes showpoor stability during cycling [100, 101].
At the same time, for the stoichiometry cathode, the poor cyclability seems to strongly correlate
with the last phase transition (H3-H4) [93]. At this stage, the crystal lattice experiences a larger
volume expansion, which results in cracks and contact loss [93, 97]. If properly cycled nickel
oxide is stable [102, 103] and the actual implementation in thin-film cathode does not seem to
really disqualify it with respect to LCO [104].
Fabrication processes are available for ALD, sputtering, hydrothermal, and electrodeposition
[98, 104–106]. In commercial cathodes, it is common tomix cobalt, nickel, andmanganese (NMC
electrodes) in order to decrease the price of the electrode without major loss of performance.
This approach can also be implemented for thin-film solid-state batteries [107, 108]. The results
are electrodes with a capacity density even higher than LCO but much lower electronic conduc-
tivity, limiting their rate performance [109].

LiV3O8

Vanadium oxide can be used as an electrode in two different stoichiometries and crystal struc-
tures: LiV3O8 and LiV2O5. The two are quite close to each other with respect to the voltage
profile, which is a bit lower than other oxides presented so far (Figure 1.14a and 1.15a). Apart
from that, the two are very different and complementary in their properties. Let’s start with
LiV3O8. This compound crystallizes in a layer structure with a 2D diffusion plane for lithium ions
(Figure 1.14b). In contrast to other oxides seen so far, lithium trivanadate is charged by inserting
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(a) LiV3O8 crystal structure,
lithium in green

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[118])

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [118])

Figure 1.14: LiV3O8 summary

more lithium. In fact, this electrode can accommodate up to 5 lithium atoms per formula unit,
Li1+xV3O8 (0 ≤ x ≤ 4). This gives rise to a complex voltage profile with bumps and plateaus, as
reported in Figure 1.14b. Moreover, the degree of crystallinity strongly impacts the intercala-
tion energy sites and their availability. Low-crystalline LiV3O8 has a totally flat profile [110, 111].
Available energy density is impacted as well, and reported values in the literature can vary be-
tween 100 to 400mAhg−1[110, 112]. From a theoretical point of view, the lithium intercalation is
expected to take place in three different regimes [113]. The first is a single-phase intercalation
for 0 ≤ x ≤ 1. Followed by a phase transition plateau in the range 1 ≤ x ≤ 3, which is partially
visible in the major part of the reported curves. The final part is another single-phase region
for 3 ≤ x ≤ 4.5. The final phase has a much lower chemical diffusion coefficient (Figure 1.14c),
and at room temperature it cannot be fully exploited [114, 115]. The size itself of the plateau is
influenced by the dynamics of the second phase. moreover, degree of crystallinity, crystal ori-
entation, and current density can all impact themeasured voltage profile [112, 116, 117] leading
to large variations with respect to the expected profile.
Dynamic limitation, linked to both low ionic and electronic conduction, is the main drawback
of this electrode. RF sputtered thin-film configurations are reported to be able to insert up to
5 lithium atoms [118] but only at a minuscule current density (10µA cm−1) for a film of a few
hundred nanometers, limiting the practical application of this electrode.

LiV2O5

The second oxide based on vanadium is alternatively used as an anode or cathode due to its
intermediate voltage (Figure 1.15b). This is, of course, a negative because it means that it is
both a low-voltage cathode and a high-voltage anode, resulting in poor power density in the
full cell. Concerning the voltage curve, two plateaus are visible, corresponding to a two-phase
region for intercalation fraction in the range 0.1 ≤ x ≤ 0.35 and 0.5 ≤ x ≤ 0.9 for a total of
three different phases. The material, as for the previous vanadium oxide, can be deposited at
different degrees of crystallinity, with a smoothing effect on the voltage curve [119]. The same
smoothing appears as soon as the current rate increases. This is a sign of low ion diffusion, which
results in poor rating performances [119–121]. The one-dimensional conducting path of the
crystallized structure, as for LFP, makes the ion diffusion anisotropic and sluggish. On the other
hand, LiV2O5 shows very good electron conduction, which results in a low ohmic drop (the initial
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(a) LiV2O5 crystal structure,
lithium in green

x in LixV2O5

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[127])

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [128])

Figure 1.15: LiV2O5 summary

voltage is constant at different current rates) [121]. The low dynamic performance is the main
reason for the poor success of this material. Notwithstanding, a large amount of research has
been conducted, in particular in the domain of thin-film batteries. This cathode is attractive due
to a low-temperature synthesis of both amorphous and crystalline phases; the latter does not
require a very high temperature step (<300 ◦C) to be crystallized. Low-temperature deposition is
reported for ALD, sputtering, CVD and PLD [119, 120, 122–125]. This improves the compatibility
of the electrode, which is popular in the ALD configuration for 3D vertical stack [121, 126]. In
sub-100-nanometers films, the low diffusion coefficient has less impact on the overall dynamic
performance.

LixMoO3

The last positive electrode I will present is molybdenum oxide LixMoO3. The material can be
crystallized in different phases, but the most studied and easily synthesized are as α − MoO3

(orthorhombic in Figure 1.16a) and β −MoO3 (monoclinic). The α phase is the most commonly
used as electrode material. It possesses a quite regular voltage profile. In liquid electrolyte,
this electrode performs poorly in terms of cycling and presents an irreversible reaction at the
beginning of the charge, which leads to poor cyclability. This is not the case in thin-film solid-
state cells [129]. This irreversible reaction is characterized by a voltage plateau in the range
0 ≤ x ≤ 0.25 and is explained by the intercalation of liquid solvent inside the electrode [130].
Literature results must then be critically analyzed in order to predict the performance in a thin-
film configuration. In particular, different studies on PVD, ALD or CVD-deposited thin-film rely
on liquid electrolyte for the electrochemical characterization and are hence not fully reliable
[131–133]. This is a general warning valid for the whole literature when dynamic and cycling
performance has to be deduced from previous works.
For both liquid and solid electrolytes, the reaction can be described as a first solid-solution for
0 ≤ x ≤ 0.5 a two phase region (0.5 ≤ x ≤ 1) and a second solid solution in the range 1 ≤ x ≤ 1.6

[132].

x = 0 x = 0.5 x = 1 x = 1.6

α α+ β β
x in LixMoO3
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(a) LiMoO3 crystal structure,
lithium in green

(b) Voltage variation as a function
of the intercalation fraction (re-
produced with permission from
[140])

(c) Diffusion coefficient variation
as a function of the intercalation
fraction (reproduced with permis-
sion from [140])

Figure 1.16: LiMoO3 summary

A clarification on the results of Self et al. for all-solid state cells [129] is needed. During
the first discharge, the thin-film cell experiences a 25% loss. Which is even higher than 15%
loss linked to irreversible reactions in liquid electrolytes. Two points are important. First, the
liquid loss is not limited to the first cycle and grows to 40% by cycles twenty. Second, the thin-
film cell voltage is cut before complete de-intercalation. This is clearly visible from both the
different shape of the voltage at the end of the discharge and by analyzing the current in the
cyclic-voltametry at 2V in the oxidation cycle. Even if the reaction peaks are at the same position,
thin-film have worse conduction and broader features. In fact, the first cycle loss is artificial and
linked to the discharge protocol, which stops the discharge too early. The drop in diffusion coef-
ficient in the lithiumpoor phase (Figure 1.16c) is another indicator of its poor ionic conduction. In
general, this electrode suffers from non-optimal ionic conduction at all stoichiometry and even
worse electronic conductivity, resulting in poor dynamic performance [134, 135]. Notwithstand-
ing, the concern of poor cyclability, typically observed in liquid configuration, should be revisited
for thin-film solid-state cells [135].
A broad range of processes are available for deposition, comprising ALD, PLD, sputtering, elec-
trodeposition, and CVD [132, 133, 135–139].

Conclusion on cathode materials for TFBs

In conclusion, it is possible to affirm that among the available cathode materials at the present
time, LCO is overall the most performing one [141]. Some materials may outperform it in some
aspects, but the price is usually a strong reduction in other indicators. Unless a strong constraint
from the final application is present, cobalt oxide is the best choice for small and highly perform-
ing thin-film batteries. Notwithstanding, not all materials have been properly implemented in
a thin-film, all-solid-state configuration and some of the conclusions in the literature are based
exclusively on liquid-electrolyte cells. Among others, the assessment of the cycling stability with
respect to the solid-electrolyte interface and a complete study of the effect of the thin-film con-
figuration on the rating performances should be properly investigated for all materials before
drawing any hard conclusions.
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2.3 Anode materials

The review of anode material is going to conclude this section on electrode materials. I already
mentioned that anode materials are mostly based on alloying mechanism. Exceptions are the
intercalation in TiO2 and plating on lithium metal. The final section of the present chapter is
entirely devoted to anode-free configuration, which is a special case of lithium plating anode,
so I will not spend too much time on it at present. The only observation concern the volumetric
expansion of lithium anode and anode-free configuration. Being a plating electrode, it is not
totally correct to talk about volume expansion because the anode itself does not expand. It sim-
ply increases in thickness, and the volume expansion depends on the initial thickness of lithium
and the capacity of the cathode. In an anode-free configuration, the lithium anode is absent at
the beginning, hence it would have an infinite expansion (initial volume is zero) between charge
and discharge states. In the summary table (table 1.2) I filled the data for an anode containing
(before charge) exactly the amount of lithium to be charged, whichmeans a doubling in the final
thickness between charge and discharge.
Another remark on the same tone is the calculation of the volumetric and gravimetric capacity

Anode OCV QV ρ Qm σ−1
el D̃ ∆V

(V) (mAh cm−3) (g cm−3) (mAhg−1) (Ω cm) (m2 s−1) (%)
Li 0 2100 0.53 3900 10−7 10−12 100

Al 0.2 to 0.4 2700 2.7 to 1.8 1000 10−7 10−14 95

In 0 to 0.6 7300 7.3 1000 10−7 10−11 50

In2O3 0 to 1.7 7200 7.2 1000 10−2 to 105 - 50

Sn 0.3 to 0.8 7300 7.3 to 2.6 1000 10−7 10−16 to 10−14 250

SnO2 0.2 to 1.2 3500 7.0 to 2.6 500 10−3 - 200

Sn3N4 0.2 to 1.2 5800 7.2 to 2.6 800 10−2 - 200

Si 0 to 1 6700 2.3 4200 105 10−14 350

TiO2 1.4 to 2 1300 4.3 300 10−8 to 10−6 10−18 3

Table 1.2: Properties of popular anode materials at RT. From left to right: minimum and maximum volt-
age; theoretical gravimetric capacity density; theoretical density; theoretical volumetric capacity density;
average electron conductivity; average chemical diffusion coefficient; volume expansion calculated as ratio
between initial volume V0 and final volume V . Sources are provided at each section.

densities. Almost everybody in the literature will report the volumetric and gravimetric energy
density at theminimumvolume. That is, theywill divide the stored capacity by the volumebefore
storage. In the summary table, I reported the boosted values to be coherent with the literature,
but at the same time, changes in density are also available to calculate the real volumetric ca-
pacity at maximum volume. Because anode with the highest volumetric energy density possess
also the highest volume expansion, the two will compensate and reduce the actual differences
between materials.

Al

Aluminum alloying with lithium is a well-known phenomenon. Before delving into it, I will de-
tour for a brief excursus. In commercial batteries, the anode current collector is usually made
of copper and the cathode of aluminum. Copper is far more expensive, and in fact, it is chosen
solely to avoid unwanted lithium alloying in the anode current collector. Ion diffusion in metal is
an even more serious issue in thin-film due to the direct synthesis of electrodes on substrates,
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which are usually metals or the silicon wafer itself.
Binary alloy electrodes are particularly convenient to treat through phase diagrams. Today, we
have high-quality phase diagrams of all lithium alloys, which can help us to precisely describe
the voltage variation and the expected dynamics during charge and discharge. In Figure 1.17aa
the latest phase diagram of Al-Li systems is shown down to 100 ◦C. A total of four phases are
thermodynamically stable: AlLi, Al2Li3, AlLi2−x, and Al4Li9. The first and third phases form solid
solutions in the range of 0.49 ≤ x ≤ 0.51 and 0.64 ≤ x ≤ 0.66. The other two are line compounds,
stable in a narrow stoichiometric range. From the Gibbs free energy of each phase, it is possi-
ble to predict the theoretical voltage of each one vs. lithium metal. In the same order, the four
phases are expected at 300mV ,90mV ,10mV, and 4mV [142]. We can try, from this knowledge,
to explain the typical voltage profile for an aluminum electrode, as reported in Figure 1.17ab.
At the very beginning, no lithium is present in the system, hence the variation of the Gibbs free
energy is theoretically infinite. The actual, finite potential, measured as soon as the alloying of
lithium begins, strongly depends on the electrode surface. The presence of residual oxide or
other impurities may change its value [142, 143]. Once the nucleation of the new crystal phase
(β−AlLi) is completed, the voltage stabilizes, and the phase transition can continue undisturbed
at 300mV. As soon as the first phase transition is over, the system is supposed to start the con-
version to the second phase Al2Li3. This phase is a line compound, and, as already pointed out in
the introduction, line compounds are difficult to exploit because they readily tend to transform
due to the dynamic lithium gradient. Indeed, no plateau in the predicted range of 1 ≤ x ≤ 1.5

is visible at room temperature. However, at higher temperatures, it is possible to recover this
second phase [142]. The following phase should be accessible, but its voltage is already very
close to zero (10mV) and the cell polarization plus the lithium gradient, do not permit but an
extra 0.1 intercalation fraction before crossing the 0V limit. The discharge is characterized by a
quick inflection before stabilizing back to the AlLi plateau. The full capacity cannot be recovered
in the particular case reported in Figure 1.17ab because the systems experience cracking due
to volume expansion. Mechanical stress is a common feature of alloying electrodes, and alu-
minum, with a doubling of the total volume during the first plateau, is no exception. Deposition
and patterning of aluminum is a mastered art due to its extensive use in ICs manufacturing. For
any details, refer to Wolf and Tauber [29] where an entire chapter is dedicated to the subject.
Sputtered and evaporated aluminum anodes in thin film configuration with acceptable static
performance are reported in literature [144, 145].

In and In2O3

The second binary system we are going to analyze is indium-lithium. The phase diagram of
this system is reported in Figure 1.17ba. The phases involved during charge and discharge are
InLi,In4Li5,In2Li3, InLi2. With voltage plateaus at 620mV, 340mV,120mV, and <50mV. The last
phase, with such low voltage, is found at higher temperatures only, where the solubility range
and its voltage are increased [149]. In general, the majority of alloying takes place in the first
phase at 620mV (see Figure 1.17bc). Restricting the operation of the anode to this zone reduces
the available capacity but also limits the volume expansion to ”only” 50% [150]. Indium is gen-
erally accepted as a fast lithium conductor, but no systematic studies at room temperature are
available [147, 149].
In literature, In2O3 is proposed as an anode material as well, but a closer look at the chemical
intercalation process will make it clear that it is equivalent to an indium anode. Indeed, as soon
as the charge begins, a conversion reaction will transform the indium oxide into lithium oxide
andmetal indium. Once the metallic indium is formed, the alloying between indium and lithium
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a) b)

(a) a) Al−Li system phase diagram (reproduced with permission from [146]); b) Voltage variation as a func-
tion of the intercalation fraction (reproduced with permission from [143])

a)

b) c)

(b) a) In−Li system phase diagram (reproduced with permission from [147]); b) Voltage variation as a func-
tion of the intercalation fraction (reproduced with permission from [147]); c) Voltage variation as a function
of the intercalation fraction for In2O3 (reproduced with permission from [148])

Figure 1.17
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takes place [151]

In2O3 + 6 Li+ + 6e− −−→ 2 In+ 3 Li2O

In+ x Li+ + xe− −−⇀↽−− InLix

An example of the resulting voltage is reported in figure 1.17bc. Zones I and II correspond to the
lithium oxide formation, while the third plateau at around 600mV corresponds to the InLi phase
formation. The discharge profile suggests a partial reversibility of the conversion reaction, but
no agreement on the subject has been reached yet [152]. Indium can be easily deposited by
sputtering, evaporation, PLD, and electrodeposition [148, 152]. The main drawback of indium is
its very high cost, which hinders its adoption in a large-volume markets.

Sn,SnO2 and Sn3N4

The popular and cheap counterpart of indium is tin. This system has been widely studied and
characterized since the 1980s. Up-to-date phase diagram of the tin-lithium system is reported
in Figure 1.18aa. All phases up to Li17Sn4 can be exploited during intercalation [159]. The volt-
age plateaus, as shown in Figure 1.18ac, ranges from 0.38mV to 0.66mV at room temperature
[160]. The formation of lithium-rich phases is followed by a large volume expansion. At the
beginning of the last solid solution domain in the range 0.8 ≤ x ≤ 1 of lithium molar percent,
the volume expansion is 250%. Further intercalation is possible, but >400% volume expansion
is reached. In figure 1.18ab the volume expansion as a function of the quantity of intercalated
lithium is reported. The shape is a quite flat parabola. At this point, a quick remark about the
link between voltage and thermodynamic properties is necessary. In the theoretical section,
we expressed the voltage versus lithium in terms of the Gibbs free energy of formation. One
main hypothesis of the derivation of that equation and of the whole ion diffusion discussion is
constant volume. In cathode, the mean volume expansion is in the order of 1 to 3% and the
hypothesis can be considered satisfied. Of course, in anode, the volume expansion cannot be
disregarded anymore. In particular, the new expression for the electrode voltage at constant
pressure and temperature reads:

µ =
∂G

∂n P,V
=
dE

dn
− T

dS

dn
+ P

dV

dn
(1.14)

This is not a real issue from our point of view, as long as the relationship between potential and
concentration is available. But it will not be possible anymore to straightforwardly calculate the
Gibbs free energy from theOCV.On the other hand, it willmake itmuchmore difficult to treat the
system from a dynamic point of view and to extract the chemical diffusion coefficient. From the
point of view of cycling performance, this electrode shows low stability due to mechanical stress
and cracking [25]. As for indium, other tin compounds are used in the literature as electrodes:
SnO2 and Sn3N4. Those two electrodes are closely related to the puremetal one. The conversion
reaction (Figure 1.18ba) creates, as in the case of indium, lithium oxide and nitride, and further
lithium alloying takes place in the metal tin. The whole process is described according to the
following reactions [156, 161, 162]:

SnO2 + 4 Li+ + 4e− −−→ Sn+ 2 Li2O

Sn+ x Li+ + xe− −−⇀↽−− LixSn
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a)

b) c)

(a) a) Sn−Li system phase diagram (reproduced with permission from [153]); b) Volume variation as a
function of the intercalation fraction (reproduced with permission from [154]); c) Voltage variation as a
function of the intercalation fraction (reproduced with permission from [155])

b)

a)
c)

(b) a) Sn−Li Sn−Li−O system phase diagram (reproduced with permission from [156]); b) Voltage variation
for different Tin systems (reproduced with permission from [157]); c) Voltage variation as a function of the
intercalation fraction for Sn3N4 (reproduced with permission from [158])

Figure 1.18
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and

Sn3N4 + 4 Li+ + 4e− −−→ 3Sn+ 4 LiN

Sn+ x Li+ + xe− −−⇀↽−− LixSn

The close relationship between pure tin, tin oxide, and tin nitride in terms of lithium storage
mechanisms is confirmed by the voltage profile. As reported in Figure 1.18bb and 1.18bc, all
compounds have similar OCV. The different plateaus of tin are not quite visible due to the poor
crystallinity of the converted metal. However, the oxide and nitride electrodes are reported to
be much more stable during cycling with respect to the tin anode [161, 163]. The superior cy-
cling performance can be understood in terms of the additional conversion phase. With respect
to pure tin metal, in oxide and nitride electrodes, the tin domains are surrounded by an electro-
chemically inactive phase of Li2O or LiN. The volume expansion during lithium intercalation is
then buffered by the extra phase, which is at the same time a high electron and ion conductor.
In the end, it is like embedding tin nanoparticles in a matrix.
All three materials can be deposited as thin films by evaporation, sputtering, CVD, ALD, and
electrodeposition [25, 157, 158, 161, 163–167].

Si

We already anticipated the possibility of alloy formation between lithium and silicon, which may
be a problemduring thin-film fabrication. The samealloying reaction can, of course, be exploited
to build an electrode from silicon. The lithium-silicon phase diagram is reported in Figure 1.19a.
Starting from pure silicon on the right, the first alloy is LiSi followed by Li7Si3,Li12Si7,Li13Si4, and
Li17Si4. The progressive insertion of lithium leads to a huge volume expansion, up to 300% for
the final phase. As for tin, the volume increase is approximately parabolic (Figure 1.19b). Crys-
talline silicon and amorphous silicon can both intercalate lithium, but the dynamics differ. In
particular, crystalline silicon strongly opposes initial alloying. This results in a high potential
drop with respect to the predicted plateau for the first phase. According to the literature, at the
electrode/electrolyte interface, the first phase to form is a lithium-rich amorphous phase [169].
At the end of the charge, the alloy recrystallizes into a metastable Li15Si4. After the first amor-
phization of silicon, the delithiation proceeds as a smooth single phase (Figure 1.19c). The small
bump at the beginning corresponds to the transition from the crystalline metastable phase to
the amorphous solid solution. The process is understood in terms of the large difference in
crystalline structure between silicon and the intermediate phases, which leads to a high nucle-
ation barrier and mechanical stress. For this reason, even if crystalline phases have lower Gibbs
energy, amorphization is the preferred route at room temperature [170]. Unfortunately, the for-
mation of the lithium-rich phase at the beginning of the charge process, results in themaximum
stress at the interface. Moreover, limiting the total amount of lithium alloyed, as for indium,
does not result in a decrease of stress. Starting with already amorphous silicon is beneficial, in
order tomitigate electrode cracking. As a drawback, the low electronic conductivity of crystalline
silicon (1×10−2 S cm), is further decreased in amorphous silicon (1×10−5 S cm). In thin-film con-
figuration, properly tuning the thickness of the anodemay prevent cracking and enhance cycling
performance [171]. Stable cycling is demonstrated for 100nm thick amorphous silicon. Even if
silicon possesses a huge capacity density, such a tiny anode can only account for 70µAh cm−2

areal capacity, which is quite a low value for real applications.
Deposition of silicon is a finely mastered topic, and the book of Wolf and Tauber [29] is the ideal
starting point for anyone craving more details.
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b) c)

a)

Figure 1.19: a) Si−Li system phase diagram (reproduced with permission from [153]); b) Volume
variation as a function of the intercalation fraction (reproduced with permission from [168]); c)
Voltage variation as a function of the intercalation fraction (reproduced with permission from
[169])

TiO2

The last electrode in this review will be TiO2. As for silicon, both crystallized and amorphous
phases exist and can intercalate lithium. This is, in fact, the only intercalation anode in this
review:

x Li+ + TiO2 + xe− −−⇀↽−− LixTiO2

TiO2 can crystallize with different group symmetry (polymorphs) and it is named accordingly:
rutile, anatase, brookite, hollandite, TiO2-β [174]. Each polymorph possesses a different dispo-
sition of the channel available for lithium diffusion but the only one that is actually exploitable is
the anatase (tetragonal, with space group I41/amd). Anatase can intercalate up to x = 0.5 before
its amorphization [172, 173]. In Figure 1.20a the voltage profile for crystalline and amorphous
electrodes is shown. The crystalline one exhibits a phase transition plateau linked with the two
thermodynamically stable phases TiO2 and Li0.5TiO2. At higher states of intercalation, the crys-
talline phase converts to an amorphous phase, and the profiles are superimposed. The amor-
phous electrode shows an ideal solid solution voltage profile. In correspondence with the phase
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(a) LIxTiO2 Voltage variation as a
function of the intercalation frac-
tion (reproduced with permission
from [172])

(b) Lithium diffusion variation as a
function of the intercalation frac-
tion (reproduced with permission
from [172])

(c) Resistance variation as a func-
tion of the intercalation fraction.
intercalation degree 100 is equiv-
alent to Li0.5TiO2 (reproducedwith
permission from [173])

Figure 1.20: TiO2 summary

transition, the chemical diffusion coefficient of the crystalline phase is strongly suppressed, as
reported in Figure 1.20b. For both the crystalline phase and the amorphous phase, the ion diffu-
sion is quite sluggish. Coupled with a very low electronic conductivity, this makes titanium oxide
an extremely poor electrode from a dynamic point of view [175, 176]. The resistance varies by
two orders of magnitude between the two stable phases, resulting in a continuous variation of
the resistance as a function of the intercalation fraction (Figure 1.20c). This characteristic is ex-
ploited to realize variable resistance [177], but makes this material quite useless in the domain
of thin-film anodes. A last remark is the big gap in reported results between powder and thin-
film electrodes. In particular, thin-film seems to exhibit much higher electronic conductivity, on
the order of 100 S cm. [173, 178], up to 4 orders of magnitude higher. The authors attribute the
difference to the grain boundary conductivity, which decreases in dense thin films. In any case,
both ionic and electronic conductivity are far below that of other anodes. A final point is the
very high crystallization temperature of anatase, which makes it incompatible with most part
available solid electrolytes.

Conclusion on anode materials for TFBs

In the context of thin-film all-solid-state batteries, a lot of work is still required to fully evaluate
the potential of each anode material. Few works report a full cell from which the performance
can be clearly assessed. A possible bias, coming from the half-cell study, concerns the cycling
performance of the materials. In particular, most of the studies focus on fully charging and
discharging the anode in order to maximize the declared volumetric capacity density. If we
compare the capacity density of anode and cathode, it will be clear that a huge gap divides the
two classes of materials. Because the cell capacity will eventually be limited by the cathode
capacity, an additional degree of freedom is available when choosing the anode. Either the
anode can be made much thinner than the cathode to increase the volumetric capacity density,
or it can be used in the most favorable alloying region. As a matter of example, it may be wise
to use only the first 10% of a thick tin anode and limit the volume expansion instead of making
a tiny anode that will withstand a huge mechanical stress. Unluckily, the cycling performance of
anodes at limited depths-of-discharge is a topic completely absent in the present literature.
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3. Solid Electrolytes for TFBs

We already introduced a first classification of electrolytes from the point of view of the diffu-
sion medium. In this section, we will take the time to analyze how the ions’ conduction works in
different cases, with a particular focus on the electrolyte employed to realize a thin-film solid-
state cell. In Figure 1.21 a more detailed and thin-film-oriented classification of the electrolyte
is proposed. The broad class is homogeneous electrolyte: materials composed of a single, ho-
mogeneous phase. A first macro-division aims to differentiate between solid electrolytes and
solvent+salt electrolytes. In particular, the latter is composed of a solvent in which a conducting
salt is dissolved. This enables a fine control on the quantity of carrier, or mobile ions, in the elec-
trolyte, while solid electrolytes are usually much harder to tune and study because the carrier
concentration is fixed by fabrication conditions. On the second level, the division proceeds ac-
cording to differences in the mechanism of ion diffusion. In particular, the solid electrolytes are
here split into two families: crystalline and glassy solid electrolytes. I also added the family of
gel electrolyte, which, as already pointed out, is a mix of polymer and liquid solvent. Sometimes
the same name is used to indicate a subfamily of the polymer electrolyte that divides into high-
molecular-weight and low-molecular-weight polymer electrolytes, depending on the length of
the polymer chain composing it. Because low-molecular-weight polymer electrolytes are much
less stiff and usually more ion-conductive, they may be confused with gel polymer electrolytes,
which are instead closer to a polymer+liquid composite electrode.
With the background on thin-film and fabrication processes acquired so far, it is easier to un-
derstand the interest in differentiating between homogeneous electrolytes and composite elec-
trolytes. Composite electrolytes were defined as a mixture of two (or more) electrolytes from
the same or different classes of homogeneous electrolytes. It has already been pointed out
how, in the roll-to-roll process, in order to avoid the cracking of the electrolyte during handling,
composite electrolyte tends to be bulky, hence unpopular. On the other hand, in thin-film pro-
cessing, the actual fabrication of composite electrolytes is strongly limited. The high-throughput
techniques used in ICs manufacturing do not allow depositing heterogeneous materials. Even
if it is possible to realize composite electrodes with sol-gel and solvent casting, the control over
film thickness andmorphology is very low. For these reasons, composite electrodes are not very
popular in thin films either and won’t be considered in the following sections.
I will use the improper classification thin-film solid electrolyte to address all homogeneous elec-
trolytes that can bedeposited as thin films by any of the fabrication processes introducedbefore.
That comprises crystalline, glassy and high-molecular-weight electrolytes.
However, the real star of thin-film batteries are solid electrolytes. The thin film production pro-
cess enables direct deposition of electrolytes, solving the two main issues of this class: poor
interface contact and fragility during handling. This allows us to exploit the superior ionic con-
ductivity of solid electrolytes without additional issues with respect to liquid electrolytes. As for
the latter class, the interface stability with respect to the electrodes will be the main concern,
and it needs to be evaluated not only during the operation of the cell but for the whole deposi-
tion process as well.
Before starting with the material review, let’s complete our physical understanding of an elec-
trochemical cell.
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Figure 1.21: Classification of homogeneous/single-component electrolyte.

3.1 Physics of solid electrolyte

The physics of solid electrolytes is closely related to the concepts already introduced for elec-
trodes. In fact, the electrode and electrolyte were already differentiated in terms of electronic
conductivity. It is this single difference that determines the need for different physical treat-
ments for the two. In solid electrolytes, one of the main hypotheses both in the derivation of
the voltage curve and the diffusion mechanisms is the non-interaction between lithium ions in-
side the electrode. Local electroneutrality is the first step toward ion independence, and it is
ensured by high electron conductivity. If an extra ion is added, it is possible to immediately
screen its charge by means of a conduction electron. In the case of electrolytes, the electron
conduction is very low or almost zero, and local electroneutrality holds no more. This leads to
the formation of charge density variations and the building up of an electric field inside the ma-
terial. Historically, in dilute liquid electrolytes, the ions are considered non-interacting, due to
the screening of the polar solvent molecules [53]. This is, in general, not true in the case of a
solid electrolyte, where long-range interaction between ions can appear.
However, the big difference with respect to electronic conductive materials is the possibility to
displace the ions by means of an external electric field, which can considerably speed up the
ions’ movement compared to concentration-gradient-based diffusion. This is in fact the subject
of the following subsection [19, 52].

Ion drift in ionic solid

From the electrode physics section, we recall the expression linking the flux of ions and the
chemical potential:

J = −cD∂µ
∂x

(1.15)

Where the chemical potential for a constant volume insertion reactionwas defined as the deriva-
tive of the Gibbs free energy with respect to the intercalation fraction.

µ =
∂G

∂n T,V
(1.16)

For charged species, the total energy of the systemwill be increased by the Coulomb interaction
between each ion and the surrounding electric field: intuitively, it is much harder to stuff a box
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with springs than with marbles. In order to account for the extra term, it is convenient to define
the electrochemical potential as:

µ̃ = µ+ zFϕ (1.17)

Where ϕ is the electric potential, z the charge of each ion, and F is the Faraday constant. We
can rewrite the equation (1.15) to account for a gradient in the electric potential. In the one-
dimensional case,

J = −cD∂µ̃
∂x

= −cD
(
∂µ

∂x
+ zF

∂ϕ

∂x

)
(1.18)

and more in general:
J = −cD∇µ̃ = −cD(∇µ+ zF∇ϕ) (1.19)

The surface current density can be defined from the particle flux by simply converting themoles
to coulombs by means of the Faraday constant:

i = zFJ (1.20)

From Ohm’s law, we can then define the electrochemical mobility of ions in the absence of a
chemical gradient as:

σion =
1

ρ
=

(
i

−∇ϕ

)
∇µ=0

= c(zF )2D (1.21)

This quantity is usually addressed as ion conductivity in the literature. As for the chemical
diffusion coefficient, σion is proportional to the self diffusion coefficient: if the ions are in general
more free to roam around, it will be easier to displace them by means of external means. As we
will see in the review section, the electrolytes are often characterized by σion instead of D̃. This is
because, from σion, it is straightforward to determine the internal resistance of the electrolyte,
which is one of the main parameters when comparing different materials. I will continue to
indicate with σel the electronic conductivity of the electrolyte in order to avoid confusion, but
as already noticed, in the literature such consistency often lacks. Sometimes it is not obvious
which of the two conductivities is considered when a general σ is reported.
An interesting parameter that links the two quantities is the transfer number. This parameter is
inherited from the liquid electrolyte theory, where the two quantities to be compared are the
anions and cations conductivities:

tcat =
σcat

σcat + σan + σel
≈ σcat
σcat + σan

(1.22)

the same concept is sometimes used in solid-state electrolytes also when only the cations are
mobile. In this case, from the definition of the total conductivity σ = σion + σel the transfer
number of ions tion is:

tion =
σion
σ

(1.23)

In the classical anions-cations comparison, a transfer number closer to one (≈ 0.99) was con-
sidered a satisfactory result. However, when comparing electron and ion conductivity in an
electrolyte, a ratio of several decades between the two may not be enough to be proud of the
electronic resistance of our electrolyte.
Before delving into the different conductionmechanisms of each solid-state thin-film electrolyte,
I would like to draw your attention to the mathematics behind the definition of ion conductivity.
In particular, the hypothesis of zero chemical potential implies the absence of any concentra-
tion gradient. Zero does not exist in the real world, and the condition for the applicability of the
formula (1.21) can be restated as:

∇µ << zF∇ϕ (1.24)
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Figure 1.22: Defect diffusion in the ionic lattice. Before the jump, the crystalline rearrangement
guarantees local electroneutrality. Just after the jump, a local electric dipole is formed between
the vacancy and the displaced ion.

If the ion dynamic is dominated by the electric field, the ion conductivity can be readily extracted.
In themodeling chapter, we will actually solve the equation for ionmotion in the electrolyte, and
we will take the time to get acquainted with the so-called electrical double layer. This is a place-
holder for the less poetic ”accumulation of ions inside the electrolyte at the electrode/electrolyte
interface”. This accumulation (∇µ ̸= 0) is usually concentrated in a few tens of nanometers at the
electrode/electrolyte interface. If the total thickness of the electrolyte is much bigger than the
size of the double layer, the hypothesis is satisfied almost everywhere, and the equation 1.21
can be used. This may not be the case for ALD-deposited electrolytes, where the total length
of the electrolyte is comparable with the length of the interface accumulation. In this case, to
test the hypothesis, it is possible to measure the conductivity at different polarization voltages.
Assuming that the interface accumulation length varies with the imposed electric field, the ap-
parent σ is expected to vary as well. For small enough polarization, the value should stabilize,
and the equation 1.21 can be safely exploited again.

Crystalline solid electrolyte

The physical mechanism of ion conduction in a solid crystalline electrolyte is basically the same
as that for an electrode [19]. In particular, the self-diffusion is enabled by the presence of crystal
defects, which permit the ions’ hopping between sites. We expect diffusion to increase with in-
creasing temperature, as the number of defects increases according to the Boltzmann statistic
(exponential increase). The main difference resides, as already pointed out, in the electroneu-
trality hypothesis. In particular, as soon as an ion jumps, it will leave a negative, uncompensated
charge in its former site (Figure 1.22). At the same time, at its new position, its positive charge
will be uncompensated as well, giving rise to an electric dipole. With time, the surrounding
atoms will reorganize to compensate for the charge imbalance and restore electroneutrality. By
defining the ion diffusion in a solid electrolyte, we defined the frequency of jump attempts per
second. For ionic solids, another time constant has to be defined with respect to the relaxation
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Figure 1.23: Glassy electrolyte formation by mixing of a glass (network former) and a ion salt
(network modifier).

of the crystalline lattice after a jump. This can considerably change the physics of diffusion. Let’s
consider an ion succeeding in jumping from an already relaxed site (Figure 1.22). After the jump,
a dipole is created, and the strong Coulomb attraction between the atom and the vacancy will
increase the energy barrier for a successive jump (assuming another vacancy is available). The
self-diffusion coefficient will then be lowered as long as the crystal lattice does not relax. Af-
ter that, the self-diffusion coefficient will reverse back to its initial value. That means that one
single jump is much easier to accomplish than multiple ones. One expects a dispersion in the
self-diffusion, hence in the σion, if the crystal is analyzed at different timescales. The system will
appear more conductive when excited with a short pulse with respect to the long ones. This is
not the case with electrodes, for which the ion conductivity is constant with respect to the exci-
tation timescale.
Another effect of the appearance of electric dipoles is long-range ion motion. Dipoles may in-
teract with each other, changing the effective energy barrier. In the case of lower energy, the
creation of a dipole will enhance the mobility of the surrounding area and promote cooperative
motion. This subject will not be further discussed in the present work; for additional details,
refer to the bibliography [19, 52].

Glassy solid electrolyte

The second family of solid electrolyte are non-crystalline or glassy electrode [19]. These elec-
trolyte are a bridge between polymer electrolyte and solid electrolyte, sharing feature with both
classes. Their microscopic structure is quite similar to that of a polymer electrolyte. A glass net-
work constitute the backbone of the electrolyte (like the polymers chain for polymer electrolyte),
and a lithium salt (e.g., Li2O) is added to the glass backbone in order to modify its structure. the
two are called network former and network modifier. In figure 1.23 the formation of a glassy elec-
trolyte from SiO2 and Li2O. The lithium salt breaks some of the bridging oxygen and the lithium
is incorporated as ions in the structure. In this phase, the lithium ions are strongly bonded with
the oxygen, and cannot move around the glass network. While the structure resemble a poly-
mer electrolyte, the conduction mechanism are shared with the crystalline electrolyte. In fact,
the diffusion process relies on the thermal formation of defect pairs (vacancy/interstitial-atom).
In figure 1.24 a and b is shown the formation of a defect pair and the diffusion of the two. A
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particular feature of glassy electrolyte is the difference in the capacity of the two defect types to
diffuse. In crystal electrolyte the two defects have different energy barrier, but can both move
in any directions. In the case of glassy electrolyte this is true only for interstitial defects. The
diffusion of a vacancy needs a bounded lithium to jump into it. In crystalline solid the presence
of an atom is ensure by the symmetry of the crystal lattice, while in glassy electrolyte the pres-
ence of lithium close to the vacancy is random, and fixed during the synthesis. That means that
not all vacancy, once formed, will be able to move. Depending on the concentration of lithium
in the glass, the diffusion mechanism can be limited to interstitial diffusion only, with negligible
contribution of vacancy.
We already introduced the dispersion of conductivity with respect to the excitation time scale in
crystalline electrolyte. In case of glassy electrolyte another element participate to the dispersion.
If the excitation is fast, and only a single jump is executed, the conduction will be higher, due
to environment relaxation, in the case o interstitial diffusion, but at the same time, much more
vacancies will be able to participate, because no continuous diffusion path is needed, but a sin-
gle bounded lithium atom nearby. For longer excitation time the vacancy will not participate to
the overall conduction, which will be determined by the diffusion properties of interstitial atoms
alone. Overall the conductivity of glassy electrolyte is expected to be lower than crystalline elec-
trolyte, due to the poor diffusivity of vacancy.
Together with conductivity, another parameter of relevance in the domain of electrolytes is per-
mittivity ϵ. The permittivity is the proportionality constant between the applied electric field E

and the electric displacement fieldD:
D = ϵE (1.25)

The permittivity is usually expressed as the vacuum permittivity (ϵ0 ≈ 8.85 × 10−12 Fm−1) times
the relative permittivity (ϵr), which is a characteristic of each material and takes values in the
range 1 to 100.

ϵ = ϵ0ϵr (1.26)

The relative permittivity is ameasurement of the capacity of amaterial to screen the electric field
with respect to vacuum (ϵr = 1). Polar and mobile substances like water will show the highest
relative permittivity (also called the dielectric constant). The capacity to screen the electric field
is a particularly interesting feature in the case of electrolytes. The dissolution of a salt, or the cre-
ation of charged defects, requires the material to reorganize in order to screen the local charge
imbalance. In the case of water, this is accomplished by rotation of the water molecules, while
in glassy and crystalline electrolytes, it is accomplished by lattice distortion. It is therefore no
surprise that solids in general will exhibit lower relative permittivity. Comparing relative permit-
tivity between different electrolytes can help predict which one will show the highest mobile ion
concentration, hence the highest ionic mobility. As for the ionic diffusion, different timescales
will lead to different values of the dielectric constant. Because on a large timescale, long-range
motion takes place in the electrolyte, it is not always straightforward to correctly apply the equa-
tion 1.25. Thismay lead to the extraction of an incorrect and absurd value of relative permittivity,
which is too often the case in the literature.

High molecular weight polymer electrolyte

Probably the best way to introduce this class of electrolyte [19] is by pointing out the difference
between a polymer and a glassy electrolyte: the scale of similarity. In glass, the substance simi-
larity is at the scale of a few atoms: in SiO2 silicon tetrahedrals are similar to each other, but at
a larger scale, the disposition of groups of tetrahedrals is random. We can, in fact, define the
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Figure 1.24: Diffusion mechanism in Glassy and polymer electrolyte. a) defect formation in
glassy electrolyte; b) vacancy and interstitial defect diffusion; c) Thermal agitation of the polymer
chain and ion exchange between two chains.

tetrahedral as the unit from which the glass network is built. In the case of polymers, the unit
building block is composed of tens or thousands of atoms.
In order to obtain an ion-conducting electrolyte, a salt is usually dissolved into the polymer,
much like in the case of a liquid electrolyte. A special case is represented by polyelectrolytes, in
which the polymer is itself the cation. Glassy electrolytes are actually closer to polyelectrolytes
because, in the former, the cations are embedded in the glass network and do not diffuse.
Diffusion in polymer electrolytes is largely different from that of solid electrolytes, which explains
the gap in ion conduction between the two groups. Figure 1.24 shows the structure and the dif-
fusion mechanism of polymer electrolytes. As for liquid electrolyte, once the salt is dissociated,
the solvent molecule surrounds anions and cations in order to screen the electric field and re-
duce their interaction. In both cases, ions must ”displace” the solvent to diffuse. For polymer
electrolytes, the size and mass of the polymeric chain make it almost impossible for the ions to
displace it by thermal motion, and the reverse is true: it is the motion of the polymeric chain
that displaces the ions. As reported in the figure, the torsion of the chain leads two chains to
share and eventually exchange lithium ions. Because the chains are quite large, they won’t move
around at room temperature, but just rotate and deform. Even so, the self-diffusion of ions pro-
ceeds quite slowly. In fact, polymer electrolytes are much less conductive than crystalline and
liquid electrolytes. The reduction of the chain size (molecular weight) and the addition of lithium
salt can improve the conductivity to a level comparable to a glassy electrolyte at best [17, 18,
179].

3.2 Survey of thin-film solid electrolyte: selected papers

The secondpart of this section is dedicated to a brief reviewof themainmaterials that canbe em-
ployed in realizing thin-film solid-state electrolytes [12, 180–183]. The review is mainly restricted
to glassy and crystalline solid electrolytes, with PEO [11, 184–186] the only exception from poly-
mer electrolytes. I decided to report it in the summary Table 1.3 as a matter of comparison to
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give a more quantitative understanding of the gap in performance between the polymer and
the other two families. Moreover, PEO is quite popular in the realization of polymer-solid com-
posite electrolytes, and it is often encountered in the literature [13, 17, 187]. In the same table,
I also decided to include the LiN electrolyte [188, 189] because this crystalline solid-electrolyte
is the non plus ultra in terms of ion diffusion at room temperature. It is somehow the dream
electrolyte, being highly electronically insulating and extremely simple and cheap to produce.
Unluckily, the absence of any stabilizing transition metal makes it unstable, with a stability win-
dow of 400mV only.
Before delving into a brief analysis of the main literature, I would like to comment on some
general aspects of dealing with electrolyte bibliographical reviews. With respect to electrodes,
it is much harder to achieve a real understanding of the status of the research for each elec-
trolyte without spending a huge amount of time on each. In fact, the bibliographical results for
even basic quantities like the dielectric constant or ionic conductivity diverge among different
works. Two main reasons contribute to the dispersion of experimental results: inconsistency
in the data analysis technique and variation in the actual electrolyte composition. The first is a
diffuse problem in the field of electrolyte study. Plenty of papers do not report the complete
mathematical procedure used to extract the physical parameters for the electrolyte [190–195]
and often, when they do, the procedure is not correct. As an example, one of the commonest
errors in the analysis of the dielectric properties of the electrolyte concerns the extraction of the
dielectric constant variation with respect to the frequency. In particular, the dielectric constant
is extracted with the parallel plate capacitor formula:

C = ϵ0ϵr
A

d
(1.27)

Where A is the capacitor area and d the distance between the parallel plates. In most of the
works, the distance d is kept constant for the whole frequency range. Notwithstanding, as I will
explain more in detail in the third chapter, this distance actually varies from the size of the elec-
trolyte to few nm when passing from the high to low frequency range. As a result, the dielectric
constant value skyrockets to impossible values [184, 196–203].
The second reason for data dispersion is the stoichiometry variation among papers. I will fo-
cus on this point during the second chapter, where a more careful review of the bibliography of
LiPON is provided. At that point, it will be clear what a ginormous amount of work is required
to scratch the surface of the literature for a single electrolyte. For this reason, at this stage, I
only propose a selection of papers focusing on the extraction of the ion conductivity and the
dielectric constant. The collection of beautiful and poisonous flowers (an anthology indeed) on
the next pages is meant more as a spur for an improvement of the quality of electrolyte studies
than as a proper review.

LPS/LGPS electrolyte (glassy/semi-crystalline/crystalline)

Families of electrolyteswith different compositions are usually grouped bymeans of an acronym
comprising all the main atomic species. LPS refers to a family of glassy electrolytes composed
of lithium (L), phosphate (P) and sulfur (S)[204]. The electrolyte is realized bymixing the network
former P2S5 and the network modifier salt Li2S. The most common formulations are 70:30 and
75:25 (mol%) [205, 206] but more exotic stoichiometry can be found as well [207]. The degree
of crystallinity seems to strongly impact the ionic conductivity of LPS with up to three orders of
magnitude variation in the reported value [206, 207]. But those are just details with respect to
the marvelous value (ϵr = 53000 at 100Hz) of relative permittivity reported by Zhang et al. [202].
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Electrolyte Vwin σ−1
el σion ϵ′ω=∞/ϵ0

(V vs Li/Li+) (Ω cm) (S cm−1)
LPS 0 to 5 109 10−6 to 10−3 -
LGPS 0 to 5 - 10−4 to 10−2 -
LTP 0.5 to 3.5 102 to 109 10−7 to 10−5 100

αLZP 0 to 5.5 109 10−6 7

LAGP 1.5 to 5.5 108 to 1010 10−4 10

LATP 2.5 to 4.5 1010 10−4 30

LLZO 0 to 5 108 10−6 to 10−4 60

LLTO 1.8 to 4.5 109 10−5 200

LiPON 0 to 5.5 109 to 1015 10−6 20

LiSiON 0 to 6 108 to 1013 10−5 60

Li3OCl 0 to 3 1011 10−4 15

LiN 0 to 0.4 1012 10−3 10

PEO 0 to 4 - 10−10 to 10−6 5

Table 1.3: Properties of popular electrolytematerials at RT. From left to right: intrinsic (with respect to inert
electrode) voltage stability window; average electron conductivity; average ion conductivity; high frequency
dielectric constant. Sources are provided at each section.

No surprise, since the parallel plate capacitor formula is applied to the whole frequency spec-
trum without any modification.
Doping of LPS with germanium (LGPS) has proved a valid solution to improve its ionic conduc-
tivity [208]. LPS and LGPS have been deposited as thin films by evaporation [207] and PLD [209,
210].

LTP/LZP electrolyte (crystalline)

LTP (LiTi2(PO4)3) is the prototype material of the broad family LMNP where M and N are transi-
tionmetals. All LMNP electrolytes are based on PO4 tetrahedra linked by transitionmetal atoms.
They are crystalline solid electrolytes with different symmetry groups depending on the metal
choice (NASICON-like, garnet, perovskite). LTP is somehow the simplest member of this family,
with titanium as the only transition metal. At a closer look at its properties, one may question
if this is an actual electrolyte. Possessing a high electron conductivity (for an electrolyte), it has
been considered an anode material for some time [197]. Actually, it performs poorly in both
roles due to its low ion diffusion coefficient and small stability window.
Its bibliography is haunted as well by the constant distance spectrum for dielectric constant ex-
traction [197]. The same artifact can appear in the analysis of the variation of the conductivity
with respect to the frequency [192]. The application of the loss tangent method for extracting
the conductivity of an ionic conducting electrolyte is itself a complex task. As a quick recap, the
concept of loss tangent is associated with heat dissipation in a dielectric capacitor—a capacitor
in series with a resistor. The loss tangent is a mathematical device used to measure the ther-
mal power dissipation due to electron conduction, starting from the complex impedance of the
capacitor:

tan δ =
ϵ′′(ω)

ϵ′(ω)
=

σ

ϵ′(ω)ω
(1.28)

Where the formula is valid for an ideal capacitor and an ideal resistor (ohmic conduction only).
Its applicability to ion conductors is at least questionable. In particular, a delayed response to

67



an applied electric field (e.g., slow ion motion) will result in a large loss tangent, as in the case
of conduction. Moreover, the capacitor is assumed to be ideal and is not meant to vary with
frequency for equation 1.28 to be applicable.
LZP (LiZr2(PO4)3) is the other single-metal electrolyte of the same family. It is again a poor ionic-
conducting material but has a large stability window. Exploring the associated bibliography,
impossible values for the dielectric constant can be found as well, this time without any indi-
cation about the extraction procedure [194]. The five-digit result seems to suggest a constant
capacitance bias.
LTP and LZP are not very popular materials due to their poor properties. Thin film deposition
has been reported for hydrothermal method [211] and RF sputtering [212].

LAGP/LATP electrolyte (crystalline)

The advanced versions of the two previous electrolytes, with the two transition metals alu-
minum/germanium (LAGP) and aluminum/titanium (LATP), are far more conductive and both
have reasonable stability windows. They are a far more popular choice, with a large available
bibliography and lots of quality studies [213, 214]. It is no surprise if it is among these works
that a very good analysis of the evolution of the capacitance as a function of the frequency is
reported by Ling et al. [215]. Here, the dielectric constant is extracted at high frequency and
fixed as a constant to estimate the size of the low-frequency equivalent capacitor.
RF sputtering deposition of these materials has been largely reported, together with the effect
of deposition parameters on the final film quality [216, 217]. PLD deposition has been reported
as well [218].

LLZO/LLTO electrolyte (crystalline)

The other VIP couple of solid electrolyte is Li-La-Zr-O and Li-La-Ti-O. These are the oxide coun-
terparts of the LTP family. The two are less performing than LAGP and LATP in terms of both
electron insulation and ion conduction, but they are still a very popular option, widely employed
in the literature. In this case of LLTO, the acronym is really just a place-holder for a plethora of
different-stoichiometry compounds [190, 219, 220]. On the other hand, the LLZO usually refers
exclusively to Li7La3Zr2O12.
In the literature both proper [221, 222] and biased [190, 195, 200] extraction of the dielectric
constant are readily available. The literature dedicated to thin-film deposition is quite rich with
reference for Rf sputtering [219, 220, 223, 224], ALD [225] and CVD [222] deposition.

LiPON and LiSiPON electrolyte (glassy)

LiPON is by far the mainstream choice for thin-film solid-state batteries. Not for its ion conduc-
tion, which is quite low, but thanks to the huge electron insulation and high stability windows.
Moreover, this electrolyte has proven very stable with respect to both cathode materials and
lithium metal during cycling [226]. A complete review is provided in the next chapter in the
section dedicated to material deposition. A silicon-modified (LiSiPON) [227] and an iron-doped
version (Fe−LiPON) [228] exist as well, with better ion diffusion properties. In particular, for
iron-doping, the increase in ion diffusion results in a decrease in the band-gap and an increase
in electric conduction. The overall price is a higher leakage current and a reduction of the sta-
bility windows below 5V [228].
RF sputtering is the preferred deposition technique for this electrolyte and its derivatives [201,
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229, 230]. With its large bibliography LiPON is the perfect battleground for dielectric properties
extraction [199, 231].

Li3OCl electrolyte (crystalline)

Li3OCl of the anti-perovskite family [232–234] is an excellent ending to the present review. The
family comprises all electrolytes with formulations LixOClx−2 and LixOBrx−2 sharing the same
crystal group. Proton-doped versions also exist (LiOHCl,LiOHBr). They are all very promising in
terms of ion conductivity, andwith a two-decade gapwith respect to LiPON they lead the present
review. Electron conduction is also very low, but they still miss good electrochemical stability. As
for LiN this is the price to pay when no stabilizing transitionmetal is embedded in the formula. It
is easy to imagine that fast ion conduction implies that lithium is not strongly bound to the crystal
matrix, but as a consequence, it means that the atoms are not tightly bound as well and they can
easily decompose [232, 234, 235]. Even if doubt still persists about the achievable performances
of this family, they are extensively studied by the community[233]. Thin-film can be realized by
means of RF magnetron sputtering [236] and PLD [237].

Conclusion on electrolyte materials for TFBs

Coming back to the summary Table 1.3, where the properties of the main members of each
electrolyte family are listed, it is possible do draw some final remarks. As already highlighted,
the ion conductivity and the stability windows tends to be complementary properties. both de-
pends on the bonds nature and strength but in opposite ways. There are, anyway, candidates
performing excellently in both parameters, like LGPS and LLZO. For each it is also possible to
change the stoichiometry and optimize the material for the required application. Even if the
latter electrolytes may be the preferred choice in term of dynamic performances, for electrolyte
the behaviour under cycling must be considered as well. While electrodes may not resist cycling
due to mechanical stress, electrolytes, instead, are impacted by the formation of lithium den-
drites, leading to the short circuit of the cell. From this point of view, the most reliable choice
is LiPON as it seems to be particularly efficient at preventing dendrite growth at high current
density. The concluding section of the present chapter is dedicated to this particular aspect of
solid electrolytes and its link with their physical properties.
In general, the field of solid electrolytes is the one with the largest number of open questions, in
particular with respect to the stability of the electrolyte/electrode interface. In fact, the stability
windows reported, usually refer to DC polarization with respect to inert electrodes. During full
cell operation, the picture is completely different, both because the materials are not the same
and the interface chemistry is modified accordingly, and because while a current is flowing, ion
accumulation at the interface is not constant in time and depends on the redox reaction dynam-
ics. Depending on the situation the nominal stability windows can be reduced or increased.

3.3 Dendrites formation in solid electrolyte

At the very beginning of this journey, we stated two main objectives to be reached with the new
generation of batteries: cheap and large-scale on one side and reliable integrated energy stor-
age on the other. In both cases, the use of lithium anode was an interesting option to increase
the volumetric capacity density, but dendrite growth and poor stability with respect to liquid

69



electrolyte hindered its applicability in real cases. Polymer and solid electrolytes were devel-
oped in order to provide a more stable interface with respect to both chemical degradation and
dendrite growth. In this final subsection, I would like to spend a little more time revising the
dendrite growth dynamics and the physical parameters impacting it. As a general observation,
dendrites start growing only at a high enough current density; the limit current density before
short-circuiting is usually called critical current density. The higher the critical current density, the
higher the electrolyte resistance to dendrite growth. Typical values for critical current are 0.1 to
10mAcm−2.
Historically, solid electrolytes were considered a solution to dendrite growth due to their me-
chanical stiffness [238, 239]. Unluckily, as soon as they were implemented, not only was no
beneficial impact observed, but dendrite growth was even easier than in liquid electrolytes [240,
241]. Only LiPON has demonstrated the capability to resist dendrite growth, and a certain con-
sensus has developed in the past year about attributing it to its mechanical properties [239, 241]
plus the good electrolyte/electrode interface obtained with PVD deposition. Themain argument
was that not only high mechanical stiffness is required but also a good interface to prevent mi-
crocracking, which can then promote dendrite penetration. During the years, results against
this assumption accumulated [242], showing that also electrolytes with low stiffness could pre-
vent dendrite growth. The consensus focused more on the ion diffusion coefficient. We already
pointed out that dendrite growth in insertion electrodes takes place when the electrode reaction
changes from ion-transfer to electron-transfer. This usually happens due to a low lithium con-
centration at the interface and an increase in electron tunneling. So the idea was that poor ionic
conductivity was the reason for such lithium depletion at the interface, and increasing it would
have been beneficial for dendrite growth. Once again, the experimental results were strongly
against this theory: liquid electrolytes are in general more conductive from the point of view
of ions than most parts of solid electrolytes, but LiPON and certain composite electrolytes from
PEO [187, 242] aremuch better at preventing dendrite growth. Indeed, LiPON is one of theworst
solid electrolytes in terms of ion conduction, and its stiffness is comparable with or even lower
than that of other materials. Both the theories of mechanical stiffness and ionic conductivity
can hardly explain its superior performance. It is only in 2019 that Han et al. proposed in a
paper, which is already a must-read in the field [243], a coherent interpretation of the experi-
mental data and a new perspective on dendrite growth. I will just briefly summarize the idea of
this work and report the main intuition; for more quantitative details and experimental results,
I recommend the original paper.
The idea sprouts from experimental results for LLZTO and LLZO [240, 243], which are more con-
ductive, more stiff, and as dense as LIPON. Those electrolytes show extensive dendrite growth
in thewhole volume, in particular inside grain defects and cracks. An especially important exper-
imental fact is the formation of disconnected particles of metallic lithium inside the electrolyte
[244]. In fact, in the typical picture of this phenomenon (Figure 1.25 a), the dendrites nucleate
at the anode/electrolyte interface and then extend into the electrolyte through cracks until the
two electrodes are shorted [245]. This is in fact the main case of liquid electrolyte, but in solid
electrolyte, the lithium seems to also precipitate directly inside the electrolyte. In this second
case, the short-circuit is formed when enough particles precipitate and ensure a lithium metal
path between anode and cathode (Figure 1.25 b) [246]. But how can lithium form in the bulk of
a solid electrolyte? The answer is quite simple: electron-ion couple recombination. But for that
to happen, unbounded electron states must exist in the middle of the electrolyte. Eventually,
this hypothesis led Han et al. to compare different electrolytes not on the basis of mechanical
or ionic properties but with respect to electron conductivity. This way the mystery is quickly
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Figure 1.25: Formation of dendrites a) starting from interface defects to the bulk electrolyte,
through cracks; b) volume nucleation at cracks and interface defects.

solved: LiPON has an electronic conductivity of 10 × 1015 Ω cm while LLZO only 10 × 108 Ω cm.
Undoubtedly, mechanical stiffness, ion conductivity, and interface defects can promote and fa-
cilitate dendrite nucleation, but these properties cannot explain the general tendency reported
by experimental results.

4. Anode-free Configuration for High Integration Level

This section concludes the general introductory chapter on thin-film solid-state batteries. It is
dedicated to a particular configuration of batteries, which is the one adopted in the rest of the
manuscript as a test vehicle. The anode-free configuration is a variant of the lithium metal an-
ode. In the latter, the metal anode is deposited during the production process, while in the
anode-free configuration, the anode is formed by the lithium stored in the cathode during the
first charge. After the first charge, as shown in Figure 1.26, the two configurations are identical
from a working point of view, with the only difference being the total quantity of lithium.

4.1 Advantages and drawbacks of anode-free configuration

Anode-free configuration is particularly interesting for improving the volumetric capacity den-
sity of a cell. In fact, the anode-free configuration is theminimum volume configuration because
the anode contains only and exactly the amount of lithium needed for a full charge of the bat-
tery. Another quite important feature is the absence of lithium metal during production. The
high reactivity and low evaporation temperature of lithiummetal make it difficult to handle and
lower the thermal budget. In the specific case of microbatteries for ICs integration, the solder-
ing of the battery on the chip and the die-level stacking usually require a moderate temperature
(<200 ◦C), and may result in melting and evaporation of the lithium anode. Moreover, the cell
would be very sensitive to air, and unless very good sealing is applied, the lithium is expected
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Figure 1.26: anode free configuration a) out-of-fab; b) after-first charge.

to oxidize during processing and storage of the intermediate device. These features make the
anode-free configuration very appealing from the point of view of the manufacturing process,
which is expected to be easier and cheaper than lithium metal anode [247].
The absence of extra lithium is at the same time the greatest advantage and the root of themain
problems of this configuration. If the total lithium at disposal is exactly the quantity needed
for charging the battery, each atom loss will result in a loss in the total capacity. This point is
strongly impacting the performance of an anode-free configuration in the case of liquid elec-
trolyte because lithium is highly reactive with commercial liquid electrolyte, and a great deal of
it is consumed in side reactions. Solid electrolytes tend to bemore stable with respect to lithium
metal. Apart from higher intrinsic stability [248], the absence of diffusion of the electrolyte pre-
vents fresh electrolyte from migrating to the anode surface and reacting with lithium. In the
solid state, if the reaction is self-passivating (the by-product does not conduct electrons), after
the formation of a thin passivation layer at the electrolyte/electrode interface, the side reaction
stops. However, side reactions are not the only mechanism of lithium loss. In particular, during
plating and stripping, some portion of lithium can end up being electrically disconnected and
form the so-called ”dead-lithium”.
The loss of lithium results in a fast capacity decay in all anode-free configurations. Today, control
over the plating-stripping process is believed to be one of the main tools used to control lithium
morphology and prevent capacity loss. Various approaches can be employed, like the modifica-
tion of the current collector, the application of pressure, or the addition of a stabilization layer
between electrolyte and current collector [247–249]. All these approaches can mitigate the ca-
pacity loss up to a certain point. Instead, for the next section, I decided to focus on the control of
lithium morphology by means of the charge/discharge protocol, which may prove a more com-
prehensive solution and provide a better understanding of the dynamic of lithium deposition.

4.2 Plating and stripping of metallic lithium

Anode-free thin-film batteries based on LiPON can properly cycle up to 1mAcm−2 according to
Neudecker et al. [250]. When the current is further increased, the capacity loss during cycling
is increased as well. However, in their work, both charge and discharge current varied. The au-
thors hypothesize the effect of charge current on the lithiummorphology, but from their study it
is not possible to draw a solid conclusion. Various works in the literature deal with the morpho-
logical variation of lithium during charge and discharge [251–255]. Inhomogeneous plating and
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Figure 1.27: Lithium plating morphology and defects.

stripping can both lead to the formation of voids at the electrode/electrolyte interface, resulting
in a smaller contact area. In this case, the lithium is not really lost by means of an irreversible re-
action. The loss of capacity is instead linked with the charge/discharge protocol. For example, a
discharge at constant current up to a certain minimum potential will be impacted by a decrease
in the exchange interface. From the outside, the effect is an increase in the internal resistance,
hence a crossing of the threshold earlier in the discharge. The capacity is still there but is not
accessible at the required voltage and current.
Both charge and discharge can have an effect on the creation of topological defects. It is possible
to differentiate between twomain defects categories: void formation at the electrolyte/electrode
interface and volume accumulation, which refers to the macroscopic formation of lithium de-
posits. The latter accounts for mechanical stress and rupture of the passivation layer. In this
second case, the metal lithium can react with the external environment to form lithium oxide
and hydroxide, resulting in an actual loss of available lithium. Even if no external contamination
takes place, the absence of mechanical constrains can lead to the formation of ”dead” lithium.
In particular, if the lithium gets plated outside the active area, the discharge may lead to the
disconnection of such a zone, resulting in an additional loss of capacity (see Figure 1.27).
In any case, for an anode-free configuration, the first charge is of special interest, because of the
formation of the lithium anode. The initial morphology of the anode influences the plating and
stripping efficiency of the following cycles. In particular, the charge current density is reported to
control the initial nucleation. In the case of low current density, lithium tends to form large, un-
connected islands. Low current implies little lithium plated per unit time, which gives more time
for lithium diffusion. Interface defects act as preferential nucleation sites. In the case of large
charge current density, the initial nucleation is more uniform. Small, connected lithium spheres
form in the first few seconds of nucleation. Because the surface is filled, further lithium plating
must occur in the vertical direction, and the formation of nano-rods is observed [256–259]. The
second mode should be preferred because it avoids the formation of voids at the interface, as
in the case of large, unconnected islands [244].
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List of Symbols

Symbol Units Description Symbol Units Description
A m2 Surface QA Ahm−2 Areal capacity density
C F Capacitance Qm Ahkg−1 Gravimetric capacity den-

sity
c molm−3 Volumetric particles den-

sity
QV Ahm−3 volumetric capacity den-

sity
D Cm−2 Electric displacement field ρ g cm−3 Volumetric mass density
D m2 s−1 Self-diffusion coefficient R Jmol−1 K−1 Gas constant
D∗ m2 s−1 Tracer diffusion coefficient Rext Ω Load resistance
D̃ m2 s−1 Chemical diffusion coeffi-

cient
Rint Ω Internal resistance

d m length Rself Ω Self-discharge resistance
∆GV J Vacancy energy formation σ Ω cm Total conductivity
∆Gb J Diffusion energy barrier σel Ω cm Electron conductivity
ϵ Fm−1 Permittivity σion Ω cm Ion conductivity
ϵ′ Fm−1 Real part of the permittiv-

ity
S J K−1 Entropy

ϵ′′ Fm−1 Imaginary part of the per-
mittivity

SOC 1 State-of-Charge

ϵ0 Fm−1 Vacuum permittivity T K Temperature
ϵr 1 Relative permittivity tion 1 Ion transfer number
E Vm−1 Electric field V m3 Volume
E J Internal energy z 1 Charge number
Eg J Band-gap energy
ϕ V Electric potential
F Cmol−1 Faraday constant
G J Gibbs free energy
I A Electric current
k J K−1 Boltzmann constant
J molm−2 s−1 Diffusion flux
j Am−2 Electric current density
m g Mass
µ Jmol−1 Chemical potential
µ̃ Jmol−1 Electrochemical potential
ω rad s−1 Angular frequency
OCV V Open circuit voltage
P bar Pressure
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Appius Claudius Caecus
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CHAPTER II

Thin-film Batteries Fabrication
Process



ABSTRACT

The subject of this chapter is the fabrication process of a thin-film all-solid-state micro-batteries. The
device here described is used as a test vehicle in all experimental chapters. This chapter also provides a first
characterization of the device as a solid foundation for the following physical modeling.

In the first section, the device is presented, and the fabrication process is reviewed and analyzed. The
effect of process parameters on the final film quality is discussed.

The second section is dedicated to the physical and chemical characterization of the final device. The
main purpose is to verify the quality and spatial homogeneity of the different films. Particular attention is
devoted to the cathode characterization in order to assess the spatial homogeneity of the crystal phase and
crystalline orientation.
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1. Materials and Deposition

Surviving the bibliographical jungle may leave us a bit tired, but it has also provided us with a
compass to guide our steps through the next chapters. No surprise, the choice of material and
design chosen to address the miniaturization of a cell: LiCoO2 (LCO) cathode for high capacity
and power density, LiPON to ensure good resistance to dendrite growth, and the anode-free
configuration to minimize the total volume and improve back-end compatibility with ICs pro-
cessing. The very same stack with which the anode-free configuration was first demonstrated.
It may seem improbable to be able to improve a twenty-years-old device, but with a bit of sim-
ulation and prospect, everything is possible.
For intellectual property reasons, I will not be able to provide the reader with the amount of
detail he deserves about the optimization of the production process. Some details are available
in [1] concerning the tools and the flow.
However, a large literature is present on the RF sputtering of LiCoO2 and LiPON and I will here
review the effects of the main parameters on the quality and properties of the films, in order to
propose at least a clearer view on the challenges one may encounter during the fabrication of
thin-film batteries.
Before delving into the analysis of the deposition process, I will just recall the cross-section struc-
ture of a thin-film battery. In figure 2.1, the schematic of the cell used in the rest of this work
is shown. The substrate is a silicon wafer with a thermal oxide to provide electrical insulation
between different cells on the wafer. The cathode current collector is platinum, and LiCoO2 is
deposited on top of it. Follows the electrolyte and the titanium current collector, which is the
seed layer for the lithium anode plating. In order to operate the cell in the air, several microns
of parylene are added to the structure. Electrical contact is recovered by means of titanium vias
through the polymer.

Cross-section view

Si substrate

LiCoO2 cathode

Pt current collector

LiPON electrolyte

Encapsulation

Ti current collector

Thermal SiO2

Figure 2.1: Anode free thin-film battery schematic, as realized for the present work.

1.1 PVD sputtering setups and parameters

Both the cathode and the electrolyte are deposited by means of RF magneton sputtering. The
sputtering process has been briefly introduced in the first chapter, but I will use the present
section to add more details on the physics behind the deposition. It is in fact essential to un-
derstand the working principle of sputtering in order to critically evaluate the effect of process
parameters on the film deposition. Sputtering was enhanced over time, from the first setup,
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called DC sputtering, to RF and Rf magneton sputtering. It is, in fact, simpler to introduce each
of the three and point out the difference and the reason for each modification.

DC sputtering

In Figure 2.2a the setup for the DC sputtering is reported. The deposition takes place under
vacuum, inside the deposition chamber. Two electrodes are placed inside the chamber, and a
high electric field is applied. Typical polarization voltages are on the order of several kilovolts.
The sputtering process relies on a type of plasma called glow discharge. This phenomenon takes
place when an inert gas, like argon, is placed in an electric field. As soon as a first gas atom is
ionized, for example, by cosmic radiation, the electric field will split the positive charged ion and
the negative electron. The electric field accelerates the charged particles towards the respective
electrode (anode for electrons, cathode for ions). During the motion, the electron may hit a
neutral gas atom, and if the energy of the electron is high enough, the atom will be ionized as
well, creating a new ion-electron pairs. Because electrons are the only capable of generating
new charged particles, the chain reaction is doomed to end as soon as the first electron reaches
the anode and is neutralized. It is here that the ions come to the rescue. If the ions have enough
energy, when they reach the cathode surface, they will hit the surface and eject particles from
the cathode material. Atoms, ions, and electrons can be emitted. If an electron is emitted, it
will be accelerated in the opposite direction, and a new chain reaction will start. If the applied
voltage is high enough, the self-sustained reaction, called glow discharge, results in a constant
flux of ions and electrons, hence a current flowing through the reaction chamber.
While the ions generated by collision on the target accelerate back to the target and may trigger
more emission of particles, the neutral atoms will simply continue in the direction they have
been ejected. Those atoms may be deviated or ionized, but if they reach the anode surface,
they are deposited onto it. The deposition of the new film on the anode is then accomplished.
An important aspect of the glow discharge is the distribution of charges across the deposition
chamber. The ions and electrons tend to accumulate near their respective absorption interfaces.
That can be intuitively understood considering that all the ions generated by collision at the
cathode interface, cannot escape far away from the surface, because the electric field tends to
pull them back to the surface. That means that the volume close to the cathode will have a
higher density of ions with respect to the rest of the deposition chamber. The same applies for
electrons on the anode side. This spatial charge results in two double layers, at the two electrode
interfaces. The double layers are highly charged, and hence the electric field will be particularly
high in those regions. In fact, most of the voltage drop takes place near the two interfaces, and
the system can be represented by two capacitors in series.
The main issue with DC sputtering is the necessity to keep the cathode and anode neutral when
electrons and ions impinge on them. If a charge layer builds up, thiswill prevent further collisions
and kill the glow discharge. DC sputtering is hence limited to the deposition of conductive films
that ensure a conductive path for the whole duration of the deposition.

RF sputtering

In order to deposit insulating materials, an RF excitation is applied instead of a DC one to the
two electrodes. This way, the charge accumulated on the electrodes is balanced automatically
with each cycle. If the voltage is enough to trigger a glow discharge, positive charges accumulate
on the electrode during one half-cycle and are neutralized by the positive electron during the
second half-cycle. In order for the glow discharge to be constantly active, the two half-cycles
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Figure 2.2: Sputtering configurations: a) DC sputtering; b) RF sputtering; c) RF magneton sput-
tering.

must be faster than the time it takes for the glow discharge to be suppressed due to charge
accumulation. Experimentally, the plasma is stable for around 1µs hence, an excitation on the
order of 1MHz is required to ensure stable plasma in the reaction chamber. So far, so good,
but this way, both electrodes are bombarded by ions and no net deposition is accomplished. In
order to create the required asymmetry, it is possible to exploit the two double layers. As long
as the two electrodes have the same size, the voltage drop will be symmetrically distributed
between them. The general relationship for two capacitors in series with capacitances C1 and
C2 is V1

V2
= C2

C1
. But how do you increase the size of one of the two capacitors without changing

the set-up? The clever idea is shown in Figure 2.2b: the deposition electrode is shorted to the
deposition chamber, resulting in a large capacitance imbalance (the electrode and deposition
chamber are a single, large-area electrode). This way, most of the RF voltage is concentrated at
the target electrode.
So far, we considered the target to be insulating, which is indeed beneficial. If the target is
conductive or partially conductive, a fraction of the charge accumulated during the first half-cycle
is removed, and during the second half-cycle, fewer particles with opposite charge are required
to achieve net balance. Any further charge will charge the electrode and prevent further impact
on the electrode. This is in fact negative because we want to maximize the number of impinging
ions, hence the number of ejected atoms. In order to solve this issue, a blocking capacitor is
added in series to the target electrode to prevent any charge leakage.

RF magneton sputtering

BothDC and RF sputtering rely on the linearmotion of electrons between the anode and cathode
to ionize the gas atoms. Most of the secondary electrons emitted do not actually cause further
ionization before being reabsorbed. The quite low degree of ionization determines a poor de-
position rate. In order to strongly increase the effective path of electrons, thereby increasing the
ionization probability, RF magneton sputtering was introduced. As reported in Figure 2.2c the
configuration is the same as RF sputtering, with the addition of two magnets behind the target
electrode. The cross-section shows two south poles, but actually this is usually a toroidal shape,
running around the outer rim of the target, and the north pole is usually a single bar, placed in
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the middle of the electrode. The magnetic field lines are reported in the figure. The effect of the
magnetic field is to transmit a circular motion to the electrons. The spiral path largely increases
the total ionization, boosting the deposition rate up to a hundred times.
In the present work and, in general, for most of the literature, RF magneton sputtering is the
preferred configuration for both its flexibility in material choice and the high deposition rate.

Process parameters

The RF magneton sputtering deposition process can be tuned by means of several parameters,
which affect deposition rate, film morphology, and stoichiometry. Of utter importance is the
control of the plasma features. We already pointed out that the degree of ionization, which
can be measured by the current flowing through the deposition chamber, should be as high as
possible to ensure a high deposition rate. The simplest way to increase the ionization probabil-
ity is to increase the energy of the electrons. This is done by increasing the electric field, that
is, the amplitude of the RF excitation. In the literature, this parameter is often reported in the
form of a power: the product between the imposed polarization and the current density. This
is mostly due to the machine configuration, which permits directly setting and controlling the
power instead of the bare voltage. Unluckily, voltage and current are not linearly related, and
power alone is not enough to completely describe the deposition conditions [2, 3]. This makes
it harder to estimate the combined effect of the deposition parameters when only the power is
reported.
The number of ions impinging on the substrate can also be increased by increasing the par-
tial pressure of the gas in the chamber. Even if the degree of ionization is constant, if more
atoms are available to scatter electrons, the current density will increase. Notwithstanding, the
effect of the gas pressure on the deposition rate may not be straightforward. The gas ions and
the neutral target atoms will experience a higher number of collisions as well. This results in a
lower bombarding energy on the target and a lower number of neutral atoms to be deposited.
Moreover, the very same neutral atoms could hit the target with lower energy, resulting in poor
adhesion, or be diverted to the chamber wall. A small increase in the gas pressure may be ben-
eficial, but the positive effect will vanish for large pressure values.
Another parameter to control in order to increase the deposition rate without actually increas-
ing the ionization probability is the target-to-substrate distance. Intuitively, the closer the two
electrodes are, the higher the number of neutral atoms that will deposit on the substrate. Be-
cause the minimum ejection angle from the target to avoid the substrate increases. Too close a
distancemay result in the opposite effect because it also reduces the effective path of electrons,
hence the ionization probability.
More complex parameters can be introduced, with different effects depending on the specific
material to be deposited. Introducing other gas species, like oxygen and nitrogen, allows the
deposition of material with different stoichiometry with respect to the target by means of impu-
rity incorporation.
The temperature control of both target and substrate can impact the deposition rate and the fi-
nal morphology and crystallinity of the film. In particular, partial crystallization is possible when
the substrate electrode is heated. The same effect is experienced by changing the deposition
substrate, which may promote the growth of certain crystalline orientations. The active bias of
the substrate and the mechanical properties of the target (density, composition, age) may as
well impact the deposition rate.
As it will be clear in the next section, the literature concerning process parameter effects is largely
incomplete. Few studies focus on the effect of deposition parameters for LCO and LiPON, and
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most of them do not report the complete set of parameters, leading to large, unexplained vari-
ations in deposition rate and film morphology. This is partially understandable due to the large
effort needed to refine a deposition flow, which is usually patented or hidden as an industrial
secret instead of being sharedwith the scientific community. Excusatio non petita, accusatio man-
ifesta, I will be included in this obscurantist lot. The following critical review of the LCO and LiPON
bibliographies is my penance for having betrayed science.

1.2 PVD LiCoO2

When depositing lithiated materials, the first important point to be aware of is the deposition
substrate. In the anode section, we pointed out how many pure materials (metals and silicon)
can easily intercalate lithium ions. If cathode material is deposited on such a substrate, there is
the risk, in particular during heating treatment, of losing active lithium from the electrode bymi-
gration into the substrate. Moreover, the electrode material itself may react with the metal and
form an oxide or other passivating layers, which may electrically isolate the electrode and the
current collector, like in the case of titanium and iron [4]. Platinum is amainstream substrate for
LCO deposition, and it is also the one used in the present work. As already anticipated, RF mag-
neton sputtering is the preferred deposition method in the literature. In general, the sputtering
target is composed of pressed, crystallized LCO powder, sometimes mixed with cobalt carbon-
ate. The deposited film, according to the deposition condition, can be amorphous or partially
crystallized. Usually, a high temperature step after deposition is performed in air at around
700 ◦C to obtain a crystalline phase favorable to lithium diffusion (diffusion channels perpen-
dicular to the deposition substrate). The final properties are controlled by both the deposition
condition and the subsequent annealing. The important properties to monitor and control are
the deposition rate, the density of the film, and the orientation of the crystal planes. This last
point is essential for a material with 2D diffusion channels like LCO. If the diffusion planes are
not correctly aligned in the direction of the electric field, the rating performance of the device
is severely impacted [4–6]. Various techniques are reported in the literature to obtain the right
crystal orientation, depending on the deposition substrate. Themost successful approaches are
annealing during deposition [5], oxygen introduction in the deposition chamber [7], and post-
deposition annealing [8]. The effect of the latter is strongly influenced by the thickness of the
LCO layer and thenature of the substrate [9]. The change in orientation during high-temperature
crystallization is due to the difference in thermal expansion coefficient between the substrate
and the LCO. In the case of a mismatch, the LCO will reorganize in order to minimize the strain
energy. The competition between surface and volume strain energy determines the final tex-
ture. For thin layers (<1µm) surface strain energy tends to dominate, and the obtained crystal
orientation is unfavorable: diffusion planes oriented parallel to the substrate. For thicker lay-
ers, the volume strain energy dominates, and the right orientation can be obtained [10, 11]. In
Figure 2.3, a schematic view of the reorientation process is proposed. CoO2 planes perpendicu-
larly oriented with respect to the substrate can easily accommodate the mechanical stress with
respect to parallel planes due to the difference in covalent and ionic bond stiffness.
Concerning the deposition rate, the literature is quite difficult to interpret for two main rea-
sons: the first is the absence, for most of the publications, of the complete set of deposition
parameters. The second is a diffuse disagreement on the quantitative effect of each parame-
ter. For example, the influence of the oxygen/argon fraction is studied by many authors, but
for quite similar sets of parameters, the reported deposition rate largely differs. In table 2.1 the
main literature results are reported. As an example, Liao et al. [12] measured a growth rate of
14nmmin−1 at comparable deposition conditions with respect to Zhu et al. [13], but in the latter
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Figure 2.3: LCO crystal planes reorientation during high temperature crystallization.

the deposition rate is 4 times lower. While the total deposited thickness should not impact the
effect a priori, it seems that this parameter, too often forgotten, may play an important role.
Another parameter rarely considered is the condition and properties of the sputtering target,
which in most of the literature are barely described, even if some studies highlighted the effect
of target conditioning on the final film morphology [14, 15]. The final target density and pro-
duction process (cold/hot pressing, annealing) impact the mechanical resistance of the target
to ion bombardment. A stiff target will require higher impact energy for atom ejection, and the
deposition rate will be reduced. With so many parameters, it is not enough to consider a few
publications to assess the actual effect on deposition. Following, I propose a critical review of
the effect of RF magneton sputtering parameters on the observed deposition rate. First by con-
sidering the results of single studies, and then by comparing the aggregate data from the whole
available literature. Focusing on the deposition rate is relevant from at least two main points
of view. First, the deposition rate is itself an input parameter when higher-order features are
studied. As a matter of fact, the crystalline orientation and the stoichiometry (in particular for
LiPON) of the deposited film are influenced by the deposition rate. Being able to control and
model is a fundamental step to avoid spurious correlations. For example, we may have the im-
pression that the pressure has a certain effect on the final stoichiometry, but in fact it is acting on
the deposition rate, which is the real variable controlling the stoichiometry. Second, the study
of the deposition rate is fundamental when very thick cathodes have to be deposited. With-
out optimization, the deposition may take several days. This is not only a problem of machine
availability but also reflects on the final cost of the device.

Effect of working pressure

The effect of working pressure on the deposition of LCO is separately evaluated by four main
studies [12, 16–18]. Two over four does not report the deposition rate [16, 17]. The study of Liao
et al. of 2006 is indeed the only large database on the topic, but the total thickness of the film
is not reported. The process parameters strongly differ from those in the study by Ziebert et al.
of 2010. In particular, the former has a 25% of oxygen inclusion in the plasma atmosphere and
a controlled heating of the substrate to 250 ◦C. Moreover, the pressure range is quite different:
Ziebert reports the deposition rate only for very high pressure (10 and 25Pa) while Liao does not
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Ref. Power Power/surface Pressure Ar Thickness Dep. rate
(W) (Wcm−2) (Pa) (%) (nm) (nmmin−1)

Ziebert-2010 200 4.53 10 100 2800 20
Michel-2020 NA 2.2 0.1 100 1195 19.92
Rao-2013 200.55 4.4 0.5 90 450 15
Xie-2008 100 5.1 2 100 850 14.17
Liao-2006 125 6.12 2.66 75 NA 13.9
Liao-2006 100 4.9 2.66 75 NA 13.9
Xie-2007 100 5.1 2 100 1460 12.17
Jeon-2005 150 1.84 0.66 90 NA 8.3
Turrell-2021 200.55 4.4 0.5 100 1200 8
Yoon-2013 150 7.35 0.65 90 350 5.83
Yoon-2011 196.25 2.5 1.7 100 NA 5.6
Fragnaud-1996 350 1.74 8 100 NA 4
Zhu-2010 100 4.9 2.7 75 466 2.59
Yibo-2019 100.01 2.6 1 38 2460 2.05
Kim-2004 80 3.92 0.66 75 50 1.67
Bohne-2010 300 0.96 1 75 400 1.67
Bohne-2010 300 0.96 1 75 1600 1.67
Wang-1996 50 2.45 2.6 75 NA 1.2
Jan-2019 180 3.95 0.67 33 1650 1.14
Lee-1999 50 2.45 0.66 75 400 0.83

Table 2.1: deposition parameter and deposition rate collected from the literature.

exceed 7Pa. Both report a negative effect of the increase in working pressure on the deposition
rate. That is indeed in linewith the physical picture. The suggested formula to link the deposition
probability pd and the working pressure exploits the relationship between working pressure P
and mean free path λ: Pλ = C where C is a constant that depends on the gas composition.

pd = Ae−
d
λ = Ae−

dP
C (2.1)

Where d is the target-to-substrate distance and A is a constant that depends on other deposition
parameters.

Effect of RF power

Four main works report the effect of increasing the RF power on the deposition rate [12, 19–21].
All four agree on the beneficial effect of power on the deposition rate, but as for the working
pressure, each data set is collected at different deposition conditions concerning the other pa-
rameters. The ratio of argon and oxygen in the plasma atmosphere varies from a minimum of
33% argon in Jan et al. of 2019 up to 100%. The absolute value and the effect of the power
increase are strongly mediated by the difference in plasma composition and target-to-substrate
distance. The first-order effect of power Pw on deposition rate can be expressed as:

pd = APw (2.2)

Where A is a constant dependent on other deposition parameters.
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Effect of atmosphere composition

In the early stages of the development of LCO sputtering, the introduction of oxygen has been
identified as a route to obtain certain crystalline orientations without post-deposition annealing.
Unfortunately, this technique has the drawback of lowering the deposition rate. Notwithstand-
ing, the use of a mixed atmosphere is still a popular solution, which makes it more difficult to
decorrelate the effects of other deposition parameters. The best studies on the subject are the
already cited Liao et al. of 2006 [12] and the two works of Trask [7] and Michel [22]. All authors
agree on the negative effect of the increase in oxygen partial pressure on the deposition rate.
While the two more recent studies show a decaying exponential relationship with a large drop
in deposition rate as soon as oxygen is introduced, followed by a linear zone, the older work of
Liao seems to suggest a linear or slightly parabolic dependence. The main reason for this differ-
ence may be found in the other parameters, in particular the working pressure, which in Liao is
five times higher than the other two. The RF power is also higher in the older paper, by about
two times. In order to account for this variation, an exponential equation can be used with an
exponential constant that is a function of the other process parameters:

pd = A+B[Ar] + Ce−D(1−[Ar]) (2.3)

Where D in particular is a function of other process parameters.

Effect of substrate temperature

The effect of the substrate temperature on the deposition rate is often disregarded. In many
studies, the substrate temperature is neither controlled nor monitored and usually fluctuates
between room temperature and a few hundred degrees Celsius. In the case of floating sub-
strates, the deposition temperature is indirectly controlled by the RF power: the higher the
power, the higher the steady-state temperature of the substrate [20]. For direct control of sub-
strate temperature, Michel [22], Zhu [13] report an increase in the deposition rate with tem-
perature, while Yoon 2011 [23] and Yoon 2013 [5] report a decrease in the deposition rate with
increasing substrate temperature. The discrepancy in the absolute values is easily explained by
the different working pressure and oxygen molar fraction of each dataset.
Because the effect seems to be pretty low and becausemost of the availablemeasurement relies
on floating substrate, the substrate temperature will not be included in the aggregate analysis
at the end of this section. Moreover, the reported temperature is usually the temperature of the
substrate, but the actual temperature that influences the deposition rate is the temperature at
the surface of the deposited film, which may be higher than the measurement one depending
on the thermal conductivity of the film.

Effect of target distance

The last parameter to be controlled is the target-to-substrate distance. We already pointed out
the effect of the distance in the working pressure section. No studies on this particular parame-
ter are available in the literature, but simulation on the LCO deposition [24] confirms the expo-
nential decay of the deposition rate as a function of the target distance. No additional equation
is required but 2.1.
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Aggregate effect of process parameters

Summing up all the effects listed so far, it is possible to write a unique equation describing the
deposition rate of LCO:

pd = (A+B[Ar] + C1e
−D(1−[Ar]))Pwe−

dP
C2 (2.4)

The value of each parameter can be optimized by means of Bayesian inference [25] using the
dataset presented in the literature. I tried four different models with respect to theD coefficient
:

lco.1: D = D0 (2.5)

lco.2: D = D0 +D1P (2.6)

lco.3: D = D0 +D2Pw (2.7)

lco.4: D = D0 +D1P +D2Pw (2.8)

The results are reported in Figure 2.4 for all four models. PSIS (Pareto-smoothed importance
sampling) and WAIC ( Watanabe-Akaike information criterion) statistical tests [25] suggest lco.2
and lco.4 to be the best models in terms of prediction power. The values for each parameter
are quite close for the two models, and I reported the detailed values for model lco.4 in Table
2.2. All parameters started with a Gaussian prior with µ = 0 and σ = 2 and the total number of
unique points from the literature was 42.
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Figure 2.4: Estimated parameter effect for four different models of the LCO growth rate for RF
magneton sputtering deposition.

Param. Mean Std 5.5% 94.5%
A 1.33 0.52 0.05 2.14
B -0.12 0.78 -1.29 1.13
C1 1.07 0.56 0.26 1.92
0.01/C2 0.44 1.14 -1.40 2.25
D0 0.54 1.87 -2.44 3.58
D1 2.26 1.26 0.32 4.38
D2 0.71 1.65 -1.78 3.52

Table 2.2: Effect of process parameter on deposition rate as estimate from model lco.4.

The results are far from satisfactory, with a lot of uncertainty about the effect of the param-
eters. Apart from the mean value effect (negative or positive), which seems to agree with our
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hypothesis, the exact value of each parameter cannot be estimated. We already anticipated how
some effects, like the temperature of the substrate and target properties, are not accurately de-
scribed in the literature. The missing information introduces lots of variability in the deposition
rate that cannot be described by the available parameters alone. As a matter of example, the
parameter C2 which can be easily fitted for a single database [12], cannot be determined when
all datasets are combined.

1.3 PVD LiPON

LiPON is an enhanced version of a well-known glassy electrolyte, Li3PO4. The basic structure of
the latter is exactly the one described in the previous chapter: the network former is the phos-
phorous oxide P2O5 with lithium oxide as network modifier [26]. Li3PO4 can crystallize in differ-
ent structures, but they are in general less ionic conductive than the amorphous counterpart
[27]. We pointed out how the conductivity of a glassy electrolyte is determined by the formation
of lithium vacancies and interstitial defects. The nitrogen is introduced as a doping agent to
increase the number of vacant lithium ions and improve the conductivity of glassy Li3PO4. The
final stoichiometry is influenced by the deposition conditions, and the generic formula LiPON
accounts for tens of slightly different compounds. Nitrogen doping is easily accomplished by
means of PVD. The use of nitrogen as a sputtering gas guarantees the inclusion of a certain
number of impurities in the film. Deposition parameters like gas pressure and power are hence
expected to have a strong impact on the performance of the electrolyte, in particular on the ionic
conductivity. The general effect seems to be an increase in conductivity at higher nitrogen con-
tent [26, 28–33]. The only work that suggests a decrease in the ionic conductivity with respect to
the nitrogen content is Suzuki et al. of 2011 [34]. As for LCO, even if there is a strong agreement
on the tendency, the fluctuation of the absolute value of conductivity is so large as to mask any
general tendency with respect to the process parameters. Some effort has been invested in
the interpretation of the variation of the ionic conductivity on the basis of the electrolyte com-
position and, in particular, on the local chemical environment of oxygen and nitrogen atoms.
Fleutot et al. [32] suggested a double substitution mechanism. For low doping levels, nitrogen
mainly substitutes the bridging oxygen atoms, which are linked with two phosphates. In this
configuration, nitrogen forms three single bonds with phosphate atoms. If enough nitrogen is
introduced, the bridging oxygen is completely replaced by nitrogen. Additional nitrogen must
be incorporated as double-bonding nitrogen (P−N−−P). In Figure 2.5 the three different chemical
environments are reported. As a matter of fact, the agglomerate data from all relevant litera-
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Figure 2.5: from left to right: un-doped LI3PO4 local environment; LiPON local environment with
bridging nitrogen; LiPON local environment with double bonding nitrogen.

ture sources reported in Figure 2.6a strongly disagrees with this interpretation. In particular, the
data fromMani et al. reports a LiPON with a low doping level and all nitrogen in double bonding
position. A more interesting correlation is obtained if the ratio between double and triple bond-
ing nitrogen is plotted against the deposition rate (Figure 2.6b). The double bonding sites are
substituted by nitrogen preferentially at low deposition rates, while at higher deposition rates,
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Figure 2.6: variation of the ratio between triple (Nt) and double (Nd) bonding nitrogen as a func-
tion of the total nitrogen incorporation and the deposition rate.

the occupancy of the triple bonding is increased.
Much easier to analyze is the deposition rate. In the next sections, I will propose, as for LCO a
statistical model to control the deposition rate of LiPON by tuning the deposition parameters.
The problem is simpler in this case because the sputtering atmosphere is always pure nitrogen,
and the experimental variability is drastically reduced.

Effect of working pressure

As for LCO, we expect the gas pressure to reduce the deposition rate. No matter the plasma
gas species, increasing the gas density will reduce the mean free path of electrons, ions, and
neutral species, reducing the ion bombardment on the target and the energy of the neutral
species depositing on the substrate. The database provided by Hamon [29] confirm the general
hypothesis, but three other databases report various other tendencies: a negative parabola for
Jouybari [26] and Vieira [35]; a positive parabola in Mani [33]. In order to partially explain such
variability, we first recall the equation 2.1 introduced for the LCO:

pd = Ae−
d
λ = Ae−

dP
C (2.9)

The four reported references have quite different values of target-to-substrate distance, and the
effect of pressure may result suppressed: if the distance is high, the exponential is already in
the very low derivative tail, and a further increase in the value of the exponential argument by
means of increasing pressure has a very low effect. The effect reportedmay also be attributed to
the target age, which seems to have a strong effect on the deposition rate, as reported by Jouy-
bari [26]. Depending on the order of the experiments, this may result in a positive or negative
correlation, and it may mask the effect of pressure.

Effect of RF power

The effect of sputtering power is an increase in electron and ion energy, resulting in a higher
ionization degree in the plasma. The beneficial effect on the deposition rate is confirmed by
different works [24, 26, 28–30]. In this case, not only the tendency but also the absolute effect
of RF power density is confirmed by the whole bibliographical corpus.
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Figure 2.7

As for LCO the relationship is mainly linear; only Hu [30], which tested really low power levels,
shows an initial sublinear relationship for values lower than 100W. Notwithstanding, assessing
the effect of power may be tricky. If the power is normalized over the target surface, the power
density in Hu [30] is comparable to or higher than the remaining literature due to its small target
size. In order to decide if power density or absolute power is the more apt variable to predict
the deposition rate, we will exploit the statistical analysis of the last section in the context of the
aggregate effect of deposition parameters.

Effect of substrate temperature

As already pointed out for LCO, the substrate is often at a floating temperature, which depends
on the imposed RF power. Few studies measure or impose a constant temperature on the sub-
strate. Mani [33] is the only work with a temperature sweep. A slight decrease in deposition rate
is reported, but as for LCO the effect seems negligible, and it will be disregarded in the aggregate
analysis.

Effect of target distance

The target-to-sustrate distance is another poorly studied parameter, with only one systematic
work from Hamon [29] dealing with it. Luckily, this parameter is available for most of the publi-
cations, and the exponential decay reported by Hamon and already included in equation 2.1 is
strongly supported by the aggregate data from all publications, as shown in figure 2.7a

Aggregate effect of process parameters

In order to estimate the aggregate effect of themain deposition parameters (powerPw, distance
d, pressure P ), the following model is used:

pd = A1(Pw +A2Pw
2)e−C2dP (2.10)

Two models are tested, one with power expressed in Wcm−2 (lip.1) and another with power
density expressed in W (lip.2) as predictor. In Figure 2.7b the estimated value and standard
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deviation for each parameter effect is reported. The power density is indeed a much better
predictor, as shown by the more precise estimation of the first model. With the same amount
of data (44 data point from the literature), the estimation for LiPON is superior to that for LCO.
This is mainly due to the constant plasma atmosphere, which reduces process variability and
enables a more precise result. The exact values for the model lip.1 are reported in table 2.3.
Both models have a Gaussian prior with µ = 0 and σ = 2 on all parameters.

Param. Mean Std 5.5% 94.5%
A1 1.14 0.17 0.88 1.42
A2 -0.19 0.01 -0.20 -0.18
C2 1.54 0.39 0.99 2.22

Table 2.3: Effect of process parameters on deposition rate as estimate from model lip.1.

2. Physical Characterization

The cell realized according to the schematic in figure 2.1 has been analyzed with different tools
in order to assess the quality and structure of each layer. LCO was realized with thickness from
5µm to 30µm while LiPON between 4µm and 6µm. In this section, I will present the results of
scanning electron microscopy, Raman and X-ray diffraction in order to analyze the layers’ chem-
istry and morphology. In the last section, operando confocal microscopy measurements are
reported. This measurement permits us to follow the lithium plating and stripping during the
charge discharge process and study the plating morphology. The aim of these characterizations
ismainly to determine the homogeneity ofmaterials and of lithiumplating. If homogeneity is en-
sured, the analysis of the cell can be simplified and the equation order in the simulation section
reduced by means of symmetry. In particular, the whole third chapter relies on the hypothesis
of homogeneity in terms of material properties before and during the charge-discharge process
in order to implement the 1D diffusion equation.
In the following sections, I will briefly introduce each characterization technique and provide a
minimumbibliography before presenting the result for the LCO/LiPON cell. While a targeted bib-
liography will be provided for each technique, a more comprehensive and comparative text on
the main techniques for material characterization may sometimes be useful to choose the right
tool for each question to be answered. The book of Leng [36] is, of course, far from exhaustive
in its treatment of each technique, but it has the great advantage of proposing a comparative
view, which is often missing. From X-ray diffraction to thermal analysis, all the main techniques
are addressed, and the bibliography at the end of each chapter is a valuable way to delve into
the details of a technique of our choice.

2.1 SEM imaging

The first and probably mainstream technique to assess the topology and thickness of thin films
is scanning electron microscopy (SEM). This technique can be exploited for an incredibly large
portfolio of analyses, ranging from thickness measurement to crystal phase assessment. For
any doubt on the topic, I suggest the broad textbook of Goldstein as a first approach resource
[37]. It is incredibly complete from the point of view of topics, but at the cost of a quite superficial
approach to many subjects. It is more a handbook than a textbook, but the bibliography at the
end of each chapter will lead the curious reader in the right direction.
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Principle of electron microscopy

Electron microscopy is probably the most widespread characterization technique in the field of
micro and nanotechnologies. The main reason is not the ease of use but the apparently in-
tuitive and direct reading of the images. Looking like white and black photos, the majority of
users exploit this technique as a fancy imaging system for precise thickness measurement, film
morphology, and interface quality visualization. Those are indeed some of the straightforward
outputs an electron microscope can provide when used in secondary electron scanning mode,
but there is much more.
As a quick recap, electron microscopy consists of bombarding the sample with a focused elec-
tron beam with a defined energy in a vacuum environment. Two main phenomena take place
between the impinging electron and the sample atoms: elastic scattering of electrons by the
atom nuclei and inelastic scattering between beam electrons and inner and outer shell elec-
trons. Two main imaging mechanisms exist: the first is based on the probing of the quantity
of electrons scattered back (BSE) by elastic scattering (back-scattered electrons have the same
energy as beam electrons); the second is based on measuring the energy of the emitted outer-
shell electron during inelastic scattering. Those secondary electrons (SE) have a lower energy
than the beam electrons.
Back-scattering is mainly impacted by the atomic weight of the specimen (directly proportional)
and the energy of the beam (inversely proportional). It can be used to create a contrast be-
tween layers of different atomic compositions. The main limitation is poor sensitivity to light
elements. On the other hand, secondary electron emission depends on the binding energy of
the outer-shell electron, and is not limited by the atomic weight. While we tend to perceive scan-
ning electronmicroscopy as a ”surface image”, as in photography, we should remember that the
actual signal is produced by several hundreds of nanometers. As an example, the penetration
depth of a 20 keV electron in pure copper is around 1200nm. This huge penetration concerns
mainly inelastic scattering, that is to say, secondary electrons. Elastic scattering can be probed
only if no inelastic scattering has already decreased the electron energy (in order to classify an
electron as back-scattered, it has to have the same energy as the impinging electron), which re-
sults, for BSE, in a much lower probing depth: less than 1nm at the same conditions. The lighter
the specimen and the more energetic the electron beam, the deeper the electrons can reach.
Secondary electrons, when enough energy is lost, are absorbed by the target material. Coupled
with the emission of secondary electrons, inelastic scattering results in a charge imbalance inside
the specimen. If the sample is not conductive enough or is not coated with conductive material,
the electrons pile up during observation, resulting in various artifacts (specimen charging). The
sample may even be damaged and modified by the impinging beam.
While secondary and back-scattering electrons are standard results found in most recent pub-
lications, inelastic scattering produced another signal in the range of X-rays. Due to relaxation
of excited states of inner-shell electrons, characteristic X-rays are produced altogether with a
continuous spectrum from the beam electrons by bremsstrahlung. Probing X-ray radiation is
accomplished by energy dispersive spectroscopy (EDS). Because in the present work electron
microscopy was not exploited to its full power, I will not treat EDS nor mingle with the detailed
effects of morphology, crystallinity, and other parameters on the SE and BSE signals. As a last
remark, I would like to highlight how a great deal of additional information can be obtained only
by comparing the output from different signals (SE, BSE, and EDS), which cannot be extracted
by single channel analysis. Different dependencies with respect to topology, atomic weight, and
beam energy can be exploited to clarify and correct various artifacts. The curious reader can
refer to [37] for additional information.
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Electron microscopy of cell cross-section

Figure 2.8 shows the cross-section of a thin-film all-solid-state cell, as described in the schematic
of Figure 2.1. No passivation layer was deposited, and the topmost layer is the titanium anode
current collector. The cell was imaged as out-of-fab, so no metallic lithium is present between
the electrolyte and the current collector. From the bottom, we first observe the thermal oxide
and the thin platinum cathode current collector, on top of which 10µm of LiCoO2 are deposited.
LCO layer is composed of long columnar grains. The columns seem to be continuous single-
crystal structures. The lateral size of the column is a few hundred nanometers. At the interface
between the platinum and the LCO the grains are smaller and denser. This is the nucleation
layer of LCO which then acts as a seed layer for the growth of larger crystals. The seed layer is
less than 1µm and the overall layer can be considered homogeneous along its thickness. The
density of the cathode is close to 99% with few voids visible between the columns.
On top of the cathode, a uniform layer of LiPON is deposited. The interface between the cathode
and the electrolyte does not present voids or defects and is expected to result in low interface
resistance. In fact, it is this interface that is of paramount importance in all-solid-state cells. As
we pointed out in the first chapter, a good contact between electrode and solid electrolyte can-
not be realized in the standard roll-to-roll process, and that is the main motivation for switching
to sputtering deposition. LiPON layer itself is of very good quality in terms of homogeneity, with
no voids or defects visible at this scale. On top of it, the titanium current collector is deposited.
This final layer has a two-zone contrast. The brighter layer in contact with the electrolyte may
be partially oxidized titanium. The homogeneity hypothesis seems to be valid over the whole
active stack.

LiPON electrolyte

LiCoO2 cathode

Ti current collector

Pt current collector

Thermal SiO2

Figure 2.8: SEM crossection of LCO/LiPON cell as out-of-fab.

2.2 X-ray diffraction

SEM can be exploited to probe the topographic homogeneity of the stack, but it is quite hard to
obtain detailed information on the crystal orientation of the film. We already pointed out that
in 2D diffusion materials, the orientation of the diffusion planes with respect to the substrate
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is of paramount importance to obtaining good performance at high current density. The film
here analyzed has been annealed to 700 ◦C to fully crystallize the LCO. As reported in the review
of the first section of the present chapter, the annealing of LCO films thicker than 1µm usually
results in a favorable orientation. X-ray diffraction is the best tool to analyze the relative orien-
tation of a film. Notwithstanding, with respect to standard powder diffraction, thin-film analysis
needs some extra care in the data treatment according to the measurement setup. I will briefly
revise the principle of X-ray diffraction, and in particular, X-ray diffraction for thin film, before
presenting the results for the stack here considered. As a general bibliography on the subject, I
suggest the text of Suryanarayana [38], featuring a practical and clear approach, and the book
of Coppens [39] for a more physically focused approach. As a monograph on thin film, the text-
book by Birkholz [40] is an excellent starting point, with a rich bibliography at the end of each
chapter.

Principle of X-ray diffraction

We already introduced the possibility of probing a material by X-ray in the electron microscopy
section. In that case, the X-ray radiation was emitted by the excitation and relaxation of inner-
shell electrons during electron inelastic scattering. X-rays emitted in such a way are incoherent,
that is to say, the phase of the radiation is an independent random variable of each single emis-
sion. X-ray diffraction, as well as Raman scattering, which is treated in the next section, exploits
phenomena linked to coherent monochromatic radiation. In order to ensure phase coherence
in the output signal, a coherent input excitation is necessary. X-ray diffraction is based on the
elastic scattering of a coherent, monochromatic X-ray beam by the inner-shell electron of the
sample. The output radiation will not only depend on the characteristics of the single scatter
center, but thanks to interference phenomena, the regular arrangement of atoms, that is to say
the crystalline lattice, will add a spatial dependency to the output intensity. In fact, in the case of
X-ray diffraction, a signal will be registered or not as a function of the position of the detector.
From a mathematical point of view, the output signal distribution in space is the Fourier trans-
form of the electron density inside the sample. For a crystalline material, the output signal is
discrete because the transformed density is periodic. Of course, a real periodic lattice should be
infinite and defect-free. Luckily, the periodicity has to be evaluated on the scale of X-rays (10nm
to 10pm), hence, hundreds of nanometer-sized crystals are already closed enough to ”infinity”
for the approximation to be valid.
This technique is extremely sensitive to any variation in the disposition of atoms in the crystal
lattice, which is both a strength and a weakness. While it is quite straightforward to qualitatively
assess the disposition of atoms (geometry and symmetry), it is a much harder task to interpret
the result from a quantitative point of view. This is particularly true in the case of thin films.
The only way to obtain good results in terms of crystal lattice parameters is to have a high-
quality reference with known crystal parameters. While lattice and phase determination are of
the utmost importance in general, thin-film analysis is usually more concerned with the spa-
tial orientation of the crystal than with its exact lattice parameters. As a matter of fact, a slight
variation in the lattice of LCO is not expected to strongly impact the rating performance of the
cell, while the wrong orientation of the diffusion channel may result in a terrific decrease in the
diffusion coefficient. For this reason, the most investigated parameter is the fraction of each
crystal orientation. Apart from single-oriented crystals, for which the analysis is quite direct, in
the presence of multiple orientations, the analysis is far from easy. The standard procedure to
estimate the fraction of each orientation, is to compare the diffraction intensities between differ-
ent orientations. Notwithstanding, a relative reference is necessary because the intensity ratios
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Figure 2.9: Xray diffraction spectra of LCO before charging.

are not a function of presence alone. Usually, powder diffractograms are used as a reference
for random-oriented crystals. That is to say, if a specimen has the same intensity ratios between
different orientations as the powder reference, the specimen is randomly oriented. A deviation
from powder reference can be attributed to preferential orientation, or texturing, under certain
conditions. A very important condition is the size distribution with respect to the crystal orien-
tation. In fact, the diffracted intensity is a function of the crystal volume. If a certain orientation
corresponds to a different distribution of crystal size with respect to another orientation, the
signal deviates from the powder reference without reflecting a real difference in crystal orienta-
tion.
In the case of thin-films the probing setup can differs with respect to standard powder mea-
surement (the so-called θ/2θ). The configuration often used is grazing incidence, or GIXRD. This
technique exploits a very small incidence angle (on the order of a few degrees) to maximize the
thickness of material crossed by the X-ray beam. In the standard θ/2θ configuration the inci-
dence angle is changed for each point (it is in fact equal to θ), hence the thickness crossed by the
X-ray is a function of the measured angle. As a result, the attenuation in the θ/2θ configuration
is a function of the measured angle, while in the GIXRD the attenuation is almost constant at
any measured angle. As a result, GIXRD tends to show higher intensity with respect to the θ/2θ
configuration at lower measured angles. Once again, this is a negligible correction if the film is
strongly textured, but can lead to biased results if multiple orientations are present. As a matter
of fact, software programs like VESTA when generating diffraction patterns, usually report the
theoretical intensity for an infinitely thick sample, with constant attenuation at any diffraction
angle. As a result, the simulate ratios between peaks are in general closer to the one measured
in GIXRD, where the attenuation is more or less constant, than to the θ/2θ configuration.
In the following section, the results for synchrotron X-ray diffraction are reported. Thanks to the
tiny beam width of the synchrotron X-ray source, it is possible to perform a 2D mapping of the
cross-section of the cell in order not only to probe the overall crystal orientation but also to cor-
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relate the distribution with the cathode z position. As for the SEM analysis, our main objective is
to demonstrate the spatial homogeneity of the film texture to validate the hypothesis exploited
in the modeling section.

Xray mapping of LCO cathode cross-section

In figure 2.9 the X-ray spectrum of the cathode section of a thin-film solid-state cell is shown. All
peaks have been indexed and finely match the theoretical position for hexagonal LiCoO2. Addi-
tional peaks, indexed as BS, are generated by the lead beam stopper. The raw data, before the
crystalline orientation fraction analysis, has been corrected to account for attenuation artifacts
and restricted (synchrotron detectors are much larger and more complex) to be comparable
with the GIXRD reference. In fact, the setup of the synchrotron setup is equivalent to a GIXRD
one with a zero incidence angle. A detailed description of the X-ray data analysis procedure is
reported in the fourth chapter of the present work. Once the pre-treatment procedure is com-
pleted, the data can be analyzed in terms of the intensity ratio between the various peaks. In
Table 2.4 the theoretical andmeasured intensity ratio for the first 7 main peaks (intensity higher
than 10% of the main peak) is reported.

Peak index Peak position (2θ) Theoretical intensity Measured intensity
(003) 8.53◦ 100 100

(104) 19.94◦ 65.97 2.77

(101) 16.56◦ 44.51 3.3

(015) 21.72◦ 15.93 < 1

(012) 17.29◦ 14.80 23.42

(018) 28.23◦ 12.40 < 1

(110) 28.45◦ 11.86 < 1

Table 2.4: relative intensity of the first 7 peaks with respect to the (003) peak intensity. Theoretical peaks
are calculated by VESTA. Measured peaks are from the film substrate.

Thanks to the high resolution of the synchrotron beam, the X-ray profile can be acquired
at different positions along the cross-section. A difference is observed between the LCO close
to the electrolyte and the bulk LCO. In Table 2.5 the theoretical and measured X-ray intensities
at three different positions (top, center, and bottom) are reported. The diffraction plane (003)
correspond to diffusion channel oriented parallel to the LiPON and a very poor lithium diffu-
sion. (101) and (012) planes are instead quite favourable, with diffusion channels perpendic-
ularly aligned. From the experimental data it is possible to conclude that the film is strongly
(012) oriented in the bottom and middle parts, while the top part presents residues of the
(003) orientation. As previously reported, the film is expected to have a (003) texture before
high-temperature annealing. The thermal expansion mismatch between the substrate and the
LCO led to a new crystal arrangement and the formation of a more favourable environment
for lithium diffusion. The crystal orientation change is promoted by the stress at the collector-
cathode interface. It is then possible that the constraint is reduced further from the substrate,
leading to a partial reorganization on the top surface of the cathode.

X-ray analysis is a particularly powerful technique when operandomeasurement is required.
The penetration of X-rays into the passivation layer permits the operation of the encapsulated
battery in air conditioning and, at the same time, the acquisition of the diffraction pattern of cell
materials. We already discussed the phase transition of LCO during the charge process. The
transition between the two hexagonal phases is characterized by a change in the c vector. The
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Peak index Theoretical I Measured I top Measured I middle Measured I bottom
(003) 100 100 100 17.38

(104) 65.97 2.77 6.59 13.75

(101) 44.51 3.3 5.91 6.74

(015) 15.93 < 1 2.67 4.92

(012) 14.80 23.42 46.99 100

(018) 12.40 < 1 < 1 < 1

(110) 11.86 < 1 < 1 < 1

Table 2.5: relative intensity of the first 7 peaks with respect to the (003) peak intensity at different vertical
position in the cathode thin-film. Theoretical peaks are calculated by VESTA.
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Figure 2.10: Evolution of the (003) diffraction peak during cycling.

lattice vector change during phase transition is large, making it particularly easy to observe in
any X-ray configuration. With the high resolution obtained by synchrotron radiation, it is also
possible to probe with high precision the c-axis expansion for the whole charge process and
to map it in space. The c-axis expansion results in a lowering in the diffraction angle of a few
fractions of a degree. In Figure 2.10 the evolution between out-of-fab, charged, and discharged
states is proposed. The total variation is less than half a degree. The discharge state differs from
the initial state because the phase transition cannot be reversed at the current rating used for
this particular measurement. An in-depth analysis of the X-ray profile as a function of position is
delayed to the fourth chapter, after the introduction of themodeling tools necessary to interpret
such data.

2.3 Raman spectroscopy

Raman spectroscopy is also basedonphoton scattering froma coherent,monochromatic source.
Compared to X-rays, one big difference is the energy of the incident beam. Instead of exciting
the core orbital, Raman scattering uses far less energy in order to excite the vibrational mo-
tion of atoms along the chemical bonds. The technique is mainly used to probe the chemical
environment, hence the bonds between atoms. Different crystal structures usually result in dif-
ferent bonding atoms or different bond lengths, and can be distinguished by means of Raman
spectra. Thanks to its simple set-up and probing conditions, Raman has gained lots of popular-
ity as a standard characterization technique in the field of batteries, and in particular for LCO
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cathode [41–44]. It is in fact possible to determine not only the crystal phase of LCO, but also
the intercalation state. In fact, the change in crystal lattice parameter, which is clearly visible in
X-ray diffraction, results in a shift of the Raman peaks too. After a short review of the principles
of Raman spectroscopy, the results for a 2D mapping of LCO are proposed. For details on this
technique, I suggest the excellent introductory text of Ferraro [45], which is particularly rich in
terms of visual examples but at the same time rigorous in its theoretical treatment. An ample
bibliography at the end of each chapter helps the reader dig into any additional aspect of the
subject.

Principle of Raman spectroscopy

Raman active IR active

Co

O

Li

O

Co

A1g Eg Eu

Equilibrium- q + q Equilibrium- q + q Equilibrium- q + q

X X

Figure 2.11: The Raman active and and example of infra-red active oscillation modes of LiCoO2.
Lithium acts as center of symmetry.

The vibration of chemical bonds is a relatively low-energy phenomenon compared to X-ray
diffraction. The typical photon wavelength for bond stretching and oscillation is on the order
of a fraction of a millimeter down to the micrometer. It is indeed lower than visible light in the
infrared band. In fact, Raman spectroscopy is often associated with another technique called
infrared (IR) spectroscopy. The two are somehow complementary descriptions of the same phe-
nomenon. IR spectroscopy studies the radiation absorption by molecular vibration as a func-
tion of frequency. When the excitation frequency matches the resonance frequency of a certain
bond, a peak in the spectrum is registered. In order for a bond to exhibit a variation in radiation
absorption as a function of the excitation frequency, the dipole moment associated with the
bond should vary during vibration. On the other hand, Raman spectroscopy uses a constant-
frequency source, and all bonds are excited at the same time. The first-order variation of the
polarizability during oscillation results in the re-emission of radiation at a different frequency
with respect to the input one. While IR spectra are registered at the excitation frequency for
different excitation wavelengths, Raman spectra are found by keeping the excitation frequency
constant and measuring the response at a wavelength different from the excitation one. No-
tably, for vibrations possessing a center of symmetry, the IR and Raman activities are mutually
exclusive. This is usually the case in crystalline materials, where the lattice symmetry results
in a vibrational symmetry. In particular, if during the vibration the symmetry is preserved, the
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vibration mode is Raman active, while if the symmetry is broken, it will be IR active. As an ex-
ample, the two Raman modes and an IR mode of LCO are reported in figure 2.11. While the
rotation symmetry is preserved at any instant of the vibration in the Raman active mode, in the
IR mode the central symmetry of the equilibrium state is lost. Recalling that in order to vary the
absorption as a function of the frequency, the dipole moment has to vary during oscillation. It is
straightforward to understand why centrosymmetry vibration does not show such properties:
the total dipole moment is equal to zero. As long as the center of symmetry is preserved, the
dipole moment is guaranteed to stay constant at zero, no matter the atomic configuration.

2D micro-Raman mapping of LCO cathode cross-section

In Figure 2.12a the Raman spectra for two different zones of the LCO cathode are reported. The
Eg and A1g peaks are well resolved and close to the theoretical values of 485 cm−1 and 595 cm−1

respectively. Raman spectrum is known to drift to lower wavelengths as soon as the lithium
is extracted. The phase transition between the two hexagonal phases (lithium rich and lithium
poor), described in the LCO review, can also be appreciated in the Raman signature as a splitting
of the two peaks.
In Figure 2.12b and 2.12c the peak position is mapped with respect to the position of a LCO
cross-section. Green spots correspond to a slightly delithiated zone. This small heterogeneity of
the film has been related to surface topology. In fact, the exciting laser has a certain penetration
depth, and the collected signal is an average of several micrometers. We can assume that the
very surface of the sample, which is probed at ambient atmosphere, is probably oxidized. In
the case of a hole in the film, created during the sample preparation, the signal will be more
impacted by the surface stoichiometry, resulting in a slight shifting of the Raman peaks. It is
in fact the extreme sensitivity of this technique that permits the visualization of such a small
deviation, but overall, the film can be considered homogeneous from the point of view of the
local chemical environment.
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Figure 2.12

2.4 Confocal microscopy

Last but not least, I will dedicate this last section to optical (or light) microscopy and in particular
to confocal optical microscopy. Optical microscopy is often perceived as an old technique that
has less to offer the microtechnology domain with respect to electron microscopy. Even if it is
true that the resolution of optical microscopy is limited by light diffraction to around 200nm,
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the large amount of configurations available permits to acquire the same image from different
perspective and to gain a deep understanding of the sample with a much simpler set-up with
respect to other techniques. A particularly interesting upgrade of light microscopy is confocal
microscopy. This technique permits the acquisition of 3D images at the maximum resolution
permitted by light diffraction in a standard reflection mode. In the case of anode-free microbat-
teries, confocal microscopy can be exploited to image the lithium plating at the anode side and
assess the spatial uniformity of the process. This is of particular interest in the framework of
dimensional reduction for cell modeling. As long as the battery is homogeneous and behaves
isotropically, the physical modeling can be simplified from 3D to 1D, with a large gain in terms
of computation time. After assessing the intrinsic homogeneity of the LCO, the dynamic homo-
geneity of the anode is the last tile to complete the picture. Before presenting the results, a fast
recap of the working principles and the artifacts to be aware of for confocal microscopy is pre-
sented in the next section. For a general treatment of the optical microscopy techniques family,
I would suggest Leng [36] and the relative bibliography.

Principle of Confocal microscopy

With respect to standard lightmicroscopy, confocalmicroscopy is realized bymeans of twomain
modifications to the measurement set-up. First, the light source is a laser with a wavelength in
the visible range (460 to 630nm). The need for a laser light source is not the coherence itself, but
the very small focus size. While the lateral resolution of the image is limited by light diffraction
to around 200nm depending on the laser wavelength, the vertical resolution depends on the
focus depth and, with a good laser source, can be reduced to a few nanometers [46]. The sec-
ond fundamental element needed to realize 3D imaging is a pinhole aperture just in front of the
detector. In Figure 2.13a a typical confocal microscopy configuration is reported. The aim of the
pinhole is to filter all incoming rays except those from the focal plane of the objective lens. This
way, the signal entering the detector is only the one reflected from the focal plane, and changing
the z position of the sample makes it possible to image different planes. The pinhole and the
optics also limit the vertical resolution when they permit the out-of-focus ray to impinge on the
detector. 2D mapping can be obtained by either dislocating the sample or the laser by means
of a mirror, like in SEM.
In Figure 2.13b an example image for a 5µm thick LCO cell. The confocal image can simultane-
ously image a large aspect ratio feature, like the flank of the cell, and a nanometer-size feature
on the surface of the cell. In particular, it is possible to appreciate the general shape of the cell
(in red) and process defects on the top of the cell surface (in green). The gray triangle is the
probing tip used to polarize the anode of the cell.
Steps and high aspect ratio features can, in some cases, lead to artifacts due to unwanted re-
flection [47]. While the maximum resolution is usually specified by the instrument producer,
it is possible, by means of careful calibration, to push the instrument beyond its limit by data
post-processing [48]. In the case of the microbattery we expect the system to fail in collecting
the data at the step edge between the battery and the substrate, but since our main interest is
the areal distribution of lithium during charge on the anode surface, no error should be induced
by artifacts in the peripheral region.

Operando confocal mapping of lithium plating expansion

An anode-free configuration is characterized by lithiumplating at the interface between the elec-
trolyte and the anode current collector. Measuring the total volume variation permits access to
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Figure 2.13

the volume of plated lithium. At the same time, the monitoring of the charge and discharge
currents by a potentiostat permits a precise determination of the moles of lithium displaced in
time. Comparing the two quantities makes it possible to determine the density of plated lithium
and the presence of voids or a mossy deposition of lithium. Any deviation from the theoretical
density can, in fact, be attributed to suboptimal plating. The second feature to be monitored is
the spatial distribution of plated lithium on the anode surface and its evolution in time.
In order to both evaluate the volume expansion and the lithium distribution, the first frame

is used as a reference for the height of the cell. Any variation is then interpreted as lithium
growth. In Figure 2.14a the evolution of the profile along the cut line of Figure 2.13b is reported
for the first step, a fully charged and discharged cell. The initial profile, in red, is quite flat. On
the cell border, the artifact related to the edge aspect ratio is visible as a bump in the measured
thickness. In the fully charged profile in blue, the thickness increase is clearly appreciable in con-
junction with the topology of the deposited lithium. To be aware of the difference in the scale of
the two axes. The x-axis is almost 500 times larger than the y-axis, hence the deposition hetero-
geneity is largelymagnified. The lithiumpeaks aremuch closer to smooth hills than sharp peaks,
and apart from a slight accumulation on the right edge, the profile is quite homogeneous. Even
more important is the profile after discharge. The lithium is in fact recovered homogeneously
on the whole surface, and no dead lithium spots are visible. Once again, the right edge presents
a slight bump, but most of it has been absorbed during the discharge.
The average vertical displacement is calculated for the whole cell at different time steps and
compared to the electrical data for the displaced charge. In Figure 2.14b the two profiles are
superimposed on different scales in order to highlight the identical behavior of the two quanti-
ties. The good agreement between the two quantities implies that the density of plated lithium
is constant at any instant of the cycling process. As further verification, the displace charge
quantity can be calculated from the theoretical lithium density (0.53 g cm−3) and compared to
the measured ones. In Table 2.6 the obtained values at three different time steps are reported.
The result is a perfect match between the measured and calculated capacity, showing an op-
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timal lithium plating close to lithium’s theoretical density. The same analysis were performed
for different thickness of LCO cathode, and consistency with the 5µm results were found up to
30µm.

time step mean dz Estimated Q Measured Q
(µm) (mAhcm−2) (mAh cm−2)

5 1.29 0.26 0.27
10 1.67 0.34 0.34
25 0.27 0.06 0.09

Table 2.6: mean thickness
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CHAPTER III

Solid-state Thin-film Batteries
Modelling



ABSTRACT

This chapter addresses the modeling of thin-film solid-state batteries, first from a theoretical point of
view with a description of equations and underlying physics, and then from an experimental point of view
by defining, fitting and simulating a model for thin-film cells. The main reason behind the development of
such a model is the possibility to investigate and access the internal behavior of the cell and its variation
with respect to the physical properties of materials. Eventually, once the model is validated against experi-
mental measurement, it is possible, based on modeling results, to develop and optimize new solutions and
architectures. The comparison between the electrical/physical measurements and the model is delayed to
the last chapter.

In the first section, drift-diffusion modeling is proposed, and the main equations are presented, together
with a brief literature review.

The second section is devoted to the formulation of the Butler-Volmer equation for solid-state interface
and the comparison with the classical redox equation.

The third section reports the experimental results concerning the extraction of LiCoO2 chemical diffusion
coefficient and physical parameters of LiPON.

The last section of this chapter introduces themodel results concerning lithium distribution in various lay-
ers. Moreover, the predicted dynamic performance of the stack for various simulation conditions is analyzed.
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1. Drift-diffusion model

We are eventually ready to plunge into the core of this work. In the present and next chapter,
I will present the complete modeling framework for an all-solid-state thin-film cell, analyze the
numerical solution, and compare the results with the experimental evidence collected by elec-
trical and operando physical characterization.
The quantity to be studied is the concentration of lithium ions inside the electrodes and the elec-
trolyte and its evolution during the charge-discharge process. To accomplish such results, the
final model, presented in Section 3, is composed of threemain ingredients. First, the description
of atomic diffusion in the electrodes; second, the description of ion drift in the solid electrolyte;
and third, the description of the redox reaction at the electrode/electrolyte interfaces. Themain
idea behind the following sections is to derive the physical equation from bare thermodynamic
reasoning in order to understand the hypothesis behind the most common formulations found
in the literature. In many cases, the standard equations are obtained from too strict or different
hypotheses with respect to the all-solid-state framework of the present work. By deriving the
equations from scratch, it will be easier to adapt the formulation to the particular case under
examination.
Ion diffusion has already been introduced in the first chapter from amicroscopical point of view,
together with the concept of diffusion coefficient. I will start the present section with a more de-
tailed analysis of the diffusion equation and its standard solutions. Following, equations for a
metallic cathode and a perfectly insulating electrolyte are proposed. As a closure to the section,
the most popular models reported in the literature for all-solid-state batteries are reviewed.

1.1 General formulation of diffusion equation and analytical solution

The microscopy picture of ion diffusion in solid has already been analysed in the first chapter.
The dependency of charge carrier and of jump probability with respect to temperature has been
stated and linked to the Boltzmann distribution. It is now the case to zoom a bit out and consider
the problem from an higher prospective ignoring the actual underling diffusion mechanism, in
order to focus on the form of diffusion equation and its general solution. The quantity of our
interest is not the single ion any more, but the ion concentration in space and its variation in
time. We already expressed the problem in those terms when defining the chemical diffusion
coefficient, but now we will take the time to recast all formalities to obtain the general diffusion
law and better understand under which condition it is derived. For further details on diffusion
equation please consult either Modern electrochemistry of Bockris [1, 2] or the lecture of pro-
fessor Yoo [3]. For thermodynamic and phase transition I referred mainly to The textbooks of
Hillert [4], Rodrigues [5], and Landau-Liftshitz [6].

First order diffusion: Fick’s First and Second Law

Diffusion’s laws were first discovered as empirical laws, and in particular, the master mold of
those equations is the heat conduction equation (also called Fourier’s law). This equation de-
scribes the diffusion of thermal energy as a function of time and has the form of a partial deriv-
ative equation:

∂u

∂t
= −∇⃗ · J⃗ (3.1)

Where u is the energy density and J the heat flux. This equation is nothing but themathematical
expression ofmass conservation in differential form, when no source or sink are present. That
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is to say, it is valid as long as no ”matter” can be created or annihilated inside the considered
domain. In human syntax, it should read something like ”if the quantity of u varies, it means that
something crossed the domain’s boundary”.
Now, the fascinating ingredient of this equation is the flux J , that is to say, the driving force that
is in charge of bringing balance to the world. As long as this force exists, the system is not in
equilibrium:

∂u

∂t
̸= 0 (3.2)

In the case of ion diffusion, the driving force was first identified by A.E. Fick as the concentration
gradient and expressed as an empirical law called Fick’s first law:

J⃗ = −D∇⃗c (3.3)

Substituting this equation in the continuity equation leads to Fick’s second law:

∂c

∂t
= ∇⃗ ·

(
D∇⃗c

)
(3.4)

Fick’s laws are both empirical and similar to other linear laws, like Ohm’s or Fourier’s laws. It
implies that they are not rigorously valid physically, but are more to be considered an approx-
imation of the real underling physical world. They are, in particular, first-order linear approxim-
ations of the Taylor series expansion around the zero force point. What does that exactly mean?
Well, let’s consider a general phenomenon where a certain driving force Fd leads to a flux J of a
certain quantity. Around the equilibrium point (Fd = 0) it will always be possible to expand the
flux as a Taylor series of the form:

J = J0 + Fd

(
∂J

∂Fd

)
Fd=0

+ F 2
d

1

2!

(
∂2J

∂F 2
d

)
Fd=0

+ ... (3.5)

Where J0 = 0 at equilibrium if no other force is present. Now, if the driving force is small enough
for the first-order term to dominate, the expansion can be truncated to the first order in the
form:

J ≈ Fd

(
∂J

∂Fd

)
Fd=0

= −D∇c (3.6)

Where ∇c is the driving force and the diffusion coefficient is the first-order coefficient of the
Taylor expansion. Following this reasoning, Fick’s law is expected to break at a high enough
concentration gradient. Luckily, at least for the liquid case, the concentration gradient required
results in a local concentration higher than the solubility limit of the salt at room temperature,
and the equation can be carelessly employed.
So far, all equations have been expressed for the general case of multidimensional diffusion.
As repeatedly highlighted in the second chapter, the whole point of physical characterization
was to assess the homogeneity of the device and reduce the modeling to one single dimension,
perpendicular to the deposition substrate. In this simplified framework, Fick’s second law can
be restated as:

∂c

∂t
=

∂

∂x

(
D
∂c

∂x

)
= D

∂2c

∂x2
(3.7)

Where the rightmost equality holds for a constant diffusion coefficient. We can now take the
time to study this partial derivative equation in order to catch the salient feature of its solution
and gain some intuitive understanding of its doing.
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Steady-state solution of Fick’s laws

A steady-state solution is obtained by imposing the equilibrium condition:

∂c

∂t
= 0 (3.8)

It follows from equation 3.7 that the general solution is of the form:

c(x) = A+Bx (3.9)

Intuitively, the only way to have zero curvature is either the constant function or a straight line
everywhere in the domain. The constants A and B are determined by means of boundary con-
ditions. Boundary conditions are necessary because the continuity equation can only describe
what happens inside the domain, and additional information about the external world must be
provided in the form of boundary conditions. Boundary conditions are of two main types: Di-
richlet boundary conditions andNeumannboundary conditions. The former specifies a constant
value of the solution at the boundary (x = xbd), e.g. c(xbd) = 0. The latter provides information
about the first derivative of the solution at the domain edge, e.g.

(
∂c
∂x

)
x=xbd

= 0. When both
Dirichlet and Neumann boundary conditions are given, they are called Cauchy boundary con-
ditions. Dirichlet boundary conditions are usually linked to an infinite source. For example,
diffusion from a big reservoir to a small reservoir can be approximately described as diffusion
from an infinite reservoir to a finite reservoir by restricting the equation domain to the small
reservoir and imposing a Dirichlet boundary condition at the interface between the two. That
type of approximation is particularly useful to reduce the computational burden in 2D or 3D
problems, where the big reservoir would usually account for the major part of the simulated
domain without actually contributing much to the final solution. In fact, only a small variation in
the concentration of the big reservoir is expected.
On the other hand, Neumann boundary conditions are used when the flux of diffusing species
is controlled at some inlet or at some blocking interface. As an example, the end of a container
impeding the diffusion of the ions will be described in terms of the Neumann boundary condi-
tion as a blocking interface:

(
∂c
∂x

)
x=xbd

= 0, that is to say, nothing can transit across the interface.
Quite often, when describing a diffusion problem, we end up with lots of boundary conditions.
Actually, the number of boundary conditions necessary to completely specify the problem is just
equal to the number of parameters in the solution. For example, a steady-state 1D problem
needs two boundary conditions to determine the A and B parameters. In the next section, a
strategy to reduce the number of boundary conditions will be proposed. This is quite useful to
collapse redundant conditions and ensure the right number of constraints are provided for the
problem to be solvable.

Transient-state solution of Fick’s laws

Solving a partial differential equation (PDE) can be done following several paths. I will here briefly
propose the kernel approach, which is, frommy point of view, the one grantingmore insight into
the behavior of the equation.
As already pointed out, Fick’s second law is nothing but the heat conduction equation under
disguise. That means that plenty of work and analysis, performed for the heat diffusion, can be
directly inherited to understand ion diffusion.
The kernel approach consists in finding a sort of elementary solution of the PDE in an infinite
domain, e.g., the real number line, for a Dirac delta initial distribution. That is to say, the initial
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condition for the concentration (c(x, t)) reads:

c(x, 0) = C0δ(x) (3.10)

At the beginning of time, the concentration is zero everywhere but at a single point, where it
takes the value C0. The well-known heat kernel for such an initial condition is the Gaussian
distribution:

c(x, t) =
C0√
4πDt

e−
x2

4Dt (3.11)

Interesting enough, the solution of the diffusion equation is the maximum entropy distribution.
That is to say, the solution represents the loss of knowledge we experience over time about
the position of each ion. At the beginning of time, we knew exactly the position of each ion. The
diffusion, whichwe already identify as a randomwalk process, led to a loss of certainty about the
position. The Gaussian distribution is the maximum entropy, that is to say, the most probable
guess, for estimating the position of the distribution of the ions after a certain time. The effect
of the diffusion coefficient is to determine the rate of knowledge loss. We already linked the
diffusion coefficient with the root-mean-square displacement, and we can nowmore rigorously
derive the relationship by using the kernel solution:

< x2 >=

∫ +∞

−∞
dxx2

c(x, t)

C0
=

∫ +∞

−∞
dx

x2√
4πDt

e−
x2

4Dt = 2Dt (3.12)

Where the distribution is normalized to 1 by the initial distribution constant C0. The solution of
the integral is a well-known mathematical problem, and it is obtained by integration by parts.
The same formula is often used in literature and in textbooks to estimate the diffusion length L
after a certain time τ as:

L2 = 2Dτ (3.13)

The kernel solution was indeed obtained by imposing quite strict initial hypotheses, and in par-
ticular, the most important is not the distribution itself but the extension of the domain. The
domain is assumed to be infinity, that is to say, no matter the time, the distribution will always
havemore space to diffuse. In real life, after a certain time, the diffusing species will encounter a
barrier, for example, the edge of the container, or the electrode, which impede further diffusion.
At that point, the kernel solution won’t be enough to describe the evolution of ions’ concentra-
tion. In fact, the kernel solution is also called the ”short-time solution” because, in real cases, it
is valid only for a time short enough for the domain to be considered infinity. The equation 3.13
is used as a measurement of the validity of the short-time approximation. As long as L2 is much
shorter than the distance (dedge) to the edge of the domain, the kernel equation can be used.
For a more rigorous definition of ”much shorter,” it is always possible to estimate the error by
calculating the quantity of ions that have already reached the (e.g., right) blocking interface and
fixing the ratio of the total quantity of ions equal to the tolerated error e.g., 0.5%:∫ +∞

dedge
dx c(x, t)∫ +∞

0
dx c(x, t)

≤ 0.005 (3.14)

The integral at the numerator does not have any analytical solution for the kernel solution and
is usually called complementary error function (erfc). The numerator is nothing but the integral
of the right half of the ion distribution, and it is always equal to C0

2 . The twin of the erfc is the
error function, which generally reads:

erf(x) =
2√
π

∫ x

0

dy e−y
2

(3.15)
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While the erfc is a measurement of the ions that have already ”touched” the boundary, the erf
measures the quantity of ions that are still inside the domain.
After this short excursuswe can come back to the solution, and in particular the general solution
of the diffusion equation for any initial distribution and a finite domain. The extension of the
kernel to an initial distribution of choice is quite straightforward. In fact, no matter what shape
a curve takes, it will always be possible to decompose it into an infinite series of Dirac deltas. As
long as the ions do not interact, each Dirac delta will diffuse on its own, and the final solution
can be computed by convolution of the kernel solution and the initial distribution cinit(x) as:

c(x, t) =

∫ +∞

−∞
dz

cinit(z)√
4πDt

e−
(x−z)2

4Dt (3.16)

Where the value of the initial distribution has the same role as C0 in the kernel solution.
So far, the solution is still valid only for an infinite domain or a short time. In order to get the
general solution, we need to use the separation of variables on the initial equation by assuming
the solution to be in the form c(x, t) = f(x)g(t) and recasting the equation as:

∂f(x)g(t)

∂t
= D

∂2f(x)g(t)

∂x2
(3.17)

f(x)
dg(t)

dt
= Dg(t)

d2f(x)

dx2
(3.18)

1

Dg(t)

dg(t)

dt
=

1

f(x)

d2f(x)

dx2
= −k2 (3.19)

(3.20)

Where the last constant −k2 is expressed to make sure it is negative and to avoid divergent
solutions (positive time derivative). The time solution is easily solved by the familiar Gaussian
distribution:

g(t) = g0e
−k2Dt (3.21)

While the space-dependent solution is nothing but the well-known wave equation, and its gen-
eral solution can be expressed, in a finite domain, as an infinite Fourier series:

f(x) =
∑
n

(ansin(knx) + bncos(knx)) (3.22)

The complete solution is, then:

c(x, t) = f(x)g(t) =
∑
n

(ansin(knx) + bncos(knx))e
−k2nDt (3.23)

Where the constant g0 is absorbed in the Fourier coefficients an and bn. The coefficients are then
determined by means of boundary conditions.
Before focusing on the application of the diffusion equation to real physical systems, I will end
this section by introducing a strategy to reduce the boundary conditions to independent condi-
tions only. This can be done by introducing a new variable η = x√

(t)
. This variable substitution

is called the Boltzmann transform and reduces Fick’s second law into the following ordinary dif-
ferential equation:

−1

2
η
dc

dη
=

d

dη

(
D
dc

dη

)
(3.24)
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Let’s consider a set of boundary conditions for a diffusion problem where two semi-infinite do-
mains at concentrations c′ and 0 are brought into contact at x = 0:

c(x > 0, 0) = c′ (3.25)

c(x < 0, 0) = 0 (3.26)

c(x→ +∞, t) = c′ (3.27)

c(x→ −∞, t) = 0 (3.28)

And in terms of η they reduce to:

c(η → +∞) = c′

c(η → −∞) = 0

That is exactly the right number of independent constraints to solve the 1D equation.

1.2 Diffusion in metallic solids

I will now apply Fick’s diffusion law to more specific cases, which are important in the modeling
of electrochemical cells. In the introduction, we already identified different classes of materials
according to the chemical reaction at the interface (alloying and intercalating electrodes) and
according to their electrical conductivity (electrodes and electrolytes). The present section fo-
cuses on diffusion in electrode materials for both alloying and intercalating reactions. The two
materials actually differ not only at the interface level but also in the diffusion process, which is
slightly different in the two cases. The common point is the electronic conductivity of the diffu-
sionmatrix, that is to say, not only the ion-ion interaction can be discarded, but also imposing an
external electric field does not result in any effect on the ions. This can be easily understood in
terms of the skin effect: the electric field in a conductor is concentrated outside and on the first
few nanometers of the surface of the conductor. If the electric field cannot penetrate inside the
electrode, it cannot interact with the ions’ motion. It should be noted that the ion-ion interaction
hypothesis is somehow core to the treatment of the diffusion problem. In the present section,
we will also analyze the consequences of non-negligible interaction on the formulation of the
diffusion problem.

Component diffusivity in the case of binary alloy

Let’s start by analyzing the problem in the case of an alloying electrode. An important point
to remember when dealing with this kind of electrode is to consider not only the atoms being
added asmobile species, but also the base alloyingmetal. If it is true that lithium diffuses inside,
for example, aluminum, the opposite is also true. This process is called interdiffusion and is a
bit trickier to treat with respect to simple diffusion. In the end, we would like to express the
problem in terms of lithium diffusion alone, but in order to do so, we have to somehow include
the simultaneous diffusion of the alloying metal in the equation. The reason to do so is that,
by considering lithium diffusion alone, we are somehow assuming the other metal to act as a
diffusion matrix. But from the final perspective, the diffusion matrix should be at rest while the
lithium diffuses around. Because both are moving, it’s like the lithium is diffusing in a mobile
matrix. From the lithium reference frame, of course, the diffusion does respect Fick’s law, and
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we can write the one-dimensional Fick’s first law for each of the two diffusion species as:

J1 = −D̃1
∂c1
∂x

(3.29)

J2 = −D̃2
∂c2
∂x

(3.30)

Where c1 and c2 are the molar concentrations of the two metals But in the new frame of refer-
ence, where the metal matrix is fixed and only the lithium diffuses, we have to include the drift
of the matrix inside the diffusion equation of lithium, which is restated as:

J1 = −D̃1
∂c1
∂x

+ c1v (3.31)

Where v is the local speed of themetalmatrix. Or alternatively, from the alloyingmetal reference
frame:

J2 = −D̃2
∂c2
∂x

+ c2v (3.32)

In order to link the metal matrix velocity with the actual diffusion of the alloying metal, we need
a very important hypothesis, which we already state, to hold: no volume change with compos-
ition. Only under this assumption is it possible to write a relationship between the two molar
concentrations at any composition:

c1 + c2 = c0 =
1

Vm
(3.33)

Where Vm is the molar volume of the alloy. We can now apply Fick’s second law to c0:

∂(c1 + c2)

∂t
= − ∂

∂x
(J1 + J2) = 0 (3.34)

Whichmeans J1+J2 = A is constant. Because at the diffusion boundaries (either at infinity or at
the blocking interface), the flux must go to zero, hence A = 0. The condition J1 = −J2 is nothing
but the condition for the diffusion in the two diffusionmatrix reference frames to be equivalent,
which is indeed the aim of changing the reference frame. At this point, we can then equate the
diffusion in the two new reference frames to find the matrix drift velocity:

− D̃1
∂c1
∂x

+ c1v = D̃2
∂c2
∂x

+ c2v (3.35)

v =
1

c1 + c2

(
D̃1

∂c1
∂x

+ D̃2
∂c2
∂x

)
(3.36)

By defining the mole fraction Ni = ci
c1+c2

, and using the constant volume hypothesis (
∑
iNi = 1)

the velocity can be expressed as:

v =
1

c1 + c2

(
D̃1

∂c1
∂x

+ D̃2
∂(c0 − c1)

∂x

)
(3.37)

c0 derivative is zero, and back to equation 3.31 we can express the diffusion from the point of
view of the matrix reference frame as:

J1 = −D̃1
∂c1
∂x

+N1

(
D̃1

∂c1
∂x

− D̃2
∂c1
∂x

)
= −(N2D̃1 +N1D̃2)

∂c1
∂x

(3.38)

So in the new frame of reference, the apparent diffusion coefficient of lithium alone, called in-
terdiffusion coefficient is:

D̃ = N2D̃1 +N1D̃2 (3.39)

That means that in an alloying electrode, the actual diffusion coefficient differs from the self-
diffusivity D̃1 of lithium.
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Even if this theoretical analysis is a good starting point, it can be rarely applied to real cases.
Large volume variations typical of alloying electrodes invalidate both Fick’s law and the derivation
of the apparent diffusion coefficient. The inclusion of such effects is described in the coming
sections.

The effect of chemical potential

Experimentally, in both alloying and intercalating electrodes, the diffusion coefficient is often
a function of the intercalation fraction. That means that locally (around an equilibrium point),
the diffusion still proceeds along the concentration gradient, but the speed of the diffusion is
a function of the particular equilibrium point. Unfortunately, that is the best-case scenario. In
not-so-rare cases, Fick’s law is found to be actually false: diffusion takes place in the presence
of a zero concentration gradient or against the diffusion gradient. Why that happens and which
Fick’s law hypothesis is violated in these cases is the topic of the present section.
The culprit is the non-interaction particle hypothesis, of course. In particular, the hypothesis
wasn’t restricted to interactions between ions but also between ions and the diffusion matrix.
While the first part of the hypothesis can be considered quite valid in the case of metallic mat-
rix due to the electronic screening, the interaction of the diffusing species with the matrix can
hardly be disregarded. When the diffusion coefficient was first defined in terms of jump probab-
ility, the energy barrier of the matrix was one of the main ingredients. Of course the matrix acts
on the ions, but because for each force, an equal and opposite force is acting, the same is true
for the ions, which exert a force on the matrix. What we may expect is that the diffusion coeffi-
cient will vary as a function of the stoichiometry because, by varying the number of particles, we
also change the matrix. That is indeed the first case where Fick’s law is still locally valid, but the
diffusion coefficient varies with the stoichiometry. Sometimes the interaction between the ions
and the matrix is so strong that the nearby ions ”sense” each other by means of the mediated
interaction with the diffusion matrix. In such cases, Fick’s law is observed to be invalid at the
local scale. It should be noted that in the liquid case, the interaction between the ions and the
matrix, which is the liquid solvent, is far weaker and Fick’s law is usually valid.
A more robust formulation of diffusion in solid is needed to account for these cases. We ex-
pect it to be reduced to Fick’s law under appropriate conditions. In order to do so, we need to
restart from the beginning, ignoring the microscopic mechanism of diffusion and focusing on
a statistical treatment only, that is to say, we ask His Majesty the thermodynamics to comes to
the rescue. As a quick reminder, thermodynamic is based on the following simple mathematical
argument. Let’s consider a systemmacroscopically characterized by a certain parameter, E. Mi-
croscopically, the system is characterized by a collection of variables, Xn. For each microstate,
that is to say, set of values of the variables Xn, the parameter E will take a value En. We can
group all the microstates with the same value of parameter E, because we will not be able to
and/or are not interested in distinguishing them apart. Let’s Nn be the number of microstates
with the same macroscopic state, En. For each macroscopic state, we define the entropy of the
state as:

S(En) = lnNn (3.40)

The logarithm is just for convenience, in order for the entropy to be additive: when two systems
with entropy S1 and S2 are united, the entropy of the new system is the sum of the entropy of
two smaller systems: S = S1 + S2. As a matter of fact, for two systems to have the exact value
En, it means that there is a subset of Xn parameters that can be exchanged between particles
without modifying the parameter E. Combinatorics teaches us that we expect the number of
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microstates to be proportional to the factorial of the number of particles times the number of
exchangeable parameters. In general, we can call n, the number of degrees of freedom, the
product of the number of particles and of parameters. Then, a macro-state with n degrees of
freedom should be realized by means of any the n! equivalent microstates.
Everyone knows that a system at equilibrium tends tomaximize entropy. Statistically, what hap-
pens is that the system with the higher entropy is indeed the most probable, and by observing
the system, we will almost always find it in the macro-state En with maximum entropy. But
what ”almost always” actually means. It is indeed quite straightforward to be convinced of the
principle by a simple calculation. As the number of degrees of freedom is proportional to the
number of particles, in an actual system it is usually on the order of the Avogadro number. That
means that the ratio of the number of microstates between two macro-states with only one
degree of freedom of difference will be n!

(n−1)! = n. That is to say, the macro-state with one ad-
ditional degree of freedom is NA ∼ 1023 time more probable!
Convinced or not by this over-simplified reasoning, systems domaximize entropy when passing
from a non equilibrium state to an equilibrium state. In general, entropy variation is not such
an easy quantity to measure and Gibbs free energy (G = U −TS+ pV ) or Helmholtz free energy
(F = U − TS) are preferred. In the end, entropy maximization is equivalent to free energy min-
imization.
What was the purpose of this thermodynamic amusement, you may ask. The point was to lay a
solid foundation for the following. Let’s go back to the diffusion problem. In particular, let’s con-
sider two sub-systems, A and B, with NA and NB ion concentration and GA and GB Gibbs free
energy. We want to know if the particles will migrate from system A to system B. Statistically
speaking, we expect to observe a migration of particles from system A to system B if the total
Gibbs free energyG = GA+GB decreases during the transition. When an infinitesimal quantity
of particles dN is displaced from A to B, the Gibbs free energy will vary accordingly:

dGA = −
(
∂GA
∂N

)
p,T

dN = −µAdN (3.41)

dGB =

(
∂GB
∂N

)
p,T

dN = µBdN (3.42)

dG = dGB + dGA = (µB − µA)dN (3.43)

Where µi is the chemical potential of each sub-system. Assuming µA > µA at t-zero, themigration
from A to B will continue until µB = µA. This is indeed the condition for the minimization of the
total Gibbs free energy:

dG

dN
= (µB − µA)dN = 0 (3.44)

It must be noted how the condition for global minimum does not imply local minima for the two
subsystems (µi ̸= 0) but instead a weaker constraint of constant chemical potential.
We are then ready to reformulate the diffusion equation in a much general form, by exploit-
ing the chemical potential gradient instead of the concentration gradient as a driving force of
diffusion:

J = −cD∇µ
RT

(3.45)

Where the gas constant is used to convert the chemical potential (Jmol−1) to pure number and
get the flux expressed in molm−2 s−1. The termM = D

RT is called mechanical mobility and has
the unit of m2mol s−1 J−1.
As for Fick’s law, this formula is a first order Taylor expansion of the ion flux around an equilib-
rium point. The diffusion coefficient may still vary as a function of concentration, but the law
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itself is always locally valid. We can also see how the new formulation can be reduced to Fick’s
first law:

J = −c D
RT

∂µ

∂x
= − D

RT

∂µ

∂ ln c
∂c

∂x
= −Dθ(c)

RT

∂c

∂x
= −D̃ ∂c

∂x
(3.46)

Where θ(c) is the enhancement factor introduced in the first chapter (eq. 1.13). Diffusion against
concentration gradient appears when θ(c) < 0, while diffusion in the absence of concentration
gradient is caused by discontinuity in the derivative of µ. Ifmu is not differentiable with respect
to concentration, the substitution in equation 3.46 cannot be performed. Discontinuity in the
chemical potential is associated with phase transition, which is the topic of the next subsection.

Handling phase transition

Phase transformation is a hot topic in the field of battery modeling. The main reason is the gen-
eral invalidity of most of the dynamic formulations of the diffusion problem inside the phase
transition region. That is to say, when two phases with different thermodynamic properties are
present at the same time inside themodeling domain. In the previous section, we saw that Fick’s
equation itself is no longer valid at the phase boundary region: even if at equilibrium the chem-
ical potential is constant across the two phases, its first derivative usually shows a first-order
discontinuity with respect to concentration. The general problem is composed of two different
sub-problems: nucleation of new phases and expansion of new phases.
During phase nucleation in the domain, a sudden split in concentration is experienced. That is
to say, an ion-rich and an ion-poor phase form by separation. It is actually possible to mimic
this separation with a sudden drop in the diffusion coefficient. In the first chapter, the phase
transition plateau was in fact linked to a large drop in the diffusion coefficient. This approach
does actually work for the dynamic simulation of phase transitions, but it won’t model prop-
erly neither the relaxation of the phase boundary nor the formation of the two phases from
the quenching of a melt. In fact, the phase transition is only induced by the dynamic but does
not actually involve any modeling of the interface energy between different phases. Expressed
differently, the interface between the two phases will be unstable, and given enough time, the
model based on the diffusion coefficient alone will relax into a single phase with homogeneous
concentration. In the actual phase transition, the two phases are at thermodynamic equilibrium,
and intermediate stoichiometry phases are not stable.
In order to actually model the interface energy contribution, a higher-order expansion of the
chemical potential is a possible solution. This approach is mainstream in the literature and is
usually referred to as Cahn-Hilliard Model [7]. Whenwe defined the chemical potential, the impli-
cit hypothesis, which is actually valid for any standard thermodynamic analysis, was equilibrium.
This implies maximum entropy, or minimum Gibbs free energy, and authorizes a first-order ex-
pansion of any quantity of interest. Actually, the condition is usually even stricter, and we should
talk of stable equilibrium. This further condition implies that small variations of the thermody-
namic quantity are suppressed, and the system does not move from the equilibrium position.
In the case of phase transition, the system is actually very sensitive to small variations, for ex-
ample, fluctuations in concentration. If the phase transition threshold is crossed, the systemwill
drift far away from the initial equilibrium point, which is indeed an unstable equilibrium. Under
those conditions, it is then necessary to consider higher-order terms in the Taylor expansion
of the local Gibbs free energy. In particular, the higher-order terms with respect to the spatial
position.
In the previous treatment, we considered the transport of a dN between two domains andwrote
the total Gibbs free energy as a function of the local concentration alone. We were disregarding
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any interaction at the boundary between the two domains, assuming that we were able tomove
the atoms back and forth for free. In order to account for the extra interface force during phase
transition, the total Gibbs free energy G should be rewritten as:

G =

∫
V

dV g =

∫
V

dV g0(c) + k1∇c+ k2∇2c+ k3(∇c)2 + ... (3.47)

Where g is the new local Gibbs free energy and g0(c) is the usually local Gibbs free energy. By
considering the term up to the second order and applying the Gauss theorem, the equation is
reduced to:

G =

∫
V

dV g0(c) + k(∇c)2 = G0(c) +

∫
V

dV k(∇c)2 (3.48)

k represents the interaction energy at phase boundaries and determines whether phases are
miscible (k ≤ 0) or not (k > 0). At this point, it is enough to retrace the same reasoning of
the previous section to obtain the driving force of diffusion. The first term, G0(c), is nothing
but the former Gibbs free energy and will account for the standard Fickian diffusion term. The
second term introduces the typical cubed term of the Cahn-Hilliard formulation, and the new
1D diffusion equation reads:

J = −cM ∂µ

∂x
− 2ckM

∂3c

∂x3
(3.49)

The same result is obtained by direct introduction of the generalized chemical potential w in
equation 3.46.

w = µ(c) + 2k
∂2c

∂x2
(3.50)

I avoided on purpose the whole mathematical treatment of the Cahn-Hilliard problem because
I will not use it in my formulation. Notwithstanding, the model is often encountered in the lit-
erature, and an introduction to the subject is due to carry on a proper critical review of the
bibliography.

1.3 Diffusion in dielectric solids

It is now time to adapt the diffusion equation to the last component of the electrochemical cell:
the electrolyte. The main difference with respect to the electrode is the electronic conductivity
of the electrolyte, which at this stage we will consider to be near zero. As a consequence, an
external electric field will be able to permeate the interior of the material and interact directly
with the ions. It must be noted how the ions are still considered neutral with respect to each
other; that is to say, we are not questioning the non-interaction hypothesis between ions. In fact,
in the first chapter, ion neutralization by crystal structure relaxation was introduced in order to
justify this hypothesis. In the case of an external field, the ions are still considered independent,
and the diffusion is based on a random walk. As a matter of fact, the effect of the electric field
consists of adding a bias to the direction of the random walk by decreasing the energy barrier
in the direction of the electric field and increasing the one in the opposite direction. In Figure
3.1 a pictorial representation of the effect of a constant electric field on the potential landscape
seen by an atom is reported. The atom will move in the direction of the field due to a higher
jump probability in one direction, but the intrinsic jump probability, that is to say, themechanical
mobility, or the rate at which an atomwill try to jump, is still linked to the Boltzmann distribution.
We then expect the flux of ions, linked to the electric field, to still be proportional to the very same
self-diffusivity introduced for the random walk.
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Eext= E0
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dGleft
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Figure 3.1: Effect of an external electric field on the potential profile. Gion is the Gibbs free energy
(function of temperature and composition) of ions, while dGleft anddGright are the energy barriers
each ion needs to overcome to jump to adjacent sites.

Charge particles in an electric field

Instead of trying to verbosely express the physics, it may be a much better strategy to just come
back to the definition of Gibbs free energy and chemical potential and try to modify it in the
case of an external electric field. The simplest way to introduce this additional effect is to recall
the formal definition of the chemical potential and get some more sense out of it. The chemical
potential is the variation of the Gibbs free energy when the local concentration of particles is
modified at constant pressure and volume. It can be seen as the energy required to bring an
extra particle from infinity into the subsystem.

µ =

(
∂G

∂N

)
p,T

dN (3.51)

In the presence of an external electric field, when bringing an ion (positively charged) from in-
finity, where the electric potential is set at zero, to inside the subsystem, an extra energy term is
expected to appear. If we define the electric potential ϕ inside the subsystem and ze0 the charge
of the ions as amultiple of the electron charge, the work done to bring the charge from infinity is
ze0ϕ. The total Gibbs free energy is then the energy to add the neutral particles plus the energy
to add the charge, and the electrochemical potential can be introduced as:

µ̃ =

(
∂G

∂N

)
p,T

dN = µ+ zFϕ (3.52)

Where F is the Faraday constant used to convert the equation in terms of Jmol−1. Because it
is actually the Gibbs free energy and not the chemical potential itself that determines the ions’
migration, it is possible to directly substitute the electrochemical potential inside the diffusion
equation as the new driving force in the presence of an external electric field, obtaining the
so-called drift-diffusion equation:

J = −c D
kT

∂µ̃

∂x
= −c D

kT

∂

∂x
(µ+ zFϕ) = −D̃ ∂c

∂x
− czF

D

kT

∂ϕ

∂x
(3.53)

The diffusion equation is now characterized by two terms, the first accounting for diffusion by
chemical gradient and the second linked exclusively to the external electric field. In particular,
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it is common to redefine the coefficient for the second term under the form of an electric con-
ductivity as:

σion ≡
(
zFJ

E

)
∂µ
∂x=0

= c(zF )2
D

RT
(3.54)

Where the electric field is defined as E = −∂ϕ
∂x . The unit of measure of σion is Sm−1, as already

reported in the electrolyte review of the first chapter. We can see thatD and σion even if related,
actually differ. In particular,D is an intrinsic property linked to the potential landscape inside the
crystal, and it should not vary with the concentration (unless other effects take place). Instead,
the very definition of σion incorporates the ion concentration. That means that two samples of
the same electrolyte with the same diffusion coefficient, may show different electric conductiv-
ities if the concentration of mobile lithium is different. Moreover, because the definition implies
a zero chemical gradient, the enhancement factor does not have any effect on the value of σion.
The derivation of the electric conductivity is often related to the Einstein relation betweenmech-
anical mobility and self-diffusivity. In general, the Einstein relation is true as long as the energy
follows the Boltzmann statistics, that is to say, the non-interacting particle hypothesis holds true.
Exploiting this link permits one to directly write the drift diffusion equation without actually de-
fining the electrochemical potential (see [8]), but is nothing more than a shortcut with respect
to the complete treatment of the problem.

Ion-ion interaction and dielectric properties

As a final act in the theoretical treatment of bulk physics, it is necessary to sketch a minimum
framework to take into account the ion-ion interaction. So far, this effect has been disregarded
by invoking crystal relaxation as a mechanism to mask the electric charge of an ion. Notwith-
standing, the material is not conductive, and for large accumulations, it will not be able to com-
pensate for the charge imbalance. As a result, locally, there will be a net charge accumulation or
depletion. In order to avoid calculating the single ion-ion interaction, the best option is to exploit
a mean field approach. In fact, from the point of view of each ion, the electric field generated by
a volume with a large charge accumulation has the same effect as an external electric field. We
may exploit Poisson’s equation to link the local charge density ρ with the lithium concentration
and the induced electric field Eind:

∇ · ⃗Eind =
ρ

ϵrϵ0
(3.55)

Where ϵ0 is the vacuum permittivity and ϵr is the dielectric constant of the material. As already
pointed out, the dielectric constant includes the effect of screening on the local electric charge
due to crystal relaxation. In general the dielectric constant is a function of the excitation fre-
quency, as already discussed, but it should also vary as a function of the local charge ϵr = f(ρ).
In fact, we expect a complete screening at very low concentrations and a loss of effectiveness as
the charge density is increased. I will disregard any dependency at this stage.
Concerning the local charge density, it is of course related to the difference between the local
ions’ concentration c(x) and the equilibrium concentration ceq:

ρ(x) = F (c(x)− ceq) (3.56)

The effective electric field to be used in the drift-diffusion equation is the sum of the external
field and the internally induced field, leading to:

J = −D̃ ∂c

∂x
− czF

D

kT
(Eext + Eind) (3.57)

142



It has to be noted how the definition of the electric conductivity implies zero chemical gradient,
hence zero concentration gradient and zero induced field, so the new formulation does not
impact its value.
It should benoted that in the 1D formulation as stated above, the ions do interactwith each other
as long as they do not share the same x-position. The electric interaction is calculated from a
volume element dV acting on another volume element dV , which in the 1D formulation reduces
to dx. But the interaction inside the dV element itself is not considered: we can hypothetically
pile an infinite number of ions into an infinitesimal volume element. In order to avoid such
non-physical behavior, one last modification is necessary to the diffusion equation. So far, we
treated the chemical potential as a given quantity, but we already defined it as a function of the
intercalation fraction for a material with N available sites. Recalling equation 1.4, it is possible
to redefine the electrochemical potential as:

µ̃ = µ+ zFϕ = E0 + kTNa ln
(

xc
1− xc

)
+ zFϕ (3.58)

Where xc = c
cmax

is the intercalation fraction. Even if this expression is valid for non-interacting
ions, it will prevent the infinite accumulation of ions thanks to the explosion of the entropy term
for xc = 0 and xc = 1 (ln → ±∞). The only additional hypothesis is that the sites that can
accommodate the ions are finite. That is equivalent to imposing zero interaction energy up to a
certain threshold (c = cmax) and infinite interaction energy for higher concentrations.
Section three will deal with the estimation of the different material parameters for the cell to be
modeled. In particular, the dielectric constant is needed to include the mean field interaction
between ions and limit charge accumulation. Unluckily, the formulation is quite simple, and the
dielectric constant hides lots of hypotheses and different effects. For this reason, it should be
regarded as an ”effective” parameter used to deal with multiple complex effects.

Variation of self-diffusion coefficient with intercalation fraction

So far, we have described how the chemical diffusion coefficient and the diffusion equation are
influenced by stoichiometry and their effects on the motion of ions. More precisely, the motion
of ions under small perturbations of equilibrium. The variation in the diffusion equation comes
from the variation of the first derivative of the chemical potential with respect to the equilibrium
point. But what about the self-diffusion coefficient? It was derived under equilibrium conditions,
that is to say, constant chemical potential. Thatmeans that all the effects so far described do not
impact the self-diffusion itself. Notwithstanding, it must be noted that in the first chapter, when
it was derived, the treatment concerned a single ion: we described the self-diffusion, or the
random walk, by means of a jump attempt frequency and a successful jump rate. The number
of jumps per second was defined as the product of the attempt times the success rate. The
attempt frequency is linked to thermal motion and is not expected, at first order (no ion-ion
or ion-matrix interactions), to vary with the intercalation fraction. Instead, the probability of
success must depend on the availability of free sites nearby. Even if they do not interact, it is
impossible for two ions to occupy the same site. It must be noted that we are talking about
free sites for diffusion. If the diffusion is based on thermally generated interstitial defects, it is
impossible to reach saturation of the diffusion sites; it would mean that all the crystal atoms are
in the interstitial position, which is absurd. On the contrary, in the case of diffusion by vacancy,
as for most intercalation cathodes, the saturation of the diffusion sites is the initial state when
the crystal is completely filled with ions. More correctly, in the case of an electrode, as soon as
the lithium is de-intercalated, the vacancy density is dominated by the stoichiometry, and the
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thermally generated defects are negligible. In order to account for this effect, an extra term
linked to the intercalation fraction (xc) should be added to the definition of the self-diffusion
coefficient. In particular, for an intercalating electrode, it is expected to vary as [9]:

D = (1− xc)D0 (3.59)

Once again, this relationship has nothing to do with the chemical potential or the diffusion pro-
cess treated so far. It is the intrinsic variation of the self-diffusion, at equilibrium. It may be
confusing that free sites are counted twice, once in the chemical potential (eq. 3.58)and once
in the self-diffusion. Actually, the two refer to very different effects. In particular, the former
is used to describe the difficulty of finding a free site when an ion is introduced from the outer
world: when an ion is brought from infinity to inside the crystal, if the crystal is already filled, it
takes a lot of time (and work) to find an available site. In the former, the number of ions is fixed,
and the phenomenon under description is their thermal agitation. Stated differently, one refers
to the motion of ions between two subsystems at different chemical potentials, and the other
to the motion of ions inside a subsystem at equilibrium.

1.4 Review of drift-diffusion model for solid-state batteries

Before switching to interfaces, I will briefly review the literature on bulk modeling. The focus is
not on the results or the strategy to get to the solution, but the choice of equation itself. Most
of the papers model all domains at the same time, and modeling choices in different domains
often influence each other. Notwithstanding, I preferred to review each domain separately for
a more clear comparison.

anode

Alloying and plating anodes are very difficult to implement in the standard framework so far de-
veloped due to the large volume expansion and its effect on the diffusion problem. In fact, the
whole thermodynamic treatment is nullified when the constant volume hypothesis is violated. A
second problem related to volume expansion is the large mechanical stress, which depends on
the actual 3D topology of the cell and cannot be reduced to a 1D formulation. As a consequence,
most models just disregard lithium diffusion in the anode bulk [10–12]. The modeling domain
often starts at the electrolyte/anode interface, and the lithium concentration at this interface is
considered constant at any time step. In the case of the lithiummetal anode, as long as the aim
of the model is the static or dynamic performance of the cell and the cycling performance is not
addressed, the assumption is quite reasonable. As a matter of fact, diffusion in alloys is much
faster than diffusion in intercalation materials; hence, the anode is rarely the limiting factor for
dynamic performances. On the other hand, it is often one of the main responsible for capacity
decay during cycling.
Some works are available in the 2D domain and try to follow the lithium plating evolution for the
lithiummetal anode [13–15], but theymainly refer to the liquid configuration, where no external
mechanical constraint is imposed on the lithium growth.
Concerning the effect of volume expansion in alloying and intercalating anodes and the resulting
stress on the lithium diffusion, the literature is quite vast (here a small selection to dig into the
topic [16–20]), but concerns mainly single particles analysis to be exploited in the framework of
composite electrode according to the porous electrode theory [21]. In general, the adopted solu-
tion is the inclusion of an extra term in the definition of the chemical potential of the electrode,
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which accounts for the stress energy:

µ = E0 + kTna ln
(

xc
1− xc

)
+ Estress (3.60)

A review of the main equation for the stress energy can be found in the textbook of Bishop et
al. [22]. A very popular formulation under the assumption of small elastic deformation is:

Estress = −Ωσh (3.61)

Where Ω is the partial molar volume and σh the hydrostatic stress.
Recent works are also dedicated to all-solid-state batteries [23–27], but the here proposedmod-
els do not differ from the ones used for single particles. As a general concern, these models
do not consider the variation of thermodynamic properties with respect to the intercalation
fraction. In fact, the very same hydrostatic stress is expected to vary during intercalation, and
equation 3.61 is a linearization around an equilibrium point. Even if the small stress hypothesis
greatly simplifies the expression of the total Gibbs energy, it is, in the end, quite useless for the
majority of anodes, which exhibit large volume variation. Measurement of the evolution of the
Gibbs free energy at different intercalation states and its direct implementation in the definition
of the chemical potential are still the best options for a reliable model implementation. I will
return to this subject during the definition of my own model in the third section of the present
chapter.

cathode

Residing on the bright side of themoon, cathodes are quite straightforward tomodel in the con-
stant volume thermodynamic framework. The main discrepancy found among different works
is the handling of the chemical potential and the variation of the diffusion coefficient as a func-
tion of the intercalation fraction. Concerning the LiCoO2 itself, the model is sometimes defined
with a constant diffusion coefficient [10]. In the result section, I will extensively comment on the
effect of this choice on the simulation results. More often, the variation of the diffusion coef-
ficient is experimentally determined and used as a stand-alone parameter in Fick’s equation
[11, 28, 29]. This approach exploits the decomposition of the diffusion equation as reported in
equation 3.46. Another possible variation of the diffusion equation is the explicit insertion of the
ion-ion interaction term inside the definition of the chemical potential instead [12, 30]. In this
case, the equation is cast in terms of µ and the interaction is expanded as a first-order function
of the lithium concentration as follows:

µ = E0 + kTNa ln
(

xc
1− xc

)
+RTχ(1− 2xc) (3.62)

Where χ is the first-order interaction energy term. The extra energy here defined is centered,
as the entropy, at xc = 0.5, in order to preserve the chemical potential symmetry. Higher-order
expansion is also possible but is not quite a popular choice due to the need for careful determ-
ination of multiple parameters [31].
An alternative formulation exploits the Cahn-Hilliard theory presented previously to account for
phase transitions and phase separation. During the years, it has been extensively applied to
both LiFePO4 and LiCoO2 cathodes modelling [30, 32–36]. The model provides a hard transition
dynamic with stable phase boundaries. The price is the extra k parameter which cannot be dir-
ectly measured and is usually fitted to obtain the desired charge/discharge profile. I will add
extra commentary onmy choice not to use this formulation at the end of this chapter and in the
following one.
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electrolyte

Concerning the electrolyte domain, equation 3.58 is broadly employed with some minor modi-
fications by the whole literature. A common variant is obtained under the approximation of
”diluted solution”, by considering xc ∼ 0 [33, 37]. This formalism comes from the liquid electro-
lyte domain. In this context, ”diluted solution” corresponds to a non-interacting condition that
is in fact satisfied at a low ion concentration. Notwithstanding, the applicability of such simpli-
fication in the case of equation 3.58 is harder to justify for two main reasons. First, the equation
was already derived under the zero ion-ion interaction hypothesis. Second, in liquid electrolyte,
the screening capability of the solvent is much stronger than that of the solid electrolyte crystal;
hence, even at very low concentrations, there is no guarantee for a complete screening in the
second case. As a matter of fact, it is not straightforward to estimate the value of cmax for the
solid electrolyte, as I will show in detail in the section dedicated to parameter identification.
Another common assumption is electroneutrality in the bulk electrolyte. The charge accumu-
lation is artificially forced at the boundary between electrolyte and electrode [12, 28, 29]. Even
if this is the actual behavior of the electrolyte, it is obtained automatically in the steady-state
solution without any additional conditions. On the other hand, when analyzing the system at
high frequency, this constraint will modify the actual behavior of the electrolyte. In fact, it takes
some time for the electrolyte to reach internal electroneutrality through crystal structure relax-
ation. In steady state, this delay may be disregarded, but it is the foundation of the frequency
response of the system.
In the opposite direction, there are works that propose a very complex formulation of the elec-
trolyte electrochemical potential [37] and compare the obtained shape of lithium accumulation
inside the electrolyte to justify such a choice. This approach has two pitfalls. First, the actual
lithium profile is quite hard to probe; hence, the model cannot be validated directly. Second,
complex equations usually require lots of additional parameters, which are fitted by means of
the very same data that are then used to validate the model. For example, you may need to
exploit the bode response to fit the chemical potential. As a consequence, the model with more
parameters will accomplish a better fit andwill be consideredmore accurate, but in the end, that
is just called overfitting. In my opinion, if we don’t want to go deep enough in statistical analysis
to be able to test the accuracy by means of sensitivity analysis, the best option is to follow the
Ockham’s razor and adopt the simplest possible model. As a prize, the great advantages of fast
solutions and fitting couples with ease of analysis. Hiding our ignorance under tons of unknown
parameters is hardly the right answer and will not broaden our understanding of the subject.

2. Butler-Volmer Equation for All-solid-state Batteries

Once the treatment of bulk physics is complete, the last ingredient to add to the model is the
reaction dynamic at the boundary between the electrodes and the electrolyte. Electron and
ion transfer reactions were anticipated in the first section as the two reaction mechanisms in
plating, alloying, and intercalating electrodes. Both are electrochemical reactions, meaning that
electrons are exchanged. There is a major difference between classical chemical reactions and
electrochemical reactions. In the former, two substances colliding with enough energy react to
form new products, and the chemical bonds change in type and nature. The reaction dynamic of
such a process is controlled by the thermal energy of atoms (vibrational, rotational, etc.), which
permits breaking the old bond and forming new ones. As a result, temperature is the key para-
meter to control the reaction speed. On the other end, the latter is based on the transition of
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electrons between different quantum states. Even more interesting, the two actors in the reac-
tion (the oxidizing and the reducing species) never come into contact with each other. The reac-
tion is mediated by the electrode, which is in charge of shuttling electrons back and forth from
one species to the other. Once the atoms are close enough to the electrode for the electrons
to tunnel to or from the electrode surface, the thermal motion of the atoms can be completely
disregarded. In fact, electron tunneling is much faster than any thermal motion associated with
molecules, which are immobile from the electron perspective. As a consequence, the problem
is reduced to the study of electrons alone. Temperature is still a parameter of interest because
the energy distribution of electrons does depend on it, but, as we will briefly discover, there is a
much more interesting way of increasing electron energy.
For a general bibliography, I will suggest the textbooks of Girault [38] and Bockris [2] for the
classical formulation and Schmickler [39] for the intercalating electrode case.

2.1 Classical formulation

In dealing with this last aspect of the electrochemical cell, all the main hypotheses of diffusion
are still valid. In particular, the system is assumed to be at equilibrium, and only first-order vari-
ations of the different thermodynamic quantities will be considered. I will start by deriving the
equation for the reaction rate at the interface between electrode and electrolyte in the classical
liquid framework, and then discuss the necessary modifications to adapt it to the solid-solid
intercalation cell.

Equilibrium at electrode electrolyte interface

The system of reference is composed of a metal electrode and an electrolyte that contains two
species that can be converted one into the other by means of a redox reaction: A+ + e− −−→ B.
The initial concentrations of the two are a0 and b0 and the metal potential is at zero with respect
to the reference at infinity (as for the calculation of the electrochemical potential). An important
point that I will stress again in the next chapter is that at this stage, the whole electrochemistry
takes place inside the solution. The electrode is just a mean to exchange electrons from one
species to another. When the solution and the electrode are brought into contact (see Figure
3.2), the electron in solution and the electron on the metal are not in equilibrium, that is to say,
µ̃m ̸= µ̃s. In terms of Gibbs energy, it is then favorable (maximization of entropy) for electrons to
move from one sub-system to another. For the sake of the analysis, let’s assume that electrons
start jumping from the solution to the electrode. As a result, the concentration of A+ will increase
and that of Bwill decrease for the samequantity. Because the system is so isolated, the electrons
will pile up and generate an electric field. After a short time, a new equilibrium is reached (see
Figure 3.2). Deep inside the solution, the concentration of the two species is the same as in
the initial states, while near the interface, a gradient is present. Because the two species are
charged, the electroneutrality of the solution does not hold near the interface, and a net charge
accumulation of the samemagnitude and opposite sign as the quantity of electrons on themetal
is created. Far from the interface, the two distribution, on the metal and in the electrolyte,
neutralize each other and the electric field is zero. Once equilibrium is reached, zero net current
flows across the interface of electrode and electrolyte. This equilibrium is obtained by a balance
of two currents: one of electrons that from themetal jump into A+ species sites (cathodic current
density jc) and one that accounts for electrons escaping the B site to reach the metal surface
(anodic current density ja). Once again, the two species do not directly interact with each other,
and the two electron populations are independent. The equilibrium condition can be written in
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terms of the two currents density as follows:

jc + ja = jtot = 0 (3.63)

Around the equilibrium point, the current density can be expanded as a function of the interface
concentration and at the first order:

ja = ca(x = 0)kaF (3.64)

jc = −cc(x = 0)kcF (3.65)

Where the first-order coefficients kc and ka are called electrochemical rate constants. Substi-
tuting the first-order expansion in equation 3.63weobtain a relation between the rate constants:

kc
ka

=
ca(x = 0)

cc(x = 0)
(3.66)

The same equilibrium can also be described from the thermodynamic point of view as µ̃m = µ̃s.

Separated interfaces Interfaces in contact Interfaces at equilibrium

Electrode Solution Electrode Solution Electrode Solution

𝑒−

𝑒−

Redox
𝐴+ + 𝑒− → 𝐵

𝐵 → 𝐴+ + 𝑒−

𝐴+ = 𝑎0

𝐵 = 𝑏0

q = 0

𝐴+

𝐵

q

𝐴+

𝐵

q

𝑒−
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Figure 3.2: Evolution of the concentration of oxidise species [A+], reduce species [B] and net
charge density (q) inside the electrolyte solution at themoment of first contactwith the electrode.

Current under equilibrium perturbation

What we are interested in is the variation of the electrochemical rate with respect to the chem-
ical potential. Assuming that the potential is displaced with respect to equilibrium, we expect
a flux to appear in order to counterbalance the external variation. To do so, let’s consider a
reaction taking place at a certain energy ϵ: because electrons can transit (without loss of en-
ergy) only among states with the same energy, only the electrons with the right energy will take
part in the reaction. The reaction dynamic will hence, at first order, be a linear function of the
available electronic states. The mean number of electrons with a certain energy in a system at
electrochemical potential µ̃0 is expressed by the Fermi-Dirac distribution:

< n >=
1

e(ϵ−µ̃0)/kT + 1
≈ e(µ̃0−ϵ)/kT = e−ϵ/kT eµ̃0/kT (3.67)

The equilibrium electrochemical rate will be proportional to the number of available electrons
at the right energy level times a constant, which expresses the probability for an electron to
actually jump from one state to the other. In fact, the first term, which is proportional to the
energy at which the reaction takes place, is the Arrhenius equation: the higher the energy, the

148



fewer the available states.
When the electrochemical potential is varied around the equilibrium point, we assume all quant-
ities are fixed and the increase in the number of jumps per second is uniquely proportional to
the increase in available electronic states (kc ∝ ∂<n>

∂µ̃ ). In particular, if kc0 = kc(µ̃c0) is the cathodic
rate constant at equilibrium, the new rate constant under a perturbation of the electrochemical
potential can be expressed as:

kc(µ̃c) = Ae−ϵ/RgT eµ̃c/RgT = Ae−ϵ/RgT e(µ̃c−µ̃c0+µ̃c0)/RgT = kc0e
(µ̃c−µ̃c0)/RgT (3.68)

TheBoltzmann constant k is substitutedby the gas constantRg = Nak, whereNa is theAvogadro’s
number, in order to express chemical potential in Jmol−1, as in the thermodynamic formulation
of ion diffusion. The same reasoning applies to the anodic rate constant, and the final expression
of the current density under a perturbation of the electrochemical potential is:

j = ca(0)ka0Fe
(µ̃a−µ̃a0)/RgT − cc(0)kc0Fe

(µ̃c−µ̃c0)/RgT (3.69)

Perturbation by means of an external electric field

So far, we have managed to describe the effect of a variation in the electrochemical potential on
the anodic and cathodic currents around the equilibrium point. In practice, the electrochemical
potential can be varied by applying an external electric field. According to the definition of the
electrochemical potential, the variation around the equilibrium point ϕext = 0 is:

µ̃− µ̃0 = ηF (3.70)

η is called over-potential and is the actual extra potential that displaces the reaction. When the
cell potential is measured at equilibrium, the OCV (defined in the first chapter) can be expressed
as:

OCV = − 1

F
µ̃0 = − 1

F
µ0 − ϕ0 (3.71)

Where µ0 is the chemical potential at equilibrium and ϕ0 is the equilibrium electric field linked
to the built-in charge accumulation. An important point to be noted, is that the potential to be
inserted in the definition of the chemical potential, has the opposite sign with respect to the
measured voltage drop between the anode and the cathode. This is relevant when coupling this
equation with the diffusion equation for electrolyte. In fact, if the potential is calculated with
respect to the anode-cathode system of reference, before being inserted in equation 3.52 the
sign must be reversed. More correctly, here we are referring to the half-cell OCV, while the total
OCV presented in the first chapter was considered with respect to the anode-cathode potential
difference (the electrolyte contribution appears in both, and the final value does not depend on
it).
When an external potential Vext is applied, the equilibrium is forced to move to a new position:

Vext = − 1

F
µ̃ = − 1

F
µ0 − Fϕext (3.72)

Where the applied potential is assumed to be small and the chemical potential to stay constant.
The variation is completely absorbed by the built-in field at the interface, and the over-potential
is:

η = Vext −OCV = ϕ0 − ϕext (3.73)

Before integrating the overpotential in equation 3.69 two considerations are necessary. The first
concerns the effect on the two electron populations. As amatter of fact, the effect of the electric

149



field should revert from the electrode to the electrolyte. When the electrode’s electrochem-
ical potential increases, from the perspective of the electrolyte, it is equivalent to a decrease in
potential. The second consideration concerns the link between the external potential and the
actual potential perceived by the electrons. In fact, the ohmic drop will be divided between the
two. In general, wemay expect the potential to be equally split between themetal electrons and
the electrolyte electrons, which is often the case in practice. More generally, an extra parameter
0 < α < 1 can be introduced to model an eventual unbalance and to split unevenly the total η.
Summing up, the variation of the electrochemical potential with respect to the external field is:

µ̃a − µ̃a0 = α(ϕ0 − ϕext)F = αηF

µ̃c − µ̃c0 = (1− α)(ϕext − ϕ0)F = −(1− α)ηF

The expression for the current flowing across the electrode interface under an external potential
is:

j = ca(0)ka0Fe
αηF/RgT − cc(0)kc0Fe

−(1−α)ηF/RgT (3.74)

This equation is referred to as the Butler-Volmer equation. It must be noted that the equilib-
rium condition implies that all quantities remain constant. Equation 3.74 is valid as long as the
extra current does not result in any extra accumulation of electrons or ions at the interface: the
current must be immediately compensated both in the electrolyte and in the electrode. This
is one of the main points to be addressed when transposing the equation to the solid domain,
and in particular for the intercalation electrode, due to the variation of the lithium concentration
during charge and discharge.

2.2 Butler-Volmer for intercalation and alloying electrodes

The equation derived in the first section is valid, at equilibrium, only for a liquid electrolyte and
an inert metal electrode. In the present section, the equation will be modified in order to ac-
count for the intercalation mechanism and the variation of the electrochemical potential of the
electrode during lithium insertion. By chance, the two sets of equations are quite similar, and
even if the liquid formulation is used for intercalating electrodes, only aminor differencewill res-
ult in the general behavior. Notwithstanding, the effect of critical phenomena associated with
phase transition cannot be properly modeled without the solid-state formulation.

Equilibrium for ion-transfer reaction

The difference between electron-transfer and ion-transfer reactions was briefly introduced in
the first chapter. The actual movement of ions in order to accomplish plating, alloying or inter-
calationmakes the actual picture of an electrochemical cell radically different from the standard
derivation of the Butler-Volmer equation. As a matter of fact, as far as the ion motion is con-
cerned, the electron, beingmuch faster, can be completely disregarded. It is instead the dynam-
ics of ions that is the limiting step of the reaction, and the equation must be restated from the
beginning, starting from the energy distribution of the latter.
The transfer can take place as soon as the ions are close enough to the surface. Then, for the
transfer to be possible, the ions require enough energy to break free from the electrode crystal
or the electrolyte coordination cell (both in liquid and solid electrolytes). Then, an available site
on the electrode or in the electrolyte (only in the solid case) is needed for the ions to cross the
interface. The picture is far more complex than in the previous case, and three ingredients are
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necessary for a successful transit: an ion near the surface, enough energy to break the old chem-
ical bonding, and a free site at the arrival. On the last point, in the case of liquid electrolytes,
the situation differs from the solid ones. We already pointed out how the number of ”available”
(non-interacting) sites in liquid electrolyte is basically infinity (above the solubility limit of the
salt), while the ion-ion interaction in solids cannot be easily disregarded. That means that while
in the former case the number of available sites in the electrolyte is of no importance, it should
be considered in the latter.
Starting from the equilibrium condition of equation 3.63, it is possible to rewrite the anodic and
cathodic current density dependency with respect to both the reactant at the interface and the
availability of site at the electrode and electrolyte interface:

ja = c2

(
1− c1

c1max

)
kaF (3.75)

jc = −c1
(
1− c2

c2max

)
kcF (3.76)

Being c1 the lithium concentration at the electrode interface and c2 at the electrolyte interface
and c1max and c2max the available site concentration at the cathode and the electrolyte. The
equation can be adapted for liquid electrolyte by imposing c2

c2max
∼ 0 or for plating of lithium on

lithium by c1 = 1 and c1
c1max

∼ 0. The direct inclusion of the arrival site dependency will prevent
the reaction from continuing even if no sites are available at the interface. This is the counterpart
of the infinite accumulation problem during diffusion, solved by means of the entropy term in
equation 3.58. In both cases, the non-interaction hypothesis for ions is still valid.

Equilibrium perturbation

The derivation of the perturbation current obtained previously is no longer valid for the ion-
transfer reaction. The new problem concerns the study of the ions’ energy distribution, which is
needed to overcome the energy barrier at the electrode/electrolyte interface. Even if the correct
statistic to be used is now the Bose-Einstein, under the approximation of ϵ−µ̃kT ≫ 1 the density of
state at energy ϵ is the same as for electrons:

< n >=
1

e(ϵ−µ̃0)/kT − 1
≈ e(µ̃0−ϵ)/kT = e−ϵ/kT eµ̃0/kT (3.77)

Which is nothing but the Boltzmann distribution. Now, in the case of ion transfer, we are sup-
posed to consider the whole spectrum of energy and not only the exact amount needed to over-
come the energy barrier. Actually, assuming a classical picture, the reaction-concerned states
(< N >r) are only the ones with an energy higher than the energy barrier Eb, hence:

< N >r=

∫ ∞

Eb

dϵ
1

e(ϵ−µ̃0)/kT − 1
≈ eµ̃0/kT

∫ ∞

Eb

dϵ e−ϵ/kT = Ceµ̃0/kT e−Eb/kT (3.78)

Where C is the integration constant and the approximation condition is (Eb − µ) >> kT . Some-
times the same argument is used in the case of electrons, but electron tunneling should be
included as well: electrons with lower energy also have a chance to cross the barrier. I pre-
ferred to keep the electron discussion as simple as possible because, in the end, I will not use
it in my model. My main point is, in fact, to highlight that the similarity between the two pro-
cesses comes from the same approximation, which reduces the electron and ion statistics to an
identical formulation. Anyway, the two are not bound to be identical.
It is now enough to differentiate the number of reaction states to obtain the variation under
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equilibrium perturbation (kc ∝ ∂<N>r

∂µ̃ ) and following the same steps from equation 3.68 the
expression for the current density is obtained:

j = ja − jc = c2

(
1− c1

c1max

)
ka0Fe

αηF/RgT − c1

(
1− c2

c2max

)
kc0Fe

−(1−α)ηF/RgT (3.79)

The Boltzmann constant is substituted with the gas constant as before. The inclusion of the
electric field is obtained without any modification with respect to the classical formulation. Not-
withstanding, equation 3.79 is still not enough for a real intercalation electrode, as the evolution
of the built-in potential ϕ0 as a function of the intercalation state is missing.

Electrode potential variation with intercalation fraction

Butler-Volmer equation was derived around an equilibrium point, assuming all interface con-
centrations are constant even after the application of the external electric field. As a matter of
fact, the equilibrium position is accounted for by the steady-state reaction rates ka0 and kc0. If
the equilibrium position varies (e.g. large variation of the interface concentration), the two con-
stants should vary accordingly. Even if this is not the case (experimentally), the built-in potential
will change, and the effective over-potential η may change in time. While the effect of the reac-
tion rate should be evaluated case by case in order to decide if it has to be included or not, the
variation of the built-in potential has an exponential effect on the current and cannot be disreg-
arded. By recalling the definition of the over-potential, in the case of a variable built-in field, we
have:

η(c) = − 1

F
(µ̃− µ̃0(c)) = ϕ0(c)− ϕext = Vext −OCV (c) (3.80)

Experimentally, if the external potential is kept constant at Vext the over-potential is expected to
vary with the same shape as OCV (c). For example, If a plateau is present in the electrochemical
potential, a current plateauwill bemeasured during the intercalation of ions as well. In the liquid
framework, the variation of the potential with respect to the local quantity of ions is sometimes
accounted for by means of the Nernst equation, which is nothing but the expression of the
chemical potential of a dilute, non-interacting system used to develop the classical formulation
:

OCV = OCV0 +
RT

nF
ln
(
cc(∞)

ca(∞)

)
(3.81)

WhereOCV0 is the electrochemical potential at standard conditions [38]. Of course, this expres-
sion makes no sense for an intercalating electrode, but in the review section we will have the
possibility to see how it is sometimes adapted for the solid-state formulation. Including equa-
tion 3.80 the general expression for an intercalation electrode and a solid-electrolyte interface
current density becomes:

j = c2

(
1− c1

c1max

)
ka0Fe

α(Vext−OCV (c))F/RgT − c1

(
1− c2

c2max

)
kc0Fe

−(1−α)(Vext−OCV (c))F/RgT

(3.82)
When describing a full cell, each electrode current needs to be described by the equation 3.82.
The total current in the cell will be imposed by a full balance between the two interfaces and
the dynamics of lithium inside the electrolyte. In particular, at equilibrium, the current density
crossing the first electrode (j1), the flux of ions in the electrolyte (Jely), and the current density
crossing the second electrode (j2) will balance:

j1 = JelyF = j2 (3.83)
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This is the same current that will flow on the external circuit, charging or discharging the cell.
The complex balance is determined by the ions’ diffusion (in the electrode and electrolyte) and
interface reaction rate. In particular, the total imposed Vext will be divided between the three
currents. In figure 3.3, a schematic of the voltage drop across the three domains is shown.
The electrochemical potential of the two electrodes (µ̃1 and µ̃2) and inside the electrolyte (µ̃e) is
traced as well. The electric field increase at the two interfaces has to be explicitly calculated to
determine the three currents [40]. In particular, the two effective overpotentials to be used in
the Butler-Volmer equation are:

η1 = ϕ01 − ϕext1

η2 = ϕ02 − ϕext2

While the electric field driving ion diffusion in the bulk electrolyte is:

E = −∇ϕext3 (3.84)

The main effect on equation 3.82 is the decrease of the actual over-potential. The ohmic drop in
each zone is determined according to the equilibrium condition 3.83 and the ion concentration
at the two interfaces. Depending on the limiting factor, the actually measured dependency of
the full cell current density with respect to the applied external potential may follow the Butler-
Volmer equation (j ∝ exp(V )) or the drift-diffusion equation (j ∝ V ). In the latter case, the overall
reaction is limited by the drift in the electrolyte, and the majority of the voltage is absorbed by
it: ϕext3 ≫ η1, η2. In the opposite scenario, the reaction at one of the interfaces is the bottleneck,
and the external voltage is concentrated on the electrode η1, η2 ≫ ϕext3. Those are, of course,
extreme cases when the two dynamics largely differ.
Before eventually assembling the complete model, I will make a small digression to review the
literature about interface reactions for thin-film solid-state batteries.

𝜑02

𝜑01
𝑂𝐶𝑉 Vext = OCV

𝑉 Vext = V

𝜑ext2

𝜑ext1

𝜑ext3

Full cell at equilibrium

Full cell under external polarization

μ01

μ02

μ0e

μ2

μ1

μe

Figure 3.3: Distribution of the external polarisation across the two interfaces and the bulk elec-
trolyte in a full cell.

2.3 Review of electrode-electrolyte interface equation

Three main points are of interest when reviewing the interface modeling for intercalating elec-
trodes and solid electrolytes. The first is how the availability of arrival sites is treated; the second
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is how the over-potential is calculated; and the third is how the variation of the electrode po-
tential with intercalation fraction is included. These three points represent the discrepancies in
the solid-solid formulation with respect to the classical formulation. Examining some publica-
tions on the topic, it will be clear how the three exhibit different levels of general agreement.
In particular, only the second one has a broadly accepted formulation, while the first is usually
disregarded and the third is too often superficially treated. In the following, I will review the
main variations with respect to the formulation proposed so far.

Inclusion of available site on the electrode

The availability of arrival sites is a common aspect of both solid and liquid formulations, as long
as an intercalation electrode is present. Additionally, the solid electrolyte reaction equationmay
require the same term to be included to account for the available sites in the electrolyte. The
inclusion of a limit on the available site in the electrolyte diffusion equation by means of the
electrochemical potential, as proposed by Landstorfer et al. [40] is an intermediate solution
often encountered. The electrolyte current density will be:

je = −M
F

(
RT

1− c2
− 2αc2

)
∇c2 −Mc2∇ϕ (3.85)

Where alpha accounts for the solubility limit of ions in the electrolyte. Even if the final effect is to
limit excessive accumulation at the interface, the whole burden is on the electrolyte’s chemical
potential. As a result, a higher accumulation, and hence a higher electric field, is expected to
develop at the interface to limit the reaction with respect to the complete formulation. If the
vacancy concentration also appears in the Butler-Volmer equation, the accumulation is limited
by both the diffusion and the interface dynamics, resulting in a less extreme interface concen-
tration.
This is anyway a best-case scenario, where at least the solubility limit problem is taken into
consideration. Quite often the arrival concentration is not even discussed, and the classical
formulation is used without modification [10–12, 17, 28, 29]. A major problem in those formula-
tions is the use of the ”average concentration” of lithium inside the electrode in the reaction rate
constant expression. As I will comment more in depth when addressing the use of the Nernst
equation, the average concentration is valid exclusively in the case of the classical formulation
and should never be used for intercalating electrodes. It may be used for the electrolyte poten-
tial in a dilute condition; hence, it does not pose a particular problem in a liquid configuration.
Of course, when dealing with solid electrolytes, it is better not to assume a dilute condition but
instead use the full electrochemical potential, as in 3.85, and let the solver decide.
As a final remark, the simplification of the electrochemical potential was an interesting modus
operandi of the last century in order to reduce the complexity of equations and be able either
to solve them analytically or to reduce the calculation time. Nowadays, the solution of a com-
plete electrochemical potential does not require muchmore time than the solution of simplified
forms, thanks to the increased performance of computers. It is no longer necessary to impose
too strict hypotheses, and the mentality should drift in favor of more complete descriptions
instead of analytically solvable ones.

Calculation of the interface potential

Concerning the actual over-potential η to be used in the equation, most of the literature agrees
on the formula [17, 40–44]

η = ϕs − ϕe − U(c) (3.86)
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Where U(c) = OCV (c) is the equilibrium potential at electrode intercalation fraction c, while ϕs
and ϕe are the extra electric fields in the electrode and in the electrolyte that develop under cell
polarization. The parameter α is then added to unevenly divide the total drop on the anodic and
cathodic currents. At the electrode/electrolyte interface, themodel accounts for both the totality
of the electrons on the metal (as a delta distribution) and a part of the ions’ accumulation in the
electrolyte. The potential would then be discontinuous. In reality, there exists a thin, empty layer
that spatially separates the electrons on the metal from the ions in solution. It is usually called
electrical double layer and is characterized by a linear drop in the electric potential. Once
the double layer is crossed, the electric potential varies according to the ions’ distribution in the
electrolyte. The size of the empty zone is linked to the α parameter, and it is actually a function of
the equilibrium point. In fact, the double layer structure physically resembles the diode capacity
[8] which is known to vary with respect to the charge density at the interface. Intuitively, if a
larger electrondensity accumulates on the electrode, the first rowof ions in the electrolytewill be
attracted closer to the interface. Accumulation mainly depends on the system’s characteristics
and on the current passing through it. If the current is low enough, the double layer thickness
and the α parameter can be considered constants.

Use of Nernst equation for intercalation electrodes

The Nernst equation (3.81), introduced at the end of the previous section, was used in the classic
formulation to link the electrochemical potential measured under certain standard conditions
(temperature, pressure, electrolyte concentration, etc.) to the experimentally measured poten-
tial under different equilibrium conditions. It was also used to account for the accumulation of
ions at the electrode interface. The Nernst equation links the bulk concentration, which is as-
sumed to be equal to the equilibrium concentration, to the standard potential. That is to say,
if the system is relaxed, the equilibrium concentration of the different reducing and oxidizing
species will equal the concentration far from the interfaces. For intercalation electrodes, the
equation is usually modified by taking the average value of the whole domain instead. This is a
more correct formulationwhen the domain is not infinite with respect to the accumulation zone.
Actually, this is less incorrect but still absurd. In fact, the potential of the electrode does not vary
the same way as that of a dilute electrolyte. Once again, the Nernst equation can be used for
the solid electrolyte under the right hypothesis, but will never be valid for the electrode. In fact,
the potential of electrodes can exhibit both fast variations and large plateaus, and taking the
average concentration to estimate the equilibrium potential without explicit use of the OCV (c)

does not make any sense. Most of the authors [10, 17, 19, 45] probably just use the already
developed Butler-Volmer equation (see [38]), where the Nernst equation has already been em-
bedded without considering the particular case under which the formula was developed:

j = j0

(
cR(0)

cR(∞)
eαηF/RgT − cO(0)

cO(∞)
e−(1−α)ηF/RgT

)
(3.87)

Or even worse, the simplified equation where the surface concentration is assumed to be equal
to the concentration in the bulk (low current approximation):

j = j′0

(
eαηF/RgT − e−(1−α)ηF/RgT

)
(3.88)

Where j0 is called exchange current density, because at zero over-potential it is equal to the
anodic and cathodic current being ”exchanged” across the interface.
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3. PDE model and parameters extraction

3.1 Model Implementation

Before starting with the model specification, in Figure 3.4 the geometry and domain division
of the device under study is reported. The x-axis zero is set at the current collector/electrode
interface. The first domain encountered is the LiCoO2 cathode, which is considered a perfect
electron conductor. Both the current and potential applied at the current collector are directly
transposed at the next interface, while the domain is modeled to account for the ion diffusion.
Ion flux is purely diffusive in this zone because the electric potential is constant by virtue of
metallic conduction. The intercalation fraction x1 for Lix1CoO2 is linked to the lithium concentra-
tion c1 by the maximum lithium concentration in the cathode x1 = c1

c1max
. Follows the electrolyte

domain, where both drift and diffusion are modeled. In this domain, the electric potential must
be calculated at each x point by means of Poisson’s equation. The two interfaces between the
electrolyte and the two electrodes account for both the electron accumulation on the metal in-
terface and the redox current by means of the modified Butler-Volmer equation. The cell is
completed by the anode. Even if the cell to be modeled is anode-free, after a few seconds of
charge, the lithium metal anode is formed, and the configuration reduces to a lithium-metal
battery. In the present model, I will consider a metallic lithium anode and not an anode-free
stack. In fact after the first nucleation the two configurations are identical. Metal plating is not
limited by lithium diffusion in the anode but mainly by mechanical constraints on the lithium
expansion. The mechanical effects are of second order in assessing the static and dynamic per-
formance and are disregarded. If cycling is addressed, this simplification is no longer valid. The
bulk lithium anode is hence not modeled; only the interface reaction has to be accounted for.
The anode-current collector interface is fixed as a zero-volt reference for the electric potential
calculation. The electric field drop on the anode-electrolyte double layer must be accounted for
by calculating the charge accumulation at the lithium electrode interface.

𝐿𝑖𝑥1𝐶𝑜𝑂2 Cathode LiPON Electrolyte Li-metal Anode
(Ideal)

𝐿𝑖𝐶𝑜3+𝑂2 ↔ 𝐿𝑖+ + 𝐶𝑜4+𝑂2 + 𝑒− 𝐿𝑖+ + 𝑒− ↔ 𝐿𝑖

x𝑥 = 𝑥𝐿𝑖𝑃𝑂𝑁 + 𝑥𝐿𝐶𝑂𝑥 = 𝑥𝐿𝐶𝑂𝑥 = 0

Lithium solid diffusion

𝐿𝑖

Lithium Ions drift

𝐿𝑖+

𝐼𝑎𝑝𝑝 𝐼𝐶 𝐼𝐴 𝐼𝑎𝑝𝑝

Figure 3.4: Definition of the geometry and domains for 1D simulation of thin-film solid-state
battery.
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Equation set

In the cathode domain (0 < x < xLCO), the variable of interest is the lithium concentration c2
measured in molm−3 The diffusion of ions is modeled by the pure diffusion equation:

J1 = −c1(1− x1)
D1

RT

∂µ1

∂x
(3.89)

Where D1(1 − x1) is the self-diffusion coefficient and µ1 the chemical potential of lithium. At
the current collector interface, the blocking electrode Neumann boundary condition has to be
imposed to prevent further ion diffusion:

J1|x=0 = 0 (3.90)

On the other side, the situation is a bitmore complex. Here two fluxesmeet: J1 from the cathode
and J2 from the electrolyte. The flux of ions allowed to cross the interface J12 is fixed by another
Neumann boundary condition, equal to the reaction current determined by the Butler-Volmer
equation;

j12 = J1|x=xLCO
F = −J2|x=xLCO

F (3.91)

j12 = c1

(
1− c2

c2max

)
kc01Fe

−(1−α1)η1F/RgT − c2

(
1− c1

c1max

)
ka01Fe

α1η1F/RgT (3.92)

Where the convention is a positive sign for the current entering the cathode during charge (ox-
idation of the cathode) to be coherent with the experimental data. Before jumping into the next
domain, a last boundary condition must be imposed on the electric field. The electric potential
drop between the electrode and the electrolyte is fixed by the surface density of electrons (σ12)
according to the Neumann boundary condition:

∂ϕ

∂x

∣∣∣∣
x=xLCO

= − σ12
ϵ0ϵr

(3.93)

The surface charge density on the electrode can be calculated from the externally imposed cur-
rent density jext as:

σ12(t) =

∫ t

0

dt (jext − j12) (3.94)

The latter equation just states that the current entering the cell from the outside is either trans-
formed at the electrode/electrolyte interface into ions or accumulated in the form of a point
charge on the electrode surface. The accumulation is positive when the external current is
higher than the reaction current, and vice versa. The accumulation is then converted into an
overpotential by means of the following equation:

η1 = −σ12Aelec
Cdl12

(3.95)

WhereAelec is the electrode interface and Cdl12 the capacitance associated with the double layer
at the cathode interface according to the formula:

Cdl12 = ϵ0ϵr
Aelec
ddl12

(3.96)

Where ddl12 is the double layer thickness at the cathode interface and ϵr the high-frequency relat-
ive permittivity of LiPON. If the external current is higher than the reaction current j12 a positive
accumulation piles up on the electrode and a negative overpotential is established. According
to equation 3.92 cathodic current increases and equilibrium is reached when jext = j12 and the
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charge accumulation stops.
Switching to the electrolyte domain, the new quantity of interest is the ion concentration c2.
Diffusion is controlled by the equation:

J2 = c2(1− x2)
D

kT

∂µ̃2

∂x
= c2(1− x2)

D

kT

∂

∂x
(µ2 − zFϕ) (3.97)

The sign of the electric potential ϕ is inverted as anticipated in the previous section because
the cathode-anode reference is adopted for the solution of the electric potential (see boundary
condition for ϕ below). The chemical potential of lithium in LiPON can be expressed in terms of
relative concentration x2 = c2

c2max
:

µ2 = E02 + kTNa ln
(

x2
1− x2

)
(3.98)

The last boundary condition at the electrolyte/anode interface equates the electrolyte flux to the
reaction current density j23:

J2|x=xLCO
F = j23 = c2ka02Fe

α2η2F/RgT −
(
1− c2

c2max

)
kc02Fe

−(1−α2)η2F/RgT (3.99)

Where the current is positive when the ions are reduced from the electrolyte and plated onto
the anode. The ions’ concentration at the electrode does not impact the dynamic of the reaction,
as already pointed out.
The electric field must be computed as well in the electrolyte domain. In particular, the Pois-
son equation is used, starting from the charge accumulation with respect to the equilibrium
concentration c2eq:

−∂
2ϕ

∂x2
=

ρ2
ϵ0ϵr

=
F (c2 − c2eq)

ϵ0ϵr
(3.100)

At the right boundary, the electric potential is subject to a double Cauchy boundary condition:

ϕ|x=xLCO+xLiPON
= 0

∂ϕ

∂x

∣∣∣∣
x=xLCO+xLiPON

= − σ23
ϵ0ϵr

Where the charge accumulated on the anode is obtained in the same way as for the cathode:

σ23(t) =

∫ t

0

dt (j23 − jext) (3.101)

and the overpotential is calculated as:

η2 = −σ23Aelec
Cdl23

= −σ23ddl23
ϵ0ϵr

(3.102)

In this case, the accumulation is positive if the reaction current (positive) is higher than the ex-
ternal current (positive). Coherently, the overpotential and the reaction current decrease until
equilibrium is reached. This way, the electric path is closed, and the cell description is com-
pleted. As a closing remark, it should be noted how this formulation is implemented in terms of
an imposed external current. Thatmeans that constant current simulation is the natural charge-
dischargemethod. In order to be able to impose a constant voltage operation, an extra equation
is included. In particular, the voltage control can be simulated by means of a voltage-controlled
current source: the external controller increases the input current until the voltage setpoint is
reached. The simplest integral form for such a control current is:

Iext =

∫ t

0

dt
ϕext − ϕ|x=xLCO

Rs
(3.103)
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Where Rs is a constant (measured in Ω s) used to tune the frequency response of the controller
in order to obtain a stable simulation. The higher the Rs the stronger the controller’s response
to the external input. This parameter is of particular interest when high-frequency simulations
are performed, and the frequency response of the controller may mask that of the system if it
is too slow. In the case of charge-discharge simulation, a value around 1 × 103 Ω s is enough to
ensure a response in the order of a few seconds.

Weak form and COMSOL implementation

To reproduce the partial differential equation model so far defined in COMSOL Multiphysics
and solve it, it has to be converted to an alternative form that is directly compatible with the
particular algorithm sued: the finite element methods [46]. The new formulation, called weak
form, is used mainly to reduce the derivation order of the equation by means of a mathematical
device called the test function: test(x). I will not delve into the details of the weak formulation but
just quickly report the correct form of each of the equations from the preceding section. This
new formulation is not as intuitive to analyze as the integral one, and I preferred to report the
equation set in both forms.
The two diffusion equations in weak form read:

0 =

∫
Ω

∂S

(
test(ci)

∂ci
∂t

− test

(
∂ci
∂x

)
ci(1− xi)

Di

kT

∂µ̃i
∂x

)
(3.104)

Where i = 1, 2 for cathode and anode domains, respectively. Poisson’s equation is reduced by
one derivation order by the same means and is implemented according to:

0 =

∫
Ω

∂S

(
test

(
∂ϕ

∂x

)
∂ϕ

∂x
− test(ϕ)

ρ2
ϵ0ϵr

)
(3.105)

The equations are then inserted into COMSOL by means of theWeak Form PDE interface. The
boundary condition can be directly specified without anymodification with respect to the stand-
ard form of the previous section.
The derivative of the electrochemical potential (∂µ̃i

∂x ) of the cathode and electrolyte must be
defined as variables associated with the appropriate domain in the Definition section of the
COMSOL model interface. These quantities are automatically updated for each computational
step and are coupled among different physics (ion diffusion, electric field) in order to ensure the
self-consistency of the solution. Also, the charge density inside the electrolyte must bemanually
computed from the same COMSOL panel. If the variables are specified multiple times for each
domain, the solver would treat them as different quantities at each time step, and the solution
may not converge.

Mesh and solver parameters

The last step for a complete configuration of the solver is the specification of the mesh and
other solver parameters. The finite element algorithm computes the solution only for a finite
number of specified points in the domain. The mesh refers to the ensemble of such points and
takes the shape of a grid over the domain. At each intersection point of the grid, the solution is
computed, and an extrapolation is used to connect the points and obtain the full solution. The
interpolating function test(x) has already been introduced. For all simulations, the Lagrange
quadratic function was used as the test function. Figure 3.5 reports the mesh as defined for
the 1D cell simulation, I reported the equivalent mesh in 2D for clarity, but the actual mesh
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resembles the x-axis division on the bottom of the image. The LCO is divided into an equally
spaced segment of 200nm, up to the interface with the electrolyte. At the interface, the last
200nm step of themesh is refined with 30 additional points, with distance reducing down to few
pm according to the geometric progression:

an = ran−1 (3.106)

Where r = 100 is called the growth factor. The electrolyte domain is meshed similarly, with the
bulk in constant step and the interfaces following the same geometric progression. The aim of
interface mesh refinement is to keep as light as possible the simulation. In fact, the bulk is not
expected to show very fast variation, and a coarse mesh is enough for the main feature to be
properly simulated. On the other hand, the formation of the electrical double layer and lithium
accumulation in general are expected to be local phenomena, with distribution on the scale of
a few nm. Increasing the mesh quality only in the strategic zone is the optimum way to obtain
a high-quality and fast simulation. Once the mesh is set, the solver can be configured. There

x𝑥 = 𝑥𝐿𝑖𝑃𝑂𝑁 + 𝑥𝐿𝐶𝑂𝑥 = 𝑥𝐿𝐶𝑂𝑥 = 0

𝐿𝑖𝑥1𝐶𝑜𝑂2 Cathode LiPON Electrolyte Li-metal Anode

No mesh

Figure 3.5: Mesh definition for each domain of the 1D simulation.

are three main options at this point concerning the initial equilibrium of the system. In fact, the
system, as defined, is not yet at equilibrium; the built-in charge has not formed yet at the elec-
trode/electrolyte interface. The first option is just to ignore the problem and impose a rest time
of a few seconds before the cell polarization is applied, for the simulation to reach a steady state.
The second option is to first perform a Stationary simulation without any polarization applied,
and then use the result as the initial value for the lithium and electric field distribution in the
Time Dependent simulation. A third option, which I adopted, is to perform a time-dependent
simulation without polarization and use it as a stationary solution. This is in fact equivalent to
the second method, but in this case it is possible to access the temporal evolution during equi-
librium formation, which may be useful for debugging. In COMSOL, even if the simulation does
not converge, it is still possible to access the results before the last converging point for a transi-
ent simulation and try to figure out what went wrong. On the other side, stationary simulations
either converge or do not, and no intermediate results are available.
For all simulations presented in this section, I used, as a non-linear solver, the Constant Newton
method with a minimum of 100 iterations. Relative tolerance was set to 1 × 10−3 and the toler-
ance factor to 1. In the case of high-frequency simulation, the relative tolerance has been varied
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between 1 × 10−4 and 1 × 10−9 until convergence is reached. All parameter splits are realized
with the Parametric Sweep interface.

3.2 Extraction of Drift-Diffusion parameter for the solid Electrolyte

With the model up and running, the last step before starting a simulation is determining the in-
put physical parameters. Starting with the solid electrolyte, threemain parameters are required
to define its bulk properties: the density of mobile lithium c2eq , the ion self-diffusion coefficient
D2, and the high-frequency dielectric constant ϵr. A priori, the model also requires the max-
imum lithium concentration in LiPON c2max, to prevent excessive accumulation. Actually, in bulk
electrolyte, the ion motion is completely dominated by the drift in the electric field, and the
concentration is close to equilibrium. Only at the interfaces does the lithium accumulation vary
significantly, and the maximum lithium concentration has an actual impact on the results. This
latter parameter is further discussed in the subsection dedicated to interface reaction.
In order to experimentally study the electrolyte properties alone, a reduced electrochemical
stack is realized without the LCO cathode, as reported in Figure 3.6a. The stack is composed
of an electrolyte in between two metal current collectors, and will be addressed as MIM (metal-
insulator-metal) device. In order to study the LiPONproperties, the small signal transfer function
of the system is extracted bymeans of Electrochemical Impedance Spectroscopy (EIS) [38, 47,
48]. This is but an alternative name for frequency response analysis (i.e., Fourier/Laplace trans-
form and Bode plot), as commonly used in linear electric circuits, applied to electrochemical
systems. The technique is based on the properties of linear time-invariant (LTI) systems. In
particular, the time-domain response of an LTI system is completely described by its transfer
function in the frequency domain. The transfer function refers to the current response of the
system to an input sinusoidal voltage signal (Vin = V0sin(ωt)) (or vice versa). In particular, for an
LTI system, the output current takes the form:

Iout = AωV0sin(ωt+ ϕω) (3.107)

Where Aω is the amplitude (in Ω) and ϕω the phase shift, associated with the particular in-
put frequency ω. The response at different frequencies can be represented in two separate
graphs, one describing the evolution of the phase shift and the other that of the amplitude
with respect to the input frequency (Bode plot). Alternatively, with a loss of information with
respect to the frequency, the amplitude and the phase shift are united into a complex num-
ber (Z(ω) = Aωsin(ϕω) + iAωcos(ϕω) and represented as a vector in the complex plane (Nyquist
plot). In Figure 3.6b and 3.6c, the Bode and Nyquist plot for a 4µm LiPON MIM structure at
room temperature are reported. On the x-axis the angular frequency is converted into tem-
poral frequency ω = 2πf for a more natural reading. As anticipated, in the Nyquist plot there
is a loss of information concerning the frequency associated with each point, and the often ad-
opted solution is to note it on each salient feature of the spectrum. Starting from the EIS data,
there are multiple options to extract the electrolyte physical parameters. One possibility is the
linearization of the differential equation and the definition of an equivalent linear circuit. The
equivalent circuit parameters (resistance, capacitance, etc.) are then fitted with respect to the
experimental data, and the physical parameters are extracted afterward. The main drawback
of this approach is the linearization procedure, which tends to oversimplify the system. As a
result, multiple equivalent circuits can be proposed to represent the same data without much
chance of distinguishing between them. A second approach consists of the direct fitting of the
physical PDE model. In this case, no additional hypotheses are needed, and the fitting para-
meters are actual physical quantities. In the following, I will propose the linearization approach,
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Figure 3.6

which is far less time-consuming than PDE optimization. The present work does not report the
theory of PDE linearization, which consists of cumbersome Laplace transforms and does not
provide many insights on the topic. The textbook of Girault [38] is an excellent reference for a
complete derivation, while the analysis from Archer and Armstrong [49] dedicated to solid-state
electrolytes is enough for a quick recap of the main equivalent circuits. It must be noted that
the linearization results depend on the equation set; if any modification with respect to the ca-
nonical derivation is implemented, it is wise to redo the calculation to make sure the standard
equivalent circuits element applies to the particular case.

EIS equivalent model and fitting

The first step to fitting an EIS spectrum is to define an equivalent circuit that is expected to
mimic the system’s behavior. For example, a semicircle in the Nyquist plane is the response of
a parallel RC circuit. Visually, we expect to find this same element in the electrolyte model. The
second point is to identify what each element in the circuit represents from a physical point of
view and try to link its value with some physical parameters of the system. In the case of a MIM,
no reaction is expected at the two interfaces at low voltage. We expect the system to behave,
at order zero, as a parallel plate capacitor with a surface equal to the electrodes area Aelec and
distance equal to the thickness dely of the electrolyte:

Cgeom = ϵ0ϵr
Aelec
dely

=
1

ωAω
(3.108)

Cgeom is called the geometric capacitance of the electrolyte. ϵr is the pure dielectric constant
in high frequency: for very fast pulses, the lithium ions are not capable of displacing, and no
accumulation is expected at the interfaces; hence, the polarization of the material is limited to
the electronic polarization, as in a standard dielectric (Chighf

= Cgeom). As the frequency of the
input signal is decreased, the ions will be able first to make, on average, only one jump and then
to diffuse. We already introduced the concept of the double time constant, associated with solid
electrolyte. A first time constant is associated with the jump rate, and a second time constant is
associated with the relaxation time of the crystal. If the input signal is faster than the jump rate,
on average, the lithium ions will not move during the measurement. If the input is in between
the jump rate and the relaxation time, the ions, on average, will make a single successful jump.
Eventually, as the frequency decreases below the relaxation time, the ions will diffuse, and long-
range motion takes place. It must be noted that it is only in the latter case that the ions actually
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”feel” the blocking nature of the electrolyte/electrode interface; for a frequency high enough,
the ions will behave like no barrier for diffusion exists. It follows that the electrolyte is expected
to resemble a resistor for intermediate frequencies and convert back to a capacitor once the
ions start to accumulate at the interfaces. This is exactly what we observe on the Bode plot: 90◦

phase shift and −45◦ linear drop on the amplitude (capacitor-like) at the border and constant
amplitude and 0◦ phase shift (Resistor-like) in the middle. In the final stage, the electric field
drop is concentrated at the electrical double layer, and the bulk is at constant potential. That
means that the distance to be used in the definition of the equivalent capacitor at low frequency
is the size of the double layer and not the thickness of the electrolyte:

Cdl = ϵ0ϵr
Aelec
ddl

(3.109)

The total capacitance at low frequencies is composed of two double-layer capacitors in series:

Clowf
=

(
1

Cdl1
+

1

Cdl2

)−1

=
Cdl
2

(3.110)

Where the last equality holds for a symmetric device. The high-frequency capacitance is usually
used to determine the dielectric constant of the electrolyte, and the low-frequency one determ-
ines the size of the electrical double layer. This is possible if the dielectric constant is assumed
to be the same in bulk and at the interface. Of course, it is enough for the interface to be slightly
off-stoichiometry with respect to the bulk for the hypothesis not to be true. Moreover, the size
of the double layer may vary with the input frequency, which often results in a variation of the
double layer capacitance with respect to the frequency.
Concerning the physical meaning of the middle frequency resistor, it is linked with the ion mo-
tion under an applied electric field, hence with the self-diffusion coefficient of the electrolyte.
In particular, if we assume the ion’s motion accounts for the whole measured current and the
motion is dominated by drift:

jout = Fjion = c2eqF
2 D2

RT
Ein (3.111)

WhereEin is the electric field in the electrolyte generated by the input signal. If the accumulation
at the interface is zero and the field is constant inside the electrolyte, it is possible to use the
parallel plate capacitor formula linking the field and the potential:

jout = c2eqF
2 D2

RT

Vin
dely

(3.112)

from which the amplitude Aω:

Aω =
Vin

joutAelec
=

RTdely
AelecF 2c2eqD2

= Rmidf = Rely (3.113)

In this case, only the product of the two parameters c2eq and D2 can be determined from the
measurement. In fact, the parameter that is often reported in the literature is the conductivity
σion as defined in equation 3.54. While it is a viable option to fit the three elements (Cgeom,
Cdl, Rely) separately, they are often considered altogether in the full equivalent circuit. The base
circuital elements can be arranged in various topologies, like the twoproposed in Figure 3.7a and
3.7b. It is my personal and unpopular preference to favor the leftmost, in particular in the case
of a full cell. I find it more clear in terms of where the ions and electrons reside. If we consider
the capacitor to act as a domain boundary (ions and electrons cannot jump from one side to the
other), in the first circuit, ions can access the central resistor, and only electrons accumulate on
the geometric capacitor. The double-layer capacitor acts, as in the physical picture, as a border
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Figure 3.7

with ions on one side and electrons on the other. That is not the case with the second topology.
The double-layer capacitance is often substituted by a more flexible circuital element called a
constant-phase element (CPE). This element is characterized by a fractional derivative in the time
domain and an exponential factor 0.5 < n < 1 in the frequency domain:

CPE =
1

jQωn
(3.114)

This kind of element was introduced to model the effect of surface roughness in liquid and solid
electrolytes [49–51], which results in a less than 90◦ phase shift signature. As long as the value
of n is not too far from one (n > 0.85) it is commonly accepted to consider it an effect of the
surface roughness. It must anyway be noted that the shift reported for the β-alumina in [50]
refers to micrometer-size roughness. At the same time, the size of the capacitor is the double
layer thickness, and picometer size roughness may be enough to modify the capacitor slope.
The two circuits can be easily fitted to experimental results by the least-squares method. In
Table 3.1 the extracted values for the various parameters are reported according to the fitting
of the two circuits and the manual extraction of each element alone. Two circuits give exactly

Method Cgeom ϵr Cdl ndl ddl Rely σion

(Fm−2) (Fm−2) (nm) (Ωm2) (S cm−1)
Circuit 1 2.3× 10−4 104 0.3 0.93 1.5 34.5× 10−3 1.16× 10−6

Circuit 2 2.3× 10−4 104 0.3 0.93 1.5 34.4× 10−3 1.16× 10−6

Manual 1.84× 10−4 83 0.26 1 1.4 34.7× 10−3 1.15× 10−6

Table 3.1: LiPON physical parameters as extracted with different methods (electrolyte thickness of 4µm
at 24 ◦C).

the same response and are hence not distinguishable. Themanual fitting slightly differs because
the double-layer capacitor was assumed to be ideal.

c2eq and c2max concentration in LiPON

In order to complete the description of the solid electrolyte, it is necessary to specify the equilib-
rium concentration c2eq and the maximum lithium concentration c2max. The first quantity refers
to the average number of mobile lithium ions available for diffusion. Inside σion extracted in the
previous subsection, the information about lithium concentration and self-diffusion is mixed.
The zero-order approach is to estimate the free lithium by means of other techniques or use
the value reported in the literature. In the end, σion is the sole important parameter for bulk
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modeling, and both approaches will lead to the same result. It is only at the interface, where the
contraction gradient develops, that a difference is expected. Concerning the maximum lithium
concentration, without further developing the theory of solid-state electrolytes, the only possib-
ility is to treat it as a model parameter to be optimized for the best fit. In particular, as long as
the accumulation at the interface is low, the dilute approximation holds and c2max has no effect
on the simulation output. The dilute condition can be verified a posteriori by evaluating the sim-
ulated interface accumulation.
I decided to use the literature as a starting point for the mobile lithium concentration c2eq.
Once again, no consensus is found, and the values oscillate from 80% of the total lithium or
2×104molm−3 [52] down to 4×10−2molm−3 [53], passing by intermediate values of 150molm−3

[47]. I decided to use a conservative value of 100molm−3 which results in a self-diffusion coef-
ficient around 10−15m2 s−1 according to the previously extracted ion conductivity. The starting
value for the maximum lithium concentration is then set to c2max = 2c2eq to keep the system
symmetric as a first approximation. For different values, the lithium preferentially accumulates
on the positive or negative electrode, and the two double-layer capacitors differ.

3.3 GITT extraction of lithium diffusion inside cathode

The LCO domain needs to be fed with the different physical parameters as well. The physical
characterization of chapter one ensures an almost ideal density of LCO everywhere, and the
theoretical maximum lithium concentration can be safely used: c1max = 5.6 × 104molm−3. To
extract the self-diffusion coefficient, the enhancement factor and the variation of the electro-
chemical potential with respect to the intercalation fraction, the Galvanostatic Intermittent Ti-
tration Technique (GITT) [54, 55] was used. In the following, a quick recap of this technique and
the results for the device under test are reported.

Theory of GITT

The link between the chemical diffusion coefficient D̃ and the chemical potential µ was ex-
pressed in equation 3.46. As a recap, the two are related bymeans of the chemical enhancement
factor θ:

D̃(c) = θ(c)
D(1− xc)

kT
(3.115)

θ(c) =
∂µ

∂ ln c
(3.116)

With the self diffusion coefficient variation with intercalation fraction xc included. Moreover,
the equilibrium electrochemical potential µ̃ is linked to the open circuit potential (OCV (c)) by
the equation:

OCV (c) = − µ̃

F
(3.117)

Where all quantities refer to thermodynamic equilibrium. From this set of equations, there are
two possibilities: either to measure the variation of the diffusion coefficient with respect to the
concentration and extract the chemical potential, or to measure the OCV variation with respect
to the concentration and extract the chemical enhancement factor. The GITT technique permits
doing both at the same time, with the possibility of an a posteriori consistency check between
the two quantities.
The most important ingredient of the GITT is the short-time solution of the diffusion equation
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presented in the first section. In particular, for a constant flux boundary condition, the lithium
concentration at the electrode/electrolyte interface reads [1, 54]:

c(x = 0, t) = c0 ±
1√
D̃

[
2
√
t√
π
exp

(
− x2

4D̃t

)
− xD̃1/2erfc

(
x2

4Dt

)1/2
]
= c0 ±

2
√
t√

πD̃
(3.118)

Where the sign depends on the sign of the imposed flux.
Now, this solution is actually applicable only if D̃ is constant. Restricting the measure to short-
time (t ≪ L2

D̃
) is not enough to satisfy this hypothesis, and an additional small-signal restriction

is necessary. In particular, if the imposed flux and the measurement time are small enough, the
chemical diffusion coefficient can be considered constant, and it is possible to write D̃ as:√

D̃(c = c0) =
2
√
t√

π(c0 ± c(x = 0, t))
(3.119)

or in differential form for an infinitesimal displacement:√
D̃(c = c0) =

2√
π

(
dc(t)

d
√
t

)−1

(3.120)

The main issue with this equation is that we don’t have a direct method to measure the lithium
concentration at the exchange interface. What is measured is the voltage response of the cell
Vcell which, at first approximation, can be expressed as:

Vcell(t) = OCV (t) +RintI0 (3.121)

Where I0 is the input current and Rint the equivalent internal resistance of the cell. The internal
resistance can bemeasured bymeans of EIS and extractedwith an equivalent circuit. The results
are then corrected for the ohmic loss, and the OCV is obtained:

OCV (t) = Vcell(t)−RintI0 (3.122)

If the characteristic variation of the OCV with respect to the intercalation fraction is known, it is
possible to invert the equation and estimate the interface concentration as:

c(x = 0, t) = OCV −1(Vcell(t)−RintI0) (3.123)

In the 80s, when the method was developed, the equation was further simplified in order to
enable a direct extraction procedure [54, 55]. In particular, by assuming a locally linear behavior
of the potential with respect to the interface concentration (which is usually true under the small-
signal, short-time hypothesis), the equation 3.120 can be simplified to:√

D̃(c = c0) ∝
OCV (c0)±OCV (c1)

Vcell(t = 0+)± Vcell(t)(t = t−1 )
(3.124)

Where t1 is the measurement time and c1 the average lithium concentration at the end of the
measurement. The t = 0+ is used to specify that the voltage should be measured after the
transient of the applied current in order to account for the ohmic drop. The same for t = t−1
means the last point is measured before the current is turned off. This way, the term RintI0 is
the same in both the initial and the final measured voltage and simplifies.
In order to obtain OCV (c0) and OCV (c1) the measurement is structured as follows:

1. The OCV of the battery at equilibrium is measured (OCV (c0)).

2. A short and small pulse of current is applied to the cell, and the Vcell(t) is measured
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3. The cell is disconnected, and a relaxation time is imposed to reach a new equilibrium.

4. The OCV of the cell at equilibrium is measured (OCV (c1)).

5. Back to step 2.

The main drawback of using equation 3.124 is managing to guarantee the short-time condition.
While a pulse is small compared to the total capacity of the cell, which is the same for any concen-
tration value, the time constraint depends on the size of the cell and on the chemical diffusion
coefficient, which is an unknown quantity. Because D̃ may change by several orders of mag-
nitude, it is difficult to design an experiment that is at the same time efficient and that respects
the hypothesis. The most conservative approach is to have an estimation of the minimum ex-
pected diffusion coefficient and set the measurement time accordingly, but in some cases this
may be smaller than a second, and the data quality will be severely impacted for the point with
a higher diffusion coefficient.
Modern times, modern solutions, we should not be afraid to use more complex equations, as
long as the computer can solve them at our place. In particular, it is possible to start from a
more general solution of the concentration at the interface than equation 3.118. In particular,
following the work of McKinnon [9] the general interpolation formula is:

c(x = 0, t) = c0 ±

√
tτ

τ20
coth

√
τ

t
(3.125)

Where t0 = Q0

I0
is the time to fully deplete or fill the electrode with capacity Q0, and τ = L2

D is the
usual diffusion time constant. This equation can be used regardless of the measurement time
(as long as the diffusion coefficient is constant). It is to be noted that for t << τ the short-term
solution is recovered. The concentration c(x = 0, t) is obtained by inversion of theOCV according
to equation 3.123.

Experimental measurement

In order to perform the GITT measurement, a 5µm thick LCO was used in order to reduce the
relaxation time required for equilibrium to be reached. The measurement was performed at
room temperature inside an argon-filled glovebox. The protocol used is the following:

1. The OCV of the battery at equilibrium is measured (OCV (c0)).

2. A 100nA pulse of current is applied for 600 s to the cell and the Vcell(t) is measured

3. The cell is relaxed for 3h to reach a new equilibrium.

4. The OCV of the cell at equilibrium is measured (OCV (c1)).

5. Back to Step 2.

It should be noted that the application of the current is not particularly short. That is an ad-
vantage of using the general-time solution instead of the short-time one. In particular, during
each pulse 0.5% of the total lithium is displaced. The protocol was applied for both positive and
negative pulses.
The obtained raw data consists of the measurement of the OCV (Figure 3.8a) and a series of
voltage pulse responses (Figure 3.8b). A small hysteresis is visible between the charge and dis-
charge OCV at high intercalation fractions (0.1 < x < 0.3). Moreover, even at 100nA, it is not
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possible to fully intercalate the lithium due to the tiny diffusion coefficient below x = 0.1. Con-
cerning the pulse response of Figure 3.8b, the short-time, long-time and interpolation formulas
are reported. Up to 100 s the response follows the short-time solution and is correctly fitted by
the square root of time. Then the curve switches to long-time linear behavior. The interpolation
formula is capable of following the whole curve.

Extracted diffusion coefficient

Starting from the variation of the interface concentration, it is possible to extract the chemical
diffusion coefficient. Three different procedures have been tested on the same dataset: the first
is based on the fitting of the short-time solution (3.119) on the first part of the data; the second
uses the linearized short-time solution (eq. 3.124) on the first part of the data; and the third con-
sists of fitting the interpolation equation (eq. 3.125) on the entire measure. The results for the
three procedures on the discharge dataset are reported in Figure 3.9a. For low concentrations of
lithium (x > 0.3) the three procedures are in agreement. In this region, the diffusion coefficient
is quite high, and all hypotheses are satisfied. At higher lithium concentrations, the linearized
equation extraction fails due to the strong interface accumulation: the associated largeOCV vari-
ation nullifies the linear relationship between charge concentration and OCV. Both the general
square root method, when restricted to the first part of the data, and the interpolation equation
successfully deal with the low diffusion coefficient zone. In fact, the sole source of problems is
incomplete relaxation and a wrong estimation of the OCV, but as long as the OCV is correct, the
two methods can be applied.
In Figure 3.9b the extracted values for both charge and discharge are reported. The same hys-
teresis as in the OCV is visible in the extracted diffusion coefficient. In particular, due to phase
transition, in the zone 0.75 < x < 0.95 it is difficult to ensure a complete and proper relaxation.
Anyway, from the point of view of the simulation, these differences are but small details. The
most important feature is the large variation from 8 × 10−14 to 1 × 10−16m2 s−1 of the diffusion
coefficient. In the next section, I will take the time to review the simulation results for different
diffusion coefficients and further discuss this point.
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3.4 Interface reaction parameters

Before commenting the simulation results , the physical description of the interface reaction ac-
cording to equations 3.92 and 3.99 needs to be tuned for the stack under analysis. In particular,
the four rate constants kc01, ka01, kc02, and ka02 have to be specified. In order to extract these
four parameters, it is possible to use the Tafel curves [38]. In order to apply such a method, two
conditions must be met: a three-electrode configuration, to separate the anode and cathode
contributions, and a reaction-limited current. None of the two is satisfied by the device under
test. The first point can be overcome by simply splitting the total contribution equally between
the anode and cathode. The fact that the second is not satisfied implies that only a very small
fraction of the ohmic drop happens at the interface, and the major part of the voltage drop is
inside the bulk electrolyte (see figure 3.3). Moreover, the current will be entirely fixed by the
LiPON conductivity, and the cell will show a linear dependency of the current with respect to
the applied potential and vice versa. In order to model such a system, it is possible to set the
interface reaction to a high enough value for it to be negligible. As an example, a value around
102 Ammol−1 satisfies such hypothesis. The ratio between each interface couple (ka01

kc01
) determ-

ines the equilibrium accumulation of lithium. Because the built-in potential is already taken into
account by the chemical potential, it is possible to set to zero the equilibrium accumulation by
imposing ic = ia at equilibrium concentration and zero over-potential.

4. Simulation Results for Thick Cathodes

In this last section, I will report the simulation results for a 30µm thick LiCoO2 cathode and 4µm
thick LiPON cell. In the first part, the lithium distribution inside the cathode during charge and
discharge, and the effect of diffusion coefficient variation are discussed. Then the focus is shif-
ted to the electrolyte. First, the lithium profile is discussed for the full cell, and then the effect
of the various physical parameters on the electrical double layer of a MIM device is addressed.
The choice of studying the EDL on aMIM structure comes from the alreadymentioned limitation
of the full stack. In particular, the dynamics is dominated by the bulk electrolyte, and the inter-
face accumulation is very small. Instead, for a MIM, the whole imposed potential drop appears
at the interfaces, and a large accumulation is expected. This way, the effects of the different
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parameters are amplified and easy to discuss. The conclusions do apply for the full stack as
well.

4.1 Lithium ions profile inside cathode electrode

In order to study the evolution of lithium ions inside the cathode, the model is charged and
discharged under the following conditions:

• Starting from full intercalation (c1(x, t = 0) = c1max) a constant potential of 4.3V is imposed,
and a three-hour charge is simulated.

• Starting from half intercalation (c1(x, t = 0) = 0.5c1max) a constant current of 0.2mAcm−2

or 2mAcm−2 is imposed, and discharge is simulated down to 3V.

Simulation results are saved at each 10 s time step. The running time of the simulation is a few
seconds. In order to study the effect of the diffusion coefficient, all simulations are run for both a
constant diffusion coefficient (D =10−14m2 s−1) and the variable diffusion coefficient (D = D(c))
extracted in the previous section.

Effect of diffusion coefficient during charge

In Figure 3.10, the evolution of the lithium profile inside the cathode is reported for different
time steps. On the left side of each plot, at x = 0 there is the current-collector/cathode inter-
face, while at x = 30 the cathode/electrolyte interface. In the left panel (Figure 3.10a), the profile
was simulated with a constant diffusion coefficient. Since the beginning of the charge, the lith-
ium profile is bending at the electrolyte interface due to the flux of lithium toward the anode.
The depletion is more or less constant during the whole simulation. Near the end, when the
overpotential starts decreasing, the current drops and the lithium gradient relaxes. On the right
panel (Figure 3.10b) the same simulation is run with a variable diffusion coefficient. In this case,
the diffusion coefficient is very low for high intercalation states and then stabilizes for x1 < 0.75

at around 1 × 10−13m2 s−1. The behavior is reflected in the lithium profile inside the cathode.
At the beginning of the charge, the surface is immediately depleted down to x1 = 0.75 and two
phases are present. The lithium-rich near the current collector, and the lithium-poor near the
electrolyte interface. Thephase boundary (vertical line profile)moves deep into the cathodeuntil
the LCO is fully transformed into Li0.75CoO2. From this point on, the charge proceeds smoothly,
with a very low lithium gradient along the cathode thickness. In the two simulations, the average
diffusion coefficient is the same, but the lithium profile is greatly impacted by its local variations.
An important point to remark is that in both cases, it is possible to fully charge the cathode, and
the low diffusion coefficient does not impact the cell dynamics. This result is strongly related to
the ”direction” of the phase transition. During charge, the cathode is transformed from a poor
ion-conducting to a high ion-conducting material. As a result, each time an ion is extracted, it
gets easier to extract more lithium, and no limitation is induced. This is not the case for the
discharge.

Effect of diffusion coefficient during discharge

In Figure 3.11, the discharge profile is simulated for both constant and variable diffusion coef-
ficients and for two different current regimes. Starting from the constant diffusion, in Figure
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Figure 3.10: Simulated lithium concentration profile during constant voltage charge at 4.2V for
different diffusion coefficient.

3.11a and 3.11b, the two profiles are shown. In particular, for the low discharge current, the
accumulation is small and constant through all the discharge, and about 90% of the charge ca-
pacity is inserted back into the cathode. When the current increases, the profile gets steeper,
and the interface reaches lithium saturation much faster than the bulk. The recovered capacity
is less than 30%.
When the variable diffusion coefficient is implemented, the situation is radically changed, as re-
ported in Figure 3.11c and 3.11d. In the case of a low current, the profile is quite flat until the
phase transition is reached. The drop in diffusion coefficient induces a positive feed: the more
the lithium is accumulated, the slower it diffuses and the faster it accumulates. This effect results
in a local and sudden accumulation at the first micrometers of the electrode/electrolyte inter-
face. Compared to the constant diffusion, in this case the recovered capacity is around 60%.
When the current is increased, the situation is quite similar: the first part of the discharge is
achieved with a low lithium gradient, and suddenly it stops as the accumulation at the interface
reaches the phase transition threshold. Compared to the constant diffusion coefficient, the ca-
pacity loss between low and high current rates is lower in the second case. Because the second
model has a higher diffusion coefficient in the first zone, it is capable of delivering this part of
capacity more efficiently at high current.
Compared to the charge, during the discharge the cathode transits from a high ion-conductive
state to a low ion-conductive state; as a consequence, it is not possible to cross the phase bound-
ary, and the lithium is blocked at the interface. It is important to note the asymmetric behavior
in the two cases. Usually, when a cell is dynamically characterized, the speed of charge and dis-
charge are rarely distinguished. In fact, for a constant diffusion coefficient, the same limitation
is present, no matter the direction of the current. Instead, what the simulation is suggesting is
that it should be possible to impose a much higher current during the charge than during the
discharge. The LCO would then be a fast-charging and slow-discharging material. This is indeed
quite fortunate, due to the fast charge we usually aim for, while the discharge current is constant
and imposed by the application.
As a final remark, I will recall the Cahn-Hilliard model for phase transition. In this case, the
boundary between the two phases is stabilized by an additional term in the chemical potential.
With a variable diffusion coefficient, it is possible to mimic the phase transition, but as soon as
the cell is relaxed, the two-phase domain vanishes. In particular, the accumulation at the in-

171



0 10 20 30
0.4

0.5

0.6

0.7

0.8

0.9

1.0

t=0s

t=10000s

t=15000s

t=20000s

t=25000s

t=30000s

t=5000s

x 
in

 L
i xC

oO
2

x position (µm)

LiCoO2 LiPON

(a) Constant D, slow discharge at 0.25mAcm−2
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(c) Variable D, slow discharge at 0.25mAcm−2
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Figure 3.11: Simulated lithiumconcentration profile during discharge for different diffusion coef-
ficient and variable discharge conditions.

terface in Figure 3.11c will disappear, while using the Cahn-Hilliard model, it is predicted to be
stable due to interface energy. At this stage, both models would predict the same dynamic be-
havior. My choice of a variable diffusion coefficient is motivated mainly by other experimental
considerations, as reported in the next chapter.

4.2 Lithium profile in solid electrolyte and electrical double layer

The second domain to be analyzed is the electrolyte and how the electric field is distributed
during cell operation. Because the system was designed to be limited by the lithium drift in the
electrolyte, we already expect very little accumulation at the interfaces and the whole potential
drop to be absorbed by the bulk LiPON. I also decided to simulate a profile for a reaction-limited
system in order to prove the flexibility of the model. Then, I focused mainly on the analysis of
an MIM structure, which is the extreme case where, in fact, the reaction is zero. In this case,
the whole potential drop is absorbed by the electrical double layer, making it easier to study its
variation under a physical parameter sweep.
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Profile evolution during constant potential charge

In an electrochemical cell, when an external potential is applied, a current starts flowing through
the cell. The current value is fixed by the balance between the reaction at the interface and the
drift in the bulk electrolyte. In Figure 3.12a the simulated voltage profile inside the electrolyte is
shown. The linear drop in the bulk accounts for the major part of the applied potential, and only
a small accumulation is visible at the interfaces. As the polarization increases, the slope of the
voltage increases as well. The rise in the slope is linear with the applied potential. Considering
the current balance, it is possible to calculate the current flowing in the cell by taking the ion flux
at any point in the electrolyte. In particular, the current at the middle point can be expressed by
the drift equation alone, assuming a zero concentration gradient:

jdrift ∝ −M ∂ϕ

∂x
(3.126)

As the potential derivative increases linearly with the applied potential, the current is expected
to do the same, and the system V-I characteristics are linear, as in a resistor.
In Figure 3.12b, the simulation is performed with a much higher self-diffusion of LiPON. With
the same applied potential, the voltage profile inside the electrolyte has changed. Most of the
total potential is concentrated at the interfaces, and only a small fraction is accounted for in the
bulk electrolyte. If the current dependency on the applied external potential is calculated again,
it shows a typical exponential behavior, of reaction-controlled kinetics.
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Figure 3.12

Effect of self-diffusion coefficient on the EDL in a MIM system

At this point, it is possible to study the effect of the LiPON physical parameters on the shape of
the electrical double layer. Of course, in the case of a drift-controlled system, the effect is re-
duced, and it is more interesting to build an ad hoc model of a MIM structure where no reaction
takes place.
The first parameter to be tested is the self-diffusion coefficient. In Figure 3.13a, the variation
of the lithium concentration at the electrode/electrolyte interface is reported. Quite disappoint-
ingly, no difference in the profile seems to be caused by the variation of the self-diffusion coef-
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Figure 3.13

ficient. For the moment, let’s just continue the analysis, and we will come back to this point in
the conclusion.

Effect of dielectric permittivity on the EDL in a MIM system

A second possibility is to vary the dielectric constant ϵr of LiPON for the same system. The main
effect is the broadening of the distribution (Figure 3.13b) and it can be interpreted as follows:
the dielectric constant is a measure of the screening of the electric field by means of the crys-
tal matrix. At high dielectric constants, the effect of the electric field is reduced, and a more
flat, diffusion-driven distribution results. Moreover, the dielectric constant has no effect on the
peak value of the distribution at the interface. The results can be interpreted as an effect of
the screening of the electric potential. In particular, near the electrode-electrolyte interface,
the electric field generated by the interface charge is at its maximum, and its value does not
change much for different dielectric constants. The deeper in the electrolyte, the more the field
is masked by the electrolyte, and the larger the impact of the dielectric constant.

Effect of carrier concentration on the EDL in a MIM system

The last parameter I will consider is the equilibrium concentration of lithium in the electrolyte
c2eq. In Figure 3.13c the sweep on this last parameter is reported. The general effect is an in-
crease in the maximum value of the profile for higher value of the carrier concentration. In the
previous section, we stated that the carrier concentration and the self-diffusion coefficient are
not distinguishable from an electrical point of view. Which is true, at least for the high- and
medium-frequency ranges. Starting from this consideration, one may expect the two to have
the same effect on the lithium profile, which seems not to be the case. To be convinced of the
results, we may explicitly write the drift-diffusion current at equilibrium including the definition
of the electrochemical potential to get:

jtot = D2
∂c2
∂x

− D2

kT
c2F

∂ϕ

∂x
= 0 (3.127)

Curiously enough, in the final expression, there is no dependency on the equilibrium concen-
tration in the diffusion current, while the drift current is increased proportionally to the carrier
concentration. As a result, for an increase in the mobile lithium concentration, an increase in
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the profile slope is expected as well:
∂c2
∂x

=
c2F

kT

∂ϕ

∂x
(3.128)

Moreover, the self-diffusion coefficient is the same in both drift and diffusion currents. In ac-
cordance with the simulation, there is no preferential effect of the diffusion coefficient on the
shape of the double layer. This is actually a very important result because it means that, in the
physical model, it should be possible to distinguish the effect of the dielectric constant and of
the carrier concentration at low frequency, and a direct fitting of the EIS spectra may result in a
more precise description of the system with respect to the equivalent circuit.
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Figure 3.14: Simulated maximum depth of discharge for a constant current discharge until 3V
as a function of the discharge current density for 30µm thick LCO cell.

4.3 Rate performance

Starting from the simulation of the lithium concentration evolution during discharge, it is pos-
sible to extract the predicted rating performance of the device. In particular, it is possible, with
a parameter sweep on the discharge current, to trace the variation of the delivered capacity,
expressed as depth-of-discharge (DOD = Qdischarge

Qcharge
), as a function of the current in a Ragone-like

plot. In Figure 3.14 the results for the LCO constant and variable diffusion coefficient are shown.
Three constant diffusion values have been simulated. The three values have been selected with
respect to the experimental values of Figure 3.9b to be higher, equal, and lower of themeasured
diffusion coefficient in the zone 0.35 ≤ x ≤ 0.75 . While the three constant simulations show a
more or less constant loss of capacity as the current density is increased, the variable diffusion
is characterized by two different regions. The first, at very low current density, corresponds to
a fast loss of capacity. In the second, the capacity stabilizes, and a relatively flat region appears.
Compared to the constant diffusion, the first zone has the same slope as the D = 5 · 10−15 con-
stant diffusion curve. At higher currents, the slope is the one of D = 5 · 10−13, but the curve is
translated downward. As a matter of fact, the simulation with a constant diffusion coefficient
equal to the average value of the variable one is the least similar to the variable diffusion one. In
order to better understand the piecewise behavior of the variable diffusion, it is enough to recall
the lithium profile of Figure 3.11c. The plateau is correlated to the region at a low intercalation
state, which is characterized by fast ion diffusion and is less sensitive to the current increase.
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On the other hand, the lithium-rich phase possesses a very low diffusion coefficient and, even
at a low current rate, cannot be replenished. The first loss in Figure 3.14 represents such a do-
main, which, as soon as the current is increased from zero, is no longer exploitable. Even if, for
a single discharge current, it is possible to define a constant diffusion coefficient model with the
same capacity loss as the variable diffusion one, it is not possible to capture the whole dynamic
behavior of the battery.
As a last remark, I want to point out that the initial state was the same for each simulation. In ex-
perimental characterization, often both charge and discharge currents vary. As a consequence,
the initial point of discharge differs. In particular, if any limitation is affecting the charge capa-
city, the discharge will be impacted as well, even if no limitation applies. In the case of LCO, the
charge is not limited, and only minor artifacts would be introduced. Anyway, since electrodes
are often asymmetric systems, it would be a better practice to separately analyze the charge
and discharge dynamic behavior.
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List of Symbols

Symbol Units Description
α 1 Symmetry factor
A m2 Surface
C F Capacitance
c molm−3 Volumetric particles density
D Cm−2 Electric displacement field
D m2 s−1 Self-diffusion coefficient
D∗ m2 s−1 Tracer diffusion coefficient
D̃ m2 s−1 Chemical diffusion coefficient
d m length

∆GV J Vacancy energy formation
∆Gb J Diffusion energy barrier
ϵ Fm−1 Permittivity
ϵ′ Fm−1 Real part of the permittivity
ϵ′′ Fm−1 Imaginary part of the permittivity
ϵ0 Fm−1 Vacuum permittivity
ϵr 1 Relative permittivity
η V Over-potential
E Vm−1 Electric field
E J Internal energy
Eg J Band-gap energy
ϕ V Electric potential
F Cmol−1 Faraday constant
G J Gibbs free energy
I A Electric current
k J K−1 Boltzmann constant
ka ms−1 Anodic reaction rate constant
kc ms−1 Cathodic reaction rate constant
J molm−2 s−1 Diffusion flux
j Am−2 Electric current density
m g Mass
µ Jmol−1 Chemical potential
µ̃ Jmol−1 Electrochemical potential
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Symbol Units Description
ω rad s−1 Angular frequency

OCV V Open circuit voltage
P bar Pressure
QA Ahm−2 Areal capacity density
Qm Ahkg−1 Gravimetric capacity density
QV Ahm−3 volumetric capacity density
ρ Cm−3 Volumetric charge density
R Jmol−1 K−1 Gas constant
Rext Ω Load resistance
Rint Ω Internal resistance
Rself Ω Self-discharge resistance
σ Cm−2 Surface charge density
σel Ω cm Electron conductivity
σion Ω cm Ion conductivity
S J K−1 Entropy

SOC 1 State-of-Charge
T K Temperature
tion 1 Ion transfer number
V m3 Volume
z 1 Charge number
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from ΚΑΤΑ ΥΩΑΝΝΗΝ

”[...] the light reveals in the dark, and the darkness has not grasped it.”

trad. from the Gospel of John
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CHAPTER IV

Thick Cathode Dynamics and
Optimization



ABSTRACT

This chapter is dedicated to the core experimental results of the present thesis. In particular, by means
of electrical testing and operando synchrotron X-ray diffraction, the physical model predictions about rate
performances and lithium distribution in the cathode are validated. For the first time, the phase transition
dynamic inside a thin-film LCO cathode was imaged together with the interface accumulation at the end of
the discharge, confirming the simulation prediction.

The first section is dedicated to the electrical testing of electrochemical cells with variable cathode thick-
ness. The evolution of the available capacity and the rate performance as a function of the quantity of active
material are evaluated.

The second section reports on the synchrotron X-ray diffraction experiment. After a review of the available
literature, experimental data are presented and the results are discussed and compared with the simulated
lithium profile.

The third and closing section is a critical evaluation of the accumulation process at the end of discharge
in the thin-film configuration. The literature is reviewed starting from the experimental results of the present
work in order to better understand the underlying physics.
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1. Electrical Characterization of Thick Cathodes

This last chapter is dedicated to the electrical and physical characterization of electrochemical
cells, as described in the second chapter. The comparison between the charge/discharge data of
the cell and the simulated prediction permits a first coarse verification of the model. Of particu-
lar relevance is the variation of the available capacity during charge and discharge as a function
of the cathode thickness and the current density. As the physical model predicts an asymmetric
behavior between charge and discharge, this is a perfect starting point to test it. The second
section focuses on the detailed observation of the lithium profile inside the cathode by means
of X-ray diffraction. During this analysis, the predicted phase transition dynamic and the mod-
eling assumptions are challenged, and a finer verification of the model is accomplished.
The electricalmeasurements have been performed on four different devices, with cathode thick-
ness ranging from 5 to 30 µm, while the X-ray diffraction was restricted to the thicker stacks.
Electrolyte thickness is either 4 or 6µm. Total active area of the cell is 0.5mm2.

1.1 Electrical testing protocols

The electrical testing has been performed with a consistent protocol on all devices under test.
The measurements were conducted in dry air at 37 ◦C. The devices are charged by applying a
constant voltage until a cut-off current is reached. This way, the maximum possible current is
drawn, and the charge time is minimized. The discharge is performed with a constant current
(CC) down to 3V. Relaxations and impedance spectroscopymeasurements are included in order
to monitor the evolution of the cell’s internal status.

Charge

The complete charge process comprises five steps, in the following order:

1. 10 s OCV measurement

2. EIS spectrum from 1× 106 to 0.1 Hz at 30mV input amplitude

3. Charge at a constant 4.3V until a current of 0.5µA cm−2 is reached

4. 10 s OCV measurement

5. EIS spectrum from 1× 106 to 0.1 Hz at 30mV input amplitude

The measurement of the OCV before and after the charge has two main purposes. First, it per-
mits monitoring the actual state-of-charge of the cell once the relaxed cell voltage is known.
Second, it guarantees proper relaxation of the cell before performing the impedance spectro-
scopy. As already pointed out, the impedance is a steady-state, small-signal analysis and should
not be performed while the cell voltage is varying. An example of the current and capacity pro-
files during the 4.3V step is reported in Figure 4.1a. At any time step, the actual overpotential η
is the difference between the OCV and the imposed constant voltage. At the beginning, the LCO
is fully discharged, with an OCV of around 3.9V. The 400mV overpotential is almost completely
absorbed by the LiPON. In fact, the maximum current is easily derived by Ohm’s law:

Ibat =
η

Rely
=

4.3V−OCV (c)

Rely
=

400mV
35 kΩ

∼ 11µA (4.1)
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(a) Example of charge profile for a 5µm thick cath-
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(b) Example of discharge profile for a 5µm thick
cathode cell. Discharge condition: imposed 5µA
until 3V voltage is reached.

Figure 4.1: Charge and discharge protocol

Where Rely is the resistance associated with the ion drift inside the electrolyte. While the cell is
charging, the OCV increases and the overpotential decreases. As a result, the shape of the cur-
rent has the same feature as thenegative−OCV (c) function: first a plateau and then a steady de-
crease. The differences between the two come from the variable speed at which the OCV (c(t))

function is traversed since the discharge is not at constant current. At the initial plateau, the
current is at its maximum, and, in proportion, it is compressed with respect to the following
slope. Another important consequence is the different charge times for different portions of
the capacity. While the first 60% is charged linearly and accounts for less than half of the total
charge time, the final part is characterized by a decay in the current and a much longer charge
time per unit of capacity. Even so, the protocol is the fastest possible at iso-charged-capacity, as
long as the maximum voltage is fixed. In fact, in order to charge the same amount of capacity,
by imposing a constant current without crossing the 4.3V threshold, a current as low as the cur-
rent cut-off should be imposed. Put differently, by plotting the capacity versus the current from
Figure 4.1a it is possible to read the maximum applicable current in order to charge a certain
capacity once the threshold voltage is fixed. This is a convenient way to deduce the rate per-
formance of a cell without explicitly charging the cell at a different current, as is usually the case
in the literature.

Discharge

As for the charge, the discharge is composed of severalmeasurement steps. In order to properly
measure the EIS and theOCV of the cell, in particular, the same structure has been implemented:

1. 10 s OCV measurement

2. EIS spectrum from 1× 106 to 0.1 Hz at 30mV input amplitude

3. Discharge at constant current 5µA until 3V are reached

4. 10 s OCV measurement

5. EIS spectrum from 1× 106 to 0.1 Hz at 30mV input amplitude
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Figure 4.2: Evolution of the impedance spectrum during the first charge and discharge cycle.

When the cell is cycled, the OCV and EIS steps are shared between each charge and the previous
and following discharges. In Figure 4.1b, an example of the voltage and capacity evolution during
discharge is reported. As for the charge, it is possible to link the voltage profile (Vcell) and the
overpotential. In particular, as long as there is no dynamic limitation inside the cathode, the
overpotential is a function of the ion drift only:

Vcell = OCV (c)− η = OCV (c)− IcellRely ∼ OCV (c)− 175mV (4.2)

The formula is expected to be valid until the onset of the phase transition, where the lithium
dynamics in the LCO dominates the general behavior. In fact, as the potential reaches the plat-
eau voltage, the discharge is suddenly stopped. It must be noted that, assuming a constant
plateau voltage at around 3.9V, the drop in Vcell can be associated with an increase in the over-
potential: the reaction at the interface is drastically reduced by a shortage of insertion sites, and
the electrons spend a lot of time waiting at the electrode/electrolyte interface, increasing the
accumulated charge.

Impedance spectroscopy evolution

The measurement of cell impedance at each step makes it straightforward to follow the cell’s
evolution and eventual degradation, in particular during cycling. While the cycling will be ad-
dressed only in the concluding section, the evolution of the impedance spectrum during the first
charge and discharge is reported in Figure 4.2. The first curve refers to the cell in the anode-free
configuration before the first charge. In this case, the anode current collect acts as a blocking
electrode, and the signature is identical to a MIM structure. The semicircle corresponds to the
bulk LiPON impedance linked to ion drift (around 35 kΩ of diameter). After the first charge, the
lithium is able to cross both the anode and cathode interfaces, and the increase in impedance
linked to the blocking capacitor disappears. The interface reaction contribution is too small to
be distinguished from the bulk LiPON and a single semicircle is identified in both the charged
and discharged states. The discharge is not complete, and a lithium layer is always present at
the anode, as a result, the initial signature is not recovered.
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Figure 4.3: Charge and discharge capacity evolution during cycling.

1.2 First cycle loss as a function of cathode thickness

From the simulation, we expect an intrinsic loss of capacity during the very first discharge. In
order to validate this prediction, it is possible to compare the capacity between the first charge
and the first discharge for different cathode thickness. According to themodel, the loss is associ-
ated to a certain percentage of the lithium, and should increase with the cathode thickness: the
LixCoO2 cannot be replenished above x = 0.8, and considering a charged state at around x = 0.5

a loss of 40% of the first charge capacity is estimated. On the other hand, if a loss is associated
to other phenomena, like interface degradation and SEI formation, it should not depend on the
thickness.

Experimental results

In Figure 4.3a and 4.3b, the charge and discharge capacities are reported for cells with a cath-
ode thickness of 5 and 30µm. In both cases, the capacity loss is limited to the first cycle. All
subsequent cycles show excellent reversibility of the charged capacity. This is, in fact, as expec-
ted for a loss associated with dynamic limitation. Interface degradation usually shows an effect
that is diluted over multiple cycles, unless a very stable interface is formed. Moreover, even
at this level of detail, it is possible to appreciate the stable nature of the loss, whose absolute
value seems to scale linearly with the cathode thickness. In order to better appreciate this effect,
the first cycle loss alone is reported in Figure 4.4 for all cathode thicknesses. Both charge and
discharge capacities increase linearly with the cathode dimension. This is an important aspect,
showing that increasing the active material quantity is actually beneficial to the total cell capa-
city, even if the loss relative value is increased as well. The ratio between the two capacities is
slightly higher than expected for the 5µm cell, while it is closely aligned to the model prediction
for all other tested devices. The former is small enough for the interface accumulation zone at
the end of the discharge to be comparable to the total cathode thickness. From the precedent
chapter, the accumulation zone was estimated around 2µm.
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Figure 4.4: capacity loss as a function of the cathode thickness.

Comparison with simulation

The validation of themodel prediction can be performed not only froma qualitative point of view
but also by direct comparison of the simulated charge and discharge curves with the measured
profiles. In Figure 4.5a and 4.5b the results are reported for all cathode thicknesses during both
charge and discharge. The general predicted behavior is undoubtedly quite close to the meas-
ured one. An interesting difference is the voltage curvature during the phase transition. While
in the measured profile the polarization smoothly increases in the early phase of accumulation
and then shoots down to the voltage threshold, in the simulated profile the transition is farmore
abrupt. This is particularly evident in the case of thicker cathodes. The discrepancy can be traced
back to two main factors. First, the diffusion coefficient extraction near the phase transition is
intrinsically a difficult operation. It is not hard to imagine an increase in the error near this region
between the extracted value and the actual value. Second, in the model definition, the interface
reaction speed was set high enough to be negligible during normal operation of the cell. As long
as the overpotential is linked to the drift current, this hypothesis holds, and an error in the re-
action rate estimation does not impact the simulation. Unfortunately, during phase transition,
the current and the overpotential, are limited by the interface reaction and the availability of
arrival sites. In this case, the actual value of the interface kinetics impacts the simulation, and a
proper optimization is required. At this stage, it is not possible to distinguish between the two
causes, and correcting in one direction or the other would just be an over-interpretation of the
simulation results. In the second part of this chapter, a refinement of the diffusion coefficient by
means of X-ray diffraction measurement will enable a more thoughtful analysis of the problem.

1.3 Rate performance as a function of cathode thickness

In the simulation section, the LCO was anticipated to be a slow-discharge material. As a con-
sequence, it is of particular interest to study the evolution of the available capacity during dis-
charge under different currents while keeping the charge process constant to ensure to begin
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Figure 4.5: Charge and discharge simulation and measurement for different LCO thicknesses

from the same starting line.

Discharge rate performances

The first analysis proposed in Figure 4.6a concerns the discharge capacity evolution for a 20µm
thick cathode for discharge current from 0.1 to 4 µA cm−2. The red line refers to the simulated
results, which faithfully reproduce the experimental behavior. The curve can be divided into
three zones. The first (in green), characterized by a fast capacity loss, and the relatively flat
second zone (in blue), are the two already identified during the analysis of the physical model
results. In both cases, the limiting factor is lithium diffusion inside the bulk cathode. The third
zone (in red) was not previously reported and is associated with the ion drift in the bulk elec-
trolyte. As the current increases, the battery voltage will decrease according to equation 4.2. In
particular, at around 3.5mAcm−2 (17µA), the voltage drop associated with the ion drift is around
0.9V (Rint = 50 kΩ for 6µm LiPON). As a consequence, the voltage plateau associated with phase
transition is situated close to the 3V threshold voltage. Compared to Figure 4.5b, where a large
margin is available between the start of the interface accumulation and the cut-off voltage, at
higher current, the discharge is stopped before the interface accumulation is actually reached.
For high enough current, the cell starts its discharge below the threshold, and zero capacity is
available at the imposed conditions. The increase in the error bar in this region is due to exper-
imental variation in the LiPON thickness.

Measurement and simulation results as a function of cathode thickness

Extending the analysis, the model is able to correctly predict the rate performances at all meas-
ured thicknesses, as reported in Figure 4.6b. The increase in the slope of the second zone, with
increasing LCO thickness, can be understood in terms of the lithium profile inside the bulk cath-
ode. Even if, at iso-current, the slope of the accumulation profile is the same, the value at the
interface increases, leading to a larger capacity loss. Considering the simulated profile in Figure
3.10b, the interface concentration for a 20µm thick cathode at t = 1000 s is the same as in a
30µm cathode, but 10µm deep into the bulk (x = 0.7 instead of x = 1). This observation is of
interest in order to complete the picture sketch by figure 4.4. Even if, in general, increasing the
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Figure 4.6

cathode thickness is beneficial, the actual effect is strongly dependent on the discharge current.
For a prescribed current, there is a limit to the maximal cathode thickness, after that, no gain or
a loss of volumetric capacity is expected [1].

2. Probing lithium concentration by operando XRD

To really understand the electric behavior of an electrochemical cell, it is necessary to probe
some other physical quantities to be coupled with the electrical data. Usually, by accessing the
crystal structure or the chemical environment of the electrodes, it is possible to study in detail
the evolution of the materials during intercalation and de-intercalation of lithium ions. In the
following, I will first present a brief review of operando technique, and in particular XRD oper-
ando, and the main results already shared in the literature. One of the main novelties of the
results reported in this section, compared to the literature, is the objective of themeasurement.
In particular, this is the first time, to my knowledge, that the lithium variation along the diffusion
axis has been observed for a thin-film, all-solid-state battery with a cathode side above few mi-
crometers in a volume probing configuration. In particular, for the first time, we clearly imaged
the phase transition boundary displacement during the operation of a thin-film, all-solid-state
LCO cathode. Although composite cathodes have been previously imaged, the actual lithium
dynamics is radically different.

2.1 Review of Operando techniques for batteries

Operando measurement are reported for a large set of techniques, including Raman spectro-
scopy [2, 3], atomic force microscopy [4], optical microscopy [5], electron microscopy, ion beam
analysis [6], and various X-ray related techniques (XANES,HAXPES,XRD,XAS,XRF) [7–13]. Even if
the technique may differ, the principles of operando measurement are shared, and some gen-
eral considerations can be drawn for the entire portfolio of available characterization. This is
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a particularly important operation in order to choose the right technique and configuration ac-
cording to the question to be answered.

Setup geometry and probed zone

The first aspect to consider in an operando measurement is the setup, and in particular the cell
geometry. The first choice is the orientation of the cell with respect to the impinging probing
ray. Considering planar cell geometry, the ray can either be parallel or perpendicular to the cell
normal axis (see Figure 4.7). In general, the perpendicular geometry is the most flexible config-
uration because it permits the probe of any material, no matter the order of the stack. The only
problemmay be the resolution. In fact, for a technique to be used with this geometry, the lateral
resolution has to be smaller than the thickness of each layer, or the signal will be averaged over
different materials.
As a secondpoint, we canbroadly divide the characterization techniques into surface and volume
techniques. The signal for a surface technique, such as optical microscopy, atomic force micro-
scopy or Raman spectroscopy, comes from the first nanometres or micrometers (for Raman) of
the cell. In the case of a perpendicular configuration, these techniques permit only the topmost
layer to be probed. Themain advantage is the high level of precision and details (single particles
probing [3, 13]) achievable. In fact, the volume technique’s signal comes from the whole volume
of the sample and is usually an average over several tens ofmicrometers. Single particle dynam-
ics is much harder to obtain in this configuration, usually requires complex post-processing, and
is prone to artifacts like in the case of X-ray tomography [14–16]. A general aspect to be con-
sidered is the representativeness of the measurement with respect to the overall behavior of
the cell. Surface techniques, even if they tend to give access to more details, are sometimes far
from being representative of bulk behavior. Because at the edge of the cell the parallel plane
capacitor hypothesis is no longer valid and the electric field bends, the ions drift may be differ-
ent with respect to the center of the cell. Moreover, mechanical constraints are much weaker,
and ion diffusion also differs due to the blocking interface at the edge of the domain. On the
other hand, a volume measurement is sure to be representative of the average behavior of the
cell, but depending on the geometrical configuration, a great deal of information may be lost. In
fact, in volumemeasurement, it is much harder to get information about the spatial variation of
probed quantities [17].

Probed quantities and dimensionality

Each technique provides access to a unique set of physical information about the cell, but since
the setup geometry is fixed, the information provided by each is limited, and a holistic discussion
may be of interest to better understand the strengths and weaknesses of each one. A first
possible distinction is, in fact, betweenmeasurements with or without spatial resolution. Just as
an example, a typical powder X-ray diffraction setup will provide zero spatial information; the
signal is the average of the whole volume. By decreasing the size of the impinging beam and
enabling the sample to be displaced during the measurement, 1D, 2D or 3D spatial information
can be added. Because, up to 2D resolution, it is just a matter of displacing the sample on the
plane perpendicular to the impinging beam, any technique can virtually be used to acquire a 2D
map of the sample. To include the third dimension, which extends in the same direction as the
impinging beam, two main strategies are possible. First, in the case of surface probing, it may
be possible, by displacing the sample in the third direction, to alter the signal. For example, in
Raman spectroscopy, the signal comes from the region around the focus point of the laser beam.
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a) Perpendicular geometry/Surface probing b) Parallel geometry/Surface probing

c) Perpendicular geometry/Volume probing d) Parallel geometry/Volume probing
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Figure 4.7: Setup orientation for Operando probing of an electrochemical cell.

If the sample is displaced, and as long as the attenuation is not too high, it is possible to produce
a 3D image of the analyzed device [18]. The second option, used in the case of volume probing,
is to rotate the sample. For each rotation angle, the impinging ray crosses a different portion
of the stack. The signal is still averaged, but each time the average is obtained by combining
different parts of the full device. It is possible, as in the case of X-ray tomography, to recover the
3D image all at once with proper post-processing of the data. While the first approach can be
used to obtain a local 3D image of a region of interest, the second technique can only produce
complete images because all rotation angles are needed. This usually results in much longer
probing times, even for low-resolution images. 3D probing is in general slow and is rarely used
for operando measurement due to the temporal constraint: the cell must be imaged multiple
times between the charge and the discharge to follow its temporal evolution.
Depending on the spatial resolution, a different set of questions can be addressed. For example,
if we are interested in determining which phases are present in an electrode during charge,
a 0D measurement may be enough to obtain a broad answer. On the other hand, to study
the dynamics of phase transitions, a minimum of one dimension is needed to follow the phase
boundary displacement. We may split the bibliography between the ”what”-is-going-on class
[8, 10] and ”where”-it-is-going-on one [3, 12]. Given that the nature of operando techniques
automatically includes ”when”. Of course, the higher dimension analysis can always be reduced,
and answering to the ”where” question automatically provides information about ”what”.
Focusing on cobalt oxide alone, multiple papers are available in the literature that try to describe
both what happens from a physical and chemical point of view and where it happens. In the
majority of thework, the analyzed cell is based on composite electrodes, which are commercially
available. Before presenting my own results, I will review both the composite and the thin-film
bibliographies.

Latest results on LCO

During the intercalation and de-intercalation of lithium ions, LCO withstands various modific-
ations of its crystal structure, including modifications of both the bond length and the crystal
symmetry. These phenomena have been extensively studied with more or less all the available
operando techniques, at least at the 0D scale. In particular, Raman spectroscopy and X-ray-
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based techniques have been used to map the evolution of the crystal structure all along the
cycling of the cell [8, 10, 11, 19–22]. This information is particularly important to understand the
degradation mechanisms linked to the formation of irreversible phases or to phase-transition-
induced mechanical stress.
A second group of papers can be identified, focusing on the spatial description of the lithium
intercalation [2, 3, 5, 12, 23–25]. The majority of works of this group is based on surface probing
configurations. Some X-ray absorption measurements are actually used for volume probing,
but the information obtained is quite limited [7, 26, 27]. In fact, no works have been published
on operando X-ray diffraction with a 2D resolution on a pure LiCoO2 cathode. Moreover, the
totality of the works are either realized with a composite cathode or with sub-micrometer thin
film. Combining the surface analysis with a composite electrode, the probed dynamic is expec-
ted to be completely different from that of a 20µm thin-film LCO. As an example, the dynamic
that is observed with a surface measurement is linked to the reaction rate and the interface
resistance, which determine where and how fast the material is lithiated, but no information
about the internal lithium distribution is provided. For example, in the work of Pandya et al.
[25], they refer to optical imaging as a ”3D” technique. This is in fact not totally correct, because
the technique used (reflection confocal microscopy) is in fact capable of imaging 3D surfaces,
meaning that the surface is not lying on a plane, but the measurement is restricted to the sur-
face of the particles. This is, of course, almost a philosophical question whether this kind of
measurement should be considered 3D, but in any case, no information is provided concerning
the internal state of each imaged particle. In the same work, the phase boundary displacement
on the surface of the particle is imaged and the phase front velocity extracted. Notwithstand-
ing, the imaged dynamics have nothing in common with the actual phase transition. The front
velocity is not only linked with the lithium diffusion inside the particles but is mainly impacted
by the surface reaction speed. To describe this case with a simile, it is like trying to calculate
the diffusion of coffee into a biscuit by dipping it into a mug and measuring the wetting of the
external part. Of course, the wetting speed at the exterior will be determined by the speed at
which we are dipping the biscuit and not by the coffee diffusion coefficient. If only the tip of the
biscuit is plunged, the situation is indeed different, but in our situation, this can be accomplished
only with a non-porous electrode, where the electrolyte contact with the electrode is limited to
the top interface. A thin-film, all-solid-state configuration is the best option to ensure proper
experimental conditions.
Back to the bibliography, it is true that surface work on thin-film should still be representative of
the overall lithium diffusion (as in [24]), but from the simulation chapter we already expect the
diffusion to be a limiting factor for cathodes thicker than a few hundreds of nanometers. The
available papers are limited to very thin cathodes, and the results are not sufficient to study the
LCO limitation linked to lithium diffusion and phase transition.

2.2 Synchrotron X-ray diffraction measurement setup

For the probing of the lithium distribution inside a thin-film cathode, synchrotron radiation is ne-
cessary for both its power and resolution. Because the adopted geometry, as described below,
is the perpendicular one coupled with volume probing, it is necessary for the impinging beam to
be powerful enough to cross the full thickness of the cell without the attenuation to suppress it.
In particular, the cell under test has a total thickness around 300µm. With a standard, lab-scale
copper X-ray source, it would be impossible to cross such a distance. Moreover, the needed
resolution to map the lithium concentration along the substrate axis is around 1µm, according
to the simulation results. The resolution is determined by the beam dimension, and once again,
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Figure 4.8: Custom PCB used for operando synchrotron X-ray diffraction measurement.

only synchrotron sources can achieve such a beam size. In our case, the beam size was slightly
lower than 1µm and the radiation wavelength was 0.6881Å (energy around 18 keV).

Setup and geometry

A custom setup has been developed in order to probe multiple cells at the same time without
any manual intervention or recalibration. The cells are attached to a printed circuit board (PCB),
and the contact between the cell and the board is realized by means of wire bonding, as repor-
ted in Figure 4.8. The cells are encapsulated with epoxy to both protect the golden wires and
prevent lithium oxidation during battery operation. Up to 10 batteries can be connected to the
same PCB. Because the X-ray beam is aligned with respect to the board, it is possible to test
any of the cells without recalibration of the measurement system. This is particularly important
considering the fragility of the bonding, which may break during transport, and the possibility
of cell failure during operation. With a fair number of cells, it is possible to minimize the risk
of failing the analysis and the need to change the PCB and realign the whole setup. The PCB is
connected directly to a potentiostat. Each cell has its own testing channel, and parallel charge
and discharge are possible. The remaining part of the setup (Figure 4.9) is a standard synchro-
tron X-ray configuration, with a collimator and beam stopper before and after the cell, in order
to reduce the beam size and divergence and block the X-ray source beam from impinging the
detector. A screen detector is placed around 10 cm from the probed device. In order to map
the X-ray signal for both the y and z-axis, the sample holdercan be displaced in both directions
during the measurement. For each acquisition time, an image of 50 x 50 pixels is recorded, with
a step of 30µm along the y-axis and 1µm along the z-axis.

Probed quantities

Measurement output is composed of two types of data. The first is the measurement of X-ray
absorption by each material. In Figure 4.10, the absorption map of a 30µm thick LCO cell is
reported. The signal is mostly attenuated by the cathode, which contains heavy cobalt atoms.
Gold wire and titanium contacts are still visible, even if the absorption is much lower. LiPON,
polymer passivation layer, and the epoxy encapsulation are almost invisible. The absorption
data is particularly useful during the preprocessing of the diffraction spectra in order to correct
the intensity, as described in the next section.
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Much richer information comes from the diffraction pattern acquired for each pixel of the ab-
sorption image. At each (z, y)-position, diffraction rings, such as the ones shown in Figure 4.11a,
are registered. The pattern is projected on a screen detector, and the raw format is an image
on the z-y plane. In the same image, it is possible to notice how the signal in the top half of the
screen is more intense with respect to the bottom half. This is a partial shadowing effect of the
PCB substrate and sample holder; only diffraction rays pointing downward are attenuated by
the substrate. The data are reported in polar coordinates, with r the distance from the beam
center and ψ the angle on the z-y plane. Knowing the distance d between the sample and the
screen, it is possible to convert the radius into the angle θ (see Figure 4.9):

2θ = tan−1
( r
d

)
(4.3)

In the new coordinates, the same diffraction pattern looks like the one reported in Figure 4.11b.
Each crystal plane pattern is projected on a circle in the natural coordinates and along a line in
the θ − ψ coordinates. The angle θ is the usual angle used in the indexation of XRD patterns, as
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reported in the second chapter. The angle ψ offers additional information that is not accessible
by a standard power diffraction experiment. In fact, while the θ angle is used to identify which
crystal plane is being observed, the ψ angle describes the rotation of the normal vector of the
plane around the x-axis. For example, the spot at around 2θ = 8◦ refers to the (003) plane. From
Figure 4.11b it is possible to read the relative rotation of the vector normal to the (003) plane, for
example, ψ = 90 indicates a normal vector pointing upwards with respect to the cell substrate.
From such an analysis, it is possible to study the texture of the thin film along the diffusion axis
and reinforce the homogeneity hypothesis used in the physical modeling.
As briefly discussed in the second chapter and in the previous section of the literature review, the
expansion of the cathodematrix during cycling results in amovement of the peaks’ θ-position. In
particular, an increase in the atomic plane distance along a certain direction induces an increase
in the diffraction angle. In general, the ψ position is not expected to change unless the mechan-
ical stress is such as to physically displace the LCO crystals, which is not the case considering the
low volume expansion of the cathode during cycling. Notwithstanding, the relative ψ-position of
each spot is valuable information. We already pointed out that the diffusion inside 2D material
is influenced by the relative orientation between the diffusion direction and the diffusion planes.
Certain orientations will be more favorable, and a different lithiation velocity may be observed
by following each spot individually. Before delving into the static and dynamic analysis of the
XRD patterns, I will spend one last section discussing the pre-processing used on the raw data
in order to correct various artifacts.

2.3 Data preprocessing

The preprocessing of the raw data consists of two main steps. First, any misalignment of the
relative position between the detector and the diffraction should be corrected. This procedure
aims to correct the θ-position of each diffraction spot. Then, in order to correct the relative
intensity, it is necessary to compensate for the different absorption as a function of the ψ and θ
angles.

Detector position correction

In Figure 4.12 the ideal and skewed detector geometry are reported. In ideal geometry, the X-ray
beam source is normal to the detector plane. In this configuration, each (nhk) diffraction plane ,
is mapped onto a circle on the screen detector with centerO and radius r. In reality, the detector
screen may be skewed by an angle α along a certain direction. In this case, the circle is projec-
ted on the skewed plane as an ellipse with a center O′. The presence of a skew in the detector
position is easily spotted if the raw diffraction pattern is zoomed in the ψ-θ representation. As
an example, in Figure 4.13a it is possible to observe the sinusoidal shape of the diffraction spots
distribution. The artifacts appear during the conversion from the raw data to the ψ-θ represent-
ation: the center is considered equal to the position of the beam stopper, which is the correct
assumption in ideal geometry, and the distance r calculated accordingly. Coming back to the
raw data, it is possible to fit different ellipses for each diffraction ring and trace the variation of
the center position as a function of the mean distance from the beam center. In Figure 4.13b
the center position for three rings is reported, and a linear drift is observed. In particular, the
drift is concentrated on the z-axis of the detector. The skew angle α can be calculated with tri-
gonometry, along with its direction, which, in this case, is assumed to be parallel to the z-axis to
simplify the problem. The first step is to find the ”real” center by extrapolating the center posi-
tion for r′ → 0. In general, it should coincide with the point of incidence of the main beam, but
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Figure 4.11

with this procedure, its position can be further refined. Once the center is known, it is possible
to obtain the ”ideal” r by simply considering the direction of the skew plane perpendicular to the
skew direction. Along this direction, r and r′ are coincident. Knowing the center, the distance
AO can be calculated altogether with the angle 2θ = tan

(
r
d

)
. Then, by focusing on the scalene

AOA′ along the skew direction and by knowing two sides and one angle, it is possible to solve
it. In particular, ̸ AAO′ = π

2 + 2θ and α is found by solving the following system of equations in

201



Ideal geometry

Diffraction center

Beam stopper

Diffracted ray

2𝜃

𝜓

𝑑

𝑟

Screen detector

y-axis

x-axis

z-axis

Skewed detector geometry

2𝜃

𝜓

𝑑

𝑟
𝑂

𝑂′

𝑟′

𝐴′

𝐵′

𝐴

𝐵

𝛼

𝐶

𝐴′′

Figure 4.12: Effect of an α skew on the measurement geometry.

AA′: r′2 = AA′2 + r2 − 2AA′r cos
(
π
2 + 2θ

)
AA′ = r2 + r′2 − 2rr′ cosα

(4.4)

Once α is known (α0 = 6◦ in the present case), in order to get the ”real” angle 2θ at any position,
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Figure 4.13

it is necessary first to solve the scalene COA′. This is indeed a trivial task since we know two
sides (A′O = r′ and CO = d) and the angle in between (̸ COA′ = π

2 ± α). The sign depends
on the relative direction with respect to the skew vector: positive for the r′ z-component in the
same direction as the skew vector and vice versa. According to the rule of cosines:

A′C =

√
r′2 + d2 − 2r′d cos(

π

2
± α) (4.5)

At this point, the 2θ angle is calculated by inverting the same formula applied to r′:

cos(2θ) =
d2 +A′C

2 − r′2

2dA′C
(4.6)

and the radius on the ideal plane is:
r = d tan(2θ) (4.7)
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The only tricky point is the actual value of α with respect to the ψ position: The angle is α = α0

only along the skew direction (i.e., the z-axis), while in general the skew goes from α0 to zero
(along the y-axis). To solve this second problem, it is enough to consider the unitary circle on
the skew plane and its orthogonal projection to the ideal plane. It must be noticed that the
orthogonal projection differs from the stereographic projection considered for the diffracted
ray. In particular, in Figure 4.12, the pointsA andA′ are one the stereographic projection of each
other, while the orthogonal projection of A′ on the ideal plane is A′′. In Cartesian coordinates,
the relation between the two points is:y′′ = y′ = r′ sinψ

z′′ = z′ cosα = r′ cosψ cosα
(4.8)

The right triangle A′A′′O formed by the two vectors can be easily solved, and the angle ̸ A′′OA′

obtained as:

̸ A′′OA′ = α(ψ) = cos−1

(
OA′′

OA′

)
= cos−1


√
sin2(ψ) + cos2(ψ) cos2(α0)

1

 (4.9)

Where r′ is the unit by construction and α(ψ) is the skew angle as a function of the psi angle.
Back to equation 4.6 and with a bit of trigonometry, the final expression for 2θ reads:

cos(2θ) =
d2 ± 2r′d(±∗1) cosψ

√
1− cos2 α0

2d
√
r′2 + d2 ± 2r′d(±∗1) cosψ

√
1− cos2 α0

(4.10)

Where the second plus-minus sign (±∗) refers to the conversion from sine to cosine and depends
on the quadrant of ψ: positive for 0 < ψ < π. The total sign, ± · ±∗ is negative in the first and
third quadrants and positive otherwise.
I will conclude with a final remark on the distance d. So far, the distance between the diffraction
center and the incident point of the beam on the screen was supposed to be known. In general,
when the distance is measured or provided by the instrument, it may refer to another point of
the detector, the base of the displacement motor, for example. In this case, the distance should
be considered a variable, and the problem cannot be solved analytically. Notwithstanding, if a
known diffraction pattern is used for the calibration, the distance and the skew angle can be
optimized by the mean square algorithm in order to fit the calibration signal.

Absorption correction

The second artifact to be considered is linked to the attenuation as a function of the ψ and theta
angles. In Figure 4.14a the schematic optical path for different diffraction directions is reported.
Depending on both angles, the diffracted beam crosses different materials and different thick-
nesses of the same material. For example, the uppermost beam exits from the LiCoO2 after a
short path and gets into the LiPON. For the same angle θ, but at opposite ψ, the same signal is
entirely attenuated by LCO, and the total attenuation is greater. The same consideration is valid
for the last shown path, with a higher diffraction angle. It is attenuated by cobalt oxide alone,
but the optical path and the resulting attenuation are larger. This is the very same principle as
the shadowing of the bottom part of the detector screen, as already observed in Figure 4.13a.
In this case, the difference in attenuation is so high that the bottom part of the detector is barely
exploitable for θ > 25◦. In order to avoid additional bias, I restricted the analysis to the top part
of the detector only (0◦ < ψ < 180◦) or low diffraction angle (2θ < 15◦) .
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To calculate the effective attenuation at each (r, ψ) position on the screen, it is necessary to use
the absorptionmatrix (µ(r, ψ)) as reported in Figure 4.10. At this point, it is important to consider
the finite thickness of the sample. In fact, the diffraction will take place along the whole thick-
ness l of the cell. That means that at each spatial element dV (x, r, ψ) diffracts but the impinging
power is attenuated for spatial elements closer to the detector. Vice versa, the elements closer
to the source are hit by a more energetic beam, but they have to cross a longer optical path in
order to reach the detector. In summary, for each spatial element, it is necessary to calculate
the attenuation before and after the diffraction takes place. The total attenuation for a volume
element at position (x, r, ψ) can be expressed as:

I(x, r, ψ) = I0 exp (−µ(r, ψ)x)exp

(
−
∫ r=(l−x) tan(2θ)

r=0

dr
µ(r, ψ)

sin(2θ)

)
(4.11)

Where I0 is the output power of the source, the first exponential is the attenuation before dif-
fraction, and the second one is the sum of the attenuation in each volume element crossed
after diffraction. It should be considered that the diffraction at different x-positions results in a
broadening of the diffraction spot because the effective distance d is different for each volume
element. The total intensity on each pixel is given by summing the intensity impinging on the
same pixel of the screen from different volume elements. As amatter of example, I reported the
evolution of the calculated attenuation as a function of the ψ position for the peak (003) of LCO
in Figure 4.14b. As expected, themaximum of attenuation is attained for ψ = 0 and ψ = 180. The
relative intensity of peaks on the same diffraction rings (same θ-value), once corrected for ab-
sorption, can be directly compared in order to establish the presence of each ψ orientation. For
example, in Figure 4.11b, the diffraction plane (003) (2θ ∼ 8◦) exhibits six evenly spaced peaks at
ψ = 20◦ + n60◦. By comparing the relative intensities of each, the texture of the film as a func-
tion of the z-position can be estimated. There is also another possibility, in order to evaluate the
preferential orientation of the film, that exploits the principle proposed in the second chapter
by comparing the measured pattern with a reference signature from powder diffraction. In the
case under analysis, this second approach, presented in the next subsection, is of particular in-
terest due to some missing data, as visible in Figure 4.11a and 4.11b. The detector is composed
of multiple smaller screen detectors, and at the junction point between each subunit, the data
is not registered. By chance, the peaks (003) at ψ = 20◦ and ψ = 140◦ are partially lost, and the
direct comparison of diffraction peak intensity would result in a biased estimation. Moreover,
the (003) peak is the only one not strongly attenuated by the PCB horizon and was the best
candidate for texture analysis.

Dimension reduction and powder comparison

In the second chapter, in order to assess the texture orientation and its distribution along the
z-axis of the LCO, the diffraction pattern relative intensities were compared with the powder
reference, for which the orientation is completely random. The powder reference pattern is a
1D spectrum without any resolution with respect to the ψ angle. In fact, in a standard powder
diffraction experiment, the detector and the impinging ray are always at ψ = 90◦. With respect
to the full signal of Figure 4.11b, a powder diffraction spectrum is limited to the area of the
black rectangle. In order to be able to analyze the texture of the thin film LCO starting from the
synchrotron signal, it is enough to extract and integrate along the ψ axis the signal inside the
rectangle and reduce the dataset dimension to θ only:

Ipowder(2θ) =

∫ ψ=95◦

ψ=85◦
dψ Isynchrotron(ψ, 2θ) (4.12)
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Where the integration limits are chosen in order to mimic the finite dimension of the powder
diffraction detector.
All results are presented in the next section.

2.4 Diffraction pattern analysis

All data reported in the followings refer to a 20µm thick LCO cell. First, I will present the ini-
tial state 2D mapping in order to extend the texture results already introduced in the second
chapter. Then, I will focus on the temporal evolution of the crystal structure and, in particular,
the distance between the (003) planes (c-axis). The distance correlates with lithium content, and
the lithium profile can be extracted from it in order to be compared with the simulation results.
Phase transition dynamics during charge and discharge is analyzed, and differences between
the model and the measures are discussed.

XRD spectra indexing

In order to index of the diffraction peaks, the starting point is the integration of the signal from
the detector in the range 0 < ψ < 180. The resulting spectra and their indexation have already
been reported in Chapter 2 (see Figure 2.9). Once the different diffraction planes are defined, it
is possible to focus on the intensity and position of single peaks in order to study the cathode
texture and behavior during cycling.

Out-of-fab 2D mapping

In order to analyze the texture, the synchrotron spectrum was further restricted to the ψ = 90◦

zone to be comparable with the GIXRD reference as discussed in the previous section, and only
the predominant 003 (2θ ∼ 8◦) and 012 (2θ ∼ 17◦) orientations were considered. As already
discussed in Section 2.2, it is possible to map the relative abundance of each orientation by
comparing the measured intensity and the powder reference intensity. The following formula
was employed:

(003)

(012)
= log10

(
I003_measured
I003_reference

I012_reference
I012_measured

)
(4.13)
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If the ratios between the measured and the reference intensity for the two orientations are
equal, the relative abundance is 1 : 1 and (003)

(012) = 0. If the texture is preferentially (003), let’s say
10 : 1, (003)

(012) = 1 while it will be (003)
(012) = −1 in the opposite case (1 : 10). The resulting 2D texture

map is reported in Figure 4.16a for the first time step. In particular, as already anticipated in
the second chapter, the top part of the cathode tends to be slightly (003) oriented: (003)

(012) = 0.2

corresponds to a less than 1.6 : 1 texture distribution. While near the current collector and in
bulk, the film is strongly oriented along the (012) axis.
Another important point is the homogeneity along the y-axis of the crystalline orientation. This
observation permits reducing the analysis to the z-axis only. In particular, by averaging the sig-
nal along the y-position which largely increases the quality of the data.
The second approach to map the relative orientation abundance is by direct comparison of

𝜓 = 20° 𝜓 = 340°𝜓 = 80° 𝜓 = 200°𝜓 = 160° 𝜓 = 260°

c-axis c-axis c-axis c-axis c-axis c-axis

Figure 4.15: Position of the c-axis of the LCO crystal for different ψ angle position of the 003
peak.

different diffraction spot along the ψ direction of a certain diffraction plane. As anticipated, the
(003) diffraction is of particular interest because it is the only one not attenuated by the sub-
strate. It exhibit, as anticipated in figure 4.11b, six diffraction peaks along the ψaxis. Each peak
correspond to a different orientation of the 003 vector with respect to the deposition substrate.
In particular, the vector normal to the (003) diffraction plane is called c-axis. In Figure 4.15 the
relative position of the c-axis with respect to the diffraction angle ψ is reported. It can be ob-
served that with respect to the orientation of the diffusion channel the xis peaks correspond to
only 2 different channel orientation. For ψ = 80◦, 260◦ the channel are parallel to the deposition
substrate and diffusion in hindered. Any other ψ angle correspond to a favourable orientation
with almost perpendicular channels (equivalent to a (012) orientation). In order to avoid the
missing data zone, only the three peaks at ψ > 180 are considered. Because the two peaks at
ψ ∼ 200◦ and ψ ∼ 340◦ correspond to the same (012) orientation of the film, it is enough to
compare the central peak (ψ ∼ 260◦) corresponding to the (003) unfavourable orientation with
the sum of the other two in order to reproduce the result of the previous analysis. In Figure
4.16b the logarithm of the ratio of the intensity is reported, and the same conclusion is reached:
partial (003) texture on the top of the film and a majority of (012) in the central/bottom part.

Operando 2D mapping: charge

To study the evolution of the crystal structure during charge and discharge processes, I focused
on the same three (003) peaks used for the texture mapping. By following the displacement of
the diffraction peaks, it is possible to follow the lithium diffusion process inside the cathode. The
peak profile is analyzed by means of skewed Gaussian fitting in order to extract the exact peak
position. The c-axis dimension is then calculated from the diffraction angle with the formula:

d =
nλ

2 sin θ
(4.14)
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(a) Texture mapping inside the LCO cathode ob-
tained with GIXRD-like method analysis.

0.15 0.30 0.45 0.60 0.75 0.90 1.05 1.20
0

5

10

15

20

Z 
po

si
tio

n 
(µ

m
)

Y position (mm)

-2.0
-1.8
-1.6
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4

(003)/(012)

(b) Texture mapping inside the LCO cathode ob-
tained by direct comparison of (003) peaks intens-
ity.

Figure 4.16: Cathode texture distribution at initial time step.

Where λ is the X-ray wavelength and n is the Miller plane index (n = 3 for the (003) plane).
In Figure 4.17a-4.17f I reported the 2D mapping of the c-axis dimension for the ψ = 200◦ peak
at six different time steps. The first three images correspond to the inset and propagation of
the phase transition boundary from the electrode/electrolyte interface to the current collector
interface. The yellow zone corresponds to the Li0.75CoO2 phase, while the dark orange one is
stoichiometric LCO. The following three images are taken from the second part of the charge,
when lithium intercalates homogeneously through the entire thickness thanks to a high diffusion
coefficient. In fact, the images do not show a gradient, and the color is homogeneous at each
time step. The total variation of the c-axis dimension is around 0.3Å. As for the texture map-
ping, the cathode behavior is homogeneous along the y-axis. In order to facilitate the reading
and for a more qualitative assessment of the data, in Figure 4.17g, the average c-axis dimen-
sion is plotted as a function of the z-position. This second plot is nothing but the average of
the 2D mapping. The same six time steps are reported as for the 2D mapping graphs. In this
case, the phase boundary profile can be fully appreciated. The profile shape is stable, and the
displacement velocity can be calculated by taking the middle point (in red in the plot) and tra-
cing its z-position as a function of the time step. As a quick estimation, considering an average
acquisition time of 180 s the phase front displacement is about 35nms−1.
In Figure 4.17h the average c-axis dimension is plotted for the topmost, central and last pixel as
a function of time. Apart from a delay, displacement of the diffraction peak is constant along the
whole cathode thickness, and the total displacement is in good agreement with literature results
[10, 19]. The initial absolute value (14.25Å) is higher than previously reported in the literature
(14.05Å). This discrepancy may be linked to the distance between the sample and the screen
detector, as described in the artifacts correction section.
In Figure 4.17i the c-axis dimension variation along the z-position is reported for the diffraction
peak at ψ = 260◦. This orientation corresponds to a diffusion channel oriented parallel to the
substrate. Which is a particularly unfavorable situation for lithium diffusion, as confirmed by the
measured crystal axis variation. In fact, the total c-axis variation is much lower than for the other
two orientations, signaling a smaller lithium de-intercalation for crystals with the (003) orienta-
tion. Luckily, from the texture mapping, the relative fraction of (003) orientation was confirmed
to be overall negligible, and no impact on the available capacity has been measured. An import-
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(a) ψ = 200◦, time step 5.
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(b) ψ = 200◦, time step 8.

0.15 0.30 0.45 0.60 0.75 0.90 1.05 1.20
0

5

10

15

20

Z 
po

si
tio

n 
(µ

m
)

Y position (µm)

14.20

14.25

14.30

14.35

14.40

14.45

14.50

14.55

dc (Å)

(c) ψ = 200◦, time step 12.
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(d) ψ = 200◦, time step 15.
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(e) ψ = 200◦, time step 25.
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(f) ψ = 200◦, time step 35.
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Figure 4.17: 2D mapping of the (003) diffraction plane c-axis dimension during charge.

ant aspect is the presence of the same two-phase regions as for the other crystal orientation. The
phase boundary is still visible, but the gap between the lithium poor and lithium rich phases is
less than half compared to the (012) orientation. In order to explain this phenomenon, it should
be considered that the total ion current splits unevenly between the two orientations. We may
expect only a small fraction of the total current to be accounted for by the (003) orientation. The
difference is linked to the difficult intercalation, but inside the two domains, no difference in lith-
ium diffusion is expected. Put differently, the (003) orientation should just charge much slower
than the (012), but with identical dynamics. Notwithstanding, the observed phase transition
profile differs. In the ”hard” phase transition picture, as predicted by the Cahn-Hilliard model,
the phase formation is linked to interface energy balance, and its onset is linked exclusively to
the local stoichiometry of LCO. On the other hand, in the diffusion-limited picture, as adopted
in the present work, the phase separation is a dynamic phenomenon induced by the current
density. In this second framework, it is much easier to interpret the different behavior of the
(003) orientation. Recalling the extracted diffusion coefficient as reported in Chapter 3, its min-
imum is around x = 0.95, and a monotonic increasing is observed for lower lithium fractions.
The two-phase distance is determined by the current, in the sense that the accumulation spans
the lithium fraction with a diffusion coefficient too low to redistribute the incoming lithium flux.
Let’s try to picture the situation with a water pipe analogy. The water flux represents the ions
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diffusing through the cathode, and the diffusion coefficient is a measure of the size of the pipe.
The intercalation fraction can be interpreted as the pressure inside the pipe. If the pipe is flex-
ible, we can imagine that an increase in the water pressure (intercalation fraction) leads to a
stretch of the pipe and an increase in its section. If the initially imposed input flux is higher than
the flux the pipe can sustain, the pressure rises. That is the beginning of the charge, when the
interface concentration of lithium quickly drops because the diffusion is too slow to replenish it.
The increase in pressure (lithium depletion) leads to an increase in the pipe diameter, and more
water can cross per unit time. In equilibrium, the pressure is such that the pipe diameter is a
perfect fit for the input flux. That is also the case for the cobalt oxide: the value of the interface
accumulation is such that the diffusion coefficient is high enough to sustain the input current.
That means that it is the input current that fixes the stoichiometry of the lithium-poor phase.
As a matter of example, if the (012) orientation current density needs at least a diffusion coef-
ficient of 1 × 10−14m2 s−1, the phase separation region will span between x = 1 and x = 0.75,
when the diffusion coefficient reaches the minimum redistribution value. On the other hand, in
the (003) orientation, the current density is much lower, and a diffusion coefficient of, let’s say,
1 × 10−15m2 s−1 is enough. In that second case, the phase transition zone will end at around
x = 0.8 (See Figure 3.9b).

Operando 2D mapping: discharge

The same analysis is proposed for the discharge step in the sequence of Figures 4.18a- 4.18f.
The picture is inverse with respect to the charge. In the first part (Figure 4.18a-4.18c), the c-axis is
constant along the whole cathode thickness, and the discharge proceeds homogeneously. Near
the end of the discharge, a sudden change is registered at the electrolyte/electrode interface. In
Figure 4.18d and 4.18e the formation of an orange interface, linked to the high lithium content
phase, is visible at the topmost pixels. As soon as the 3V threshold is crossed and the discharge
is stopped, the cell switches to the relaxation step. The lithium-rich interface disappears (Figure
4.18f) at this stage, signaling an unstable phase boundary. By analyzing the average profile along
the z-axis in Figure 4.18g the discharge dynamics can be appreciated from a quantitative point
of view. The interface formation results in a sudden decrease in the fitted peak position. The
same decrease is clearly visible when the time evolution of the topmost pixel is plotted (Figure
4.18g). As expected from the 2Dmap, the lithium-rich phase is formed only at the top interface.
By analyzing the raw data reported in Figure 4.18h during the final time steps of the discharge,
it is possible to distinguish two peaks. The first one at around c = 14.3Å, corresponding to the
lithium-rich phase observed in the initial state (see Figure 4.17h), and a second one at c = 14.45Å.
During the end of the discharge, the two phases LiCoO2 and Li0.8CoO2 are then both present at
the interface. The actual coexistence of the two phases cannot be discussed due to the meas-
urement setup: each pixel is the average over 300µmand it is not possible to determinewhether
the cathode presents multiple single-phase domains or a single solid-solution domain with both
phases coexisting.
In any case, the lithium-rich phase relaxes as the discharge ends. This is a second important clue
to support the hypothesis of a dynamics-induced phase transition, as proposed in the model-
ing section. Hard phase transition mechanism, such as the one modeled by the Cahn-Hilliards
equation, would result in a stable interface without any relaxation between the two phases.
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(a) ψ = 200◦, time step 60.
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(b) ψ = 200◦, time step 70.
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(c) ψ = 200◦, time step 80.
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(d) ψ = 200◦, time step 84.
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(e) ψ = 200◦, time step 86.
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(f) ψ = 200◦, time step 90.
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Figure 4.18: 2D mapping of the (003) diffraction plane c-axis dimension during discharge.

2.5 Comparison with model results

In order to compare the measured profiles with the simulation results, it is first necessary to
convert the variation of the crystal axis to lithium concentration. I assumed a linear variation
of the plane distance with respect to the lithium concentration, as previously reported in the
literature [19]. The total distance variation is 0.33Å at the Li0.47CoO2 end phase. The end of
charge stoichiometry is determined by measuring the OCV after charge (around 4.2V) and using
the GITTmeasurement as a calibration curve. The linear conversion equation between the plane
distance and the intercalation fraction is then:

xLi = (dc −min(dc)) ∗
0.53

0.33
(4.15)

The converted profiles at different time steps are reported in Figure 4.19a for the two-phase re-
gime of the charge. The second-phase stoichiometry is around Li0.8CoO2. The distance between
the two hexagonal phases (∼ 0.15Å) is in agreement with the most recent literature [10].
Altogether with the profile variation along the Z-axis, it is of interest to evaluate the model pre-
diction against the interface concentration variation as the redox reaction is impacted by the
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interface concentration only (see Figure 4.19b as an example). Starting from the observed be-
havior, it is possible to improve the simulation quality near the end of the discharge: if the
simulated and measured lithium profiles are in good agreement, the error in the predicted cell
voltage will most probably be linked with the reaction rate coefficient; on the other end, if the
lithium profiles are too far apart, the cause should be found in an error in the extraction of the
diffusion coefficient.
As the conversion to lithium concentration seems to be satisfactory and in line with the literat-
ure, it is possible to proceed with a direct comparison between themeasured and the simulated
lithium profiles.
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Figure 4.19

Phase transition dynamics

The first point of interest is phase transition dynamics. In particular, the shape of the phase
front and the lithium profile in the lithium poor region can be easily compared for the simulated
and measured profiles, as reported in Figure 4.20a. The phase front displacement is correctly
modeled from the point of view of the speed, but the shape itself is much steeper for the simu-
lated profile. This means that the GITT diffusion coefficient variation is faster in the lithium-rich
phase compared to the real one. In particular, in order to obtain a more flat phase boundary, it
would be necessary to increase the diffusion coefficient in the region 0.9 < x < 0.8. Concerning
the slope in the lithium-poor region, the model and the measurement are in good agreement (
see the slope near the electrode/electrolyte interface for t = 12). As a more detailed verification,
the concentration profile is reported in Figure 4.20b. While the bulk profile is not completely
satisfactory, the interface concentration is properly reproduced. That means that the extracted
diffusion coefficient is close to the real one for lower lithium content, and the extraction error is
limited to the phase transition region.

Interface accumulation

The second important feature to benchmark in the physical model is the interface accumulation
at the end of the discharge. In Figure 4.21a, the simulated andmeasured lithium profiles during
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Figure 4.20

discharge are reported. Before the onset of the interface accumulation, the model is able to fol-
low the measured profile, except for the zone near the current collector. The measured profile
shows a positive curvature, while the simulation is (relatively) flat. The difference is due to the
initial condition imposed in the simulation. The starting profile is fixed to x = 0.5 everywhere
in the cathode domain, considering a perfect relaxation after charge. In reality, the discharge
is started immediately after the charge, and the curvature, which is a residue of the first phase
transition, does not have time to relax. As a matter of fact, it relaxes during the discharge itself,
and by step t = 80, the accumulation near the current collector has almost completely disap-
peared.
As the final accumulation starts, some major differences are visible. While the general trend
(accumulation and relaxation) is confirmed, the simulated cathode provides more capacity than
measured. In fact, as clearly reported in Figure 4.21b, the concentration profile monotonically
increase up to x = 0.75, before a sudden upswing, while in the measure the same accumulation
starts at around x = 0.7. Moreover, the measured profile presents a smoother transition, with a
lithium accumulation reaching deeper inside the cathode. This observation combines with the
one already discussed during the analysis of electrical results. The simulation presents an abrupt
transition in the voltage profile while the measured voltage slowly increases before shooting to
3V (see Figure 4.5b). From the analysis of the charge profile, an error in the value of the diffusion
coefficient for higher intercalation fraction has already been spotted. It is possible to explain the
difference in the discharge profile with the very same argument. In particular, the real diffusion
coefficient is expected to be smoother with respect to the one from the GITT measurement. A
smoother profile guarantees a more flat shape during both charge and discharge, as well as a
faster accumulation during discharge and an early crossing of the 3V threshold.
At the same time, some information can also be obtained regarding the diffusion coefficient far
from the accumulation region x < 0.7. Comparing the simulated and measured slopes near the
current collector, the simulation shows a larger gradient (see t = 84) with respect to the meas-
ured profile. We can hypothesize a diffusion coefficient higher than the measured one in this
region.

212



0 5 10 15 20
0.5

0.6

0.7

0.8

0.9

1.0  Xray measure
 t = 70
 t = 80
t = 84
 t = 86
 COMSOL simulation

x

Zpos

(a) Simulated and measured lithium concentra-
tion profile along the cathode thickness during dis-
charge.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00

 Xray measure
 COMSOL simulation

x 
in

 L
i x

Co
O

2

time (hours)

(b) Simulated and measured interface lithium con-
centration evolution during discharge.

Figure 4.21

Acknowledgements

The synchrotron experiments were conducted on the ID13 beamline at the European Radi-
ation Synchrotron Facility (ESRF, Grenoble France). We acknowledge the beamline scientist M.
Burghammer and our local contact A. Medjahed for their help and support. Beamtime at the
ESRF was granted within the Battery Pilot Hub MA4929 “Multi-scale Multi-techniques investiga-
tions of Li-ion batteries: towards a European Battery Hub” coordinated by CEA-IRIG. Moreover
We thanks Sandrine Lyonnard, Samuel Tardif, and Quentin Jacquet from the CEA-IRIG STEP
laboratory for the opportunity to collaborate, for the organisation of the experiment and the
help they provided with the data analysis and interpretation and the fruitful discussions.

3. Understanding LCO Limitations

The concluding section of this chapter aims to summarize the results obtained for thick cathodes
from both electrical and physical point of view. The purpose is then to propose a deeper and
novel interpretation of the physical mechanisms limiting the discharge capability of LiCoO2.

3.1 Review of LiCoO2 performances

Starting from the physical model, it is possible to predict the performance of a cell based on the
LCO cathode for different current densities and cathode thicknesses. It is of interest, first, to
compare the predictions with the thin-film literature, disregarding composite and porous cath-
odes. Then, in order to assess if some of the limitations here observed are specific to this con-
figuration, extend the analysis to any type of cathode based on the same material.

Thin-film rate performance and projections

In Figure 4.22, I reported the projected discharge volume energy density for a cell composed
of a 100% active cathode in a thin-film configuration with variable thickness and an overhead of
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Figure 4.22: Reported [28–31] and projected discharge performances for a thin-film cell based
on LCO cathodewith 50µmoverhead (non activematerial) as a function of the cathode thickness
and the discharge current density.

50µm. The overhead refers to the other components of a cell, such as the substrate, the electro-
lyte and the encapsulation. In order to compare results from the literature, the same overhead
was added to any cell before calculating the volumetric energy density. Sources from the literat-
ure [28–31] are in good agreement with the model projection from the qualitative point of view,
with some divergence in the absolute value for a few of them. That confirms the generality of
the first cycle loss and the dynamic limitation described in the present work in the field of thin-
film LCO cathode.
Concerning the shape of the curve reported, at lower current density, the increase of the cath-
ode size is always beneficial up to 200µm; as the current is increased, after a first raising of the
gain, eventually, an increase in the size results in a loss of volumetric capacity. That means that
for a given application, as the discharge current density is fixed, it is possible to define an op-
timal cathode thickness that maximizes the energy density. The choice of the value of overhead
impact affects not only the absolute value of the volumetric energy density, but also the relative
gain when the cathode is increased. Considering that an increase in cathode is also an increase
in cost, depending on the overhead, it may or may not be economically of interest to increase
the thickness up to the optimal point.

Porous and composite LCO cathode performance

When enlarging the field of view to any type of cathode based on LCO, it is easy to be persuaded
that the first cycle loss is not a universal phenomenon. Even if some studies report the same
loss in the slurry or composite cathodes [32–35], other works reported a good reversibility of
the first cycle [5, 36, 37]. Concerning the composite cathode, the loss is often associated with a
low electronic conductivity due to the grain-to-grain contact and is not exclusively related to ion
diffusion and phase transition.
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3.2 Interface accumulation: ions perspective and electrons perspective

The diffusion framework in a composite or slurry cathode is completely different from that in a
thin-film cell, and the direct comparisonof the dynamic performancebetween the two structures
is a complex task. In particular, even if the single particles of a composite cathode are the same
size as the thickness of a thin-film cathode, the total thickness of the composite electrode is
around tens of micrometers. The dynamic of the single particle is hence comparable with that
of a thin-film cell, but the overall performance is expected to differ. Before trying to explain
the different behavior of LCO in the various cathode configurations, I will recap the main result
obtained so far.

Summary of experimental data

From the experimental results collected in the present work, a few central facts can be listed
concerning the capacity loss and the dynamic limitation of the LCO thin-film cathode. First, the
first cycle loss is shown to be proportional to the cathode thickness; hence, it is linked with bulk
phenomena. Second, from the X-ray diffraction experiment, it is confirmed that, before reaching
the end of the discharge, lithium accumulates at the electrode/electrolyte interface. This same
accumulation is shown to be unstable, and after a fewminutes of relaxation, it disappears. Third,
the same phenomenon is present during the charge process, but it has no effect on the rate per-
formance of the cathode, which can be easily charged at high current density.
From the literature, the lithium-rich phase is known tobe electrically insulating. As a consequence,
at high lithium intercalation fractions, the motion of electrons and ions cannot be considered
independent because the metallic conductor hypothesis is no longer valid. The LCO in the low-
conductive state is closer to an electrolyte than to an electrode. As a consequence, the lithium
motion is subject to both drift and diffusion, while the electrons are not able to cross the lithium-
rich region.

Ion and electron path analysis

Porous electrode

Current collector

Mixed 
ion/electron 
conductor

All-electrochemical active electrode
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Li+ Li+ Li+
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Figure 4.23: Lithium and electron path during intercalation and de-intercalation in porous elec-
trode and thin-film electrode.

If we consider at the same time the electrons and the ions, by comparing the relative paths
of the two species in the all-electrochemical active configuration and in the composite electrode
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configuration, it may be possible to get some sense out of the literature results.
Let’s consider two cathodes realized starting from the same amount of active material, i.e., LCO.
In the first one, the LCO powder is embedded in a carbon matrix, forming a porous composite
electrode, while in the second one, it is composed of active material alone (all-electrochemically
active electrode). In Figure 4.23a, the intercalation and de-intercalation of lithium in the com-
posite cathode are schematically depicted. During the charge of the cell, the lithium diffuses
to the interface of a particle before being split into a lithium ion and an electron. Both species
have to cross the matrix in which the particles are encapsulated. This matrix is usually highly
electronically conductive and porous. The porosity of the matrix permits the electrolyte to per-
meate the matrix, increasing its ions’ conductivity. During the discharge, the lithium from the
electrolyte is recombined with electrons from the current collector. Both ions and electrons do
not interact with the LCO particles until the recombination takes place.
In the case of all-electrochemically active electrode, the situation is quite different, as reported
in Figure 4.23b. While the ions’ path is the same during charge and discharge with respect to
the composite electrode, that is not the case with electrons. In order to reach or leave the re-
action site at the electrode/electrolyte interface, electrons have to cross the LCO itself. During
the charge process, the cathode is initially insulating, meaning that the valence band is fully oc-
cupied, and the conduction band is empty. As soon as the lithium reacts and a free electron is
generated, the latter will fill a place in the conduction band. We already discussed this point,
saying that in an intercalation cathode, the electronic carrier concentration is imposed by the in-
tercalation fraction, as in a doped semiconductor. That means that any additional lithium atom
removed from the cathode will act as an additional doping atom. As a result, the electrons will
be easily able to cross the cathode and reach the current collector. Even if the lithium is not able
to diffuse from the lithium rich phase to the lithium poor phase, it will be possible to extract
more lithium and sustain the interface reaction.
In the opposite situation, when the lithium is intercalated, at the interface the conduction sites
are depleted as the discharge proceeds. During charge, the electrons from the reaction are
created at the interface, in this case, they come from the current collector. The increase in the
resistance near the reaction interface will make it harder to bring electrons to the interface in or-
der for the reaction to happen. At the same time, the depletion of the conduction band near the
interface results in sluggish lithium diffusion due to the reduction in electric field screening. The
increase in interface lithium concentration results in higher resistance, and this positive feed-
back leads to a fast end of the discharge. The main difference between charge and discharge is
the physical location of the lithium accumulation. In the former, the accumulation takes place
in bulk, away from the reaction zone. In the latter, the accumulation limits the concentration
of electrons at the reaction interface, resulting in an increase in overpotential. With respect to
all-electrochemically active, in a composite electrode, the electrons do not cross the LCO, but are
distributed by means of the conductive matrix. As a matter of fact, the resistance experienced
by the current going from the current collector to the reaction site is constant at any state of
charge. The increase in the overpotential is limited to the accumulation of ions at the interface
and does not have to account for an increase in the electron resistance as well. That means that
in any case, the situation is more favorable in the composite and slurry cathodes.
In order to improve the dynamic performance of a all-electrochemically active cell, it would be
necessary to design an alternative path for electrons from the current collector to the reaction
interface, avoiding the crossing of the LCO itself. Further investigation into this possibility is
needed to verify the proposed interpretation.
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1. Conclusions on the present work

In the four chapters of this thesis, I tried to answer some of the many questions linked to all-
electrochemical-active electrodes and, in particular, provide a physical framework to understand
the general behavior of intercalation cathodes.
After the first bibliographical chapter, the physical characterization of the device under test is
proposed in the second chapter. The anode-free stack is composed of a LiCoO2 cathode, a
LiPON electrolyte and a titanium current collector, where the lithium anode is plated during the
first charge. Scanning electron microscopy, Raman spectroscopy, X-ray diffraction and confocal
microscopy were employed to analyze the chemical, crystallographic and morphological homo-
geneity of the different layers composing the thin-film cell. The main objective of this analysis is
the validation of the modeling hypothesis exploited in the third chapter. In particular, the pos-
sibility of reducing the lithium diffusion inside the cathode to a 1D problem.
In the third chapter, after the mathematical derivation of all main equations, a physical model
is presented in order to study the dynamic and static performances of LiCoO2-based thin-film
cells. The lithium profile during charge and discharge is simulated and commented on. The ef-
fects of constant and variable diffusion coefficients and phase transition dynamics are analyzed
from a theoretical point of view.
The first part of the fourth chapter is dedicated to the electrical characterization of the cell and
the validation of the results against the model predictions for different thicknesses of the cath-
ode electrode. Particular attention is devoted to the assessment of the dependency of charge
and discharge capacity as a function of the drawn current.
After the first cycle loss, in common with all architectures, cycling stability is demonstrated, and
no impact of the cathode thickness is visible in the early cycling phase. The study of the first
cycle loss in thin-film cathode and its analysis by means of a variable diffusion coefficient model
were successful, and a comprehensive explanation was proposed on the basis of a dynamically
induced phase transition. The asymmetry between charge and discharge rating performance of
LiCoO2 was explained by the same model and correlated linearly with the thickness of the cath-
ode. From the modeling results, an optimal design for a thin-film-based cell has been proposed
in order to maximize the available energy density once the discharge current is known.
The second part of the same chapter is dedicated to synchrotron radiation X-ray diffraction
operando 2D mapping. The variation in (003) diffraction plane peak position is followed during
charge and discharge of the cell andmapped along the cathode thickness with a 1µm resolution.
The diffraction experiment permitted the imaging of the lithium profile along the cathode and
confirmed the dynamic origin of the phase transition. The phase transition stoichiometry and
accumulation were shown to be a function of the drawn current and to relax as the discharge
stopped. Experimental and simulated lithium profiles are compared, and the main divergences
discussed.
As a conclusion, the differences between composite electrodes and thin-film electrodes were
partially addressed, and a first hypothesis was proposed. In particular, the root cause of the
variation in discharge capacity density is explained in terms of ion and electron path differences
between the two configurations. In the composite electrodes, the electrons are transported by
means of the conductive matrix, while in the thin-film configuration, they are transported by the
cathode material itself. Changes in the electron conductivity of LCO strongly impact only the
latter.
Even if all analyses are conducted on a specific cathode material, the limitations induced by the
thin-film configuration are shown to be independent of the material itself and linked to the na-
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ture of the electrode. It should be possible to extend the same considerations to any material,
as long as it is in an all-electrochemically-active electrode configuration. The model itself can
be easily adapted by measuring the input physical parameters for a different cell, without any
modification of the equations.

2. Perspectives for future research

Static FoM

Dynamic FoM

Cycling FoM

Economic FoM

𝑄𝐴 $/kWh

𝑄𝑉

𝑅𝑖𝑛𝑡

𝑉𝑎𝑣𝑔

𝑅𝑠𝑒𝑙𝑓

𝐼𝑐 𝐼𝑐ℎ 80%

𝐼𝑑𝑖𝑠 80%

∆𝑉𝑤𝑖𝑛

#𝑐𝑦𝑐 80% 𝑄

#𝑐𝑦𝑐 150% 𝑅𝑖𝑛𝑡

Figure 5.1: Performance summary for the thin-film cell developed in the present work. The
reported indicator are: QA the areal capacity; QV the volumetric capacity; Rself the electron
resistance; Vavg the averageOCV value;Rint the ion resistance; IC the critical current for dendrite
formation; Ich80% the charge current corresponding to 80% loss on the nominal capacity; Idis80%
the discharge current corresponding to 80% loss on the nominal capacity; ∆Vwin the stability
windows; #cyc80%Q the number of cycles before 80% loss on the nominal capacity; #cyc150%Rint

the number of cycles before +50% increase on the nominal internal resistance; $/kWh is the
production cost of the cell.

To fully understand the performance of an all-electrochemically-active electrode, many ques-
tions still need to be answered. Duringmywork, I have not addressed the loss of capacity during
cycling for thin-film batteries. In the context of my thesis, the main point hindering the study
of such a problem was the difficulty in producing reliable results. In particular, the anode-free
configuration is very sensitive to moisture and oxygen. As the quantity of lithium in the anode is
exactly the amount needed for a full discharge, if the device is not properly sealed, a fast capacity
decay is experienced. A first run of tests was conducted in an argon-filled glove box, with some
preliminary results on the effect of cycling parameters on the capacity decay. Notwithstand-
ing, the limited number of channels and the long measurement time resulted in an insufficient
number of samples. Multiple failure modes and process variability were shown to add lots of
variance to the cycling performances, and further investigation was delayed until a more robust
production and a larger number of test channels would be available.
Other research paths were explored that are worth pursuing. Preliminary work on battery man-
agement systems suggested the possibility of exploiting the full capacity of the cathode by lever-
aging the intrinsic current variation during operation in most IoT devices. In fact, these devices
are in an idle state for long periods, and only occasionally is data collected and transmitted.
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While the latter operation requires a large power output, the idle state current is so small that
the phase transition is almost completely suppressed, and the whole capacity can be exploited.
Also, model-wise, various improvements are possible to make the prediction much more reli-
able. A first step would be a thorough study of the redox reaction dynamics. So far, the elec-
trolyte of the devices under test is quite thick, and the overall dynamics is controlled by the
ohmic drop. By thinning the electrolyte down to a few tens of nanometers, it should be possible
to switch to reaction-limited dynamics and properly extract the reaction coefficient. In general,
the upgrade of the device to a three-electrode system would also be beneficial to split anode
and cathode contributions and produce a more meaningful model.
More generally, we can recall the different figures of merit (FoMs), described for batteries at
the beginning of the first chapter, in the form of a spider chart. In Figure 5.1 twelve FoMs are
reported, concerning the various aspects of an electrochemical cell. The status before the be-
ginning of the present work is reported in red, while in blue is the performance for the optimized
cell. The red arrows indicate the critical improvements for the next generation of microbatter-
ies. Some parameters were already at the optimal point, as the average voltage and the critical
current, thanks to the intrinsic properties of LiCoO2 and LiPON.
The main output of the present work has been an optimization of the total available capacity by
increasing the cathode size. The obtained value reached the state-of-the-art for volumetric and
areal capacity in the context of thin-film technology. At the same time, the increase in capacity
resulted in a decrease in the total cost of the cell. Moreover, an initial study on cycling showed
the possibility of improving cycling performance by tuning the charge and discharge protocols.
This is probably one of themost important axis of improvement for the next generation. Cycling
limitations are, in fact, a major gap between standard technologies and thin-film batteries.
Related to the particular stack under investigation, the large internal resistance results from
the thickness of the electrolyte that was not optimized. This point is, of course, a mandatory
improvement for the next generation of cells to both increase the output power density and
improve the characterization, as already pointed out.
Rating performances (Ich80%, Idis80%), stability windows and the self-discharge are strongly re-
lated to the choice of materials, which are not expected to be modified in the short period.
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RÉSUMÉ EN FRANÇAIS



Introduction

En 2013 a été publié le premier rapport sur les technologies de rupture (Mckinsey) . Douze tech-
nologies ont identifiées en raison du potentiel économique de leur commercialisation. L’une
d’entre elle est l’internet des Objet (IdO).
Au fil des ans, le concept de disruption et les technologies listées observent un regain d’intérêt.
Les rapports périodiques du comité européen sur les technologies de rupture (en 2017 et 2021)
ont suivi les travaux précurseurs de Mckinsey. Le même concept de perturbation a mérité son
propre document en 2020. Dans un document de l’UE de 2021, la liste des technologies de
rupture a été réduite (de 12 à 6) et revue (deux nouvelles technologies et trois changements
de marque ). La seule qui ait gardé un nom intact depuis son premier baptême en 1999 est
l’Internet des objets .
Les changements qui résultent d’une rupture ont souvent associés à une croissance du marché
et à des opportunités. Alors que la part de marché de l’IdO commence à croître, divers prob-
lèmesdoivent être résolus pour que sonplein potentiel se développe. La gestionde l’alimentation
est l’un des aspects les plus importants de l’IdO. La gestion de l’énergie est un des principaux
thèmesde la conceptionde capteurs pour l’IdO.Même si un seul appareil consommepeud’énergie,
le déploiement de milliards d’entre eux entraîne une consommation agrégée énorme (effet re-
bond). L’impact économique et environnemental de la consommation d’énergie des appareils
IdO est une des premières préoccupations dudéveloppement en raison des estimations d’unités
déployées. La principale stratégie d’optimisation et de réduction de la consommation d’énergie
consiste à équiper le nœud de détection d’une alimentation autonome. Il est également néces-
saire de maximiser l’autonomie de l’alimentation afin d’éviter les remplacements fréquents ou
les temps d’arrêt, ce qui augmenterait le coût et diminuerait la qualité du service. Les systèmes
d’alimentation s’articulent autour de trois technologies principales : les batteries, les supercon-
densateurs et la récolte d’énergie.
Dans ce contexte, les batteries à couches minces à l’état solide se présentent comme une solu-
tion potentielle. Néanmoins, cette technologie n’a pas encore atteint sa maturité, et des prob-
lèmes intrinsèques la hantent encore. Par exemple, les batteries à couche mince présentent
une capacité surfacique plus faible, une densité de puissance plus faible et une pertede la ca-
pacité plus importante par rapport aux batteries standard, même lorsque les mêmesmatériaux
de cathode sont utilisés. La recherche de l’origine physique des différences entre les cathodes
commerciales et les cathodes à couches minces à l’état solide est l’objet du présent travail.

Chapitre 1

Le premier chapitre est principalement consacré à une vaste revue bibliographique des batter-
ies à couches minces, tant du point de vue des matériaux que de la conception.
Après une brève introduction historique sur les raisons du développement des batteries à l’état
solide, les différences entre les batteries à couche mince et les batteries classiques sont mises
en évidence. Le processus de production étant l’un des points les plus critiquesmais des plus in-
novants de la technologie proposée, une brève revuedes méthodes de production des couches
minces est également proposé. Toutes les principales techniques de dépôt de couches minces
sont présentées, et les principaux avantages et limites sont signalés.
Avant de passer à l’inventaire bibliographique des matériaux disponibles pour réaliser une bat-
terie à couches minces, les principes physiques et les principaux indicateurs de performance
sont révisés. En particulier, la caractérisation par microscopie électronique de la diffusion des
atomes de lithium dans les milieux solides et l’évolution des quantités thermodynamiques en
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fonction de la fraction de lithium à l’intérieur dumatériau d’électrode sont exposées. Lesmatéri-
aux d’électrodes positives, les matériaux d’électrodes négatives et les matériaux d’électrolytes
solides sont ensuite étudiés. Pour chaquematériau, une brève analyse est proposée, enmettant
l’accent sur la littérature relative à la configuration des couches minces. La diffusion ionique, la
conductivité électronique, la densité de capacité disponible, l’expansion de volume et d’autres
paramètres significatifs sont rapportés pour chaquematériau et résumésdans des tableaux syn-
thétiques. Le LiCoO2 est identifié comme l’un des matériaux cathodiques les plus prometteurs
pour la réalisation à court terme de batteries à couchesminces en raison du processus de dépôt
mature, de la densité d’énergie et de puissance élevée, et de la stabilité du cycle. L’électrolyte
solide LiPON est considéré comme un matériau prometteur en raison de sa résistance à la for-
mation de dendrites et de sa stabilité électrochimique par rapport au lithium et au LiCoO2. La
configuration sans anode est ensuite choisie comme solution d’anode afin demaximiser la den-
sité d’énergie volumétrique du dispositif, même si la littérature fait état de diverses limitations
; à savoir, une faible stabilité au cyclage et une extrême sensibilité à l’humidité. L’étude met
également en évidence le nombre réduit d’études expérimentales concernant la configuration
des batteries à couchesminces. En particulier, diversmatériaux n’ont jamais été testés dans une
configuration à couchemince à l’état solide en raison des faibles performances de la conception
classique de la batterie.

Chapitre 2

Le deuxième chapitre est consacré au processus de fabrication des batteries à couches minces
utilisées pour produire le dispositif qui a été analysé dans le cadre du présent travail.
Après une brève introduction du processus de dépôt par pulvérisation cathodique, une re-
vue bibliographique est proposée pour les matériaux LiCoO2 et LiPON concernant l’effet des
paramètres de dépôt sur les propriétés physiques du film. L’effet de la puissance de dépôt,
de l’atmosphère, des propriétés de la cible, et de la température de l’air sur les propriétés
physiques du film a été étudié. Pour le matériau de la cathode, l’effet de la puissance de dépôt,
de l’atmosphère, des propriétés de la cible et des traitements thermiques sur la vitesse de dépôt
et la densité du matériau est analysé. En raison de la grande dispersion des données expéri-
mentales, aucune conclusion claire ne peut être tirée sur l’effet global des paramètres de dépôt.
La pulvérisation de l’électrolyte solide LiPON est également examinée. Alors que l’effet des
paramètres de dépôt sur la vitesse de dépôt peut être évalué, les autres propriétés physiques,
telles que la diffusion des ions et la composition chimique, ne peuvent pas être clairement cor-
rélées avec les conditions de dépôt.
La deuxième partie du chapitre est consacrée à la caractérisation physique et chimique des films
déposés, et en particulier à l’évaluation de l’homogénéité morphologique et chimique des films
de cathode et d’électrolyte. L’objectif est non seulement d’étudier la qualité des films déposés,
mais aussi d’établir une base expérimentale solide pour les hypothèses de modélisation qui
sont exploitées dans le troisième chapitre. En particulier, afin de réduire la charge de calcul,
la géométrie du dispositif est réduite à 1D, grâce à la bonne homogénéité de la cellule le long
des dimensions latérales. Des résultats d’imagerie MEB sont rapportés, confirmant la bonne
morphologie de la cellule et la densité de la couche cathodique. La qualité de l’interface entre
chaque composant de la cellule est également évaluée. La diffraction des rayons X et la spectro-
scopie Raman sont utilisées pour étudier la composition chimique et cristalline de la cathode.
Hormis un léger gradient de texture le long de la direction verticale, la cartographie chimique et
cristallographique de la cathode valide l’hypothèse de la modélisation 1D et la haute qualité des
films déposés.
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La dernière caractérisation proposée dans ce chapitre est l’observation optique du placage de
lithium sur le collecteur de courant de l’anode au cours du processus de charge et de décharge
du dispositif. La morphologie et l’homogénéité du lithium sont confirmées. De plus, la densité
de lithium est estimée, et les résultats expérimentaux montrent une valeur proche de la valeur
théorique, indiquant un placage très dense et continu.

Chapitre 3

Afin d’étudier et de comprendre la différence de performance entre la configuration à couche
mince et la conception classique de la cellule, le troisième chapitre est consacré au développe-
ment d’un modèle physique 1D d’une cellule à couche mince. La modélisation physique des
systèmes électrochimiques est un sujet très vaste en termes de littérature disponible, et de nom-
breux modèles différents ont été proposés dans le temps pour modéliser n’importe quel aspect
d’une batterie. La plupart des publications se concentrent sur la configuration de l’électrolyte
liquide, et la plupart des équations utilisées ont été développées pour ce cas particulier.
Le chapitre est divisé en deux sections afin de discuter séparément de la physique de la dif-
fusion des ions et de la réaction électrochimique à l’interface électrode/électrolyte. Dans les
deux cas, la théorie des dispositifs à l’état solide est développée à partir de l’hypothèse ther-
modynamique de base pour mettre en évidence les principales modifications nécessaires, par
rapport à l’équation la plus courante utilisée dans la littérature, afin de modéliser correctement
le dispositif dans le présent travail. À la fin de chaque chapitre, un bref examen dumodèle pop-
ulaire est proposé, ainsi qu’une comparaison avec l’équation choisie pour la modélisation de
l’état solide en couche mince. La théorie des dispositifs à l’état solide est développée à partir de
l’hypothèse thermodynamique de base.
La deuxième partie de ce chapitre traite de l’implémentation réelle dans COMSOL du modèle
physique et de sa solution pour le cas d’une batterie à couche mince LiCoO2/LiPON. Pour que
le modèle reproduise le comportement du dispositif, divers paramètres physiques doivent être
déterminés expérimentalement pour le dispositif choisi. En particulier, une cellule LiCoO2 de 5
μm d’épaisseur est utilisée comme référence. Le coefficient de diffusion du lithium est déter-
miné à la fois pour la cathode (au moyen du GITT) et pour l’électrolyte (au moyen d’une mesure
EIS). La variation du coefficient de diffusion en fonction de la fraction d’intercalation dumatériau
de la cathode est discutée et mise en œuvre dans l’équation physique de la diffusion.
La dernière partie du chapitre est consacrée à l’analyse des résultats de la simulation. Une at-
tention particulière est accordée à la description de l’effet de l’épaisseur de la cathode et de la
densité du courant de décharge sur le courant de décharge disponible, qui s’avère expérimen-
talement beaucoup plus faible que celui attendu pour lamême quantité dematériau de cathode
dans une cellule commerciale. La cause principale de la perte de la capacité pendant la décharge
est la limitation de la diffusion du lithium à l’intérieur de la cathode. Les résultats des modèles
de diffusion constante et de diffusion variable sont comparés pourmettre en évidence la nature
intrinsèque de la perte lors de la première décharge.
En conclusion, la supériorité du modèle de diffusion variable est également discutée dans le
cadre d’une correctemodélisationdu comportement de la cellule à différentes vitesses dedécharge,
ainsi qu’une brève analyse du profil du lithium à l’intérieur de la cathode et de l’électrolyte.

Chapitre 4

Le dernier chapitre du manuscrit est entièrement consacré à la caractérisation expérimentale
du dispositif d’un point de vue fonctionnel et à la validation de la prédiction dumodèle aumoyen
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de mesures électriques et physiques.
Dans la première section, la capacité fournie prédite en fonction de l’épaisseur de la cathode
et de la densité de courant est validée. Des dispositifs avec des LiCoO2 allant de 5 μm à 30 μm
sont caractérisés et un bon accord avec les résultats de simulation est rapporté à la fois pour la
capacité délivrée et la forme de la courbe de décharge de charge. Comme prévu par le modèle,
une augmentation linéaire de la capacité de décharge disponible en fonction de l’épaisseur de
la cathode est rapportée, confirmant l’effet bénéfique de la conception d’une cathode épaisse.
Les limitations associées à la chute ohmique et à la diffusion de l’électrolyte sont également dis-
cutées.
Dans la deuxième partie du chapitre, la validation du profil de lithium simulé au moyen de la
diffraction synchrotron des rayons X est abordée. Cette technique exploite la taille fine du fais-
ceau du rayonnement synchrotron pour permettre une cartographie 2D de la section transver-
sale de la cellule dupoint de vuede la structure cristalline. Étant donnéque la structure cristalline
du LiCoO2 estmodifiée au cours des processus de charge et de décharge, l’analyse de l’évolution
de la position des pics de diffraction permet une cartographie directe de la teneur en lithium par
rapport aux coordonnées spatiales. Une installation dédiée a été réalisée pour effectuer cette
mesure, permettant de sonder simultanément jusqu’à 10 cellules en même temps.
L’analyse des données et les procédures de correction des artefacts ont été réalisées à l’aide
d’un logiciel d’analyse de données. Les procédures d’analyse des données et de correction des
artefacts sont décrites en détails. Les données corrigées sont ensuite analysées et le profil de
lithium imagé est comparé au profil simulé. La charge et la décharge sont correctement mod-
élisées d’un point de vue qualitatif par le modèle développé dans le troisième chapitre. Les
divergences qualitatives sont discutées en détail et sont principalement liées à une extraction
imparfaite du coefficient de diffusion pendant la transition de phase du LiCoO2.
L’un des résultats les plus intéressants est l’imagerie de l’accumulation de lithium à l’interface
LiCoO2/LiPON à la fin du processus de décharge. Comme prévu par le modèle, il s’agit de la
principale cause de réduction de la capacité à une densité de courant élevée. Elle est intrin-
sèquement liée aux propriétés physiques de la couche cathodique et non à la configuration en
couche mince.
En conclusion de ce chapitre, une hypothèse sur la différence de comportement entre la config-
uration à couche mince et la configuration classique est fournie. En particulier, la disponibilité
d’un chemin alternatif pour les électrons dans l’électrode composite est soulignée comme une
raison possible de la suppression de la perte de capacité.

Conclusions et perspectives

Dans la conclusion, après un bref résumé de la thèse, les perspectives de recherche futures
sont discutées. En particulier, il reste encore beaucoup à faire pour étudier les performances de
cyclage du dispositif à couche mince, ce qui n’a pas été abordé dans le présent travail. L’impact
des paramètres de cyclage sur la perte de capacité devrait être soigneusement analysé afin
d’estimer le potentiel de la technologie à couche mince. Des solutions circulaires ciblant des
applications précises peuvent également être imaginées pour faire face et récupérer la perte
de capacité associée à la diffusion limitée du lithium et pour augmenter la densité de capacité.
Le dopage de la cathode et l’amincissement de l’électrolyte sont d’autres moyens de maximiser
la densité énergétique. D’une manière générale, les performances des différents matériaux
devraient être réévaluées dans la configuration de la couchemince, car le présent travail montre
que le comportement dépend de la configuration dans laquelle le même matériau est exploité.

233


