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Preface

In his 1960 article The Unreasonable Effectiveness of Mathematics in the Natural Sci-
ences, physicist Eugene Wigner wrote that “the miracle of the appropriateness of
the language of mathematics for the formulation of the laws of physics is a wonder-
ful gift which we neither understand nor deserve”. He cautiously limited his obser-
vations to the laws of physics, but since then, the language of mathematics seems
to have irreversibly pervaded all branches of knowledge, sprinkling applications in
essentially every field. While coherent mathematical descriptions comparable to
those established in physics remain confined to the inanimate world, mathemati-
calmethods have become an essential ingredient also in the study of living systems.
We do not know ifmathematical theories will ever workwith biology aswell as they
did with physics. Perhaps they will—even if I do not believe it. However, to face the
new complexity of challenges encountered in the study of biological systems, every
tool in our toolkit is required, and no progress can be made without an interdisci-
plinary approach that includes, among others, mathematical and computational
methods. In his essay, Wigner compares the route to modern physics to that of a
man with a bunch of keys who has to open a series of consecutive doors, and al-
ways guesses the right key on the first or second trial. I like to think that in biology,
instead, each door is secured by multiple locks and latches, which have to be all si-
multaneously unlocked if wewant to go through. Duringmy doctoral studies I tried
to forge—or more simply to find in the bunch—the keys to open some of these locks.
Coming froma background in computer science and theoretical physics, mathemat-
ical and computational methods have been my preferential tools. I must add that
these keys are quite worthless by themselves, given that unfastening a single lock
is not sufficient to unlock the door. Hopefully though, coupled with others, they
will contribute to find a way through.
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Overview of the contents

In this dissertation, I investigate biological phenomena related to the brain through
mathematical models and signal processing methods. The leitmotiv, constantly
reappearing through the chapters of this work, is the analysis of spatiotemporal se-
ries which naturally arise when analysing out of equilibrium biological systems at
different scales. The thesis is organized in two parts, going from the finest to the
coarsest scale.

In the first part of the thesis, I present my work on the analysis of intracellular
protein dynamics in the endoplasmic reticulum (eR), an organelle found in all liv-
ing eukaryotic cells formed by a network of tubular membrane structures. The eR
plays a key role in protein transport, and its dysfunction has been associated with
numerous diseases, including, in particular, neurodegenerative disorders such as
Alzheimer’s and Parkinson’s. The eR also interacts with essentially every other cell
organelle, regulating their biological functions. Understanding howmolecules are
redistributed over time within the network is thus crucial to determine how their
functions are achieved. Just before the beginning of my doctoral studies, new ex-
perimental observations based on the analysis of single-particle tracking (SPT) sug-
gested that transport of proteins in the eR lumen could be characterized by regions
of active flow (along the network edges) and regions of confinedmotion (in the net-
work junctions). This constituted a significant discrepancywith respect to previous
studies based on fluorescence recovery after photobleaching (fRAP), in which the
eR dynamics was successfully modelled as a passive, diffusive process.

Thus, in the first part of my doctoral studies, I set out to resolve this inconsis-
tency. Based on the elementary principles of directed flow and confined motion
that hadbeen revealedby SPT experiments, I introducedanewmathematicalmodel
to describe the eR protein dynamics, which I present in detail in chapters 2 and 3.
To emphasize its difference from passive diffusion, we named this model the active-
flow network (AfN). In its essence, the AfN consists in a randomwalk on a directed
graph, where the edges change their direction at random time intervals. This con-
stitutes a major difference from previously studied graph models, since the trajec-
tories of the particles moving on AfN are affected by the continuous changes in the
edges directions. While random walks and random graphs have been studied sep-
arately, the AfN model is, to my knowledge, a unique case of random motion hap-
pening on a stochastic topology, where the two processes evolve simultaneously.
An in-depth study of the model using both mathematical analysis and numerical
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OVERVIEW OF THE CONTENTS

1I need to thank Christopher
Obara, from Jennifer Lippincott
Schwartz’ group (HHMI, Janelia
Research Campus, Virginia), for
his awesome experimental work
on the ER.

2My gratitude goes to Vin-
cent Villette, from Stéphane
Dieudonné’s group at École Nor-
male Supérieure, for collecting
these impressive optical record-
ings, and to Stéphane Dieudonné
himself and Jonathan Bradley for
their support.

simulations allowed me to reveal a few interesting mechanisms which are charac-
teristic of the AfN. The most important of these is the emergence, for certain pa-
rameter values, of synchronization between the motion of independent particles
on the network, which results in transportation by aggregates of particles (pack-
ets). This behaviour, which is also preserved at steady-state, differentiates the AfN
model from a passive, diffusion-like network. However, I was also able to prove
that, for a wide range of parameters values, the AfN can redistribute material with
a timescale very similar to that of a passive network. Moreover, I showed that at
a coarse-grained resolution, the AfN can be well described by an effective diffu-
sion model. In summary, with the AfN, directed flow and transport by packets can
coexist with a coarse-grained diffusion-like behaviour, making the model a good
candidate to reconcile the conflicting experimental findings.

After this theoretical chapters, in chapter 4we turn to the analysis of experimen-
tal data to further investigate howmolecules are spatially distributed within the eR
network. Protein dynamics within the eR has been traditionally characterized by
experimental techniques such as fRAP and fluorescence lifetime in photobleach-
ing (fLIP). However, these methods are limited in terms of temporal or spatial res-
olution, and do not allow to simultaneously track high speed dynamics across the
entire cell. Single-particle tracking, on the other hand, can provide a high reso-
lution measure for isolated molecules in the periphery of the eR, but cannot deal
with denser eR regions or with ensemble behaviour. The morphological charac-
teristics of the eR thus pose a challenge to the quantitative analysis of global pro-
tein redistribution. To overcome these issues, I have developed a novel analysis
pipeline based on photoactivation fluorescent imaging data provided by my col-
laborators1. The pipeline couples statistical analysis with machine-learning aided
deconvolution and segmentation, to perform a joint analysis of the eR morphology
and dynamics. This new tool enabled, for the first time, extraction of quantitative
information on the dynamics of eR-localized molecules at the whole-cell scale and
with high temporal resolution, allowing tracking of ensemble behaviour both in
eR lumen and membrane. By partially deconvolving the effect of the eR morphol-
ogy, I could show that diffusion is the primary mode of motion in the bulk of the
network, and highlight clear differences in the redistribution timescales depending
on size of proteins, their topology, and their folding state. Surprisingly, the analy-
sis revealed heterogeneous regions in the material redistribution, suggesting that,
despite its continuity, the eR network is not uniformly connected. Overall, these
results provide a new insight in the biophysical nature of the eR.

In the second part of my thesis, we turn to biological problems at a higher scale.
Capitalizing on the experience with image and signal processing techniques that I
gained in my study of the eR, in chapter 5 I present my work on a new technique
to reduce photon-counting noise in neural time series acquired by optical record-
ing. These recordings were collected by my collaborators2 using a recently devel-
oped experimental method which leverages on special proteins, called genetically
encoded voltage indicators (GeVIs), capable of changing their fluorescence level
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OVERVIEW OF THE CONTENTS

depending on the neuron membrane potential. When coupled with advanced op-
tical techniques, this gives the ability to record single-cell voltage signal in awake,
behaving animals. The method could provide unique insights in the properties of
neuronal microcircuits, but it is currently limited to recording of a maximum of
two to three cells simultaneously, since the signal to noise ratio (SNR) tends to de-
grade quickly as more regions are scanned. To address this issue, I developed a
new denoising technique which takes advantage of recurrent patterns in the signal
to improve the signal to noise ratio. The method builds on top of the well-known
block-matching and 3D filtering (BM3D) algorithm from image processing, readapt-
ing it, by appropriate refinement of the filtering and block matching strategies, to
work with highly irregular time series characterized by spike patterns. By coupling
this technique with robust noise model estimation, I could achieve a 10-fold reduc-
tion of the noise variance, opening newpossibilities for the simultaneous recording
of the activity of an ensemble of cells.

In the final chapters 6 and 7, wemove up one last level in the biological scale, as
I tackle the problem of artefact removal from electroencephalography (eeG) record-
ings that capture the activity of the entire brain. Motivated by applications in the
clinical context, especially for the monitoring of general anaesthesia, I sought a
method to attenuate artefacts in eeG recordings with just one channel (or very few),
which constitute the norm in intensive care units and operating rooms. To this aim,
I proposed a novel wavelet-based technique which works by remapping wavelet co-
efficients according to a reference distribution extracted from portions of nearby
uncontaminated eeG signal. Despite its relative simplicity, I could show that this
technique can achieve better results than state of the art single-channel artefact
removal techniques for various types of artefacts, and be at the same time compu-
tationally efficient. In chapter 7, I present some preliminary results showing how
themethod can better preserve the signal spectral features compared to traditional
wavelet thresholding techniques widely employed to remove eeG artefacts.

In conclusion, this thesis illustrates how an interdisciplinary approach combin-
ing experimental data withmathematical modelling and signal processing can pro-
vide new tools for the understanding of a wide variety of biological mechanisms,
ranging from protein transport in the eR to clinical eeG monitoring. Especially, de-
noising and deconvolution can push our capacities a little forward, allowing to see
and measure what was before invisible to the naked eye, extracting meaningful in-
formation from apparently erratic and confusing measurements.

ix
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Schematic summary of the results

Part I: Intracellular protein dynamics

• Introductionof the active-flownetwork (AfN), anovel graph-based stochasticmodel
to describe motion on the eR network. The AfN is a unique example of a random
walker moving on a constantly reshaping graph topology. (Chapter 2)

• Emergence of packet transport in the AfN, i.e. a mechanism allowing the redistribu-
tion of particles in synchronized groups, which results from the topological charac-
teristics of the AfN. (Chapters 2 and 3)

• Effective diffusion dynamics of the AfN at a coarse-grained scale which makes it a
good candidate to reconcile the discrepancy in experimental findings (active flow
detected via SPT, passive diffusion studied with fRAP). (Chapter 3)

• Introduction of a new analysis pipeline for photoactivation data of proteins in the
eR, which couples deconvolution of the morphology with analysis of protein dy-
namics at the whole-cell level. (Chapter 4)

• Brownian motion signature and quantitative estimation of the timescales associ-
ated to redistribution of eR-localized proteins, as a function of their size, topology,
and folding state. (Chapter 4)

• First quantitative observation of spatial anisotropy in protein redistribution on the
eR, suggesting a non-uniform connectivity of the eR network. (Chapter 4)

Part I: Neural time series

• Introduction of a new method for the reduction of photon-counting noise in opti-
cal recording of single-neuron membrane potential, allowing to achieve a 10-fold
reduction of the noise variance. (Chapter 5)

• Introduction of wavelet quantile normalization (WQN), a novel technique for the
suppression of artefacts in eeG recordings, suitable for single-channel signals ac-
quired in the clinical setting. The technique shows state of the art performances at
the removal of artefacts of different nature. (Chapter 6)

• Comparison of the WQN technique with traditional wavelet thresholding, showing
how the proposed technique can better preserve spectral features, and an example
of its application to the monitoring of general anaesthesia. (Chapter 7)
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PART I

Modelling and analysis of intracellular dynamics





CHAPTER 1

The endoplasmic reticulum

This journey starts with the endoplasmic reticulum. The endoplasmic reticulum—
or eR for short—is an organelle of the eukaryotic cell with a fundamental role in
managing the cell logistics. It consists in a network of tubular membranes which
extend from the nucleus to the cell periphery, and it is associated to multiple func-
tions, including transport and storage of proteins, lipids, and calcium ions. In par-
ticular, newly synthesized proteins produced by ribosomes are inserted in the en-
doplasmic reticulum (eR) network where they are then sorted, filtered and trans-
ported to their final destination. In the eR lumen, proteins also find a suitable en-
vironment for maturation: lumen-resident enzymes catalyse the chemical trans-
formations needed to stabilize the structure and chaperones facilitate the folding
process which brings the proteins into their final, fully functional form [Alberts et
al. 2015]. Thanks to a system of biochemical tags, proteins in the eR can be recog-
nized and filtered based on their level of maturity and final destination. Some of
them, necessary to the functioning of the eR itself, are retained in the lumen. Oth-
ers, addressed to different cell organelles, are packaged and delivered to their final
destination via transport vesicles. This powerful logistics system is not limited to
simple delivery, but also provides a quality control on the exported proteins, as
the exit from the eR network is highly regulated. Misfolded or not fully assembled
proteins, potentially harmful for the cell, are retained in the eR, where chaperones
guide their folding. If this process fails, proteins are marked for degradation and
redirected to a proper disposal pathway such as endoplasmic reticulum associated
degradation (eRAD) [Alberts et al. 2015; Meusser et al. 2005]. Decades of research
have revealed the central role of the eR in these essential functions to the cell. Yet,
little we know about the exact mechanisms by which the eR governs the transport,
filtering, and export of proteins.

Our interest in the eR is driven not only by sheer curiosity, hoping to unravel
some of the secrets of this fascinating biological system, but also by the practical
implications the eR has on disease pathologies, in particular for neurodegenera-
tive disorders. Given the variety of essential functions that this organelle serves, it
is easy to imagine the kind of dire consequences that can result from dysfunction of
the eR. Indeed,malfunctioning of the eR is oftenaquestion of cell life or death. This

3



CHAPTER 1. THE ENDOPLASMIC RETICULUM

1Notice the small distinction we
make between unfolded and
misfolded proteins: with the first
we mean polypeptide chains
which have not yet folded in their
final structure, while with the
latter we indicate proteins which
are indeed folded, but in the
wrong way.

A

B

Figure 1.1 The endoplasmic
reticulum of a human cell (COS-
7), as seen with fluorescence
microscopy. The dashed line
indicates the approximate
boundaries of the cell. A This
dark region corresponds to
the cell nucleus. It is not an
empty region though, but
as the ER wraps around the
nucleus it falls outside the
focal plane of the microscope.
B A region characterized by
dense matrices, which ap-
pear as continuous sheets of
membrane linked by tubules.
Courtesy of Christopher Obara.

is what happens, for example, when the eR is overloaded with unfolded—or mis-
folded1—proteins altering the organelle homeostasis (i.e. its steady state balance),
a condition commonly referred to as eR stress. When the level of stress becomes un-
sustainable, indicating that the eR quality control and degradation system cannot
cope with the accumulation of unfolded proteins, the cell triggers a mechanism
called unfolded protein response (UPR). UPR makes the cell produce more eR to
clear out the proteins accumulated in the eR lumen and restore its normal function-
ing. If the eR fails to recover, its prolonged stress leads to the cell suicide in the
form of apoptosis [Alberts et al. 2015; Schröder and Kaufman 2005; Xu 2005].

The scenario described above is relevant formany neurological disorderswhich
involve misfolding and aggregation of proteins into neurotoxic species [Sweeney et
al. 2017]. Alzheimer’s, Parkinson’s, amyloid lateral sclerosis (ALS), and prion disor-
ders, amongothers, are all associated to specificmisfoldedproteins [Ghemrawi and
Khair 2020; Sweeney et al. 2017]. Neuronal cells seem to be particularly sensible to
the accumulation of misfolded proteins as they are generally unable to performmi-
tosis, and thus cannot dilute the unfoldedmaterial by cell division [Remondelli and
Renna 2017]. These diseases are often linked to increased eR stress and UPR [Ghem-
rawi and Khair 2020; Remondelli and Renna 2017; Schröder and Kaufman 2005],
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although the exact role in development of the disease played by these conditions
remains debated [Hashimoto and Saido 2018; Sweeney et al. 2017].

In this context, shedding some light on themechanisms at the base of the trans-
port and filtering system in the eR can help to better understand some of the pro-
cesses associated to these neurological disorders and, in the long term, to devise
better strategies for pharmacological treatment. It is, of course, a very long way—
and a foggy one. One of the possible starting points in this direction is the char-
acterization of protein dynamics in the eR lumen. This is what we will try to do in
the next three chapters. In chapters 2 and 3 we will explore a hypothetical mathe-
matical model of motionwhichwas derived from previous observations on luminal
protein dynamics [Holcman et al. 2018]. Then, in chapter 4, we will move to ex-
perimental data, presenting a set of new quantitative methods to analyse protein
dynamics on the complex and constantly reshaping eR structure. At this stage, how-
ever, our discussion has to be understood as pure, fundamental research, with no
tangible objective in sight. Despite the awareness of the potential practical conse-
quences, our exploration is chiefly driven by pure curiosity, knowing that, as said
by Randy Schekman, “the pursuit of science for its own curiosity-driven thirst for
understanding, inevitably has practical applications”.
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CHAPTER 2

The active-flow network model

This chapter—and the next one—resumes themodelling work that I have realized at
the very beginning ofmy doctoral studies. Previous experimental observations sug-
gested the presence of alternating flow along the tubules of the endoplasmic retic-
ulum (ER), and of confined diffusion in the network junctions. We thought it would
have been interesting to build a model accounting for these two elementary mech-
anisms, and see how they played out in the grand picture of ER dynamics. I built
this simple mathematical model considering a random walk on a directed graph,
where the direction of the edges changes randomly over time. Despite its simplic-
ity, the model revealed some interesting and unexpected properties. In particular,
a peculiar mechanism of synchronization that causes particles to travel together in
groups. We will see, at the end of this first part of the thesis, that the model had
some unfortunate fate when faced with the reality of experimental measurement. It
remains, nevertheless, a curious and rare study of motion on a randomly reshaping
network topology.

This chapter was adapted from “Active flow network generates molecular transport
by packets: case of the endoplasmic reticulum”, by Matteo Dora and David Hol-
cman, Proceedings of the Royal Society B (2020).

The eR is a fundamental organelle located inside the cytoplasm, involved in syn-
thesis and export of proteins and membrane lipids across the cell [Alberts et al.
2013]. The eR is formed by a network of membrane sheets, called cisternae, inter-
connected bymembrane tubules. This structure deforms constantly [Lee and Chen
1988], but at steady-state it can be described by a network presenting in most cases
three-way junctions (figure 2.1 A) [Nixon-Abell et al. 2016; Terasaki, Chen, and Fuji-
wara 1986], where each vertex (junction or cisterna) is connected in average to three
neighbouring vertices by small tubules (edges).

One of the fundamental roles of the eR is to redistribute proteins, but the exact
mechanism and the associated time scales remain controversial. Initial experimen-
tal evidences [Nehls et al. 2000] considered that molecules could simply be mov-
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CHAPTER 2. THE ACTIVE-FLOW NETWORK MODEL

ing by diffusion. At the molecular population level, this was studied via fluores-
cence recovery after photobleaching (fRAP), a technique which consist in exposing
a small region of the cell to a high intensity illumination to locally bleach fluores-
cent molecules, and then monitoring the recovery of fluorescence caused by new
material moving in [Nehls et al. 2000]. These experiments were analysed under the
assumption that transport is diffusive in the entire network, estimating effective
diffusion coefficients in the order of 1 µm2 s−1 [Nehls et al. 2000]. As we shall see be-
low, this diffusion coefficient is sufficient to describe the redistribution in a passive
network and the associated timescales.

However, a recent work based on the analysis of single particle trajectories in
the eR lumen revealed a different picture, reporting directional flow in tubules and
a slower, confined motion in the network junctions [Holcman et al. 2018]. Hozé
and Holcman used a stochastic processes approach [Hozé and Holcman 2017] to
reveal that a purely diffusive model was not necessarily sufficient to describe the
dynamics in the eR lumen: while the motion in nodes was characterized by con-
fined diffusion, with an effective diffusion coefficient Dnode ≈ 0.4 µm2 s−1, the
motion along tubules was characterized as an alternating flow with mean velocity
veff ≈ 30 µms−1. This result was further supported by photoactivation experiments,
consisting in photoconverting special fluorescent molecules in a small region and
following their redistribution, which showed qualitative patterns seemingly incom-
patible with pure diffusion [Holcman et al. 2018].

To reconcile these experimental results, in this chapter we introduce a network
model aiming at describing how independent molecules could be redistributed in-
side the eR. Our aim will be to define and quantify the timescale of mixing inside
the eR lumen. Based on the results from single particle trajectory data, we con-
sider a new transport mechanism on a graph where the direction of the flow along
edges is inverted at random times. This model accounts for single molecular trajec-
tories showing randomly alternating directionality in crossing tubules connecting
two neighbouring junctions [Holcman et al. 2018]. We call this model the active-
flow network (AfN). Using the AfN, we study the consequences of the alternating
flow on the redistribution of particles such as ions or proteins inside the eR.

The characterization of redistribution on a network falls into the branch of re-
search studying random walk processes on graphs. However, here we will need
to develop a theory to account for the AfN. The timescale of redistribution can be
studied by computing the mean time it takes for molecules released from a source
node S to reach a target nodeT located at a distance d(S,T). Evaluation of thismean
first-passage time (MfPT) is relevant to quantify how long could take for proteins to
reach an exit site of the eR [Kurokawa and Nakano 2019; Kurokawa, Okamoto, and
Nakano 2014]. The MfPT has been studied for passive, undirected networks, both
for single particles [Bénichou and Voituriez 2014; Sood, Redner, and Ben-Avraham
2004] ormultiple particles [Weng et al. 2017], quantifying its dependence on the dis-
tance d(S,T) and on the network topology. However, the mean time properties are
not known in the case of a network whose topology changes in time (i.e. what we

8



2.1 RESULTS

call an active network). Similar active networks have been described in the context
of transportation (e.g. railways, vehicular traffic) or communication (e.g. internet,
telephony) [Ford Jr and Fulkerson 2015]. In these situations, unidirectional flow
emerges as a consequence of the limited capacity of the channel, which does not
allow simultaneous bidirectional flow, thus practically affecting the topology of
the network by constraining the connectivity. Instead, in the eR, we consider the
switching of edge direction to be an intrinsic property of the network, maybe the
result of currently undetermined biological machinery. For this reason, we focus
here on unidirectional flows which are independent of capacity limitations.

The chapter is organized as follows. First, we present the eR network recon-
structed from live cell microscopy. Using this reconstructed network and the AfN
properties, we then study the redistribution of molecules across the network using
the classical notion of first-passage time [Schuss 1980]. We show that the time of
redistribution increases drastically for sparsely connected regions, located at the
boundaries of the network. In the second part, we study the AfN on a hexagonal
lattice modelled after the eR, and we estimate the timescale of material redistribu-
tion for the mean particle and also the fastest particle. In the third part, we show
that the AfN can exhibit a novel type of transportation, by redundant packets of par-
ticles. In fact, under randomly alternating flow, all edges incident to a node could
temporarily be inward directed, trapping particles in the node. We call this situa-
tion a capture state. When the flow of at least one of the edges changes its direction,
particles are released. We observe that this mechanism can cause the synchroniza-
tion of group of particleswhich start to travel together. In the final section, we study
the steady-state and transient properties of AfN, confirming redundant transport in
packets, that we suggest is a possible mechanism of transport inside the eR. Thus
transport in the eR modelled as an AfN is very different from flows or diffusion in
classical networks [Lovász et al. 1993]. The unidirectional property of the network
is reminiscent of diode networks, introduced in percolation theory [Broadbent and
Hammersley 1957; Redner 1981].

2.1 Results

2.1.1 First-passage simulations in a reconstructed eR network

To study the AfN, we use a graph (figure 2.1 A)whichwas built based on the eR topol-
ogy reconstructed from SIM [Young, Ströhl, and Kaminski 2016]. The AfN consists
of a graph with N nodes and a Poissonian rate λswitch ≡ τ−1switch that controls the
switching of the flow direction in each tubule. This random switching process is in-
dependent for each edge. This property makes the eR network quite different from
classical networks (figure 2.1 B). When the flow in tubules connecting a node to the
rest of the network are all inward directed (blue arrows, figure 2.1 B), the particles
located inside such a node are trapped.

9



CHAPTER 2. THE ACTIVE-FLOW NETWORK MODEL

To evaluate the redistribution efficiency of an AfN, we shall focus on estimating
the mean time for a particle starting from a node S to visit the network. We start by
running stochastic simulations as follows. Each particle attempts to jump through
an outward directed edgewith a Poissonian rate λwait ≡ τ−1wait. Whenmore than one
outward edges are available, a particle can randomly select one of themwith equal
probability, and moves to the connected node in a time τtubule. In the following,
we will consider that the time spent crossing the tubule is negligible with respect
to τwait, i.e. we set it to zero in our simulations. If a particle is in a node whose
incident edges are all inward directed, it is blocked. The particle will thus wait the
next Poissonian event to attempt a new jump.

We estimated numerically the mean time for a particle starting in node S to ar-
rive for the first time at node T on the reconstructed eR network (figure 2.1 C). In-
terestingly, the simulations reveal that the eR network can be divided into three
regions (figure 2.1 C). A first subregion consists of nodes close to the source S. For
those nodes, theMfPT increases quicklywith the graphdistanced(S,T). At interme-
diate distances, the mean time increases in an approximately linear way. Finally,
for nodes located far away, with reduced connectivity with the rest of the network,
themean time increases drastically, because it is a rare event to enter these regions.
We called these inaccessible regions exponential regions. These regions at the pe-
riphery of the eR network are quite inaccessible (figure 2.1 C).

We then studied the effect of the switching timescale τswitch on theMfPT. In prin-
ciple, due to the presence of capture states, the MfPT in the active network should
increase compared to an undirected network. Instead, we found that the MfPT has
a minimum at τswitch = 0.25s (figure 2.1 D), making the MfPT timescale very similar
to the undirected case for a wide range of switching timescales τswitch. The mecha-
nisms underlying this phenomenon are described in more detail in section 2.1.5.

To conclude, we found that an active network (with parameters τswitch = 30ms
and τwait = 100ms derived from the results in [Holcman et al. 2018]) can redis-
tribute material with a timescale similar to a classical undirected network. Based
on these parameters, the timescale amounts to about 25min for a particle to arrive
to any node, except for the peripheral nodes located in the exponential region (fig-
ure 2.1 D). The MfPT depends on the total number of nodes in the network, because
on average each trajectory will visit a large portion of them before arriving for the

Figure 2.1 First passage time simulations in an active network. A ER network reconstructed from structured illumination
microscopy (SIM) data [Holcman et al. 2018]. The average length of an edge is 0.5 µm. B Schematic representation of an
active network model: the flow in a tubule is unidirectional and alternates at random time. A capture state (red box) is
defined as a node with all converging arrows (in blue). C Heatmap of the mean first-passage time (left) and scatter plot of
the MFPT for each node versus the distance from the source S (right), for a switching timescale τswitch = 30ms. A boundary
separates the linear and exponential regions (dashed lines). DVariation of theMFPT for a node at distance 25 from the source,
depending on the switching timescale τswitch. The minimum is obtained for τswitch ≈ 180ms. The MFPT for diffusion (dashed
line) is ≈ 19min. The network contains 1920 nodes.
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CHAPTER 2. THE ACTIVE-FLOW NETWORK MODEL

first time to the target node, a situation similar to the classical escape through a
narrowwindow [Holcman and Schuss 2015]. We next investigate how these proper-
ties would apply to a general hexagonal lattice which approximately describes the
structure of the eR.

2.1.2 Transport on an equivalent hexagonal lattice

To assess the role of the eR topology on transportation, we tested whether the MfPT
could be similar between the SIM imaging reconstructed eR network (figure 2.1 ) and
a hexagonal lattice. We chose a hexagonal, honeycomb network because in aver-
age anode of the eRnetworkhas three neighbours [Nixon-Abell et al. 2016; Terasaki,
Chen, and Fujiwara 1986]. We evaluate the arrival time in two networks: one with
a periodic boundary condition and the other with reflecting nodes at the bound-
ary (figure 2.2). Using AfN parameters compatible with the ones used in figure 2.1,
we found that theMfPT in the networkwith reflecting boundary can be similarly de-
composed into three subregions, with the exponential regions corresponding to the
network corners which are difficult to access. Predictably, in the periodic bound-
ary network, these exponential regions are absent. We conclude that a finite hon-
eycomb network could recapitulate the properties of the AfN eR network.

2.1.3 Transportation of the fastest particles

Various fast molecular mechanisms take place in the endoplasmic reticulum, such
as transport of protein, unfolded protein response (UPR), or calcium signalling. In
this context where many particles are involved, the statistic of the mean as given
by the MfPT may become irrelevant, because extreme events [Schuss, Basnayake,
and Holcman 2019] such as the arrival time of the fastest particle to their target
is sufficient to activate a cellular process. For example, the fastest folded proteins
reaching exit sites with COPII-mediated trafficking [Budnik and Stephens 2009] will
be transported to the next organelles. We thus focus here on the arrival time of the
fastest particles amongmany, starting at a single source node S and arriving at a tar-
get node T. We recall that, in the absence of edge directionality, an ensemble of par-
ticles starting at S will simply distribute by diffusion with a timescale determined
by the first eigenvalue of the Laplace operator on the graph [Maier and Brockmann
2017]. After a transient regime, the density of particles converges to the uniform
distribution: at steady state, the number of particles per node is simply given by
the ratio of the total number of particles to the total number of nodesNparticle/Nnode.
However, for the AfN, the flow in tubules (edges) can create capture states (Fig. fig-
ure 2.1 B). By numerical simulations in the honeycomb network (figure 2.2 A), we
found that these capture states can create a synchronization between independent
particles and also alter the steady state distribution.

We found that the trajectories of the fastest particles concentrate toward the
shortest pathsbetweenSandTas the total number of particles increases (figure 2.3 A

12
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Figure 2.2 Mean first-passage time (MFPT) in a honeycomb network. Hexagonal lattice
for a finite (A) and a periodic (B) network. The MFPT is plotted as a function of the dis-
tance from the source S to a target T located at distance d(s,T). Parameters are similar to
figure 2.1, with τswitch = 30ms, τwait = 100ms, and network N = 2000 nodes.
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T

Figure 2.3 Extreme statistics and packet transport mechanism in the AFN. A Trajecto-
ries of the fastest particles released at S for different number N. BMean arrival time for the
first particles at a target node T, forN particles. The stochastic simulations (dashed line) is
compared to the fit (continuous line) c1δ2

c2+logN (c1 = 0.07 and c2 = −2.38), where δ = d(S,T)
is the network distance. C Number of particles in the target node coloured by the edge
where they are coming from. Top: diffusion-like behaviour (for small switching timescale
τswitch = 30ms≪ τwait = 100ms) leads to a uniform steady=state distribution. Middle: in-
termediate τswitch = 300ms. Bottom: large switching timescale τswitch = 3 s causes groups
of particles to arrive synchronously to the node.
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2.1 RESULTS

and figure 2.3 B, see also figure 3.1 in the next chapter). The MfPT for the fastest
among N ≫ 1 particles can be derived from first principles [Basnayake, Schuss,
and Holcman 2018]. We leave the detailed calculations for chapter 3, but provide
here a brief summary of the main steps. Considering an effective diffusion process
in thenetwork,wedetermine thedistributionof the arrival time τ1 of thefirst among
N particles, i.e. τ1 = min (t1, t2, … , tN)where tn indicates the arrival time of the n-th
particle. The distribution of τ1 can be computed from the arrival distribution of an
arbitrary particle:

P
[
τ1 > t

]
= PN [t1 > t] =

∫

Ω

p(x, t)dx, (2.1)

where the density p is solution of

∂

∂t
p =

λeff a2

2

(
3
2
∂2

∂x2
p+

3
2
∂2

∂y2
p+
√
3

∂2

∂x∂y
p
)

= L(p), (2.2)

and the effective per-tubule transition rate in the limit of fast switching is λeff ∼
1

3 τwait (see the chapter 3 for the details). The mean time for the fastest among N is

τ̄N =

∞∫

0

P
[
τ1 > t

]
dt =

∞∫

0

(P [t1 > t])N dt, (2.3)

leading to the asymptotic expression (see chapter 3)

τ̄N ≈ cN
δ2min

D logN
, (2.4)

where δmin is the graph distance between the source S and the target node T, D =

λeff a
2

3 is the effective diffusion coefficient [Holcman and Schuss 2015] (a is the tubule
length) and cN is a constant that only depends on the network topology. We used
equation 2.4 to fit the results of numerical simulations, obtaining good agreement
(figure 2.3 B). This approximation, which is only valid when τswitch ≪ τwait, cap-
tures well the statistics of the fastest in the AfN. The arrival time for the fastest
particle is quite different from the MfPT, which is given by

⟨τ⟩ ≈ 3
√
15Nnodes
2πλeff

lnNnodes +O(1), (2.5)

where Nnodes is the number of nodes in the network. At this stage we conclude that
when the number of particles is sufficiently high (N ≥ 1000 in a networkwith about
2000 nodes), the mean arrival time for the fastest particle can be two orders of mag-
nitude faster (≈ 20 s, see figure 2.3 A) than the MfPT (≈ 25min). We note moreover
that this timescale decreases only moderately even when increasing the number of
particles by a factor 10 (figure 2.3 A). The timescale of redistribution of the fastest
particle is associated to extreme statistics [Bray, Majumdar, and Schehr 2013; Ma-
jumdar, Sabhapandit, and Schehr 2016; Schehr and Majumdar 2014] leading to the
extreme behaviour [Basnayake, Schuss, and Holcman 2018; Basnayake et al. 2018;
Coombs 2019; Schuss, Basnayake, and Holcman 2019; Sokolov 2019].
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CHAPTER 2. THE ACTIVE-FLOW NETWORK MODEL

2.1.4 Active-flow network can generate synchronized packets

Another interesting effect of the AfN is the correlation induced by the edge flow on
independent particleswhen the timescale of switching is large enough compared to
the time spent in thenodes (i.e. τswitch ≫ τwait). In fact, due to theoccurrenceof cap-
ture states (figure 2.1 B), particles can accumulate in nodes. This accumulation cre-
ates a synchronization of the particle motion. As soon as one of the edges reverses
its direction, allowing exit of the particles from the node, the particles start flowing
together towards the only accessible neighbouring node. This behaviour can be re-
peated in consecutive capture states, resulting in a large fraction of the particles
travelling together in synchronized packets (figure 2.3 C, with τswitch = 3 s). When
τswitch ≪ τwait, the synchronization caused by capture states disappears, and we
recover an almost classical diffusion regime, where themotion of particles is uncor-
related. Interestingly, for the AfN, the distribution of material at steady-state does
not converge to a uniform density, where the material is evenly partitioned across
the nodes, but aggregates keep appearing and disappearing (figure 2.4) so that at
each time instant the particles are concentrated in just a few nodes (we will further
examine this mechanism in chapter 3).

2.1.5 Redistribution timescale of the active-flow network

In this section we investigate the redistribution timescale and the MfPT of the AfN
and compare it to an equivalent undirected network. In particular, we study two
competing mechanisms governing the AfN dynamics. First, in the AfN particles
can be slowed down by being trapped in capture states, thus we expect the explo-
ration of the network to be slower with respect to the undirected network, where
such situation does not occur. Second, the presence of directionality in the flow
tend to drive particles to new regions, increasing the exploration speed, because
the particles cannot linger between two nodes by going back and forth along the
same edge. We formalize this effect by evaluating the probability that a particle
moves to a new node and successively jumps back to the node it came from (we call
this situation backtracking). We will study these mechanisms with more detail in
chapter 3, but we provide here a summary of the main points.

To compute the consequences of capture states on the time it takes to travel
along a trajectory, we estimated the steady-state probability ptrap for a particle to
be trapped in a capture state. For the AfN, the edges switch at a Poissonian rate
λswitch ≡ τ−1switch, and the waiting time in a node follows an exponential distribution
pwait(t) = 1

τwait e
−t/τwait . For a general node degree d (i.e. the number of incident

edges), the steady-state probability that a particle is in a trapping state can be com-
puted by considering aMarkov chain approximation of the randomwalk on the AfN
(with a special construction detailed in chapter 3). We can condition the probabil-
ity on the two possible previous states: either the particle was already trapped, or
it jumped in the capture state from a neighbouring node. Note that it is necessary
to consider previous trajectory steps because they define the directionality of the
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Figure 2.4 Example of transportation regimes of the AFN. Snapshots of the distribution of particles on the network follow-
ing their release from the source node (in the middle). Each node is indicated by a red circle proportional to the number
of particles contained. Columns indicate snapshots at time 0, 30 s, and 60 s. First row: almost diffusing active network
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Figure 2.5 Effect of the
switching time τswitch on the
trapping and the backtracking
probability. In the undirected
network model (blue), active
flow network. The simulation
(solid green) is compared to
the analytical approximation
(dashed green). A Probability
of trapping ptrap as a function
of τswitch. B Probability of back-
tracking pback as a function of
τswitch. 0 21
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edges that the particle crossed, and thus provide information regarding the state
of the topology (this is remarkably different from a standard undirected network
where the topology is not stochastic). This leads at steady-state to theMarkov equa-
tion (see chapter 3)

ptrap =(1− ptrap)
∫ ∞

0

(
1+ e−2λswitcht

2

)(
1
2

)d−1
pwait(t)dt

+ ptrap
∫ ∞

0

(
1+ e−2λswitcht

2

)d

pwait(t)dt,

(2.6)

where the first term denotes the probability for the particle of not being trapped in
its previous step and becoming it in the current, and the second term represents
consecutive trapping. A direct integration for d = 3 gives

ptrap =
24 q3 + 34 q2 + 11 q+ 1
192 q3 + 130 q2 + 23 q+ 1

, (2.7)

where q = τwait/τswitch. In figure 2.5, we compare the approximated solution of
equation 2.7 (green dashed line) with the result of numerical simulations (green
solid line). Interestingly, in the limit of fast switching τswitch ≪ τwait, the trapping
probability converges to (1/2)d, as there is no correlation between the state of the
edges. It however never reach zero, as in the undirected case, since the edge direc-
tionality is still present. For τswitch ≫ τwait, the Markovian approximation tends to
worsen because the correlation between the previous states becomes stronger.

In the limit of fast switching, motion on the AfN can be considered similar to
a random walk on an undirected network, but with a total waiting time in nodes
which includes the delay due to capture states. This can be computed by summing
over all possibilities to be trapped n times:

τtot ∼
∞∑

n=1
(ptrap)n−1(1− ptrap) Γ (n, λwait) , (2.8)
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where Γ (n, λwait) is the gamma distribution for the sum of n independent exponen-
tial waiting times with rate λwait ≡ 1/τwait. Then, the mean time is given by

⟨τtot⟩ =
∞∑

n=1
(ptrap)n−1(1− ptrap) n τwait =

1
1− ptrap

τwait. (2.9)

To conclude, due to capture states, anAfN can retain particles in nodesmuch longer
than the waiting timescale τwait. Moreover, at a coarse-grained level (i.e. with an
observation timescale much larger than τwait and τswitch), transport in AfN can be
described as an effective diffusion-like model where ⟨τtot⟩ is the effective waiting
time in a node.

We now quantify the phenomenon of backtracking, which consists in a particle
jumping back to the node it came from, thus wasting time by visiting again the
previous node. For undirected networks, the probability for a particle to jump back
to the node it came from depends only on the degree of connectivity: if the current
node has d incident edges, the probability of going back is simply pundirectedback = 1

d .
However, in the AfN this probability is affected by the direction of the edge, which
flips at a rate λswitch ≡ τ−1switch. To compute the probability of a backtracking event in
the AfN, we study the trajectory of a particle starting in a node N and immediately
coming back to it after visiting an adjacent node A. To be able to go back node N
it is necessary that, after the waiting time t spent in A, the flow from N to A has
reverted its direction to be now oriented from A to N. Moreover, the particle has to
choose the edge that goes back to N among the other possible outward edges. To
compute the probability of selecting this edge, we fix the

−→
NA edge and consider the

configurations with other k edges in an outward directed state: the probability of
choosing the backward one is 1

k+1 . Since the state of the backward edge is fixed
(outward flow), the total number of edge configurations is 2d−1. The probability of
a configuration with k other edges being outward directed is

( 1
2
)d−1 (d−1

k
)
. Thus,

the probability of choosing the specific path from A to N is (see chapter 3 for the
detailed derivation)

P
[

choosing
−→
NA | −→NA outward

]

=
1

2d−1
d−1∑

k=0

1
k+ 1

(
d− 1
k

)

=
2d − 1
d 2d−1

. (2.10)

The conditional probability of going back to N through node A, when the previous
transition of the particle was made from N to A is

P [(N,A) | (A,N)] =
∫ ∞

0

1− e−2λswitcht

2
pwait(t)dt×P

[

choose edge
−→
NA | −→NA outward

]

,

where we have integrated over the switching time twith respect to the waiting time
distribution pwait(t) in a node and (1 − e−2λswitcht)/2 which represents a switching
event for the edge direction during time t. Finally, at steady state, the backtracking
probability is given by the probability to jump back in the absence of trapping:

pback = (1− ptrap)
2d − 1
d 2d−1

∫ ∞

0

1− e−2λswitcht

2
pwait(t)dt. (2.11)
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(A) Single path (B) Nodes at distance L from source S

S

T

S

d(S, N i) 
= L

Figure 2.6 Structures used
for the evaluation of redistribu-
tion kymographs. A The num-
ber of particle is evaluated
along nodes on a single path,
from S to T, at increasing dis-
tance. B The average number
of particle is calculated over
all nodes located at distance
d(S,T) = L from the source
node.

For degree d = 3, direct integration leads to expression

pback = (1− ptrap)
7
12

q
2q+ 1

, (2.12)

where the trapping probability ptrap is defined in equation 2.7 and q = τwait/τswitch.
We found a good agreement between this analytical result and numerical simula-
tions (figure 2.5 B).

2.1.6 Transient material redistribution of the AfN

To study how particles are redistributed following local release at the source loca-
tion S, we generated numerical simulations in the honeycomb network. Following
the release, we monitor the number of particles in nodes along a single path (fig-
ure 2.6 A) and also over all nodes at a given distance d(S,T) = L (figure 2.6 B). We
analyse kymographs created by evaluating the average number of particles as a
function of distance and time. Interestingly, the kymograph of the diffusion net-
work is characterized by a propagation front r2 = ct, where c is a constant that de-
pends on the network topology and the diffusion coefficient (figure 2.7A). However,
for the AfN, numerical simulations reveal that the propagation front can deviate sig-
nificantly (figure 2.7 B–C) from what is observed for diffusion. In particular, as the
switching time τswitch increases, we observe that thematerial getsmore fragmented,
highlighting the transport mechanism by redundant, synchronized packets. Inter-
estingly, packets can appear at a long distance quite rapidly due to the motion of
the fastest packet [Basnayake andHolcman 2019; Schuss, Basnayake, andHolcman
2019]. By looking at kymographs representing the time evolutionof the averageden-
sity of particles over all nodes at a given distance from the source (figure 2.7, right
column), we found that the AfN (figure 2.7 B–C) behaves similarly to the undirected
network (figure 2.7 A) for values of τswitch in the range 30–300ms. Instead, looking
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Figure 2.7 Kymographs of particle distribution following release at a single source node.
The density of particles is computed along a single path (left column) or by averaging over
all equidistant nodes (right column). Brighter colour means higher number of particles.
Results were obtained simulating 10 000 particles on a honeycomb network for the various
models. AUndirected network. B AFNwith τswitch = 30ms C AFNwith τswitch = 300msD AFN
with τswitch = 3 s
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CHAPTER 2. THE ACTIVE-FLOW NETWORK MODEL

at the density along a single path, we observe the anisotropic behaviour of the AfN,
as shown in figure 2.7 D (τswitch = 300ms). For an undirected network (figure 2.7 A),
representing a diffusive situation, there is almost no difference between the sin-
gle path density and the average density, due to the isotropy of the dynamics. To
conclude, we predict that following a release at one location, stable aggregates of
material could appear quickly far away from the source, as observed along single
paths of the network. These aggregates are the result of coordinated travel of many
particles caused by capture states. This prediction could be tested using photoacti-
vation experiments, where materials are transiently photoconverted and followed
using live cell fluorescent microscopy [Holcman et al. 2018; Lippincott-Schwartz,
Altan-Bonnet, and Patterson 2003].

2.2 Discussion and conclusions

We studied here the properties of the active flow network (AfN), a model of mate-
rial transport inside the eR. We showed how the AfN can generate atypical pro-
tein redistribution, where molecules travel in packets that form and separate tran-
siently while visiting all accessible nodes of the network. This property can allow
proteins to be delivered in groups, which is a more reliable mode of transportation
compared to individually uncorrelated motion occurring for pure diffusion models.
Moreover, we showed that the arrival of the fastest particles or packets occurs along
the shortest paths (figure 2.2 B). The present approach predicts that the timescale
of redistribution (in the bulk of the network, for τswitch in the range 30–300ms and
τwait = 100ms) is in the order of 20min. However, if we consider only the first to
arrive among more than 1000 simultaneously released particles, the timescale of
arrival is in the order of 15–30 s (table 2.1). These average values are comparable to
what is observed for randommotion on an undirected network (i.e. diffusion-like).

2.2.1 Packet transportation guarantees a reliable delivery

The AfN allows the redistribution of many particles by redundant packets, a mech-
anism that guarantees a reliable delivery of groups of proteins to their final desti-
nation. Indeed, when enough molecules are transported at the same time, the bi-
ological function that has required this protein synthesis can be performed with a
higher efficiency, compared to a transport mechanism where molecules arrive one
at a time. Moreover, proteins undergo maturation while travelling on the endoplas-
mic reticulum, a process which requires a variable time. The redundancy resulting
from the delivery of proteins in groups ensures the presence of at least some cor-
rectly folded and matured copies. Delivery in group can also play an important
role at eR exit sites, where ensembles of particles are segregated and exported by
COPII-coated vesicles [Budnik and Stephens 2009].

Particle synchronization is achieved by transiently blocking theirmotion in cap-
ture states. This mechanism should in principle impact the transport performance
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because it effectively slows down the particle redistribution. Yet numerical simu-
lations (figure 2.5) show that with the help of the unidirectional properties of the
network nodes, particles explore the network faster due to a reduced backtracking
probability. This faster exploration of the network can thus compensate the slow-
down caused by capture states. For a wide range of parameter values, the active
network can exhibit packet transportation and at the same time have an average re-
distribution timescale comparable to that of an undirected diffusive network. Even
if packet transportation does not imply a performance hit, this active transportmay
require energy in the form of ATP consumption [Holcman et al. 2018; Nehls et al.
2000]. The exact mode of transportation in the eR remains unclear, although the
range of switching timescale of tubule flow has been estimated to be within 30ms
and to 3 s [Holcman et al. 2018]. Such range should be further explored.

Moreover, the present analysis predicts that packets can persist at steady-state
(more details on this are given in chapter 3). This implies that, even after a long
time from the release of material in a source region, it should still be possible to
see a non-uniform distribution in nodes. In particular, most of the nodes of the eR
network should be almost empty, with only a small fraction of nodes containing
most of the particles.

2.2.2 A theory to reconcile different types of experiments

Under the classical fRAP experiments, material redistribution in the eR was mostly
viewed as driven by diffusion [Lippincott-Schwartz, Altan-Bonnet, and Patterson
2003; Nehls et al. 2000] and the dynamics is characterized by the overall diffusion
coefficient DeR. This model is relevant at a coarse spatiotemporal scale, where the
dynamics in tubules can be neglected. At a finer scale, single-particle tracking ex-
periments have suggested the presence of an active flow in tubules. Moreover, pho-
toactivation experiments have shown a fast and unexplained propagation at large
distances [Holcman et al. 2018]. These two statements seem in contradiction with
the diffusion framework. However, based on the single-particle trajectories obser-
vations, the present model exhibits at small timescale the behaviour of an active
flow, and at large timescale it can reproduce the properties of diffusion, thus ef-
fectively reconciling the fRAP diffusion-based approach with the presence of an ac-
tive flow. Moreover, we have shown here that switching directionality generates
a novel type of dynamics, characterized by motion by synchronous packets. This
type ofmotion cannot be observed at the coarse spatiotemporal scale of fRAP exper-
iments, nor it can be measured within a small set of single-particle trajectories. We
suggest that high-resolution photoactivation experiments should be able to resolve
the appearance of points where material is aggregated, as we predicted here by the
AfN model.
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2.2.3 Transport in other active networks

The network redistributionwe explored here share some similarities with other net-
works. For example the one of the slime mould Physarum polycephalum [Alim et
al. 2013], which grows as a random network of tubes, where peristalsis is used to
drive internal cytoplasmic flows. However, the scale here is very different: for the
slime mould, the scale is of few millimetres, and the fluid in tubules is modelled
by continuous Navier-Stokes equations to link velocity and pressure. The fluid os-
cillates back and forth across the slime mould network with a timescale of 100 s.
Monitoring the phase of contraction in each tubule revealed that contractions are
cyclic in time. Interestingly, simulation results [Alim et al. 2013] revealed that the
phase spatial gradient of this contraction is linear across the organism. Thus, a peri-
staltic wave can redistribute materials within the entire organism. However, in the
eR, peristalsis could only be used to generate the fast motion in tubules. The physi-
cal mechanism causing the retention of particles in the eR nodes remains however
to be understood. Another subcellular network is the one generated by mitochon-
dria [Hoitzing, Johnston, and Jones 2015; Zamponi et al. 2018]. By fusing and divid-
ing, mitochondria in eukaryotic cells can form tubular networks. How the material
could be redistributed in such networks remains unclear, but it is possible that the
difference in electrochemical membrane potential between each individual could
contribute to create a local electric field, influencing the redistribution of ions and
charged proteins.

To conclude, the present study suggests that, in the eR, the switching rate of
tubule orientation could be a key modulator for material redistribution. The fact
that the eR network covers most of the cell cytoplasm allows it to redistribute pack-
ets of proteins at a timescale of few seconds at any location. It would be interesting,
in future works, to analyse this redistribution with respect to the distribution of the
eR exit sites [Budnik and Stephens 2009], a key structure for the connection of the
eR to other organelles.

Table 2.1 Parameters and results of the simula-
tions on the reconstructed ER network. τwait is
the exponential waiting time in nodes, τswitch the
time for edge to switch, τtubule the time needed to
cross an edge. The results include the mean first-
passage time (MFPT) and the mean extreme first-
passage time (MEFPT) (i.e. the time for the first par-
ticles among N to arrive) computed for N = 1000.
In both cases the target node is located at a dis-
tance of 25 edges from the source node.

Model type τwait (ms) τswitch (ms) τtubule MfPT (min) MefPT (s)

Undirected 100 NA 0 19 30

AfN 100 30 0 20 33

AfN 100 300 0 19 15

AfN 100 3000 0 45 47
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CHAPTER 3

Refined properties of the active-flow network

This chapter complements the previous one by providing the detailed derivations of
the results that have been discussed in chapter 2, and more insights in the active-
flow network (AFN) properties. First, I present the analytical derivations for the trap-
ping and backtracking mechanisms, that we used to interpret the change in the
mean first-passage time (MFPT) with respect to the switching rate and to define the
coarse-grained effective diffusion equivalence. Second, I provide complementary
details about particle distribution in packets at steady-state. In the last section, I
report the details of the asymptotic computation of the MFPT and extreme statistics
in the honeycomb network, approximated by using an embedding on a continuous
two-dimensional space.

This chapter was adapted from “Active flow network generates molecular transport
by packets: case of the endoplasmic reticulum”, by Matteo Dora and David Hol-
cman, Proceedings of the Royal Society B (2020).

3.1 Trapping and backtracking

To explain how the edge switching timescale can influence the speed of transport,
we consider two mechanisms that cause the trajectory of a particle to be slowed
down. The first is the case of a particle that jumps back to the node it came from,
thus wasting time by touching a node it had already visited. We call this kind of
move backtracking. Note that this effect is present also in the pure random walk
on an undirected network (diffusion-like model). The second effect is instead a pe-
culiarity of the active network, where edge directionality can create capture states
from which the particle cannot escape until one of the edges changes its direction.
We recall that the dynamics of the active networkmodel is governed by two Poisson
rates: first, particles try to jump to neighbouring nodes at a rate μ = τ−1wait; second,
the direction of each edge switches at a rate λ = τ−1switch. A particle attempting to
jumpwhile in a capture state (i.e. all adjacent edges are inward directed)will be pre-
vented frommoving, andwill have towait for thenext jumpevent before continuing
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the network exploration. Considering an arbitrary trajectory, we want to calculate
the steady-state probability that next move will result in backtracking (pback) or in
trapping (ptrap).

In the undirected network model, the probability for a particle to backtrack de-
pends only on the node connectivity. If the current node has d incident edges, the
probability of going back will be pundirectedback = 1

d . As edges have no directionality, no
capture states can exist, and we define the probability of trapping pundirectedtrap = 0.

We consider now a process Xmoving on an active network where edges switch
at a Poissonian rate λ = τ−1switch and the waiting time τwait follows the distribution
pwait(t) = μe−μt. We also assume a regular network structure with constant node
connectivity d. In principle, the probability of a particle to be trapped or to back-
track depends on its whole previous trajectory. In fact, the probability of hitting
an edge in a given direction at a certain time t + Δt will depend on its previously
observed state at time t. However, this correlation is exponentially decreasing with
Δt. For example, consider the probability that an edge is inward directed at t + Δt,
given it was inward directed at time t. This corresponds to the probability of 0 or an
even number of switching events in the interval Δt:

P[edge inward, t+ Δt | edge inward, t] =
∞∑

k=0

e−λΔt (λΔt)
2k

(2k)!
=

1− e−2λΔt

2
(3.1)

When λΔt ≫ 1, the probability goes to 1
2 . This means that after a sufficiently long

time, we can ignore the information given from the trajectory history and just con-
sider the probability of finding an edge in either state to be uniformly equal to 1

2 .
In order to calculate the probability of trapping and backtracking, we approximate
X with a process X̃ where we neglect all the history but the two last steps, thus we
write P[X̃i = x | X̃i−1, X̃i−2]. While X̃ is not itself a Markov process, we can build an
equivalent Markov process T by grouping its states in tuples:

Ti = (X̃i, X̃i−1) (3.2)

The Tprocess canbeunderstood to represent a transition between twonodes, and it
clearly fulfils the Markovian property as the probability of a transition only depend
on the previous one.

3.1.1 Trapping probability

To compute the trapping probability ptrap, we consider a node A = Xi with neigh-
bours N1,N2, … ,Nd, the probability of trapping is:

P[Ti = (A,A)] =
d∑

k=1

P
[
Ti = (A,A) | Ti−1 = (Nk,A)

]
P
[
Ti−1 = (Nk,A)

]

+ P
[
Ti = (A,A) | Ti−1 = (A,A)

]
P
[
Ti−1 = (A,A)

]

(3.3)

where we conditioned the probability on all possible previous states Ti−1. The prob-
ability of remaining in a trap given the previous transition was already trapped is
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equivalent to the probability that no edge has changed direction between the tran-
sition times ti−1 and ti. Using the result from equation 3.1 and integrating over pos-
sible waiting times (Δt = ti − ti−1):

P
[
Ti = (A,A) | Ti−1 = (A,A)

]
=

∫ ∞

0
d(Δt)

(1+ e−2λΔt

2

)d
pwait(Δt) (3.4)

Instead, when the previous transition started from a neighbour N, we only know
that the corresponding edge was inward directed, and we assign probability of 12 to
the remaining ones:

P
[
Ti = (A,A) | Ti−1 = (N,A)

]
=

∫ ∞

0
d(Δt)

(1+ e−2λΔt

2

)( 1
2

)d−1
pwait(Δt) (3.5)

We use the relation
d∑

k=1

P
[
Ti−1 = (Nk,A)

]
= 1− P

[
Ti−1 = (A,A)

]
, (3.6)

and consider that at steady-statewemust haveP
[
Ti = (A,A)

]
= P

[
Ti−1 = (A,A)

] .
=

ptrap. Then, equation 3.3 becomes:

ptrap =(1− ptrap)
∫ ∞

0
d(Δt)

(1+ e−2λΔt

2

)( 1
2

)d−1
pwait(Δt)

+ ptrap
∫ ∞

0
d(Δt)

(1+ e−2λΔt

2

)d
pwait(Δt)

(3.7)

Solving for the case of the hexagonal lattice (d = 3) leads to:

ptrap =
24q3 + 34q2 + 11q+ 1
192q3 + 130q2 + 23q+ 1

. (3.8)

3.1.2 Backtracking probability

We take a similar approach in order to calculate the backtracking probability. The
probability of backtracking to node A at steady state is:

pback =
d∑

k=1

P
[
Ti = (Nk,A),Ti−1 = (A,Nk)

]

=
d∑

k=1

P
[
Ti = (Nk,A) | Ti−1 = (A,Nk)

]
P
[
Ti−1 = (A,Nk)

]

(3.9)

To go back to node A, it is necessary that after the waiting time Δt the back-linking
edge has changed its direction to be outward directed. Moreover, it is necessary
that, even if other edges are available, the particle randomly chooses the one going
back, thus

P [Ti = (N,A) | Ti−1 = (A,N)] =
∫ ∞

0
d(Δt)

(

1− 1+ e−2λΔt

2

)

pwait(Δt)

× P
[

choosing edge
−→
NA | −→NA outward

]

.
(3.10)
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To compute the probability of choosing the back-linking edge given that it is di-
rected towards A, we consider all the possible configurations of other edges direc-
tion. If we assume that k edges are open, the probability of choosing the backward
one is 1

1+k . Since the backward edge is fixed, we have a total of 2
d−1 configurations

and the probability of a configuration with k edges open is
( 1
2
)d−1(d−1

k−1
)
. The proba-

bility of choosing the backward edge is thus:

P
[
choosing edge

−→
NA | −→NA outward

]
=

1
2d−1

d−1∑

k=1

1
k

(
d− 1
k− 1

)

=
2d − 1
d 2d

. (3.11)

Substituting the results of equations 3.6, 3.10 and 3.11 into equation 3.9 we get:

pback = (1− ptrap)
2d − 1
d 2d

∫ ∞

0
d(Δt)

(

1− 1+ e−2λΔt

2

)

pwait(Δt) (3.12)

In particular, for d = 3, we obtain the explicit expression

pback = (1− pback)
7
12

λ
2λ+ μ

. (3.13)

3.1.3 Effective diffusion model for the AfN

Weanalysehere thebehaviour of the active-networkmodel in the limit of fast switch-
ing. We shall prove that when the switching rate λ = 1/τswitch is very large, the
active-networkmodel can be considered equivalent to a randomwalk on the graph.
As λ → ∞, the correlation between the edge direction at different times vanishes.
In fact, the probability of the edge to be in a certain state at time t + Δt does not
depend any more on its state at time t. As this probability becomes time indepen-
dent, it is immediate to conclude that the inward and outward directed states must
be equally probable.

P
[
edge inward

]
= P

[
edge outward

]
=

1
2
, λ→∞ (3.14)

Note that the probability of a capture state does not vanish. In the limit λ → ∞
there is no correlation, and we can compute this probability exactly:

pback = (P [edge inward])3 =
1
8

(3.15)

where we have considered the case of a regular lattice of degree 3.
However, given ptrap (equation 3.8), we can calculate the total time that a par-

ticle waits in a node, including the trapping. The probability for a particle to stay
trapped in a node n consecutive times is:

P [trapped n times] = (pback)n (1− pback) . (3.16)

Thus, the total time spent in the node is a random variable distributed as:

τtot ∼
∞∑

n=1
(pback)n−1(1− pback) Γ (n, μ) , (3.17)
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where Γ (n, μ) is the distribution of the sum of n independent exponential waiting
times with rate μ = 1/τwait. Taking the mean:

⟨τtot⟩ =
∞∑

n=1
(pback)n−1(1− pback) n τwait =

1
1− pback

τwait. (3.18)

As in the pure random walk, the process has no preferential directionality since
particles will explore the network in all directions with equal probability. We can
thus describe the active-network model as a random walk where the waiting time
in nodes is given by the distribution of equation 3.17. This result will also hold for
large but finite λ, if we consider a coarse-grained observation timescale ξ such that
ξ ≫ τwait and ξ ≫ τswitch. Then, the model is equivalent to a random walk on an
undirected network with effective waiting time:

τRWwait =
1

1− pback
τwait. (3.19)

3.2 Properties of the active network transport by packets

3.2.1 Statistics of the fastest particles

In this section, we study theproperties of the fastest particlesmoving inside the AfN
(figure 3.1 A–B). For an undirected network, the distribution of lengths of the fastest
amongN particles concentrates toward the shortest path as the number of particles
increases (figure 3.1 A). However, for the AfN, the length of the shortest trajectories
presents a heavier tail in the distribution, mainly independent of N, showing that
the fastest trajectories are not necessarily along the shortest path, but take longer
routes to avoid possible trapping nodes (figure 3.1 B). This effect is confirmed by
plotting the distribution of lengths and arrival times for various switching times
τswitch (figure 3.1C–D).

By studying the average time spent in a node (figure 3.1 e), plotted by order of
arrival, we find that the average time per node is almost constant for both undi-
rected and directed networks, and that the lengths increase similarly (figure 3.1 f).
However, trajectory lengths of the fastest particle are longer in the active network
(figure 3.1 f), confirming the deviation of the trajectory of the fastest from the short-
est path. To conclude, extreme statistics of particle redistribution in an AfN show
some deviation with respect to undirected networks, as they are characterized by
longer trajectories due to the avoidance of capture states.

3.2.2 Transient to steady-state regime

To explore the differences in the redistribution of materials between the undirected
and active network, we study here the transient regime to steady-state ofN = 10 000
particles simultaneously released froma single source node, following the time evo-
lution of the distribution of the number of particles per node. Initially, all particles
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(A) Undirected network (B) Active network ( τ = 3.00 s)
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Figure 3.1 Characteristics of the fastest trajectories. Trajectories are considered for a tar-
get at distance 10 from the source node. A–B Distribution of the length of the first particles
to arrive among N for undirected network and AFN. C–D Distribution of the length for the
undirected and active network for various switching timescales τ. E–F Average time spent
in nodes and trajectory length of the first 1000 particles amongN= 10000, plotted by order
of arrival.
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are concentrated in the source node and thus the distribution is peaked at 0 (i.e.
all nodes except the source are empty, figure 3.2 A–B). Intuitively, in the case of an
undirected network, at steady-state the material tends to be uniformly distributed
among the nodes (figure 3.2 A3). The distribution of the number of particle per node
at a given time instant will thus be peaked around the value N/M, where N is the
number of released particles and M is the total number of nodes in the network
(figure 3.2 A1–A2). In the case of the active network, for sufficiently large switch-
ing time, this steady-state equilibration does not take place (figure 3.2 B1–2), and
the distribution of particles per node remains peaked at zero, meaning that most
nodes are empty. In fact, due to capture states, particles tend to aggregate in just a
few nodes which behave as attractors (figure 3.2 B3). Thus, while in the undirected
network particles appear to be approximately uniformly distributed, the active net-
work is characterized by sparse high-density clusters. In the following sections we
will better quantify this behaviour for the two cases.

3.2.3 Steady-state particle distribution in the undirected network

In this section, we study how particles are distributed at steady-state in an undi-
rected network. A particle released from the source node, in the long time, will
visit all nodes on the network. Thus, for sufficiently large time, the probability for
a particle to be in a given node will be independent of the node position. We can
then describe the probability of finding a particle in a node in a given nodem by a
Bernoulli random variable depending only on the size of the network:

P[particle is in nodem] ≃ 1
M
, for t large, (3.20)

whereM indicates the number of nodes in the network. If we now consider N parti-
cles, the probability of finding k of them in node m is given by the binomial distri-
bution:

P[k particles in nodem] =

(
N
k

)

pk (1− p)N−k, (3.21)

where p = 1/M. We compare this analytical result with numerical simulations in
figure 3.3 A, confirming its accuracy. Interestingly, simulations in the active network
(figure 3.3 B) showa completely different result, with the distributionpeaked at zero,
a situation that we will discuss in the next section.

3.2.4 Steady-state particle distribution in the AfN

We now consider the active network in the limit of very low switching rate. In this
case, edges keep their directionality for a very long time and particles will freely
jump through the network until they fall in a trap. Initially, we neglect for simplic-
ity the topology of the network and the size of attractors created by the trap nodes.
Following this assumption, we expect all non-trap nodes to be empty and the parti-
cles to be randomly distributed in trap nodes at steady-state. We describe then the
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Figure 3.2 Time evolution of the distribution of the number of particles per node. A Undirected network. B Active network
with τswitch = 3 s. The two models are based on the same hexagonal lattice with M = 2046 nodes. N = 10000 particles
are released from a source node at the middle of the network. First and second rows: Time evolution of the distribution of
particles per node. Last row: Spatial distribution of particles on the network at steady state.

probability of finding k particles in a node based on whether it is a trap or not. If
the node is not a trap, the answer is simply:

P[k particles in node x | x is not a trap] ≃ 0. (3.22)

If instead the node is a trap, we proceed as in the undirected network, but now we
consider the possible distribution of particles only in the trap nodes.

P[k particles in node x | x is a trap,Mtrap] =

(
N
k

)

pk (1− p)N−k, p =
1

Mtrap
,

(3.23)
whereMtrap is the total number of trap nodes. Note that the number of trap nodes
is a random variable which depends on the network topology. For a node to be a
trap all its edges have to be inward directed (each will be with probability 1/2). On
average, we can consider

P[node is a trap] =
(
1
2

)d
≡ ptrap, d = average node degree (3.24)

The number of traps in a network will then be a binomially distributed with n = M
(total number of nodes) and p = ptrap.

P[m traps in network] =
(
M
m

)

(ptrap)m (1− ptrap)M−m ≡ φtrap(m) (3.25)

Note that once we fix the number of trap nodes in the network tom, the probability
of selecting a trap node is m/M (recall that we neglect the topology). Finally, we
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remove the conditioning by summing over the possible number of traps, obtaining

P

[

k particles
in node x

]

=

M∑

m=0

[
(

1− m
M

)

δk,0 +
m
M

(
N
k

)(
1
m

)k(

1− 1
m

)N−k
]

φtrap(m)

(3.26)
While this derivation roughly predicts the peak in density of empty nodes we ob-
tain from simulations (figure 3.3 B and figure 3.4 C), it does not match the tail of the
distribution. In fact, our current derivation is based on the assumption that all trap
nodes attract roughly the same number of particles. To find a better analytical form
for the distribution of particles in nodes we need to take topology into account.

If we consider a fixed configuration of the network, with all edge directionalities
fixed (i.e. a directed graph), trap nodes will act as attractors. We have thus paths
directed to the attraction node from which particles cannot escape. We define the
basin of attraction of a trap node to be composed of all nodes connected to it (taking
directionality into account). In the framework of dynamical systems theory, trap
nodes act as fixed points. For particular configurations of the network, we can also
find loops surrounded by inward directed edges from which the particles cannot
escape, corresponding to limit cycles in classical dynamical systems (figure 3.4 A,
cycle A2). Since the occurrence of limit cycles is rare, we will neglect this kind of
configuration in the following derivation.

We define the mass of an attractor as the number of nodes in its basin of attrac-
tion. Note that nodes on the boundary of the basin of attraction have edges linking
to neighbouring attractors, meaning that particles starting in a boundary node will
randomly fall in one of the possible attractors. We thus count only a fraction of their
weight (proportional to the fraction of edges connected to other nodes belonging to
the attractor) when calculating the mass of the attractor.

Similarly to the previous derivation based on trap nodes, we assume that parti-
cles starting in any node of the network will converge, at steady-state, to the corre-
sponding attractor. We thus expect particles to be concentrated in attractors, dis-
tributed proportionally to their mass. To investigate this, we first need to derive the
distribution of the mass of the attractors. From percolation theory [Bollobas, Bol-
lobás, and Riordan 2006], we know that the mass distribution of similar clusters in
undirected graphs can be described with an exponential law:

pmass(m) ∼ e−βm,
1
β
= mξ, (3.27)

where mξ is the characteristic mass of the cluster. We derived the distribution of
attractor mass from simulations on a hexagonal lattice with M = 2046 nodes and
fitted it with an exponential law, findingmξ ≃ 16 (figure 3.4 B). The probability that
a node x belongs to an attractor Cm of massm is then:

P [x ∈ Cm] ∼ m · pmass(m) (3.28)
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up to a normalization factor. Nowwe consider the possibles outcomes for the num-
ber of particles in a node, conditioned on the fact that it belongs to an attractor Cm.
Since limit cycles are rare in the hexagonal lattice (the configuration requires fixing
12 edges, i.e. a probability in the order of 2−12), we only consider the case of fixed
points. In an attractor of massm, at steady-statem− 1 nodes will be empty, and all
particles will be concentrated in the centre of attraction. If we consider an initial
condition of α particles per node, we have:

P[x is empty|x ∈ Cm] =
m− 1
m

, (3.29)

P[x contains k particles|x ∈ Cm] =
1
m
δk, α·m, (3.30)

Note that we approximated the number of particles in the centre of attraction to be
exactly α ·m. In reality, there will be fluctuations due to the presence of boundary
nodes which connect different attractors, allowing particles to randomly distribute
among them. For α ≫ 1, we assume these fluctuations to be negligible. Summing
over possible attractor mass:

P[k particles in node x] =







A ·
∑

m
pmass(m) · (m− 1), k = 0;

A · pmass(k/α), k > 0;
(3.31)

where A is a normalization factor. We did not consider here limit cycles because
they are rare in the hexagonal lattice (the configuration requires fixing 12 edges, i.e.
a probability in the order of 2−12).

In figure 3.4 C we compare the number of particles per nodes obtained from
simulations, the analytical result of equation 3.31, and the approximation of equa-
tion 3.26 which was obtained by neglecting the topology. We found a good agree-
ment when we accounted for the topology of the network. The effect of the fluctu-
ations is evaluated figure 3.4 D for the smallest attractor that consists of 4 points
(containing 5 particles per node). This result explains the deviation between equa-
tion 3.31 and the numerical simulations in figure 3.4 C.

To conclude, the distribution of particles per node is affected by the segregation
of the AfN in attractors and by the fluctuation of the number of particles (located on
edges between two attractors). This analysis explains that in long time limit, nodes
of an AfN are mostly empty of particles and only a small fraction (attractor points)
contains most of the particles.

3.3 Mean first-passage time and extreme statistics

3.3.1 Asymptotic computation of MfPT and flux

In this section, we compute theMfPT for a particle released from the source to reach
a target site. We consider the case of a fast switching limit, where motion of the
particle in the endoplasmic reticulum (eR) can be approximated as a randomwalk,
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(A) Examples of attractors (B) Mass distribution of attractors
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Figure 3.4 Steady-state particle distribution in the AFN. A Example of attractor config-
urations, showing an attractor point (A1), and a limit cycle (A2). B Distribution of attrac-
tor size in realization of an AFN, fitted by an exponential [Bollobas, Bollobás, and Riordan
2006]. C Distribution of particles per node obtained from simulations (green), analytical
equation 3.26 (hollow circles), and equation 3.31 (filled circles). D Fluctuation of the num-
ber of particle per node for a 4-node attractor.
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with an equal probability to jump to any neighbouring node. We define by λ the
effective transition rate from a node to each neighbour. For the AfN, this effective
rate is obtained from the effective diffusionmodel (see section 3.1.3) as λ = 1/3 τRWwait,
where τRWwait is the effective waiting time defined in equation 3.19. Coherently with
the structure of the ER, we consider here a hexagonal lattice network where each
node is connected to three neighbours by edges of length a.

To coarse-grain the random walk occurring on the two-dimensional hexagonal
lattice, we use the Markov transition equation [Schuss 1980]. The transition proba-
bility function between time t and t+ Δt from any node x to the three neighbouring
ones is given by

P [x, t+ Δt] =P [x, t] (1− 3λΔt) + λΔtP [x+ a, t] + λΔtP
[

x+ ae2iπ/3, t
]

+ λΔtP
[

x+ ae4iπ/3, t
]

+ o(Δt),

where the first term in the l.h.s. represents the probability of no transition from x
to any nodes and the other term corresponds to a transition from each of the three
nodes. In the small Δt limit, we obtain the master equation:

d
dt
P [x, t] =− 3λP [x, t] + λP [x+ a, t]

+ λP
[

x+ ae2iπ/3, t
]

+ λP
[

x+ ae4iπ/3, t
]

.
(3.32)

In the limit of a large network compared to the length a, a Taylor expansion of equa-
tion 3.32 to second order with respect a leads to get the Master-Fokker-Planck equa-
tion for the transition probability p(x, t) = P [x, t],

∂

∂t
p(x, t) =λa (1+ cos(2π/3) + cos(4π/3))

∂

∂x
p(x, t)

+ λa (1+ sin(2π/3) + sin(4π/3))
∂

∂y
p(x, t)

+
λa2

2
(
1+ cos2(2π/3) + cos2(4π/3)

) ∂2

∂x2
p(x, t)

+
λa2

2
(
sin2(2π/3) + sin2(4π/3)

) ∂2

∂y2
p(x, t)

+ λa2
√
3

∂2

∂x∂y
p(x, t),

which simplifies to the second order operator:
∂

∂t
p = L(p) where L(p) = λa2

2

(
3
2
∂2

∂x2
p+

3
2
∂2

∂y2
p+
√
3

∂2

∂x∂y
p
)

. (3.33)

This is equivalent to the approximation of network by an ensemble of N hexagonal
domains with size a and the MfPT reduces to the one of a diffusing particle, charac-
terized by a diffusion tensor

D =

√
3

2Da






√
3 1

1
√
3




 (3.34)
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satisfying the stochastic equation

dx = σ dω, (3.35)

where D = 1
2σ

Tσ, Da = λa2
2 and ω is a two-dimensional Brownian motion. In that

case, the computation of the MfPT reduces to the narrow escape to a small disk of
radius a. The MfPT τ(x) = u(x) is solution of the boundary value problem inside
the network domain Ω:







Da

(
3
2
∂2u
∂x2 +

√
3 ∂2u
∂x∂y +

3
2
∂2u
∂y2

)

= −1, for x ∈ Ω
u = 0, on ωa = ∂Ωa
∂u
∂n = 0, on ωr = ∂Ωr,

(3.36)

where the absorbing condition is given on the small fraction ωa of the boundary,
whileωr is the reflectingboundaryof thenetwork. For a two-dimensional planar do-
main, the solution of 3.36 can be obtained from the narrow escape theory (NeT) [Hol-
cman and Schuss 2015] and the solution is independent of the initial position x. To
determine the NeT formula in dimension 2, we change coordinates to diagonalize
the operatorL, and we obtain the two eigenvalues λ1 = 3+

√
2, λ2 = 3−

√
2. In the

eigenvector coordinates (u, v), the MfPT U(x) = u(x) satisfies






Da

(

λ1 ∂
2U

∂u2 + λ2 ∂
2U

∂v2

)

= −1
U = 0 on ∂Ωa
∂U
∂n = 0 on ∂Ωr.

(3.37)

This equation can be further transformed into the classical Laplacian operator. We
use the final change of coordinates u1 =

√
λ1u and v1 =

√
λ2v. Finally, since the

MfPT is independent of the position, we get to leading order

τ̄ = U =
|S|
πDa

ln
(
1
ε

)

+ O(1), (3.38)

where |S| is the surface

|S| =
∫

du1du2 =
√

λ1λ2
∫

dvdu =
√

λ1λ2|Sg|, (3.39)

where the surface of the network is |Sg| = N3
√
3a2 when there N hexagonal funda-

mental domains of volume 3
√
3a2. For a small absorbing disk, ε = a

R , where R is
the radius of the network, approximated as a disk of radius R = a

√
N. We conclude

that the MfPT is

τ ≈
√
λ1λ2N3

√
3a2

2π λa2
2

ln

(

1
a

a
√
N

)

+ O(1). (3.40)

Thus,

τ ≈ 3
√
15N

2πλ
lnN+ O(1). (3.41)
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3.3.2 First arrival time in a honeycomb network

The first particles amongNparticles to arrive for the first time at a given node falls into
the extreme statistics theory [Basnayake, Schuss, and Holcman 2018; Basnayake et
al. 2018; Basnayake andHolcman 2019; Schuss, Basnayake, andHolcman 2019]. Us-
ing the operator 3.32, we canuse the formulationof theExtremeNarrowescape [Bas-
nayake, Schuss, and Holcman 2018] to derive the formula for the fastest among n
to narrow opening which consists of few nodes ωa forming a hexagonal unit in a
two-dimensional hexagonal lattice.

Briefly, form = Nparticles non-interacting i.i.d. Brownian trajectories moving on
the hexagonal network Ω, the shortest arrival time τ1 is by definition

τ1 = min(t1, … , tm), (3.42)

where ti are the independent arrival times of the m particles in the network. The
distribution of τ1 is expressed in terms of a single particle,

P
[
τ1 > t

]
= Pm [t1 > t] . (3.43)

Here P [t1 > t] is the survival probability of a single particle prior to binding at the
target siteωa. In the approximation of a large network, this probability is computed
by solving the diffusion equation [Schuss 2009]







∂p(x,t)
∂t = L(p)(x, t), for x ∈ Ω, t > 0

p(x, 0) = p0(x) for x ∈ Ω
∂p(x,t)
∂n = 0 for x ∈ ∂Ωr

p(x, t) = 0 for x ∈ ωa.

(3.44)

The single particle survival probability is

P [t1 > t] =
∫

Ω

p(x, t) dx, (3.45)

so that P
[
τ1 = t

]
= d

dtP
[
τ1 < t

]
= m(P [t1 > t])m−1P [t1 = t] , where P [t1 = t] =

∮

∂Ωa

∂p(x,t)
∂n dSx.

The probability density function (PDf) of the arrival time is

P
[
τ1 = t

]
= m





∫

Ω

p(x, t)dx





m−1
∮

∂Ω1

∂p(x, t)
∂n dSx, (3.46)

which gives the MFPT

τ̄1 =
∞∫

0

P
[
τ1 > t

]
dt =

∞∫

0

[P [t1 > t]]m dt. (3.47)
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The shortest time estimation proceed as in [Basnayake et al. 2018]. They are ex-
pressed in terms of the shortest distance from the source S to the absorbing win-
dow ωa, measured by the distance associated to the operator L(p), denoted by
δmin = dL(p)(S,A), where d is the associated distance here. Interestingly, the tra-
jectories followed by the fastest amongm are as close as possible from the optimal
trajectories: the associated trajectories of the fastest amongm, concentrate near the
shortest path when the number m of particles increases. The mean extreme time
for the hexagonal lattice,

τ̄hexm ≈ δ2min

4Da ln
(

π
√
2m

8 ln( 1
a)

) , for
m

ln
( 1
a
) ≫ 1 (3.48)

where we recall that Da = λa2
2 . To conclude, we derived here an expression for

the MfPT and the mean time for the fastest (MefPT) associated to diffusion in two-
dimensional honeycomb network.

3.4 Conclusions
In this chapter we have provided a detailed description and analysis of the prop-
erties of the AfN, comparing it to standard undirected networks. While exact cal-
culations for the AfN are difficult to perform due to the correlation created by the
stochastic directed flows, we have shown that it is possible to describe the main
properties of the model by approximated and asymptotic expressions. These ap-
proximations show good agreement with numerical simulations. In particular, we
have quantified the impact of the previously discussed trapping and backtracking
mechanisms, and shown that the AfN model is characterized by a steady-state be-
haviour which is remarkably different from what is observed in undirected, diffu-
sive networks.
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CHAPTER 4

Quantitative analysis of eR protein dynamics

In this chapter we turn to the analysis of experimental data. We have seen in the
previous chapters that protein transport in the endoplasmic reticulum (ER) could be
characterized by local, transient phenomena. To observe thesemechanisms experi-
mentally, I needed a tool providing sufficiently high spatial and temporal resolution,
capable of seizing both local heterogeneity and ensemble behaviour. To achieve
this, I worked in collaboration with Christopher Obara, from Jennifer Lippincott-
Schwartz’ group at Janelia Research Campus, who curated the experimental part.1

Together, we developed a system to track the ensemble dynamics of proteins in the
ER at the whole-cell level, trying to overcome some of the limitations of FRAP and
SPT. This new method showed that Brownian diffusion is still the primary mode of
motion over large distances, but it can be affected by the ER structural properties.
We reported the surprising observation that despite its continuity, the ER network
is not always uniformly connected. We could also quantify differences in the redis-
tribution timescales of molecules depending on their size, their topology, and their
folding state, providing fundamental insight into the biophysical nature of the ER.

This chapter was adapted from the manuscript, still in preparation, “A quantitative
mapping of diffusion in the endoplasmic reticulum”, by Matteo Dora, Christopher J.
Obara, Tim Abel, Jennifer Lippincott-Schwartz, and David Holcman.

4.1 Introduction

One of themost notable aspects of eukaryotic life is the development of membrane-
enclosed organelles [Baum and Baum 2020]. These compartments provide two im-
portant advantages to cells. First, they segregate unique chemical environments
that allow incompatible biochemical reactions to occur simultaneously, and sec-
ond, theyprovide extensive two-dimensional surfaces (membranes) to facilitate the
efficiency of biological reactions [Angermann et al. 2012]. The largest organelle in
eukaryotes is the eR. It is a major site of cellular translation, protein folding, and
quality control [Rapoport, Li, and Park 2017; Ron and Walter 2007], the major cel-
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lular calcium store and sink in most cells [Berridge 2002], and the primary site of
lipid synthesis and regulation [Van Meer, Voelker, and Feigenson 2008]. In addi-
tion to these crucial cellular functions, it alsomakes contact with and regulates the
biology of essentially every other cellular compartment through specific tethering
molecules [Prinz, Toulmay, and Balla 2020]. Thus, understanding how molecules
are spatially distributed over time within the network is important for understand-
ing how their functions are achieved.

The eR is a single, immense compartment that divides the nucleoplasm from the
cytoplasm and stretches to the furthest reaches of the cell as a structurally complex
membrane-enclosednetwork [Goyal andBlackstone 2013]. By volume, the compart-
ment is relatively small, making up significantly less than 25 percent of the total cell
size, but it contains more than 50 percent of all the cellular membrane [Heinrich et
al. 2021; Valm et al. 2017]. The resulting high surface area to volume creates a com-
partment with a large degree of variability in local environment for both luminal
and membrane-associated molecules. Despite occupying a small proportion of the
cell volume at any moment, the network explores more than 97 percent of it every
15 minutes through dynamic structural rearrangements [Valm et al. 2017].

It remains a fundamental question how biological phenomena are spatially co-
ordinated within the network, since there are no known eR-localized structural
proteins or motors. The development of technologies for fluorescent tagging of
moleculeshasopened thepossibility toprobe thedynamicnature of proteinswithin
the eR [Ellenberg, Lippincott-Schwartz, and Presley 1999; Tsien 1998]. In partic-
ular, fluorescence recovery after photobleaching (fRAP) and fluorescence lifetime
in photobleaching (fLIP) [Lippincott-Schwartz, Altan-Bonnet, and Patterson 2003]
have provided significant insight into the way many components of the compart-
ment behave [Lippincott-Schwartz, Snapp, and Phair 2018]. These studies have
suggested that the composition of the organelle is strikingly dynamic, equilibrat-
ing on a timescale of seconds [Cole et al. 1996; Nehls et al. 2000]. However, these
studies are limited to timescales of tens of seconds to minutes (FLIP) or single spa-
tial regions (fRAP), and the ability to simultaneously observe high-speed ensemble
dynamics across the entire cell has proven elusive. The development of photoac-
tivatable fluorophores [Patterson and Lippincott-Schwartz 2002] has allowed this
type of experiment in other systems [Hirschberg et al. 1998; Nichols et al. 2001], but
most photoactivatable fluorophores do not fold correctly or provide low signal to
noise ratio (SNR) in the high redox environment of the eR lumen [Costantini et al.
2015; Kaberniuk et al. 2018].

Single molecule tracking can provide information about very high speed dy-
namics in the most peripheral regions of cells [Manley et al. 2008]. However, it is
confounded by the need for model fitting [Sun et al. 2022], and it cannot deal with
the more complex three-dimensional environment that most of the cell volume is
made up of. We have shown that high speed single molecule tracking data in the
periphery suggests there are interesting transport phenomena over very fast time
scales [Dora and Holcman 2020; Holcman et al. 2018], but we require a tool to link
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this data to what is seen over larger spatial and temporal scales.
In this chapter,wehavedevelopeda combinedexperimental andanalysis pipeline

to surmount these issues. We have used photoactivation of protein-linked organic
dyes that work well within the eR lumen to track the dynamic distribution of eR-
localized molecules. This approach supports high speed imaging while also col-
lecting entire cells. We then coupled this to a novel, machine learning-assisted
analysis pipeline to account for the convolutions of the complex organelle struc-
ture. Collectively, this pipeline allows the extraction of quantitative information
about the molecular behaviour within the eR at the whole-cell scale.

4.2 Results

In order to track eR protein dynamics across entire cells, we utilized photoactivat-
able organic dyes that can be directly coupled to a protein of interest by genetic
fusion to a HaloTag [Encell et al. 2012; Grimm et al. 2016; Los et al. 2008]. These
dyes are functional in the eR lumen and do not induce themisfolding and eR stress-
related pathways common with fluorescent proteins not optimized for the high re-
dox environment within this compartment [Costantini and Snapp 2013]. Once la-
belled with the dye, proteins of interest can be fluorescently marked at specific lo-
cations within the eR structure, and their distribution over time can be monitored
by high speed microscopy. We performed experiments in cells also expressing a
non-perturbative GfP-derivative targeted to the eR lumen [Costantini et al. 2015], to
provide a simultaneously collected map of the underlying structure of the eR for
downstream analysis purposes.

Briefly, COS-7 cells were cotransfected with a GfP-derivative targeted to the eR
lumen to label the structure and a HaloTag fused to the protein construct of inter-
est. We then used high speed spinning disk microscopy (at 10Hz acquisition rate)
using dual cameras to simultaneously collect the distribution of the photoactivated
species of the dye and the fluorescence of the GfP label, resulting in two stacks of 2D
images at 100ms intervals. Photoactivation was carried out continuously at single,
diffraction limited spot (photoactivation region of interest (ROI)), and the diffusion
of molecules away from that spot was visible in the distribution of the converted
dye molecule.

Ensemble diffusion governs dynamics of eR luminal content. We first set out
to evaluate the dynamics of lumen-resident proteins that are freely floating (i.e.
without membrane anchors or known specific binding partners). We assumed a
globally isotropic but not necessarily diffusive motion, since local directional mo-
tion may be present [Holcman et al. 2018]. We used a HaloTag targeted to the eR
lumen with a signal sequence and a KDeL retention motif as a model probe for
free-floating luminal content (HaloTag–KDeL). Photoactivation was carried out at a
single, diffraction-limited point (photoactivation (PA) source)while simultaneously
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Figure 4.1 Brownian diffusion governs large scale ER luminal dynamics. A The ER structure of a COS-7 cell. The red dot
indicates the location of photoactivation. Green regions correspond to ER domains that are equidistant (d = 15 µm) from the
photoactivation region. B1 Data and analytical fit of the fluorescence curve inside the photoactivation region. B2 Average
fluorescence of the target regions at distance 15 µm from the photoactivation source and fit of effective diffusion model (D =
11.5 µm2 s−1). C Effective diffusion coefficient as a function of the distance d from the photoactivation region, obtained from
separate fits at each distance. D Effective mean-squared displacement (mean-squared displacement (MSD)). E Distribution
of the effective MSD exponent of each cell, α, obtained from ensemble average over the cell (N = 41). F Distribution of the
mean cellular diffusion coefficients obtained by ensemble estimate for HaloTag–KDEL in the ER lumen (N = 41). G Example
of ER in a COS-7 cell. The photoactivation region is denoted by the red dot. H Structure of the ER network of the cell in G with
colour scale denoting distances from the photoactivation source. I Kymograph of the average fluorescence in time of the cell
in G, binned over the distance from the photoactivation source through the structure. The white dotted line indicates the
bounds of the diffusion model that was fit. J1 Experimental snapshots at different intervals from the start of photoactivation.
J2 Simulated snapshots built by evaluating the effective diffusion model on the ER shape obtained by experimental data.

collecting both the eR structure and the photoactivated signal using dual camera
spinning disk microscopy (figure 4.1 A).

Proteins within the eR lumen are constrained to compartment by the bounding
membrane, so they are not free to move in any arbitrary direction. Thus, analysis
of the distribution patterns must account for the underlying organelle structure,
or model fitting will produce artefacts [Sun et al. 2021]. To address this, we first
segmented the eR by analysing the GfP channel to extract the network structure
(seeMethods, section 4.4.1 and figure 4.6). Regions of the eR were characterized by
their distance from the PA source as measured through the underlying structure of
eR (figure 4.1 A, inset).

Using this approach, the estimated arrival time of fluorescent molecules can
be coupled with the distance from the PA source and the amount of photoactiva-
tion to produce an effective diffusion model. To do this, we first quantified the
photoactivated fluorescence over time at the PA source by fitting a sum of satu-
rating exponentials (figure 4.1 B1, and see Methods, section 4.4.3). This allowed
us to constrain the effective diffusion model based on the measured intensity of
the PA source. Once the source parameters have been determined, we performed
a maximum-likelihood fit of the fluorescence intensity model to extract the effec-
tive diffusion coefficients corresponding to the average fluorescence measured in
the equidistant points (figure 4.1 B2). The fluorescence intensity model also con-
siders the possible background photoactivation (figure 4.1 B2, dashed line) due to
inefficient photoactivation of the dye by the laser used to image the GfP (seeMeth-
ods, section 4.4.3). Note that this approach can be modified to deal with sources
of anisotropy if the model fit is not good, as would be predicted by synchronous
directed flows or other micron scale sources of anisotropy (see below). We then re-
peated this procedure for every distance value in the structure, obtaining distance-
dependent estimations of the effective diffusion coefficient (figure 4.1 C). In the im-
mediate proximity of the PA source this approach can badly estimate the effective
diffusion coefficient as a result of transient photoactivation by the activating laser,
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but the measured value converges over distance to its true value (figure 4.1 C).
In order to evaluate the validity of a diffusion model, we regrouped the data in

each cell along its time axis, creating an effective MSD curve describing the time
evolution of the average distance travelled by a protein released from the PA source
(figure 4.1 D). The exponent α of the MSD curve allowed us to evaluate possible de-
viations from standard diffusion (α = 1) such as subdiffusion (α < 1) or superdif-
fusion (α > 1). For each cell, we determined the MSD exponent α by fitting the
effective MSD data with c tα (figure 4.1 D, dashed line). We found that population
statistics of HaloTag–KDeL condition had an average MSD exponent α = 1, thus
suggesting that luminal dynamics can be well described by standard diffusion over
this spatiotemporal scale (figure 4.1 e). We then defined a characteristic effective
diffusion coefficient for each cell by considering the median value of the diffusion
estimates between distance 2.5 µm and 20 µm from the PA source, where the data is
most robust (figure 4.1 C, dashed line). We found for the HaloTag–KDeL condition a
population diffusion coefficient 12.14 µm2 s−1 (figure 4.1 f), which is very similar to
previously reported estimates based on fRAP and single-particle tracking (SPT) [Hol-
cman et al. 2018; Nehls et al. 2000; Snapp et al. 2006].

For organelles with less complexmorphology, changes in the distribution of flu-
orescent molecules over time are often effectively represented with a kymograph,
i.e. a time-space plot of the fluorescence observed along one dimension over time
[Jakobs, Dimitracopoulos, and Franze 2019; Mangeol, Prevo, and Peterman 2016;
Zhou, Brust-Mascher, and Scholey 2001]. In the eR, this is challenging due to the
circuitous and dynamic nature of paths through the structure and the relatively low
number of fluorescent molecules present in any isolated structural component. As
a visualization tool, we used the distances calculated between the PA source and
every point of the segmented eR structure (figure 4.1 G–H), and averaged the fluo-
rescence values at each distance to create an equivalent kymograph describing the
time-evolution of the fluorescence as a function of the distance from the PA source
(figure 4.1 I). This representation shows concentrated photoactivated signal at the
bottom (close to the PA source) and a gradual spreading through the structure mov-
ing upwards (towards distant regions) as the time of photoactivation increases. As
a qualitative evaluation of the diffusion model fit to this cell, the time evolution of
the fluorescence is well contained within the bounds predicted by pure diffusion at
this effective diffusion coefficient.

To further confirm that our approach is appropriate, we simulated purely dif-
fusive motion on the experimentally-obtained eR morphology (see Methods, sec-
tion 4.4.3). We found that the simulated distribution could qualitatively reproduce
the experimental photoactivationdatawith reasonablefidelity, suggesting that pure
diffusion models are a good fit for eR luminal content at this spatiotemporal scale
(figure 4.1 J).

Heterogeneity inapparent luminalmixingdynamics. Thedatapresented thus
far is analysed assuming a reasonable degree of isotropy in the system, since loca-
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Figure 4.2 Heterogeneity in luminal mixing dynamics. A Subdivision of the ER using a grid of square bins. (A large bin
size is used for easier visualization.) B An example of ER-associated, segmented pixels belonging to a given bin as they are
tracked through time. C Average fluorescence over time for segmented pixels belonging to the bin shown in B. Dotted line
shows themodel fit. D Example of spatialmapdescribing the observedmean arrival time, represented by a space-dependent
effective diffusion coefficient (higher is faster). The red dot indicates the PA source. The grid bin size is 400 nm (3×3 camera
pixels).

tions at similar distances from the PA source are averaged together. While this ap-
proach generally fits the data very well, we observed cells where the fit of themodel
was poor due to apparent anisotropy in the mean arrival times of fluorescent pro-
teins.

To evaluate this heterogeneity, wedecided to performa spatially resolvedmodel
fit weighted by the amount of eR structure present. We first subdivided the field of
view with a square grid of size 400nm (figure 4.2 A). We then calculated the aver-
age fluorescence of the segmented eR portion contained in each grid bin for each
frame in the temporal stack (figure 4.2 B). We discarded bins which did not contain
eR structure for at least half of the time frames. We thus obtained a time evolution
curve of the photoactivated fluorescence for each non-empty bin (figure 4.2 C). Af-
ter fixing the PA source parameters as described above, we estimated an effective
diffusion coefficient for each grid bin (seeMethods, section 4.4.3), obtaining spatial
maps of the effective diffusion coefficients (figure 4.2 D). Regions characterized by
higher diffusion coefficients are associated with faster arrival of luminal proteins.
We observed occasional cases of strong local heterogeneity in the dispersal of fluo-
rescent proteins, represented by regions exhibiting faster arrival time with respect
to the cell median mixing time (figure 4.2 D). Such regions seem to be localized in
denser perinuclear regions of the eR, close to the nuclear envelope.

To ascertain whether this heterogeneity could be explained by an increased re-
shaping of the eR morphology in the affected regions, we quantified the morphol-
ogy variation and tubule motion (seeMethods, section 4.4.1). We found no associ-
ation between higher morphological reshaping and regions with increased mixing
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dynamics, suggesting that motion of the eR structure is unlikely to be the source of
the observed anisotropy in the redistribution timescales.

Despite the variation in mean arrival times of fluorescent proteins, these cells
still did not have MSD coefficients significantly different from 1 when considering
the full cell data. Thus, this heterogeneity is likely tohave todowithuneven connec-
tivity within the structure rather than large scale directed motion (see Discussion).
This is consistent with recently published three-dimensional electron microscopy
volumes, showing significant variation in the mean luminal cross-section size in
the perinuclear region of some cells [Heinrich et al. 2021].

Effects of membrane anchoring on eR protein diffusion. Early work in the
literature showed that viscous drag of domains anchored in membranes is much
higher than the drag on soluble domains. Consequently, membrane proteins gen-
erally show significantly lower effective diffusion coefficients than proteins freely
floating within the lumen [Lippincott-Schwartz, Snapp, and Kenworthy 2001]. To
examine the effect of this in our system, we compared the diffusion of HaloTag
freely floating in the eR lumen (HaloTag–KDeL condition) and the same HaloTag
anchored to the eR membrane (HaloTag-Sec61β condition). The membrane anchor-
ing was achieved by fusing HaloTag genetically to a minimal membrane targeting
domain from Sec61β that is known not to interact with the translocon in living
cells [Nixon-Abell et al. 2016].

We evaluated both space-dependent and isotropic diffusion coefficients under
both conditions. We found no significant difference between the two conditions
regarding heterogeneity of the mixing dynamics, which were at least qualitatively
comparable and isotropic in themajority of cells (e.g. figure 4.3 A1–A2,B1–B2). How-
ever, in agreement with the literature, the HaloTag-Sec61β moved significantly less
far through the structure for the same acquisition time (figure 4.3 A–B). As a result,
spatial diffusion maps for the HaloTag-Sec61β condition could typically only be
evaluated in a smaller region around the PA source (up to 15 µm), where the SNRwas
sufficiently high with respect to the baseline. Estimation of the isotropic diffusion
characteristics was consistent with published literature [Sun et al. 2021] and the
previous results with HaloTag–KDeL (figure 4.3 C), showing that membrane dynam-
ics was well described by standard Brownian diffusion (MSD exponent α = 1.02,
figure 4.3 D). Population level statistics for the effective diffusion coefficient (fig-
ure 4.3 D) confirmed thatmembrane proteins are diffusing significantly slower than
luminal proteins in our system (membraneDSec61β = 3.02 µm2 s−1, compared to lumi-
nal DKDeL = 12.14 µm2 s−1, p-value < 1× 10−3).

Effect of protein size onmixing dynamics. Since the drag of a transmembrane
anchor had such a dramatic effect on the apparent diffusion of molecules in the
eR in our system, we wondered if our approach could be used to more finely quan-
tify the effect of other sources of viscous drag. The Stokes–Einstein formula pre-
dicts that the mean diffusion coefficient of freely diffusing molecules should be in-
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Figure 4.3 Comparison of ER protein dynamics in the lumen and in the membrane. A Examples of spatial diffusion map
for HaloTag-Sec61β. B Representative examples of the spatial diffusion map of HaloTag–KDEL. C Results for the isotropic
diffusion fit (averaged over all targets at fixed distance) for cells A1–2 and B1–2. D Population statistics of the effective MSD
exponent of HaloTag–KDEL and HaloTag-Sec61β conditions. E Population statistics of the effective diffusion coefficient Deff
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versely proportional to the radius of the molecule. We tested our ability to resolve
this relationship by generating a larger version of a free-floating molecule in the eR
lumen. Briefly, we genetically fused a signal sequence to three codon optimized
concatemers of the HaloTag linked by flexible linkers and C-terminally fused to a
KDeL retention sequence (3×HaloTag–KDeL).

As predicted for a systemdominated by diffusionalmobility, the photoactivated
3×HaloTag–KDeL explored a slightly smaller proportion of the cell in a defined time
window than the singleHaloTag–KDeL construct (compare, for example, figure4.4 A
withfigure 4.3 B). Althougha fewcells did showsomedegree of anisotropy in arrival
times of fluorescentmolecules, themajority of the data fitwell to an isotropicmodel.
Again, we found that the dispersion of the 3×HaloTag wasmost effectively fit with a
model for simple Brownian motion (effective MSD exponent α3×=1.01, figure 4.4 B–
C). (figure 4.4 A). However, in agreement with physical characteristics of diffusion,
we observed decreased mixing speed for the 3×HaloTag–KDeL compared to single
HaloTag–KDeL (D3× = 8.22 µm2 s−1, D1× = 12.14 µm2 s−1, p-value < 1× 10−3, see fig-
ure 4.4 D). Notably, as a control, the same 3×HaloTag fused to the transmembrane
targeting domain of Sec61β had no detectable effect on its diffusion characteristics,
since the viscous drag of the membrane on the membrane anchor is dominating
(figure 4.4 C–D).

Dynamics of misfolded proteins in the eR lumen. One of the major functions
of the eR is to serve as the major site of translation, folding, and quality control
for membrane and secreted proteins [Rapoport, Li, and Park 2017; Ron and Walter
2007]. Studies using fRAP have demonstrated that during homeostasis the binding
events of unfoldedproteins to eR chaperones are transient andmanifest as a slowed
effective diffusion coefficient [Snapp et al. 2006]. However, if proteins are damaged
ormisfolded for too long, they can be removed from the eR and degraded through a
process known as endoplasmic reticulum associated degradation (eRAD) [Ron and
Walter 2007]. Studies with fRAP have suggested that under these conditions, pro-
teins may become effectively immobilized [Lai et al. 2012; Shen et al. 2005]. Since
our approach can accurately discern the small differences associated with protein
size and provides a spatial-dependent estimate of diffusion that is not achievable
with fRAP, we sought to try to observe how a misfolded protein would work in our
system.

To this aim, we took advantage of the fact that the protein CD3δ is obligately
misfolded and degraded in normal tissue culture cells [Bernasconi et al. 2010; Boni-
facino et al. 1989]. Truncation experiments have shown that luminal domain alone
is sufficient for misfolding and degradation when expressed as a soluble construct
[Bernasconi et al. 2010; Mehnert, Sommer, and Jarosch 2010]. We fused the sig-
nal sequence and soluble domain of CD3δ to HaloTag (CD3δΔ–HaloTag) to generate
a photoactivatable version of a model misfolded protein. We then performed our
full analysis pipeline, and analysed the dispersion of CD3δΔ–HaloTag from the PA
source.
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Figure 4.5 Misfolded luminal proteins show slowed effective diffusion and confined motion. A Representative examples
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Examination of cells expressing the misfolded construct showed that a signif-
icant fraction of the protein was still dynamic within the system, allowing us to
perform the full analysis pipeline (figure 4.5 A). Like the other constructs, most
of the CD3δΔ–HaloTag-expressing cells fit well with an isotropic model. However,
when analysed as a function of distance from the PA source, many CD3δΔ–HaloTag-
expressing cells showed a trend towards higher diffusion at distances further away
from the PA source (figure 4.5 B, see Discussion). The mean effective diffusion co-
efficient is significantly reduced for the misfolded protein (DCD3δΔ = 7.57 µm2 s−1,
DKDeL = 12.14 µm2 s−1, p-value < 1× 10−3, see figure 4.5 D). Since this is predicted
for a protein interacting with eR luminal chaperones, our data is consistent with
that shown by fRAP [Snapp et al. 2006].
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4.3 Discussion

In this chapter, we have combined high speed imaging with point-based photoac-
tivation to examine the dynamic properties of proteins within the eR network. We
have combined this with a machine learning-based segmentation pipeline and a
spatially-defined model fitting procedure that can extract quantitative information
about motion within the eR network. This approach supports evaluation of the pri-
mary mode of molecular motion at high speed across entire cells, and using this
tool we have made a variety of observations about the physical factors that govern
molecular behaviour within the eR. Many are consistent with the literature and
suggest a dynamic, diffusion-dominated model for describing the distribution and
mixing of proteins in the eR. However, a few observations are more surprising, and
we discuss them briefly below.

Despite the evidence we have previously presented supporting locally directed
motion of eR luminal proteins using SPT [Holcman et al. 2018], we were unable to
detect any evidence in this study for superdiffusivemotion in the eR lumen. We can
think of three potential sources for this inconsistency. First, SPT is currently only
able to be used at the outer periphery of cells, where our spatially defined model
approach is the least robust. It may be that we could not observe a significant con-
tribution of the eR flow to our data because it is simply not present in enough of
the structure to be detected when averaging. Second, the spatial and time scales of
locally-directed luminal flows are still a subject of some debate, but they may exist
over scales that are beneath the resolving power of spinning diskmicroscopy as we
have implemented it here. Thus, they are only observed in SPT-based approaches.
Third, eR flows are not universal or only occur in some situations. Either way, re-
solving this issue will require more data collected by both SPT and our approach,
ideally in the same system simultaneously. This will be an attempted target of fu-
ture work.

Another surprising observation made in this study is that in some cells, there
is significant anisotropy in the arrival times of fluorescent proteins. This was true
to some extent for all the conditions, though it was always a small fraction of the
total cells. In general, poor model fitting of this nature might be a predicted result
of non-diffusive motion, but there are a few reasons we do not feel this is the most
parsimonious explanation in this circumstance. First, these cells do not have effec-
tive MSD exponent fits that are significantly greater than 1, as would be predicted if
such significant regions of the cell were undergoing directed motion. Second, the
location of the regions is almost always in the perinuclear region immediately jux-
taposed to the nuclear envelope. This region of eR in tissue culture cells is astound-
ingly structurally complex and cannot be resolved by light microscopy [Heinrich
et al. 2021; Nixon-Abell et al. 2016; Xu et al. 2021]. Thus, it may be that in these
complex regions our segmentation becomes a poor predictor of actual connectivity.
Either way, it suggests that the eR of cells is not guaranteed to be evenly connected,
which may carry important implications for many biological sorting processes. A
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search for proteins that may affect this connectivity will be a focus of future work.
Although it was not universal, many cells showed a slight upwards trend in ef-

fective diffusion coefficient at distances quite far from the PA source. This was no-
table in the CD3δΔ examples shown in figure 4.5, but was present in some cells in
each of the other conditions as well. We do not have a clear explanation for this
phenomenon, but one possibility is that, as we increase the distance from the PA
source (whichwas nearly always placed in the dense central regions of the cell) and
go towards the eR periphery, the connectivity is reduced, making the 2D effective
diffusion model inexact as the dimensionality gets closer to 1 (e.g. for the case of a
molecule moving along a single tubule). Moreover, there is building data that eR
tubules at the extreme periphery can be very thin [Terasaki 2018; Wang et al. 2021].
As the tubes get narrower, they may funnel molecules more efficiently to the end
than in thicker tubes withmore space for lateral motion. This will be an interesting
direction for SPT experiments in the future.

It is an interesting result of this study that the fusion of the small misfolded do-
main of CD3δΔ slows effective HaloTag diffusion by a similar effect to that of linking
threeHaloTags as concatemers. Aweakness of our ensemble approach to analysing
diffusion is that a molecule with multiple distinct forms only reports the average of
these states. It is impossible to say from this data what proportion of the molecules
are in confined states in any given cell, but future experiments combining SPT or
carefully designed drug treatments may be able to parse the contributions of chap-
erone binding from degradation-associated confinement in the net slowing of the
CD3δΔ dispersal.

In this work, we have developed a quantitative approach tomonitor high-speed
protein dynamics within the eR. We see that eR proteins in the lumen and themem-
brane are largely governed by bulk diffusion, and there are many predictable as-
pects of membrane topology and size on the resulting molecular motion.

4.4 Methods

Fluorescence microscopy images are acquired in low-light conditions, since the
power of the excitation laser and exposure interval are constrained by the fluores-
cence saturation rate, the risk of photodamaging the sample, and the acquisition
rate for dynamical imaging. Fluorescent images are thus characterizedbyhigh level
of noise. In particular, the main source of disturbance is represented by Poisson
noise (or shot noise) originating from thediscrete number of photons hitting the sen-
sor [Foi et al. 2008]. This is combined with other signal-independent noise sources,
due to thermal vibration (e.g. dark current) or caused by the electronics (i.e. noise
due to the amplification, conversion, and transmission process, which is usually
collectively indicated as readout noise). These last noise sources do not depend
on the photon flux, and can be modelled effectively as a single aggregated white
noise source. Thus, denoising of fluorescence images requires handling Poisson-
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Gaussian noise. Various techniques have been developed to solve this problem,
following mainly three approaches: variance stabilizing transformation followed
by additive white noise removal [Foi et al. 2008], algorithms specifically designed
for Poisson-Gaussianmixtures such as PURe-LeT [Luisier, Blu, and Unser 2011], and
deep learning models based on convolutional neural networks (CNNs) [Lehtinen et
al. 2018; Zhang et al. 2017]. A recent work, benchmarking the most popular meth-
ods on a dataset of fluorescence images, highlighted the superior performances of
CNN-basedmodels [Zhang et al. 2019]. The main drawback of CNNs is that they usu-
ally require training on a set comprising both noisy and clean images. However, in
the last few years various deep learning models have been proposed which allow
training without clean data [Batson and Royer 2019; Lehtinen et al. 2018; Ulyanov,
Vedaldi, and Lempitsky 2018]. Another drawback of CNNs is the phenomenon of
pareidolia, i.e. the tendency to impose a meaningful interpretation to random or
ambiguous patterns. CNNs are, by their nature, biased towards certain structures
which can be intrinsic or derived from the training data [Mitchell 2017; Ulyanov,
Vedaldi, and Lempitsky 2018]. While this is the very reason of their effectiveness, it
can also be the cause of unwanted visual artefacts: a CNN model trained on eR im-
ages will develop a tendency to see eR even where there is none. For these reasons,
in our analysis of photoactivation data, we have taken a mixed approach: we re-
lied on a deep-learning model to facilitate the segmentation of the eR morphology,
but followed amore conservative approach when extracting quantitative measures
from the photoactivation curves, considering a statistical model of the raw data.

4.4.1 Pre-processing and segmentation of eR morphology

To ensure reliable segmentation of the eR structure, we preprocess the data of the
morphology channel (green fluorescent protein (GfP)-KDeL dye) in several steps
(see fig. 4.6). These preprocessing steps are needed because the eR structure and
density can vary significantly. Regions of the eR close to the nuclear envelope are
characterized by denser structures (membrane sheets or dense matrices of tubules
[Nixon-Abell et al. 2016; Terasaki, Chen, and Fujiwara 1986]) which are not resolv-
able with confocal microscopy and thus appear as continuous membrane arrange-
ments. At the cell periphery, the eR is formed by a network of sparse tubules with
diameter 60–100nm [Nixon-Abell et al. 2016; Shibata, Voeltz, and Rapoport 2006].
These structural differencesdetermine thequantity of fluorescent proteins andworsen
the image contrast, making it challenging to segment simultaneously the entire eR
structure [Pain et al. 2019].

Frame denoising. We first denoised the morphology data to reduce the level of
noise and improve the detection of finer structures. To this aim, we adapted the
Noise2Noise technique [Lehtinen et al. 2018] to train a U-Net convolutional neural
network [Ronneberger, Fischer, and Brox 2015] for noise removal of single frames.
We trained U-Net model using pairs of noisy realizations generated by extracting
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128×128 px tiles from time-adjacent frames. One noisy realization is kept as a refer-
encewhile the other is processed by the U-Netmodel. The loss is then calculated as
themean-squared error (MSe) between the reference noisy frame and themodel out-
put. This approach relies on the assumption that the acquisition rate is fast enough
tomake changes between consecutive frames negligible. The assumption is reason-
able as most of the eR structure is steady for the acquisition interval used (100ms).
To minimize the bias created by the time evolution of the eR network, both the or-
der of the training samples and the order of the two images forming a couple were
randomized in the repeated training epochs. We keep 10% of the samples for vali-
dation, excluding them from training. The training is performed on batches of size
4, using the Adam optimization algorithm [Kingma and Ba 2017] with parameters
β1 = 0.9, β2 = 0.99, no weight decay and initial learning rate γ = 2.75× 10−4. The
learning rate was then gradually reduced with a factor 0.75 when the MSe loss cal-
culated on the validation set did not improve over 5 epochs. To prevent overfitting,
training was stopped when the loss over the validation set did not improve for 15
consecutive epochs, selecting the model with minimal loss.

Sharpeningand structure enhancement. To enhance the resolution of the finer
eR structure, we deconvolved the morphology frames to create sharper images. Im-
age deconvolution is an inverse problem of the type y = Ax, consisting in recov-
ering the sharp image x from a blurred version y, with A representing the point
spread function (PSf) operator associated to the optical system. Since the problem
is ill-posed, the solution is found by adding regularization constraints on x such as
total variation [Getreuer 2012]. Recently, a sparsity constraint in the deconvolution
procedure has been shown to successfully increase the spatio-temporal resolution
in fluorescence microscopy [Zhao et al. 2021]. Based on these approaches, we de-
fined a spatio-temporal deconvolution problem with total variation and sparsity
regularization terms, to provide good reconstruction of edges, and a smoothness
constraint in time dimension to account the gradual structural movements. We de-
fine the optimization problem as

argmin
x

(

μ
2
∥y− Ax∥22 + λt∥x∥1 + λv

N∑

n=1
∥∇vnx∥1 + λ2∥∇2

tx∥1
)

(4.1)

where y represents a sequence of frames, A is the PSf operator, ∥ · ∥1 and ∥ · ∥22 rep-
resent respectively the ℓ1 and ℓ2 norms, ∇vn is the directional derivative along vn,
and ∇2

t is the second derivative in the time dimension. Multiple spatial directions
vn = (sin(2πn/N), cos(2πn/N), 0) in space (x, y, t) to reduce staircase artefacts. To
ensure correct enforcement of the sparsity constraint, each frame in y was prepro-
cessed by taking a 2D discrete wavelet transform and dampening the approxima-
tion coefficients by a factor 0.5. The operator A was assumed to be a Gaussian PSf
with appropriate standard deviation. The solution x was computed with the split
Bregman method [Goldstein and Osher 2009]. Parameter values used in the opti-
mization are reported in table 4.1.
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Parameter Value

PSf σ 1.27 px

μ 2

λ1 0.1

λv 0.05 / N

λt 1

Split Bregman inner iterations 2

Split Bregman outer iterations 5

Table 4.1 Parameter values for morphology deconvolution. See equation 4.1

Segmentation of the network structure. The eR network was segmented from
the sharpened stack as follows. First, the frames were clipped at zero and rescaled
between 0 and 1 and local contrast was enhanced by contrast limited adaptive his-
togram equalization (CLAHe) [Heckbert 1994] for five iterations. To detect tubular
structures, the frames were first transformed with a Sato tubeness filter [Sato et al.
1998] with σ = 100nm and then binarized by locally adaptive Niblack threshold-
ing [Niblack 1985] with window size 127 px (≃ 17 µm) and weight 0.1. Empty back-
ground regions, which could create bad detections with purely local thresholding,
were excluded by setting a minimum global threshold. Continuous surfaces corre-
sponding to dense matrices and cisternæ were obtained by a similar thresholding
procedure, followed by a morphological opening operation with a disk of radius
250 nm. The thresholded tubules and sheets were then merged in a single frame
sequence. To preserve details in very close tubular structure, local minima were
identified with a h-minimum transform (with threshold 1× 10−3) before and set to
zero [Pain et al. 2019]. To fix occasional flickering of isolated pixels, a morphologi-
cal closing operation was applied along the time axis of the thresholded stack. Fi-
nally, the network structure was extracted by thinning procedure [Zhang and Suen
1984]. To preserve densematrices and cisternæ, these regions were again extracted
by morphological opening and added back to the skeletonized network structure.

Estimation of morphology reshaping. The amount of local morphological re-
shaping was quantified in two ways. First, by estimating the relative variance of
the denoised morphology frames along the time stack, highlighting regions of the
network undergoing more variation in time. Predictably, most of the variation was
localized on the tubule edges, due to small oscillations (figure 4.7 B, blue shade).
Note that in our method, such small oscillations do not affect the estimate of the
dynamics, as only the pixels clearly belonging to the eR structure are considered.
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Second, we estimated motion of tubules and other structures by optical flow using
Farnebäck’s algorithm [Farnebäck 2003], then calculated the mean norm of the ve-
locity vectors over the photoactivation time to reveal regions characterized bymore
active reshaping of the network structure (figure 4.7 B, red shade).

4.4.2 Noise model of the photoactivatable channel

Estimation of the noisemodel parameters. We considered a Poisson-Gaussian
noise model with clipping as described in [Foi 2009a; Foi et al. 2008]. The original
unclipped noise model which describes the observed pixel value z (x) at position x
is defined by

z (x) = y (x) + σ (y (x)) ξ (x)
σ2 (x) = a y (x) + b

(4.2)

where y (x) is the true pixel value, ξ (x) is zero-mean and unit variance random
noise, and σ (y) is the y-dependent standard deviation function characterizing the
Poisson-Gaussian noise. Note that this model assumes that the photon count y is
large enough, such that the Poisson term can be approximated with a normally dis-
tributed noise with signal-dependent variance. Imaging sensors are also character-
ized by a bias level μ, i.e. an artificial offset added to the collected charge to reduce
clipping. This offset value must be subtracted from the readout to correctly model
the signal-dependent part of the noise, e.g. by considering the variance function
σ(y− μ) or by redefining y← y− μ. If the sensor is not able to capture the full dy-
namic range of the image (particularly in the case of fluorescence imaging, where
frames are intrinsically underexposed), one candefine a clippedobservationmodel
as:

zc(x) = max{0,min{z(x), 1}}. (4.3)

The goal is to reconstruct the model parameters a, b from the video data. We ap-
plied the technique described in [Foi et al. 2008] on all frames, segmenting the full
video data in level sets, excluding the tubules boundaries obtained from the seg-
mentation of themorphology channel, to estimate (ŷi, σ̂i) pairs. We then performed
a maximum likelihood fit of the model parameters using the L-BfGS algorithm.

4.4.3 Estimation of diffusion coefficients

Effective diffusion model. To extract quantitative features describing the pro-
tein dynamics, we consider an effective 2D diffusion model. The approximation
with a 2D space is appropriate given that the eR structure in COS-7 cells can, for
most of its surface, described by a planar graph [Nixon-Abell et al. 2016]. While it
is possible to derive a reaction-diffusion system which modelling a constant-rate
photoconversion in the source ROI (the derivation of such a model is given in ap-
pendix 4.A), this approach requires knowledge (or fit) of the photoconversion rate
parameter. Moreover, due to the reshaping of the eR, the ROI exposed to the pho-
toactivation laser may change constantly, altering the effectiveness of photocon-

58



4.4 METHODS

A3

UNet

Backpropagation
MSE

Reference

Output

Noise2Noise UNet trainingA2 Pairs of noisy tiles

t = 1
t = 2

t = 3
t = 4

t = 5

A1 Morphology channel frames

B4 Segmented ERB3 Sharpened

B2 DenoisedB1

10 µm

Raw data

Figure 4.6 Morphology processing pipeline. A Data denoising with Noise2Noise method. From the stack of frames (A1),
pairs of noisy tiles are extracted (A2). The UNetmodel is trained using themean-squared error between themodel prediction
and theother noisy frame (A3). B1Exampleof rawmorphology frame. B2 Framedenoisedwith theUNetmodel. B3Sharpened
and enhanced frame with the deconvolution of eq. 4.1. B4 Final segmentation of the ER structure.
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Figure 4.7 Estimation of morphology reshaping. A Cell morphology. B Reshaping intensity estimated by optical flow (red)
and relative variance (blue shade). C Comparison with the diffusion map for the same cell.

version. To avoid these problems, we used a hybrid approach which allows to pre-
emptively tune the diffusion model based on the data. To this aim, we considered
a diffusion model in which we impose a time-dependent Dirichlet boundary con-
dition (see appendix 4.4.3 for details) corresponding to the fluorescence measured
close to the photoactivation ROI. We denote by φ(t) the protein concentration mea-
sured at distance R from the centre of the photoactivation ROI. Given an analytical
expression for φ(t), we can calculate the solution of the radial diffusion equation
u(r, t) (see appendix 4.4.3, eq. 4.35):

u(r, t) =
∫ t

0
dτ φ(t− τ) ∂tv(r, t), (4.4)

where v(r, t) is the solutionof the auxiliarydiffusionproblemwitha constant bound-
ary condition (φ(t) = 1), which can be explicitly expressed in Laplace domain as

v̂(r, s) =
K0(
√

s/D r)
s K0(

√

s/DR)
, (4.5)

where K0 is the modified Bessel function of order zero. It is convenient to express
the convolution in equation 4.4 as a product in the Laplace domain:

û(r, s) = φ̂(s)
K0(
√

s/D r)
K0(
√

s/DR)
, (4.6)

calculating the u(r, t) by inverting the Laplace transformation.
In principle, we can choose any analytical form of φ(t) that well describes the

fluorescence curve at distanceR from the centre of thephotoactivationROI observed
in the experimental data. We considered here the particular case whereφ(t) can be

60



4.4 METHODS

expressed as a sum of exponentially saturating functions:

φ(t) =
∑

n
cn
(

1− e−λnt
)

, (4.7)

φ̂(s) =
∑

n
cn
(
1
s
− 1

s+ λn

)

. (4.8)

Using this definition for φ combined with eq. 4.6 we can write

û(r, s) =
∑

n
cn
(
1
s
− 1

s+ λn

)
K0(
√

s/α r)
K0(
√

s/α a)
, (4.9)

from which u(r, t) can be obtained by inverting the Laplace transform numerically.

Fluorescence intensity model. To properly describe the fluorescence data, we
need to take into account variationswhichnot related to thediffusionprocess. These
are mainly constituted by the background intensity and the random photoconver-
sion of proteins outside the photoactivation region due to leaks from the other chan-
nel and acquisition laser. We describe these by an offset and a linear trend which
can be observed before the photoactivation laser is activated. Thus, we describe the
fluorescence intensity f(x, t) at position x as the sum of a linear polynomial c1 t+ c0
and the diffusion process u(r, t):

f(x, t) = c2(x) u(|x− x0|, t) + c1(x) t+ c0(x) (4.10)

where x0 is the location of the PA ROI, c0(x) describes the background luminos-
ity, c1(x) is the slope of the linear trend of random photoactivation, and c2(x) is a
proportionality constant representing the density of photoactivated proteins. Note
that, in general, the coefficients c0, c1, and c2 are space-dependent.

Maximum-likelihoodfit of thediffusionmodel. Weconsider the intensity data
obtained from the raw images in the form of points xi = (ri, zi, ti), where ri repre-
sents the distance from the photoactivation source and zi itsmeasured fluorescence
at time ti from the beginning of photoactivation. We then use the noise model de-
fined in equation 4.2, which has been previously estimated according to the proce-
dure described above, to estimate the likelihood of the fluorescence model of equa-
tion 4.10 depending on the xi samples. The noise variance for a point xi = (ri, zi, ti)
is given by

σ2i = a (zi − μ) + b, (4.11)

where μ is the imaging sensor bias level, and the log-likelihood is obtained as

logL(θ) =
∑

i

2 log σi +
(zi − f(xi, ti; θ))2

σ2i
(4.12)
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with θ is the set of parameters c0, c1, c2,D. The maximum likelihood parameter is
obtained by solving the problem

θ̂ = argmax
θ

logL(θ), (4.13)

which we solve numerically by L-BfGS. The same maximum likelihood estimation
can be extended to ensemble points obtained by averagingmultiple pixel values in
the photoactivation stack. The noise variance of such aggregated points is simply

σ̂2i =
a (z̃i − μ) + b

N
, (4.14)

where N is the number of averaged pixels and z̃i is average fluorescence value. By
maximum-likelihood estimation it is then possible to recover, beyond D, the coeffi-
cients c̃0, c̃1, and c̃2 corresponding respectively to the average background intensity,
average slope of the linear trend, and average density over the ensemble.

In the case of isotropic diffusion estimation, these ensemble points are built by
binning pixels in each frame based on their distance from the PA source (with bin
size corresponding to the microscope resolution of 133 nm). Only pixels belonging
to the segmented eR structure are considered. Ensemble points characterized by
the same distance r are grouped to build a time series (r, z̃i, ti)i=1,2,…. We note that,
due to changes in the morphology of the eR, the pixels belonging to a given dis-
tance bin are not invariant across frames. This frame by frame adjustment allows
cancelling at least part of the effect of the morphology reshaping.

For the estimation of space-dependent effective diffusion, ensemble points are
built by dividing the field of view in equal bins using a squared grid (figure 4.2 A).
For each bin, average fluorescence intensity and median distance from the source
are evaluated in each frame (consideringonly thepixels belonging to the segmented
eR structure, figure 4.2 B). The ensemble points obtained by this procedure are then
used to estimate the effective diffusion by maximum likelihood (figure 4.2 C), ob-
taining a diffusion coefficient for each bin of the grid (figure 4.2 D.
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4.A Reaction-diffusion modelling of photoactivation

We consider the dynamics of proteins moving onto a 2D surface which are photoac-
tivated by a laser beam hitting the sample on a disk of radius R. We can describe
such system by the following reaction-diffusion equation:

{

∂tu(r, t)− α
(
∂2r u(r, t) + 1

r∂ru(r, t)
)
= f(r, t) t > 0

u(r, t = 0) = 0,
(4.15)

where f(r, t) describes the process of photoactivation of inactive particles by the
laser beam with rate κ inside the disk of radius R:

f(r, t) =

{

κ (1− u(r, t)) r < R
0 r ≥ R

(4.16)

We solve eq. 4.15 separately for the two cases r < R and r ≥ R. In the case r ≥ R,
we have the homogeneous partial differential equation:

∂tu(r, t)− α
(

∂2r u(r, t) +
1
r
∂ru(r, t)

)

= 0. (4.17)

By taking the Laplace transform, we obtain the modified Bessel equation

z2∂2z û+ z∂zû− z2û = 0, with z =
√

s/α r, (4.18)

which has general solution

ûr≥R(r, s) = c1(s) I0(
√

s/α r) + c2(s)K0(
√

s/α r). (4.19)

In the case r < R, we need to solve the nonhomogeneous equation:

∂tu(r, t)− α
(

∂2r u(r, t) +
1
r
∂ru(r, t)

)

= κ(1− u(r, t)). (4.20)

By taking Laplace transform, we obtain

z2∂2z û+ z∂zû− z2û = − κ
s(s+ κ)

z2, with z =
√

s+ κ
α

r. (4.21)

We canwrite the general solution of eq. 4.21 as the sum of the solutions of the corre-
sponding homogeneous equation and a particular solution ψpart. The correspond-
ing homogeneous equation is a Bessel modified equation with solutions I0(z) and
K0(z). We search a particular solution constant in r and find ψpart =

κ
s(s+κ) . The

solution for the case r < R is then:

ûr<R(r, s) = c3(s) I0

(√

s+ κ
α

r

)

+ c4(s)K0

(√

s+ κ
α

r

)

+
κ

s(s+ κ)
. (4.22)
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Putting the two solutions together, we can write the solution of eq. 4.15 in
Laplace domain:

û(r, s) =

{

ûr<R(r, s), 0 ≤ r < R
ûr≥R(r, s), r ≥ R.

(4.23)

We now determine the coefficients c1, c2, c3, c4. First, we require the solution to be
bounded for all values of r: we set c4 = 0 to prevent the solution to diverge at r = 0,
and c1 = 0 to prevent the solution to diverge for r→∞. To determine the remaining
coefficients we impose the continuity of the solution and its first derivative at r = R:

ûr<R(R, s) = ûr≥R(R, s), (4.24)
∂rûr<R(r, s)|r=R = ∂rûr≥R(r, s)|r=R. (4.25)

Finally, we get

c2 =
κ I1
(√

s+κ
α R
)

s
√
s+ κ

(√
s K1

(√
s
αR
)

I0
(√

s+κ
α R
)

+
√
s+ κ K0

(√
s
αR
)

I1
(√

s+κ
α R
)) ,

(4.26)

c3 = −
κ K1

(√
s
αR
)

√
s(s+ κ)

(√
s K1

(√
s
αR
)

I0
(√

s+κ
α R
)

+
√
s+ κ K0

(√
s
αR
)

I1
(√

s+κ
α R
)) .

(4.27)

64



4.B EFFECTIVE DIFFUSION MODEL

4.B Effective diffusion model

We consider a model of classical diffusion in a planar space. We assume that the
recorded luminosity is proportional to the density of photoactivated particles in the
given region. Let us callφ(t) the density of fluorescent particles in the source region
S. Standard diffusion theory predicts that the density of photoactivated particles at
any point in space is described by the following Cauchy problem:







∂tu(x, t)− D∇2
xu(x, t) = 0, x /∈ S

u(x, t) = φ(t), x ∈ ∂S
u(x, t = 0) = 0,

(4.28)

wherewedenoted thediffusion coefficient byD, we imposedφ(t)asDirichlet bound-
ary condition on the boundary of the source region S, and assumed a zero initial
condition. By Duhamel’s theorem, if v is the solution of the auxiliary problem with
a time independent boundary condition







∂tv(x, t)− D∇2
xv(x, t) = 0, x /∈ S

v(x, t) = 1, x ∈ ∂S
v(x, t = 0) = 0,

(4.29)

then we can build a solution for equation 4.28 as a convolution between the auxil-
iary solution v(r, t) and the time-varying boundary term:

u(x, t) =
∫ t

0
φ(t− τ) ∂τv(x, τ)dτ. (4.30)

We consider this problem in a 2D plane with radial symmetry where the source S is
a disk of radius a and diffusion occurs in the space r > a. Expressing the Laplace
operator in polar coordinates, the auxiliary Cauchy problem becomes:







∂tv(r, t)− D
(
∂2r v(r, t) + 1

r∂rv(r, t)
)
= 0, r > a

v(r, t) = 1, r = a
v(r, t = 0) = 0.

(4.31)

By taking the Laplace transform of the diffusion equation, we obtain a modified
Bessel equation of order 0:

z2∂2z v̂(r, s) + z∂zv̂(r, s)− z2v̂(r, s) = 0, with z =
√

s/D r (4.32)

where v̂(r, s) = L {v(r, t)} indicates the Laplace transform of v(r, t). The only non-
diverging solution of the modified Bessel equation is

v̂(r, s) = A(s)K0(
√

s/Dr) (4.33)
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where K0(z) is the modified Bessel function of the second kind (order 0) and A(s) is
a coefficient determined by imposing the boundary condition at r = a. The solution
is thus

v̂(r, s) =
K0(
√

s/D r)
s K0(

√

s/D a)
. (4.34)

To find the solution of the time-varying problem, we need to apply Duhamel’s the-
orem (eq. 4.30):

u(r, t) =
∫ t

0
φ(t− τ)

(
L

−1 {s v̂(r, s)}|τ
)
dτ, (4.35)

where we used the differentiation propertyL {∂tf} = sL {f}.
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4.C Denoising of photoactivated channel
In the case of the photoactivated target channel, we are interested in cleaning the
images while preserving the dynamical evolution in light intensity caused by pho-
toactivation. Thus, we cannot apply the Noise2Noise model as presented for the
morphology channel andwe have to follow amore conservative approach. We thus
employ themethod described in [Foi 2009a] to denoise clipped noisy images, adapt-
ing its implementation for the specific case of videos. The denoising procedure can
be described by the following steps:

1. Estimate the clipped Poisson-Gaussian model parameters [Foi et al. 2008];

2. Find an optimal a variance stabilizing transformation (VST) [Foi 2009b];

3. Perform the VST;

4. Denoise the resulting videowith theV-BM3Dalgorithm [Dabov, Foi, andEgiazar-
ian 2007; Ehret and Arias 2020];

5. Invert the VST and perform the declipping.

Variance stabilizing transformation. We use a variance stabilizing transforma-
tion to map the Poisson-Gaussian model to a unit variance Gaussian model. Based
on the noise model parameters a, bwe find an optimized variance stabilizing func-
tion following the recursive integral refinement method presented in [Foi 2009b].
We find the inverse transformation by linear interpolation. If b ≪ a (i.e. the Gaus-
sian component and the clippingarenegligible,withPoisson-onlynoiseprevailing)
weuse the analytical approximation of the generalizedAnscombe transformand its
inverse [Makitalo and Foi 2011]. When performing the inverse transformation, we
take into account the systematic bias introduced by taking the expectation on the
variance-stabilized values, compensating it as described in [Foi 2009a].

Gaussian denoising. We use the V-BM3D algorithm [Dabov, Foi, and Egiazarian
2007] to denoise the variance stabilized video, using the implementation provided
in [Ehret and Arias 2020].
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been possible.

2As I am writing, Vincent is per-
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to confirm the preliminary results
outlined in this chapter.

CHAPTER 5

Denoising neural time series

The material in this chapter is the result of a recent collaboration with Vincent Vil-
lette from Stéphane Dieudonné’s group at École Normale Supérieure.1 After an in-
ternal talk I gave at ENS, Vincent contacted me to see if the processing and denois-
ing techniques I developed for theanalysis of endoplasmic reticulum (ER) dynamics—
which we have seen in chapter 4—could be applied to the optical recording data he
was working on. The idea was that if we could improve the signal to noise ratio
(SNR) by means of mathematical methods, we would have been able to obtain the
same signal quality by recording less. In particular, the extra gain in SNR could
be exploited to expand the acquisition capabilities to record simultaneously from
multiple cells. What follows is an overview of this ongoing2 project.

A broad variety of techniques have been proposed to study neural circuits in behav-
ing animals, binding the genetic characterization of cell types and the properties
of their electrical activities [Lecoq, Orlova, and Grewe 2019; Lipovsek et al. 2021;
Tremblay, Lee, and Rudy 2016]. However, to be able to resolve the neural code, the
area of investigation has to be framed at the good scale, i.e. the functional unit of
the neural circuit. Among the plethora of recording techniques, covering all scales
from the single cell to an entire population, the intermediate scale of neural micro-
circuits has emerged as one of themost suitable to understand activity patterns and
neural code in the brain [Feldt, Bonifazi, and Cossart 2011]. Microcircuits represent
specifics connectivity patterns between neurons in a limited region, in general as-
sociated to a particular functional role. Thus, if single-cell recordings provide no
information about interactions, and in population-level recordings individual ac-
tivities are often inextricably mixed, the microcircuit scale provides a compromise
between the two: the possibility of accessing single activities, and at the same time
the presence of clear and structured patterns of interaction.

In the study of neural microcircuits, one can take the advantage of the fact that
signals can be monitored directly and simultaneously by recording the neuronal
membrane potential. The techniques that allow recording of membrane potential
fluctuations and neuronal spiking in genetically identified cells are basically lim-
ited to three: visually guided patch clamp [Jouhanneau and Poulet 2019], optotag-
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ging coupled with juxtacellular recording and labelling [Ding et al. 2022], and opti-
cal voltage recordings [Bandoet al. 2019]. The yield of thefirstmethod is already low
in anaesthetized conditions (except for very specialized laboratories) and becomes
almost null in awake, behaving mice, while the second does not allow simultane-
ous multicellular recording and is typically limited to one or two neurons per brain.
For this reason, we focus here on the third technique.

The recent development of genetically encoded voltage indicator (GeVI), cou-
pled with optical methods, allowed performing single-trial tracking of spikes in
awake, behaving, head-fixed mice for several minutes (figure 5.1 A) [Villette et al.
2019], overcoming the methodological limitations discussed above. While single-
photon based techniques have been recently improved [Xiao et al. 2021], the axial
extent of the excitation light makes it impossible to prevent mixing of the signal
of close by neurons. This is particularly problematic when recording activities in a
densely labelled preparation (for example, the one shown in figure 5.1 B). This lim-
itation can be avoided by multiphoton techniques, such as those used to monitor
calcium dynamics with genetically encoded calcium indicator (GeCI) in neuronal
populations, given their capability to ensure source separation in both lateral and
axial dimensions.

In contrast to GeCIs, to provide a good signal to noise ratio (SNR), GeVIs need
to be addressed at the membrane. This translates to a substantial reduction in
the number of fluorophores contributing to the signal. In addition, the photonic
property of the multiphoton light source (polarized laser [Bloxham et al. 2021]) re-
duces the number of excitable molecules in the approximately spherical shape of
a neuronal cell body (figure 5.1 B). The technique thus requires very efficient meth-
ods to expand the excitation volume to contain a high density of GeVI molecules.
This has been recently implemented in awake, head-fixed, behaving mice [Villette
et al. 2019] thanks to the ultrafast local volume of excitation (ULOVe) method (fig-
ure 5.1 C), which allows recording of spiking and subthresholdmembrane potential
with high temporal resolution. The technique can be used to record activity from
distinct volumes, possibly in different cells, at a relatively high sampling rate (fig-
ure 5.1 D). However, it is currently limited to simultaneous recording of two cells, or
three at best, as the dwell-time cannot be reduced too much without also compro-
mising the signal to noise ratio. For the study of microcircuits, it is thus essential to
extend this technique to enable recording of multiple cells, all while maintaining a
sufficiently high temporal resolution and a reasonable SNR.

To overcome this limit, two approaches may be considered. First, one may de-
cide to refine the excitation pattern, concentrating the excitation in a smaller vol-
ume (figure 5.1 e) as to collect a higher photon flux. Second, one can post-process
the signal to improve the SNR by mathematical means. The first method allows
working with a more densely labelled cell population, which is a prerequisite to
record several neurons at the same time, but also increases the sensitivity to arte-
facts induced by animal motion, which then need to be reduced by optimized surg-
eries and behavioural paradigms. The second method is the topic of this chapter.
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The idea is that we can collect fewer volumes—ideally, just one per cell—and re-
move the photon-counting noise post-hoc via a denoising procedure, ensuring sat-
isfactory SNR. Thus, instead of recording multiple volumes for each cell, we can
distribute them across multiple cells, potentially multiplying the sampling capabil-
ity.

Given the recentness of these optical developments, no specifically designed
denoisingmethod has been proposed in the literature. We note that the random ac-
cess multiphoton microscopy (RAMP) ultrafast local volume of excitation (ULOVe)
strategy is not equivalent to imaging, since it does not capture an image by recon-
structing pixel by pixel the signal collected with a photomultiplier tube (PMT), but
instead produceswhat we call an optical recording, i.e. a temporal tracewhere each
data point is the sumof the signal resulting froma specific excitationpattern. While
imaging by camera sensors or slow scanning multiphoton based imaging (using
PMT) provide spatiotemporal information, ULOVe optical recording providesmainly
temporal information and only partial spatial information (due to scanning along
a spatial axis, figure 5.1 e).

However, similarly aimed denoising techniques have been employed for single-
photon voltage imaging and calcium imaging, either to assist cellular segmentation
or to improve the SNR. We can classify these techniques in twomain families: meth-
ods based on matrix factorization, and deep learning methods. For the first family,
non-negative matrix factorization (NMf) has long been used to perform automatic
cell segmentation on calcium imaging recordings [Maruyama et al. 2014], improv-
ing on earlier PCA–ICAmethods [Mukamel, Nimmerjahn, and Schnitzer 2009]. This
technique consists in finding a low-rank matrix decomposition with non-negative
components [Lee and Seung 1999]. Since then, several techniques have been devel-
oped to improve source separation, scalability, and speed [Giovannucci et al. 2019;
Keemink et al. 2018; Pnevmatikakis 2019]. Voltage signals, in particular, are char-
acterized by limited amplitude and SNR. For this reason, significant effort has been
devoted in improving the factorization techniques and in making them efficient for
single-photon voltage imaging data [Buchanan et al. 2018; Cai et al. 2021; Giovan-
nucci et al. 2021; Oltmanns et al. 2020; Xie et al. 2021]. State of the art algorithmsuse
penalized matrix decomposition (PMD) [Witten, Tibshirani, and Hastie 2009] in or-
der to separate signals from uncorrelated noise. Such PMD-based techniques have
been shown to improve SNR of functional imaging data by a factor 2 to 4 [Buchanan
et al. 2018].

On the other hand, deep learning methods have also been applied to denoise
calcium imaging data [Lecoq et al. 2021; Soltanian-Zadeh et al. 2019]. Interestingly,
Lecoq et al. proposed to use deep learning techniques on several types of data,
including recently developed multichannel electrophysiological probes (Neuropix-
els). The SNR characteristics and voltage fluctuations recorded by these devices are
comparable to those obtained by RAMP–ULOVe optical recording. With a deep learn-
ing based denoisingmethod, Lecoq et al. report a decrease of the root-mean-square
error by a factor 1.7, allowing an increase of the number of neurons per probe by
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5.1 OVERVIEW OF THE DENOISING PROBLEM

Figure 5.1 Experimental principles of optical voltage recordings on awake, head-fixed, behaving mice. A Scheme of the
head-fixed mouse on a frictionless, non-motorized rotating wheel. B Cerebellar interneurons express JEDI-2P, a fast GEVI
(scale bar denotes 20µm). The inset shows a single molecular layer interneuron (MLI) soma, highlighting the effect of polar-
ized excitation light on the membrane GEVI molecules. C A 3D representation of the ultrafast local volume, covering a part
of the cell membrane. D Scheme of the acquisition protocol for simultaneous recording of two cells with two volumes each.
The total sampling rate is 5 kHz. E Top projection of the squared intensity (top) and temporal microscanning at focal plane
(bottom) for ULOVE [Villette et al. 2019] and optimized patterns (unpublished), obtained from simulations (work of Alberto
Lombardini). The scale bar denotes 5 µm. The inset shows a single microscanned line of the optimized pattern. Note that
temporal microscanning is visible but due to multiplexing (microscanning of 3 lines), spatiotemporal data are interleaved
within each layer. F The 2D spatiotemporal data is turned into a single vector by summing over fragments. G Profiles over
fragments indicate that photon flux is higher for the optimized (black) versus the ULOVE pattern (blue). H Traces represents
the temporal sum of the optimized (black) versus the ULOVE (blue) pattern. They are obtained serially from the same molec-
ular layer interneuron. Courtesy of Vincent Villette. A, C, and D are copied and adapted from the JEDI-2P article by Liu, Lu,
Gou, Villette, et al. (currently in revision).

25.5% [Lecoq et al. 2021]. Those encouraging results lead us to consider spatiotem-
poral based denoising methods.

The ULOVe technique uses two principles: multiplexing and scanning. The
scanning is a temporal shift across space. Thus, by subdividing one volume into
temporal fragments of time while the excited light is steered through the cell mem-
brane, one can effectively record spatiotemporal data (figure 5.1 e–f). Information
about the spatiotemporal structure can then be used to separate the low-rank cor-
related signals from the temporally uncorrelated noise. As mentioned above, an-
other possibility is to increase the photon flux by concentrating the local volume of
excitation (optimized pattern, figure 5.1 e). This comes at the cost of destroying the
spatial structure of the pattern. A comparison of the two patterns is presented in
figure 5.1 G: while the ULOVe pattern shows a bell-shaped photon flux along the vol-
ume layers (blue curve), corresponding to the membrane structure, the optimized
pattern is characterized by a more irregular flux (black). Interestingly, we thought
we could exploit these methodological variations to compare the gain of a 2D spa-
tiotemporal denoising versus a 1D, temporal-only denoising.

5.1 Overview of the denoising problem
Before delving in the technicalities of the denoising method, we present a theoret-
ical overview of the denoising problem applied to optical recording data. In the
following, we introduce a model for the data and the noise, and briefly examine
the properties of the statistical estimators that could allow us to recover the signal.

5.1.1 Data model

Optical recordings of neuronal activity with GeVI are acquired by sequentially scan-
ning portions of the neuron soma with special excitation patterns (figure 5.1 C–D).
As explained above, the scanning consists in shifting the excitation pattern along
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3In practice, the data is contam-
inated by other sources of fluo-
rescence such as the signal from
neighbouring neurons or neuropil.
Our aim here is, however, to im-
prove the SNR to produce a high
quality recording. We thus do
not consider the unmixing prob-
lem for now, given that it could
be more easily solved once the
noise is suppressed. Empirical
evidence seems to support the
idea that treating denoising and
unmixing problems separately
can prove more effective than
trying to solve the two problems
at once [Buchanan et al. 2018].

a spatial axis during acquisition (figure 5.1 e). By subdividing the scanning process
in small time intervals, one thus achieve subvolume resolution as the volume is ac-
quired in the form of separate spatial layers corresponding to a partial sweep along
the scanning axis (figure 5.1 f). Given that the time required to scan a full volume is
relatively short (40 µs for a 10-layer volume, as the one shown infigure 5.1 f), we con-
sider the acquisition of the subvolume layers to be instantaneous. We thus describe
the recording of a volume ofM layers by the M-channel time series x(t) defined as

x(t) = (x1(t), x2(t), … , xM(t))T (5.1)

where the channels x1(t), x2(t), … , xM(t) correspond to the light intensity recorded
in each of theM layers. In practice, we only have discrete time samples, andwe can
represent the acquired data by the data matrix

X =












x11 x12 · · · x1N

x21 x22 · · · x2N
...

... . . . ...

xM1 xM2 · · · xMN












∈ N
M×N (5.2)

with elements xij = xi(tj) representing photon counts, i.e. a matrix where each row
represents a channel of the time series withN samples, and each column is a photo-
graph of theM layers composing a volume. Note that, in practice, N is much larger
thanM.

We consider the recorded signalX to be the sum of the membrane potential y(t)
and some randomnoise ζ(t) contaminating the signal3. We canmodel each channel
as

xm(t) = kmy(t)
︸ ︷︷ ︸

membrane potential

+ ζm(t)
︸ ︷︷ ︸

noise

, (5.3)

where the factors km ≥ 0 describe the spatial distribution of the true membrane
potential across the layers, which can depend on the amount of membrane or con-
centration of voltage-sensitive indicator (GeVI). In matrix form,

X = Y+ Z (5.4)

where Y = k ⊗ y is a rank-1 matrix representing the neural signal and Z =
[
ζij
]

ij is
the noise component. Note that in general the spatial distribution described by k
should also be time-dependent, but here we consider that the time variation is neg-
ligible. This assumption is valid because variation of the spatial evolution ismostly
caused bymovement artefacts, whose timescale ismuch longer (∼40–200ms) than
that of the neural patterns we are interested in studying (∼5ms). Thus, we can al-
ways analyse the data by splitting it in relatively shortwindows such that the spatial
variation is negligible. In the following, we will briefly study traditional statistical
approaches to estimate y(t) depending on the type of noise, beyond simple averag-
ing of the channels.
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4Assuming the number of photons
is high enough that one can
reliably approximate the Poisson
process with a normal distribution
as we have done in equation 5.5.

5.1.2 Noise model and best estimators

We consider here a general definition for the noise term ζ(t) of equation 5.3 which
allows approximating real noise sources in a flexible manner:

ζ(t) = σ(y(t)) ξ(t), with ξ(t) ∼ N (0, 1) (5.5)

where σ is a positive real function of the signal y. This general definition allows
modelling noise sources with signal-dependent variance (heteroskedastic) or con-
stant variance (homoskedastic), depending on the chosen form of σ(y). As we have
seen in chapter 4, a good choice for σ(y) when working with optical sensors is the
following [Foi et al. 2008]:

σ2(y) = ay+ b. (5.6)

This form allows us tomodel amixture of signal-independent white noise with vari-
ance b, modelling instrumental noise such as the sensor dark current, and a signal-
dependent Poisson-like4 noise, which models the photon-counting noise.

Estimators for homoskedastic noise

We start by considering the simplest case, that of homoskedastic noise with con-
stant, signal-independent variance σ2 = b (with a = 0). Let us start by assuming
that the coefficients k = (k1, k2, … , kM) are known. In principle, we can get an esti-
mate of y simply by averaging over the channels x1, x2, … , xM (up to normalization),
such as:

ŷnaive(t) =
1

∑

m km

∑

m
xm(t) (5.7)

But can we define a better estimator? Admittedly, we should take advantage of the
dependency between the channels that results from relation 5.3 to improve the es-
timation of y(t). One way to proceed is maximum likelihood estimation, i.e. to look
for the estimator ỹ thatmaximizes the likelihood of the observationX. The intuitive
result of such procedure is

ŷML =
XT k
∥k∥22

, (5.8)

i.e. we obtain ŷML by projecting the data on the axis in the direction of k. In practice
though, the coefficients k are unknown, and thus the projection axis is undeter-
mined. Nevertheless, one can use the same maximum likelihood estimation for an
estimator θ̂ML = (k̂ML, ŷML) to simultaneously determine the two parameter vectors.
In appendix 5.A we give an explicit derivation of this estimator, showing that it can
be obtained by singular value decomposition (SVD) of the data matrix X. More pre-
cisely, given the SVD factorization

X =
M∑

m=1
σ(m) u(m) ⊗ v(m), (5.9)
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the maximum likelihood estimates k̂ML and ŷML correspond respectively to the left
and right singular vectors u(1) and v(1) of the data matrix X associated to the largest
singular value σ(1) (up to normalization). This problem is in fact akin to a low-rank
approximation problem of the matrix X, specifically we look for the rank-1 matrix
Ŷminimizing the Frobenius norm ∥Ŷ− X∥F.

Estimators for heteroskedastic noise

We now consider the case of a > 0, i.e. a signal-dependent noise variance. Again,
if the coefficients k are known, the inter-channel correlation can be exploited to
find an estimate of y. We proceed similarly to the homoskedastic case to obtain the
maximum likelihood estimator ŷML(t). In the case a > 0, b = 0 we can obtain the
explicit form:

ŷML(tn) = a
M

2
∑

m km





√
√
√
√1+

4
a2M2

(
∑

m
km

)(
∑

m

x2m,n
km

)

− 1



 . (5.10)

While the result is not as clean and intuitive as in thehomoskedastic case, it can still
be seen as a (non-linear) projection on the axis along k. Sadly, the general solution
for a > 0, b > 0 cannot be easily expressed in closed form.

As to the case where the coefficients k are also undetermined, the problem be-
comes quickly intractable due to interdependence between k and y, so that little
progress can be made in the calculations. To my knowledge, solution of such a
problem has to be obtained through numerical optimization, for example via the
expectation–maximization scheme [Leeb 2021]. We should note, however, that op-
timization algorithms may be tricky to employ in practice as they provide no guar-
antee of convergence towards the absolute maximum. One risks falling into a local
extremum, which can be represented for example by the naive average estimator
defined in equation 5.7. It may thus be tricky to correctly initialize the algorithm so
that it converges to a non-trivial solution.

Optimal estimators

One may wonder whether we can do any better than the maximum-likelihood es-
timators presented above. In other words, based on the simple model defined in
equations 5.3 and 5.4, what is the maximum amount of information we can exploit
to reconstruct the signal y?

Awell-known result inmathematical statistics is the Cramér–Rao bound, which
allows defining a lower bound to the variance of an estimator. In particular, the
Cramér–Rao bound of an unbiased estimator θ is given by:

Cov [θ] ≥ J−1(θ), (5.11)

where J−1(θ) is the inverse of the Fisher information matrix defined as

[J(θ)]i,j = E

[(
∂

∂θi
log f(X | θ)

)(
∂

∂θj
log f(X | θ)

) ∣
∣
∣
∣
θ
]

, (5.12)
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with f(X | θ) representing the likelihood of the observed data X.
In our case, considering the estimator ŷ with known coefficients k and σ2(y) =

a y+ b, the data likelihood is given by

f(X | θ) =
M∏

m=1

N∏

n=1

1
√

2πσ2(yn)
exp

(

−(xm,n − kmyn)2

2σ2(yn)

)

, (5.13)

and the resulting Fisher information is an N × N matrix with elements Ji,j defined
as

Ji,j =
M∑

m=1

k2m
(
a2 + 2 a kmyj + 2b

)

2(a kmyj + b)2
δi,j. (5.14)

We can express the Cramer–Rao bound for the special cases described above.
Let us start from the homoskedastic case (a = 0). From equations 5.11 and 5.14

we derive the lower bound
Var [ŷ(t)] ≥ b

∥k∥22
. (5.15)

It is straightforward to verify that the variance of the projection estimator of equa-
tion 5.8 is indeed equal to this lower bound, meaning that themaximum likelihood
estimator is—in this case—the minimum-variance unbiased estimator. To better
understand how the projection estimator achieves optimality, we can compare it to
the variance of the naive estimator (equation 5.7):

Var [ŷnaive(t)] =
Mb

(
∑M

m=1 km
)2. (5.16)

Let us assume that the average of the coefficients km is 1, i.e.
∑M

m=1 km = M. In
this case, Var[ŷnaive(t)] = b/M, which is the classical result for the averaging of
M independent and normally distributed random variables with variance b. Note
that this result does not depend on how the total value M is partitioned among
the km terms. Instead, the variance of the projection estimator ŷML depends on the
distribution of the km. Theworst case corresponds to the smallest value of ∥k∥22: this
is obtained when the signal is uniformly distributed across the channels, i.e. km =

1/M. Vice versa, the best case is obtained when the signal is fully concentrated
in one channel, e.g. km = Mδ0,m. The corresponding variances for the maximum-
likelihood estimator are

Var[ŷ(worst)ML (t)] = b/M, for km =
1
M
; (5.17)

Var[ŷ(best)ML (t)] = b/M2, for km = Mδ0,m. (5.18)

This makes the difference between the naive and optimal estimator more intuitive.
Given that the noise variance is constant for all xm(t), the signal to noise ratio de-
pends only on km and is proportional to k2m b. While the naive estimator averages
over all the channels independently of the SNR, the projection estimator exploits
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the difference in SNR by giving more weight to the channels with higher SNR, thus
producing a better estimation of the signal y(t). In the limit for which just one km
is different from zero, information about y(t) is concentrated in one channel, while
the remaining M − 1 channels only contain noise. In this case, summing all the
channels simply means adding more noise to the estimate. The projection opera-
tor, instead, will only pick the channel containing the actual signal andwill discard
the others.

This is a demonstration of why taking averages over samples with different SNR
is not a good idea. This is particularly relevant for the case of optical recording we
are treating here, since the fluorescent proteins are concentrated on the cell mem-
brane, representing a fraction of the recorded volume. In this case, giving appro-
priate weight to the different layers can improve the estimation of the membrane
potential. We canmake a back of the envelope calculation to understandwhat gain
can be obtained by this approach in a practical situation. In the optical recordings
described above, we normally have M ≈ 10 layers per volume (see figure 5.1 f). In
the optimal case of equation 5.18, this would translate to the reduction of the noise
variance by a factor 10 when compared to the naive average estimator. This is how-
ever an ideal limit. As more realistic case, we can consider the signal to be uni-
formly spread among half of the layers, with the remaining ones only containing
noise. This situation would result in ∥k∥22 = 2M, corresponding to a reduction of
the variance by a factor 2 with respect to averaging.

We now turn to the heteroskedastic noise case with a > 0, b = 0. Simplifying
equation 5.14, we obtain the Cramér–Rao bound:

Var [ŷ(t)] ≥
a y(t)
∥k∥1

1

1+
aM
∥k∥1

1
2 y(t)

, (5.19)

where ∥k∥1 =
∑M

m=1|km|. We should note, however, that the noise model in equa-
tion 5.6 can only be used to model photon-counting noise when y(t) is sufficiently
large so that the Poisson distribution can be approximated by a normal distribution
(indicatively y(t) ≳ 30). We can thus see that for a ≈ 1 this effectively converges to
the Cramér–Rao bound of the Poisson distribution, i.e.

Var [ŷ(t)] ≥ y(t)
∥k∥1

. (5.20)

In this case, the average estimator (equation 5.7) is theminimum-variance unbiased
estimator. In fact, the noise variance is proportional to the signal and the propor-
tional weighting, which we have seen to be fruitful in the homoskedastic, does not
bring any advantage here. While biased estimators such as the one defined in equa-
tion 5.10may provide some improvement over the bound, in practice the advantage
is questionable as the bias will also contribute to the mean-squared error (MSe) of
the estimation. Unfortunately this means that little progress in denoising can be
made in the heteroskedastic case under the simple model of equation 5.4, unless

80
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more assumptions regarding the structure of the data are made. Note that in what
we discussed so far, we made no assumptions regarding the characteristics of y(t).

5.1.3 Current approaches

In the previous section we have shown how, for homoskedastic noise, the best es-
timate of y(t) is obtained by weighting accordingly the different channels based
on their SNR either by projection (when the proportionality k is known) or SVD
(when proportionality must also be estimated). We have also seen how this ap-
proach does not work well in the case of heteroskedastic noise. Most of the cur-
rent approaches [Buchanan et al. 2018; Giovannucci et al. 2019; Pnevmatikakis et
al. 2016] tackle this problem by implicitly considering that the noise variance is al-
most constant in time. This is appropriate if the signal y(t) makes only relatively
small oscillations around a baseline, so that the noise variance can be approxi-
mated by σ2(y(t)) ≈ aȳ + b where ȳ is the signal baseline. As we mentioned be-
fore, this assumption is particularly relevant if the signal is analysed on relatively
short time windows. In this case, one can rescale the signals to make the noise
variances equal across all channels, effectively tracing back the problem to the ho-
moskedastic model we described above. The estimate of the signal y(t) is then ob-
tained via some form ofmatrix factorization, similarly towhat we have described in
section 5.1.2 (see equation 5.9). Since simple SVD truncation can only provide lim-
ited reduction of the mean-squared error (MSe) [Vu, Chunikhina, and Raich 2021],
in particular when the noise level is high, state of the art methods exploit addi-
tional constraints to improve the estimation. Examples of such constrained meth-
ods are non-negative matrix factorization (which constraints matrix elements to
be non-negative) [Maruyama et al. 2014] or the more general penalized matrix de-
composition [Witten, Tibshirani, and Hastie 2009]. The latter approach is typically
represented by an optimization problem of the form [Buchanan et al. 2018; Witten,
Tibshirani, and Hastie 2009]

argmin
u(m),v(m)

∥
∥
∥
∥
∥
X−

M∑

m=1
σ(m) u(m) ⊗ v(m)

∥
∥
∥
∥
∥

2

F

, subject to g1(u(m)) ≤ c1, g2(v(m)) ≤ c2, (5.21)

where g1, g2 represent penalties on the spatial and temporal components respec-
tively. These penalty terms are used to impose regularity constraints such as spar-
sity (using ℓ1 norm), smoothness (e.g. using derivatives), or total variation. Total
variation and trend filtering penalties have been reported to be particularly effec-
tive in both calcium and voltage imaging [Buchanan et al. 2018].

5.2 Methods
In this section,wepresent anewapproach to thedenoisingof optical voltage record-
ings, taking a different route with respect to the methods discussed above. Our ap-
proach is composed of two parts. Firstly, we estimate the parameters of the noise,
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similarly to what we have done in chapter 4, assuming both constant and signal-
dependent contributions. We will show in section 5.3 that the signal-dependent
component is indeed dominant in our data. Then, instead of normalizing the sig-
nals assuming homoskedasticity of the noise, we perform variance stabilization
using the generalized Anscombe transform [Makitalo and Foi 2011]. Secondly, in-
spired by image denoising techniques, we expand the block-matching and 3D fil-
tering (BM3D) algorithm [Dabov et al. 2007] to work with both multi- and single-
channel time series. This approach relies on finding similar patterns in the sig-
nal (block-matching) which are then grouped together and transformed to obtain
a sparse representation. The sparsified signal is then filtered by wavelet threshold-
ing to eliminate the noise and transformed back in the original domain. Instead of
imposing directly regularity constraints as in penalized matrix factorization, this
method exploits the presence of recurrent patterns in the signal such as spikes or
up and down states. Regularity is still part of the process, but in an indirect way,
depending on the choice of the sparsifying transform.

5.2.1 Estimation of the noise parameters and variance stabilization

We consider the noise model of equation 4.2. To estimate the parameters a, b, we
proceed as discussed in [Foi et al. 2008], considering the data matrixX as an image
where each pixel represents a photon count at given time and volume layer. First
we decompose the data by discrete wavelet transform (1-level) obtaining approxi-
mation coefficients Wapp and detail coefficients Wdet. Because of its irregularity,
most of the noise will be concentrated in the detail coefficients. We define bins
(level sets) by further smoothingWapp using a Gaussian kernel (σ = 2 px) and then
rounding each element to the nearest integer:

B = ⌊G⊛Wapp⌉ (5.22)

where G is the Gaussian kernel, ⊛ indicates the convolution operation, and ⌊·⌉ de-
notes elementwise integer rounding. We define a level set Sk as the group of pixels
with the same bin number k in B, i.e. Sk = {(i, j) | Bi,j = k}. Then, for each level set
we estimate the mean by averaging over the elements ofWapp and the (unbiased)
standard deviation over elementsWdet [Foi et al. 2008]:

ŷk =
1
Nk

∑

i,j∈Sk

[Wapp]i,j, (5.23)

σ̂k =
1
κNk

√

Vari,j∈Sk
[

[Wdet]i,j

]

with κn =
√

2
n− 1

Γ(n2 )
Γ(n−12 )

, (5.24)

where Nk is the number of elements in Sk. We can then use the points (ŷk, σ̂k) to
estimate the noise parameters a, b based on the relation σ = ay + b (figure 5.2 A).
We do this by maximum-likelihood (see [Foi et al. 2008, section III.D] for details),
solving the optimization problem numerically with the L-BfGS-B algorithm [Zhu et
al. 1997].
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Figure 5.2 Noise modelling and parameters estimation. A The signal-dependent noise relation σ2(y) = ay+b is estimated
according to the procedure described in section 5.2.1. Dashed line represents the maximum likelihood estimate. B Dis-
tribution of the signal-dependent noise coefficient a for a set of test cells. C Distribution of the signal-independent noise
variance b.

Once the noise parameters have been estimated, we perform variance stabiliza-
tion via the generalized Anscombe transformationsAa,b(x) [Makitalo and Foi 2011]:

Aa,b =
2
a

√

ax+
3
8
a2 + b. (5.25)

We transform the data xi,j into the variance-stabilized x̃i,j = Aa,b(xi,j) with unitary
variance. After denoising, we will transform the signal back to the original domain
by the closed-form approximation of the unbiased inverse of the Anscombe trans-
formation [Makitalo and Foi 2013]:

A−1
a,b(x) = a

(

1
4
x2 +

1
4

√

3
2
1
x
− 11

8
1
x2

+
5
8

√

3
2
1
x3
− 1
8
− b

a2

)

(5.26)

5.2.2 Block matching and filtering for neural time series

Block-matching and 3D filtering (BM3D) [Dabov et al. 2007] is considered a state
of the art method in image denoising, but has also been generalized as a flexible
tool in image deblurring and deconvolution [Danielyan, Katkovnik, and Egiazarian
2012]. In its essence, the block-matching and 3D filtering (BM3D) approach is analo-
gous to non-local means algorithms. It works by grouping together similar patches
(block-matching) and then combining them to reconstruct a clean version of the
image. The difference with respect to non-local mean algorithms is the use of a
3D transform to obtain sparse representations of the groups of patches. Instead of
simple averaging over similar patches, noisy components are removed via wavelet
shrinkage and the patches are then recombined by weighted averaging based on
their sparsity (collaborative filtering). In a second step, the estimation is refined
by applying a wavelet-domainWiener filter whose coefficients are calculated using
the estimate obtained from the first wavelet-shrinkage step.
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While the original BM3D algorithm was developed to denoise images taking ad-
vantage of spatial correlation, we adapt here the samemethodology for time series.
There is one important conceptual difference in the application of method. The rea-
son of BM3D effectiveness has been attributed to the fact that the collaborative fil-
tering step assigns more weight to uniform patches (because they are more sparse)
and tends to neglect the patches containing edges [Lebrun 2012]. This is very rele-
vant in the context of natural images, which are generallywell described by a union
of approximately uniform regions separated by clear edges. Our results show that
the effectiveness of the method extends well beyond this model, as far as the cho-
sen transform produces sparse patches. In our case, the signal can be represented
as slowly oscillating baseline combined with sequences of spikes (see for example
figure 5.1 H). In this context, patches containing a spike discontinuity are not neces-
sarily weighted less since they can be represented in a sparse way if the appropriate
basis is considered.

Based on these intuitions, we define themethod as follows. We consider the sig-
nal from a single volume X̃ after variance stabilization (equation 5.25) where rows
represent layers and columns time samples (as described in section 5.1.1). While in
general we treat the data matrix as a 2D image, we treat the two dimensions differ-
ently. Also, we consider that in general the data may contain only a single channel,
i.e. X ∈ N

1×N.
We introduce differences with respect to the classical BM3D algorithm in the

sparsifying transform and the block matching procedures. We then proceed as in
the original BM3D to estimate the denoised signal in two steps: first we build an
estimate by collaborative filtering with wavelet shrinkage, then we refine the result
by an empirical wavelet-domain Wiener filter.

Sparsifying transform. We expect the spatial and temporal dimension to have
different smoothness and sparsity properties, we define the initial 2D transform as
a composition of separable 1D transforms over the spatial and time dimension. We
denote this transform by the operator T2D = TsTt, where Ts and Tt are respectively
the spatial and temporal 1D transforms. Sincewe expect the spatial dimension to be
fairly smooth, we use discrete cosine transform (DCT) along the spatial axis. Along
the temporal axis, to obtain a sparse representation of the spikes, we use a discrete
wavelet transform (DWT)with small number of vanishingmoments (see section 5.2.3
for details regarding the choice of the transform). The final sparse representation is
obtained by transforming a group of similar blocks along the grouping axis, which
we define by the operator Tg. Similarly to BM3D we use a Haar transform along the
grouping axis.

Block matching. We consider rectangular patches, with different dimension in
the spatial and temporal axes chosen as described in section 5.2.3. We define the
blocks bk ∈ R

Ns×Nt as patches of the original data X̃, where Ns and Nt indicate the
block size in the spatial and temporal axis respectively. Note that the blocks can be
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overlapping. By BX = {b1, b2, … } we denote the set of all distinct blocks that can
be extracted from the data X. (For sake of simplicity, in the following we drop the
notation X̃ and use X to indicate the variance-stabilized data.)

To define groups of blocks, we first define the distance between two blocks as
in the original BM3D algorithm [Dabov et al. 2007]:

d(bi, bj) =
∥htλ1(T2Dbi)− htλ1(T2Dbj)∥22

NsNt
, (5.27)

where htλ(·) denotes a hard-thresholding operationwith threshold λ (i.e. the opera-
tionwhich sets to zero all elements smaller than the threshold). This hard-thresholding
operation is needed to ensure good results evenwhen thenoise level is high. Groups
of blocks are created by first considering a reference block br and then finding all
blocks bk within distance d(br, bk) < τ. We add here an additional constraint with
respect of traditional block-matching by considering only those blockswhich are lo-
cal minima of the distance function (along space and time dimensions). This step
helps to better preserve the shape of spikes in our data andminimize distortions, as
we do not want to group together blocks which are close in terms of the distance d
but with a shift in the location of the spike peak. We thus define the group of blocks
based on the reference br as:

Gr =
{

bk ∈ BX
∣
∣
∣
∣
d(br, bk) < τ ∧ d(br, bk) = min

bi∈N (bk)
d(br, bi)

}

, (5.28)

whereN (bk) indicates the set of neighbouring blockswith respect to bk. In practice,
we keep just the Ng closest blocks.

Collaborative andWiener filtering. Weperform the filtering procedure as in the
original BM3D. For completeness, we briefly summarize the main steps. Given a
group of similar blocks G, we define the tensor G formed by stacking the blocks
b ∈ G along a new dimension, such that G ∈ R

Ns×Nt×Ng . Noise suppression is
performed by applying the sparsifying transform to the group, followed by hard
thresholding:

G̃(HT)
= htλ2 (TgT2D G) , (5.29)

where the tilde indicates that the tensor is expressed in the transformed domain.
Border effects can be reduced by applying a window (e.g. a Kaiser window) to the
blocks before the 2D transform. After thresholding, the transform is inverted to ob-
tain the denoised blocks

G(HT) = T−1g T−12D G̃
(HT), (5.30)

each block is then mapped back to its original location to build a denoised esti-
mate of the signal Ŷ(1). This procedure is applied repeatedly for groups created
starting from different reference blocks, chosen sequentially to cover the full signal.
Since the blocks are overlapping, multiple estimates are combined by weighted av-
eraging based on the sparsity of the transformed group, with weights defined as
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wk = 1/max(|G̃(HT)
k |0, 1), where |G̃

(HT)
k |0 indicates the number of non-zero elements

in the transformed group (sometimes called ℓ0 norm). We note that if a window
function was applied before the transform, the same window has to be applied
the weights. The same procedure is applied for a second time, substituting hard
thresholding with Wiener filtering. Optionally, different transformations may be
employed for the second step. The block matching is performed on the initial es-
timation Ŷ(1). Each group is then filtered using the empirical Wiener coefficients
calculated on the initial estimation:

W =
∥TgT2DG(1)∥22
∥TgT2DG(1)∥22 + 1

, (5.31)

G̃(Wi)
= W⊙ (TgT2D G) , (5.32)

G(Wi) = T−1g T−12D G̃
(Wi), (5.33)

where W are the empirical Wiener filter weights, G(1) is the group of blocks ex-
pressed on Ŷ(1), G is the group expressed on the raw data X, and ⊙ indicates ele-
mentwisemultiplication (Hadamard product). Similarly to the first step, the blocks
are then aggregated by weighted averaging with weights w = 1/∥W∥22 determined
for each group, leading to the final estimate Ŷ, which is then transformed via the
inverse Anscombe transform (equation 5.26) to recover the signal in the original
signal space.

5.2.3 Choice of parameters

Block size. Wedetermine the size of patches by considering the scales associated
with the spatial and temporal dimension separately. For the temporal scale, the
detailed features are represented by spikeswith a timescale of∼3ms (fWHM< 1ms).
We choose a temporal block size of 10ms to be able to enclose single spikes. For
the spatial scale, we expect the layers to be relatively stable, only allowing small
oscillations to movement of the animal. We thus consider a block size of 8 out of
10 layers to compensate for these small oscillations. When working with single-
channel data, we simply skip the spatial transform by considering blocks with size
1 in the spatial axis (i.e. Ts = 1).

Wavelets. The central point of our approach is the denoising and preservation of
spike patterns in the signal. On the one hand, this is motivated by the biological
significance of the spikes. On the other hand, spikes are the part of the signalwhich
is more difficult to separate from noise, since the low frequency oscillations have
relatively high SNR and can often be recovered by simple low-pass filtering. Thus,
in the selection the wavelets to be used in the sparsifying transform, we focus on
providing a good isolation of the spikes. We do this by studying optical record-
ing where spike locations have been found with traditional methods [Deneux et al.
2016]. We average the detected spikes to obtain spike epochs with high SNR, and
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Wavelet ℓ
1 norm

Haar 613.50

Symlet 2 578.16

Symlet 3 487.58

Coiflet 1 470.05

Table 5.1 Sparsity of
the spike epochs in the
wavelet domain.

systematically decompose these archetypal spike epochs by discrete wavelet trans-
form (DWT) using different orthogonal wavelets. Then, we rate the efficacy of the
decomposition by evaluating the sparseness of the obtained representation via ℓ1

norm (table 5.1). The results lead us to the selection of the symlet with 3 vanishing
moments for the collaborative filtering step, and of the coiflet with 1 vanishing mo-
ment (in the scaling function) for the Wiener filtering step. The choice of different
wavelets for the two steps is taken to reduce possible artefacts [Lebrun 2012].

Distance threshold. For the collaborative filtering step, we define the minimum
distance between blocks in a group τ assuming that the blocks are not overlapping
and that noise variance is unitary. Based on this, we define τ = 2q/NsNt where q
is the 0.95 percentile of the χ2 distribution with Ns × Nt degrees of freedom. For
the Wiener filtering step, we divide this value by 4, assuming that noise has been
significantly reduced in the first denoising step.

Hard thresholding. The choice of the threshold λ2 (equation 5.29) of the hard
thresholding step constitutes a compromise between noise suppression and preser-
vation of the signal. That is, a high value will remove more noise, but at the cost
of partially suppressing the signal that we want to recover. Traditionally, the value
λ2 = 2.7 has been considered to give the best results in the denoising of natural
images [Dabov et al. 2007; Lebrun 2012]. It is however an empirical choice. In our
case, we found the slightly more conservative choice λ2 = 2.5 to be better suited, in
particular to allow better preservation of the spike shape.

Validation and selection of remaining parameters. To verify the effectiveness
of theparameters,we create simulatedvalidationdata starting fromasingle-channel
electrophysiological recording of the neuronal activity. This time series is charac-
terized by high SNR and sampling frequency. After a simple spike detection by tra-
ditional filtering and thresholding, we rescale the signal so that the relative spike
amplitude (Δf/f) matches the one we observe in optical recordings of cerebellar in-
terneurons (a difference of 15–20% with respect to the baseline). We then rescale
the signal to create multiple channels with the same baseline of a reference optical
recording. We thus obtain a clean, multichannel time series with statistics which
are very similar to those of optical recording data. Then, we artificially contaminate
this simulated data by Poisson noise and apply the denoising algorithm. We com-
pare the denoised data with the ground truth to define the best parameters of the
algorithm, in particular by examining the MSe both on the full signal and limited
to spike epochs only.

We found that limiting the search of similar blocks in awindow of±20 000 sam-
ples did not impact the denoising performance, while it significantly decreased the
computational cost. Similarly, we limited the number of blocks in a group to 16,
without observing significant impact on the result. The hard thresholding in the
definition of block distances (equation 5.27) gave best results for λ1 = 0.5. In the
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sparsifying transform, we obtained best results for discrete cosine transform (DCT)
along the spatial axis. While wavelets with a high number of vanishing moments
resulted in an increased reduction of theMSe over the full signal, we confirmed that
the symlet 2 and coiflet 1 wavelets discussed above provided among the best results
when considering the MSe of spike epochs only, yielding at the same time a good
trade-off with respect to the global MSe.

5.2.4 Validation

To validate the effectiveness of the denoising algorithm, we recorded multiple vol-
umes in the same cell. We apply the full algorithm (sections 5.2.1 and 5.2.2) to the
signal of a single volume, using the sum over the remaining volumes to calculate
a reference signal which we use to evaluate the denoising performance. Record-
ing from multiple volumes also allows us to reproduce the conditions of recording
single-volumes from multiple cells, which is the final aim of our method. We indi-
cate the denoised data by Xden and the reference signal by Xref, defined as follows:

Xden = D(X(1)), (5.34)

Xref =

Nvol∑

k=2

X(k), (5.35)

whereD indicates the denoising operation.
We post-process both signal estimations as in [Villette et al. 2019] to remove the

photobleaching and obtain the relative Δf/f representation: first the data channels
are summed to obtain a single trace y and the baseline ȳ is estimatedbyfitting a sum
of exponentials; then, the relative trace y% is obtained by dividing by the baseline
value elementwise, i.e. y% = (y1/ȳ1, y2/ȳ2, … ); the signal y% is high-pass filtered
at 15Hz to remove animal movement induced oscillations; finally, the sign is in-
verted to have the spike peaks in the positive direction, obtaining z = −LP15 Hz(y%).

Figure 5.3 Preliminary results of the denoising method. A MLI cell with 4 recorded volumes. Volume 1 is used for testing,
while volumes 2–4 are kept for validation. B Spatial data of the test volume (brighter colour indicates higher photon count),
and correspondent 1D signal obtained by summing all channels. C Spatial data of volumes 2–4, and correspondent 1D time
series. D1 Test volume data normalized over baseline (Δf/f). Examples of 2D blocks, as used in the denoising algorithm, are
highlighted in blue. D2 Post-processed trace of the test volume. Examples of 1D blocks are highlighted in blue. E1 Spatial de-
noising of the test volume. Spikes are clearly visible (dark vertical patterns). E2 Post-processed spatial denoising (obtained
by summing the denoised data E1 over space). E3 Post-processed trace obtained by summing all volumes. E4 Post-processed
trace obtained by 1D denoising of the test trace in D2. F1 Average spike epoch of spatially denoised signal (black), compared
to the full cell average (blue). Spatial denoising attenuates the spike peak and causes some distortion in the rising phase.
F2 Average spike epoch of 1D denoised signal (black), compared to the full cell average (blue). The spike peak is preserved,
and only little distortion is present in the raising phase. G Distribution of the error with respect to the reference signal for
naive estimator (yellow) and denoised (green) with spatial method (G1) and 1D method (G2). H Effective MSE for the naive
average estimator, 1D denoising, and spatial denoising.
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We denote the post-processed denoised and reference signals as zden and zref re-
spectively. Likewise, we consider the signal znai obtained by post-processing the
raw single-volume data X(1), corresponding to the naive estimator defined in equa-
tion 5.7.

We define the MSe between the denoised signal and the reference as

MSE(zden, zref) =
1
N
∥zden − zref∥22, (5.36)

where N is the signal length. In principle, we do not know the true signal y (and its
post-processed version z), thus we cannot calculate exactly the MSe with respect to
it. Yet, we can produce an estimate of MSE(zden, z) based on our knowledge of the
noise model, if we assume that the denoise operation D returns an approximately
normally distributed estimate. We can verify this by looking at the distribution of
the error ε = yden − yref (figure 5.3). Under this assumption, and with some approx-
imation, calculation is straightforward. We have that

yden ∼ N
(
c1y+ c1μ, c21σ2den

)
, yref ∼ N (c2y, a c2y+ b) , (5.37)

where c1, c2 are arbitrary proportionality factorswith respect to the source y and μ is
the bias of the denoising estimator D. If we know consider the signals normalized
by the baseline, we have

zden =
yden
ȳden

≈ yden
c1ȳ

, zref =
yref
ȳref
≈ yref

c2ȳ
, (5.38)

from which we can estimate the distribution of the error zden − zref:

zden − zref ∼ N
(
μ
ȳ
,
σ2den
ȳ2

+
ac2y+ b
c22ȳ2

)

. (5.39)

Using the approximation c2y ≈ c2ȳ ≈ z̄ref we obtain an expression for the MSe:

MSE(zden, zref) ≈
μ2

ȳ2
+

σ2den
ȳ2

+
a z̄ref + b
(z̄ref)2

, (5.40)

which allows us to estimate the effective MSe of the denoised result with respect to
the true signal z:

MSE(zden, z) ≈ MSE(zden, zref)−
a z̄ref + b
(z̄ref)2

. (5.41)

We can verify that these approximations hold by using the same approach for the
naive estimate znai, for which we can calculate the variance analytically.

5.3 Preliminary results
We tested the method on cerebellar MLIs and Golgi cells recorded in awake, be-
having mice. We first estimated the noise model parameters as described in sec-
tion 5.2.1 (figure 5.2). We found that noise in the optical recordings is characterized
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by parameter a ≈ 1 (figure 5.2 B) and relatively small signal-independent variance
b (figure 5.2 C). These results indicate that the noise is compatible with a purely
Poissonian model, meaning that photon counting represents the main source of
noise.

We acquired signal from4up to 7 volumes in the same cell (figure 5.3 A). A single
volume (figure 5.3 B) is used to test the denoising method while the remaining vol-
umes (figure 5.3 C) are kept as a reference to evaluate the denoising performances.
We tested two variations of the denoising algorithm: spatial and 1D denoising. For
the spatial denoising, we applied the adapted block-matchingmethod described in
section 5.2.2 to the volume data using 2-dimensional blocks of size 8 px in the spa-
tial dimension and 10ms in the time dimension (figure 5.3 D1), recovering a 2D de-
noised estimate of the volume (figure 5.3 e1). For the 1D denoising, we first sum the
volume data along the spatial axis to obtain a single-channel signal (figure 5.3 D2),
and then apply the denoising method on this 1-dimensional time series using 1D
blocks of length 10ms. In figure 5.3 we show examples of spatial (figure 5.3 e1–e2)
and 1D denoising (figure 5.3 e4), compared to the reference trace obtained by sum-
ming over all volumes (figure 5.3 e3).

We found that the spatial denoising tended to smoothen the signal more signif-
icantly, in particular making spikes less prominent and causing some distortion of
the spike shape when compared to the full cell average (figure 5.3 f1). However, we
observed that the 1D denoising better preserved the spike prominence and shape
(figure 5.3 f2).

We then proceeded to evaluate the performance of the denoising algorithm on
the post-processed traces as described in section 5.2.4. We first examined the dis-
tribution of the error between the denoised and the reference signal to evaluate
possible bias introduced by the estimation. We found that the error distribution
was well described by a zero-mean Gaussian for both spatial and 1D denoising (fig-
ure 5.3 f1–f2, green coloured distribution), indicating the denoising method does
not introduce significant bias in the estimation. This matched the assumptions
made in section 5.2.4, allowing us to calculate the effective MSe for the different
estimators. Analysis of the recording from 7 different cells showed that the 1D de-
noising reduced the MSe by a factor close to 10, and spatial denoising by a factor
15 with respect to naive averaging (figure 5.3 H). In practice, this translates to stan-
dard deviation values on the post-processed traces of σ1D = 2.47% for 1D denoising
and σspatial = 1.92% for spatial denoising, compared to σnaive = 7.56% for simple
averaging over the volume.

Finally, in figure 5.4 we show a visual examples for different excitation patterns
and cell types. The 1D denoising method significantly reduces the noise both in
recordings based on the optimized excitation pattern (figure 5.4 A) and the ULOVe
pattern (figure 5.4 B). However, since the spatial information is discarded, the op-
timized pattern (which is characterized by a more efficient excitation due to in-
creased confinement) presents the best qualitative results in terms of spike promi-
nence. In figure 5.4 C, we present an example of 1D denoising for a Golgi cell, show-
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C Golgi cell (optimized pattern)

A1
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A MLI (optimized pattern)
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B3

B MLI (ULoVE pattern)

Figure 5.4 Examples of 1D denoising and comparison by cell and excitation pattern. AOptical recording from aMLI cell with
optimized excitation pattern. A1 Single volume trace. A2 Denoised trace (compared to original signal in light grey). A3 Trace
from full cell averaging (7 volumes). BMLI with ULOVE excitation pattern. B1 Single volume trace. B2 Denoised trace. B3 Full
cell trace (7 volumes). C Golgi cell with optimized excitation pattern. C1 Single volume trace. C2 Denoised trace. C3 Full cell
trace (7 volumes).

ing how the method adapts to different spiking rates and subthreshold patterns.

The complete denoising procedure, from noise estimation to the final estimate,
has been implemented in a Python toolbox which can work with both 1D and 2D
data, and that allows arbitrary choice of block sizes, transforms, and other param-
eters described in section 5.2.3. To provide good performances, the code is fully
parallelized, allowing us to process a 5 kHz 1D signal in a time roughly equivalent
to the duration of the recording (about 90 s for a 2-minute recording). These char-
acteristics make the technique ready to use in practical applications.
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Figure 5.5 Ensemble recording. A Ensemble of 4 molecular layer interneuron cells recorded simultaneously. B Raw, un-
treated signals of each cell. C Recovered signals after 1D denoising.

5.4 Conclusions and future work

While spatial denoising presented the largest reduction of MSe, we attribute this to
increased smoothening of the signal which improves noise reduction for low fre-
quency oscillations. In practical applications, the preservation of the spike promi-
nence and shape ismore important than absolute noise reduction, thuswe consider
1D denoising to be more suitable for neural time series analysis. In fact, a slightly
higher noise level in the high frequencies is tolerable if compensated by a higher
fidelity in the reconstruction of the spike shapes. This conclusion also seems to in-
dicate that more focused excitation patterns (characterized by low spatial informa-
tion, but higher photon flux) should be preferred whenwe are interested in reliable
denoising of the spikes. It also suggests that, for the specific experimental setting
analysed here, the temporal dimension provides more rich and useful information
about the structure of the signal with respect to the spatial one.

In summary, our technique shows that it is possible to reduce the MSe of op-
tical recordings approximately by factor 10. In other words, a higher noise level
in the recordings can be compensated by the denoising, allowing a reduction of
the total number of layers acquired for each cell for the same SNR in the results.
Pre-processing of the raw data with our method can thus allow us to record and
analyse ensembles of multiple cells, all while preserving current acquisition proto-
cols and without the need to change successive steps in the analysis pipeline such
as spike detection or unmixing. In figure 5.5 we show a qualitative example of the
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application of our technique to an ensemble of four molecular layer interneurons
in awake, behaving mice. The denoising post-processing of the original traces pro-
vides highly improved SNR, allowing us to clearly distinguish the action potentials
(figure 4.1 B–C).

We consider these results very promising, and we consider that this kind of pre-
processing could allow us to perform a more in depth study of MLIs functional and
structural properties in cortical microcircuits. There are, however, some issues that
require furtherwork. First, the proposed approach needs to be validated on a larger
set of recordings, comprising data from different animals, to verify its general ap-
plication. In particular, it would be important to understand the limits of the block
matching approach for cells characterized by complex, overlapped spike patterns.
Second, a systematic comparison should bemadewith currentmethods used in cal-
cium imaging. While the application of suchmethods is not directly comparable to
our experimental setting, exploration of the differences between these techniques
could provide a clearer view of how spatial and temporal structures affect the de-
noising. Moreover, some properties of the denoisingmethod remain to be explored.
In particular, future work should include an analysis of how the denoising perfor-
mances vary depending on the photon flux. If clarified, this information could help
in adapting the experimental protocol, ensuring optimal photon flux and sampling
rate per cell. Last, the main direction of our future work remains the investigation
of neural microcircuits, to reveal and quantify interactions and characteristics of
MLIs and other cortical neurons in behaving animals, thanks to the possibilities
offered by this new denoising technique.
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5.A Maximum-likelihoodestimator for the caseof awhite
noise source

We consider here the case of white noise (i.e. Gaussian) with constant variance for
all the M channels. We thus define the ζij from equation 5.4 to be i.i.d. random
variables

ζij ∼ N (0, σ2). (5.42)

We calculate the reconstruction ỹ by maximum likelihood estimation (MLe) in the
parameter space θ = (y1, … , yN, k1, … , kM). Given the model described by equation
5.3 in the case of white noise, the probability of observing xij given θ is:

p(xij|θ) =
1√
2πσ

exp
(

−(xij − kiyj)2

2σ2

)

. (5.43)

Since the xij are independent, the likelihood L(θ) is the product of the p(xij|θ):

L(θ) =
∏

i,j

p(xij|θ), (5.44)

and the maximum likelihood estimate θ̃ = (ỹ, k̃) is given by

(ỹ, k̃) = argmax
y,k

L(θ). (5.45)

Maximizing L(θ) is equivalent to maximize logLθ:

logL(θ) = −
∑

i,j

(xij − kiyj)2 + const. (5.46)

To find the extremum points, we impose zero derivative with respect to θ, resulting
in the system:







∂ logL
∂yn

= 0 for n = 1, 2,… ,N

∂ logL
∂km

= 0 form = 1, 2,… ,M
(5.47)

We also add the condition ∥y∥2 = 1 to guarantee the uniqueness of the solution. We
obtain the relations

yn =
1
∥k∥2

M∑

i=1

xinki, (5.48)

km =
N∑

j=1

xmjyj. (5.49)
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In vector form

k = Xy, (5.50)

y =
1
∥k∥2X

Tk (5.51)

where we defined the matrix of observations X with entries (X)ij = xij, and XT de-
notes the transpose of X. Substituting k in the second equation, we obtain:

XTX y = (yTXTXy) y. (5.52)

This equation hasN solutions, corresponding to the eigenvectors ofA = XTXwhich
represents each an extremum of the likelihood L(). The solution corresponding
to the absolute maximum is the one associated to the largest eigenvalue. In fact,
considering a solution y(s) with eigenvalue λ and substituting back in equation 5.46
we obtain:

logL
(

y(s), k(s) = Xy(s)
)

= λ+ const., (5.53)

so that the maximum likelihood is obtained for the largest λ. To summarize, denot-
ing by u(1),u(2), … ,u(N) the eigenvectors of A = XTX associated with eigenvalues
λ(1) ≥ λ(2) ≥ · · · ≥ λ(N), the maximum likelihood estimator is given by

ỹ = u(1)

k̃ = Xu(1) (5.54)

Equivalence to singular value decomposition. The solution of equation 5.52
can also be found by performing a singular value decomposition (SVD) ofX. In fact,
SVD is the factorization of X such that

X =
M∑

k=1

σ(k)u(k) ⊗ v(k) (5.55)

where u(k) and v(k) are the left and right singular vectors respectively and σ(k) are
the associated singular values (σ(1) ≥ σ(2) ≥ · · · ≥ σ(M)). Truncation at k = 1
provides the approximation in the form X̃ = σ(1)u(1) ⊗ v(1) which minimizes the
Frobeniusnorm ∥X−X̃∥F (and thus the squared error). In the case ofwhitenoise X̃ is
thus themaximumlikelihoodestimator and the solutions k̃and ỹwould correspond
respectively to the left and right singular vectors of X which are associated to the
largest singular value σ =

√

λ(1). From a general point of view, this problem can
be formulated in the framework of matrix denoising, where the goal is to estimate
a low-rank matrix Y (in our case Y = k ⊗ y) from a matrix of noisy observations
X = Y+ Z where Z is a full-rank matrix of noise [Leeb 2021].
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CHAPTER 6

Artefact removal for clinical electroencephalography

In this chapter we turn to signal coming from the entire brain, recorded via elec-
troencephalography (EEG). This is a project I started during the COVID-19 lockdowns,
while data collection for my other more biologically-oriented work was put on hold,
as a way to support the lab ongoing research on EEG during general anaesthesia.
EEG devices have become very common in the clinical setting, especially in inten-
sive care and the operating room, as they provide an accessible, non-invasive tool
to monitor the state of the brain. Often, for reasons of speed and simplicity only
few electrodes can be used and contamination of the EEG signal by artefacts is in-
evitable. In the following, I present a wavelet-based method to attenuate artefacts
in single-channel EEG recordings in an adaptive way, based on wavelet coefficients
statistics from clean portions of the signal. Empirical benchmarking on publicly
available EEG datasets shows that this technique can achieve state of the art re-
sults for artefacts of different nature, without requiring manual tuning.

This chapter was adapted from “Adaptive single-channel EEG artifact removal with
applications to clinical monitoring”, by Matteo Dora and David Holcman, in IEEE
Transactions on Neural Systems and Rehabilitation Engineering (2022). 1

6.1 Introduction

Electroencephalography (eeG) is a non-invasive procedure tomonitor brain activity
by recording electrical signal from electrodes placed on the scalp of a patient. Com-
pact, portable and easy-to-use eeGdevices are now routinely used for clinical needs.
For example, eeG is employed to monitor the depth of general anaesthesia [Purdon
et al. 2015], a method pioneered by the introduction of the bispectral index (BIS)
in the 90s [Sigl and Chamoun 1994]. Today, more than ten eeG monitoring devices
for anaesthesia monitoring are available on the market [Fahy and Chau 2018]. Sim-
ilar devices are used for automatic monitoring and scoring of sleep [Fiorillo et al.
2019] or for evaluating neurological disorders in intensive care units (ICUs) [André-
Obadia 2018; Maas et al. 2017]. Outside the clinical setting, ambulatory electroen-
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cephalography (AeeG) allows the acquisition of eeG data through a portable device
which can be carried by the patient and can record up to 72 hours of activity. With
the fast development of telemedicine, eeG recordings can even be sent in real-time
for remote interpretation [Lemesle et al. 2015]. Tele-eeG systems are particularly
useful for hospitals which do not dispose of resident neurophysiologists [Coates et
al. 2012; Lasierra et al. 2009; Lemesle et al. 2015].

All these eeG monitoring applications are made possible by the little to no su-
pervision needed to operate the device and the ease of installation even by non-
technical staff. The downside of operating in these diverse and uncontrolled con-
ditions is the possible contamination of the signal by extraneous sources. This is
especially common for devices operating in intensive care units, epilepsy monitor-
ing units, or the operating room [Tatum et al. 2011]. Since signal intensity in scalp
eeG is weak (typically 20–100 µV amplitude in adults [Schomer and Da Silva 2012]),
even small variations of the electric signal can produce visible artefacts on the eeG
traces. Examples are eye movements and blinks, muscular or cardiac activity, mo-
tion of electrodes or cables, skin perspiration, and interferences caused by electri-
cal devices such as pacemakers [Schomer and Da Silva 2012; White and Van Cott
2010].

While artefacts can be recognized and sampled out by visual inspection when
the analysis is performed offline by practitioners, they pose a major problem in
monitoring devices which operate in real-time and unsupervised. In most cases
artefacts can be detected quite reliably by localizing non-physiological high volt-
ages or frequencies. Typically, clinical monitoring devices include some artefact
detection, and they obviate the problem by temporarily suspending the monitor-
ing and resuming it only after the ratio between artefacted and clean signal drops
below a given threshold. During anaesthesia, this interruption deprives the medi-
cal staff of relevant information andmaydelay decision-making. It is thus desirable
to assure the continuity of monitoring even in the presence of artefacts.

Several methods have been proposed for eeG artefact removal. In this work,
we focus on those methods which are suitable for single-channel recordings. In
fact, eeG monitoring devices designed for ICUs or the operating room typically pro-
vide only one to four electrodes [Fahy and Chau 2018]. One of the most common
techniques is blind source separation (BSS) via independent component analysis
(ICA) [Sweeney,Ward, andMcLoone 2012; UrigüenandGarcia-Zapirain 2015]. Based
on the principle that brain activity is independent of artefactual sources, in ICA-
based artefact removal the eeG signal is decomposed into a set of independent
sources and the artefactual ones are selectively suppressed. This procedure is semi-
automated as it requires identification of artefactual sources. The identification
can be performed by visual inspection, but automated classification methods are
also available [Jas et al. 2017; Nolan, Whelan, and Reilly 2010]. The quality of ICA
decomposition is highly dependent on the preprocessing procedure [Klug and Gra-
mann 2020]. Althoughgood results canbe achievedby applyinghigh-pass (or band-
pass) filters before ICA, this filtering procedure may also remove relevant informa-
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tion [Klug and Gramann 2020; Pignat et al. 2013]. Although source separation tech-
niques require multiple channels, they can be used on a single-channel in associ-
ation with wavelet transform (WT) or empirical mode decomposition (eMD). The
decomposition by WT or eMD allows to split a one-dimensional signal into multi-
ple components which are then used as a multichannel input for BSS. Examples of
this approach are WICA [Inuso et al. 2007], eMD–ICA [Mijović et al. 2010], and eMD–
canonical correlation analysis (CCA) [Sweeney, McLoone, andWard 2012]. However,
one major drawback of source separation techniques such as ICA is that they can-
not be applied on-line [Sweeney, Ward, and McLoone 2012]. Although some real-
time applications have been proposed by recurrently computing ICA on a sliding
window [Esposito et al. 2003; Mayeli et al. 2016], no efficient on-line algorithm is to-
day available. Moreover, the performances of ICA are affected by the length of the
signal [Onton et al. 2006]: on one hand, a too short signal can prevent reliable sep-
aration of sources; on the other hand, when the signal is too long, the properties of
the sources can change in time leading to improper isolation of the artefacts. These
limitations make ICA and similar BSS-based methods unpractical in the context of
real-time continuous monitoring.

Analternative to ICAarewavelet-basedmethods. The effectiveness of thewavelet
transform (WT) at capturing time-frequency patterns at multiple scales has made
it a common technique in various noise removal tasks, with applications ranging
from images [Averbuch, Lazar, and Israeli 1996], audio [Averbuch, Neittaanmäki,
and Zheludev 2019], to physiological signals [Le VanQuyen and Bragin 2007; Unser
and Aldroubi 1996; Worrell et al. 2012]. The WT decomposes a signal into multiple
sets of coefficients representing time-frequency patterns of the signal. Denoising
a signal is typically achieved by thresholding the wavelet coefficients, eliminating
those corresponding to noise. Due to their flexibility, efficiency, and robustness,
wavelet-basedmethods have been widely used for eeG artefact removal. Compared
to blind source separation, theWT has a low computational cost, can be applied on-
line, and does not require multiple channels. Wavelet-based methods can be very
efficient at eliminating artefacts when the chosen wavelet basis allows good sepa-
ration of the signal from noise [Urigüen and Garcia-Zapirain 2015]. Today, methods
can combine wavelet decomposition with ICA [Azzerboni et al. 2002; Inuso et al.
2007; Mammone, La Foresta, and Morabito 2012].

Other methods, such as adaptive filtering [Correa et al. 2007], multichannel
Wiener filtering [Somers, Francart, and Bertrand 2018], spatial filtering [Guarnieri
et al. 2018], were not considered here as they are not suitable for single-channel eeG
or require auxiliary signals which are generally not available in clinical monitoring
applications.

In this chapter, we introduce a wavelet-based method called wavelet quantile
normalization (WQN)which allows eliminating transient artefacts [Schomer andDa
Silva 2012; Tatum et al. 2011] from single-channel eeGs. The method consists in
normalizing the wavelet coefficients of artefacted intervals, using temporally adja-
cent uncontaminated signal as a reference. This approach is relevant for continu-
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2The Python code implementing
the WQN algorithm and the bench-
marking procedure is available on
Zenodo (https://doi.org/10.5281/
zenodo.4783449).

ous monitoring during general anaesthesia and coma, where we expect a tempo-
ral continuity of the power distribution of the signal. The parameters used in the
WQNmethod are estimated from the eeG signal itself with no prior human interven-
tion. In this work, we consider the segmentation of artefactual epochs to be known.
This requirement can be alleviated by using an appropriate artefact detection algo-
rithm [Jas et al. 2017; Nolan, Whelan, and Reilly 2010], similarly to those employed
in BSS-based methods, making WQN artefact removal completely automated. Most
eeG monitoring devices already include artefact detection algorithms so that auto-
mated analysis can be suspended when the signal quality is degraded.

This chapter is organized as follows. In section 6.2 we introduce the notation
and the discrete wavelet transform (6.2.1), we briefly present the classical wavelet
denoising approaches which we used to benchmark our method (6.2.2), and finally
we present the wavelet quantile normalization method (6.2.3). In section 6.3, we
describe the validation datasets and methodology: we briefly present the datasets
used for benchmarking (6.3.1), the performancemetrics (6.3.2), and the parameters
used in the comparison (6.3.3).2 In section 6.4we discuss the results and present po-
tential application to anaesthesia monitoring. Finally, we present our conclusions
in section 6.5.

6.2 Methods

6.2.1 Discrete Wavelet Transform

We decompose the eeG signal x into time-frequency components using the discrete
wavelet transform (DWT). The DWT coefficients are obtained by decomposing the
signal onto an orthogonal basis obtained by dilating (scaling) and translating in
time a wavelet function ψ(t) and scaling function φ(t) [Daubechies 1992; Jaffard,
Meyer, and Ryan 2001]. The DWT can be computed efficiently with Mallat’s pyrami-
dal algorithm, implemented by means of a hierarchical set of subband filters [Mal-
lat 1989]. The DWT decomposition of the signal x(t) to the level M is defined as
[Daubechies 1992]:

x(t) =
∑

n
cM,n φM,n(t) +

M∑

m=1

∑

n
dm,n ψm,n(t), (6.1)

where

ψm,n (t) = 2−m/2 ψ
(
2−m t− n

)
, (6.2)

φm,n (t) = 2−m/2 φ
(
2−m t− n

)
, (6.3)

and cm,n =
〈
x,φm,n

〉
and dm,n =

〈
x,ψm,n

〉
are the approximation and detail coeffi-

cients at levelm. The scalar product is defined by ⟨f, g⟩ =∑t∈Z f(t) g(t).
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The DWT conserves energy so that:

∥x∥22 =
∑

n
∥cM,n∥22 +

M∑

m=1

∑

n
∥dm,n∥22. (6.4)

6.2.2 Denoising byWavelet Thresholding

Wavelet denoising methods rely on the assumption that artefactual components
can be well isolated when the signal is represented in a wavelet basis. Denoising
is performed by identifying and removing the wavelet coefficients associated with
artefacts. For that goal, the signal is first decomposed onto a wavelet basis via DWT.
Then, the wavelet coefficients are either removed or attenuated by a thresholding
procedure. Finally, the corrected signal is recovered by inverting the wavelet trans-
form.

The main challenge of this approach is therefore the selection of the appropri-
ate threshold. While this could be done by manual inspection of the wavelet co-
efficients, this is unpractical in most applications. Various approaches for the au-
tomatic selection of thresholds of wavelet denoising have been proposed [Donoho
and Johnstone 1994a; Donoho and Johnstone 1994b; Donoho et al. 1995; Johnstone
and Silverman 1997]. A common choice is the universal threshold [Donoho and
Johnstone 1998] defined as:

θU = σ
√
2 lnN, (6.5)

where σ is the standard deviation of the wavelet coefficientsw and N is the number
of coefficients. The value of σ can be estimated from the data using the median
absolute deviation (MAD) estimator σ = k ·median (|w|) with k ≈ 1.4826 [Donoho
and Johnstone 1994a].

Threshold values can be calculated separately for each DWT level. This pro-
cedure extends the universal threshold (equation 6.5) to signals which are only
weakly stationary and are correlated in time [Johnstone and Silverman 1997]. This
is relevant in eeG artefact removal applications where stationarity is not guaran-
teed [Bajaj et al. 2020; Chavez et al. 2018]. In that case, equation 6.5 becomes θm =

σm
√
2 lnNm where σm and Nm refer to the wavelet coefficients at levelm.

The thresholding procedure is usually carried out by applying a hard or a soft
thresholding function on the wavelet coefficients w, defined as follows:

λhard(w) =

{

w, if w < θ
0, otherwise

(6.6)

λsoft(w) =

{

w, if w < θ
θ, otherwise,

(6.7)

where θ is the chosen threshold (see figure 6.1).
Analternative approach is the surrogate-basedartefact removalmethod (SUBAR)

[Chavez et al. 2018], where time-varying thresholds are defined by considering the
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Figure 6.1 Threshold functions.
A Soft thresholding (equation 6.7).
B Hard thresholding (equation 6.6).

statistical deviation computed over an ensemble of surrogate time series. The sur-
rogates are randomly generated via the iterative amplitude-adjusted Fourier trans-
form (IAAfT) algorithm [Schreiber and Schmitz 1996; 2000] to produce stationary
time series which have the same distribution as the original signal and a similar
power spectrum. This method effectively amounts to detecting deviations from sta-
tionarity in the eeG signal and correct them via thresholding of the wavelet coeffi-
cients with the function λsoft (equation 6.7).

6.2.3 Wavelet Quantile Normalization

As an alternative to wavelet thresholding, we develop here a novel renormalization
technique for the wavelet coefficients which allows to adaptively attenuate artefac-
tual components. The proposed technique allows to flexibly remove artefacts of dif-
ferent nature without requiring manual adjustments. The main idea of the method
is that in most monitoring contexts the brain rhythm does not change dramatically
during short time intervals (e.g. < 1 s). For example, in clinical monitoring of anaes-
thesia brain activity is mostly controlled by hypnotic drugs. These drugs take effect
gradually, producing brain waves patterns with a timescale of minutes [Purdon et
al. 2015]. We can thus consider that the distribution of energy across frequency
bands is continuous and that there are no abrupt changes in the power of a band.
Wedonot expect such continuity for transient brain activity, suchas the response to
an external stimulus [André-Obadia 2018]. Applying the proposedmethod in those
situations would be inappropriate as it would probably attenuate genuine brain
activity. In the following, we shall focus on continuous monitoring of the brain,
where changes in the activity happen gradually. Under this continuity condition,
the statistical characteristics such as the distribution of energy across frequencies
of a short eeG fragment will be similar to the signal immediately preceding or fol-
lowing it.

The WQN method works as follows. First, artefacts in the eeG signal are seg-
mented (figure 6.2 A)with anappropriatedetectionalgorithm [Islam,Ghorbanzadeh,
and Rastegarnia 2021; Islam, Rastegarnia, and Yang 2016; Jas et al. 2017; Nolan,
Whelan, and Reilly 2010; Sweeney et al. 2012]. For each artefact, we construct a
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Figure 6.2 Diagram of proposed artefact removal method. A Input EEG signal (single-channel). B Artefact segmentation.
C Decomposition with DWT onM levels. D Estimation of empirical cumulative density functions and transformation Tm (equa-
tion 6.9). ENormalization of wavelet coefficients (equation 6.10). F Reconstruction from correctedwavelet coefficients (equa-
tions 6.11 to 6.13). G Artefact-corrected EEG signal.

reference signal by considering some short portions of the eeG immediately before
and/or after the occurrence of the artefact (figure 6.2 B). Both the artefact and the
reference segments are then decomposed via anM-level DWT (figure 6.2 C), obtain-
ing the coefficients d(art)m , c(art)M and d(ref)m , c(ref)M . For uniformity of notation, we denote
all coefficients as wm = dm form = 1,… ,M and wM+1 = cM.

For each level m = 1,… ,M + 1, we compute the empirical cumulative density
function (CDF) F(ref)m , F(art)m of the amplitude of the wavelet coefficients wref

m for refer-
ence and artefact (figure 6.2 D) defined by

Fm(x) =
1
Nm

Nm∑

n=1
1|wm,n|< x, (6.8)

where 1|w|< x is the indicator functionwhich takes value 1 if |w| < x and 0 otherwise.
We can transform thewavelet coefficientswart

m of the artefacted segment so that their
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distribution of amplitude will match that of the reference segment. This mapping
is provided by the transformation Tm defined as

Tm(x) = F(ref)−1m

(

F(art)m (x)
)

, (6.9)

where F(ref)−1m indicates the inverse of F(ref)m . Tm transforms the wavelet coefficients
w(art)
m so that their amplitude distribution (and thus equivalently their energy distri-

bution) becomes identical to that of w(ref)
m (see appendix 6.A). This transformation

adaptively attenuates high-power artefactual coefficients. Since we are only inter-
ested in reducing the power of artefacts, we restrict the normalization of coefficients
to prevent amplification. Thus, we define the normalization function

λm(w) = w ·min
{

1,
Tm (|w|)
|w|

}

, (6.10)

which maps a coefficient w from w(art)
m to its possibly attenuated value (figure 6.2 e).

Due to the energy conservation of the wavelet transform (equation 6.4), attenua-
tion of the wavelet coefficients leads to a reduction in the energy of specific time-
frequency components of the original signal. We define the corrected coefficients
as:

d(corr)m,n = λm
(

d(art)m,n

)

, m = 1,… ,M; (6.11)

c(corr)M,n = λM+1

(

c(art)M,n

)

. (6.12)

Finally, we reconstruct the corrected version of the artefacted segment by inverting
the DWT as in equation 6.1, using the corrected coefficients (figure 6.2 f):

x(corr)(t) =
∑

n
c(corr)M,n φM,n(t) +

M∑

m=1

∑

n
d(corr)m,n ψm,n(t). (6.13)

This algorithm can be applied to every artefacted signal interval to recover a cor-
rected eeG (figure 6.2 G). For real-time applications, this procedure can be applied
on short (e.g. 1 s) eeG fragments, only requiring a small buffer containing the distri-
bution of the reference coefficients.

6.3 Validation

6.3.1 Datasets for benchmarking

To validate the proposed method, we compare its performances on both unmodi-
fied and semi-simulated eeG recordings using publicly available datasets [Klados
and Bamidis 2016; Sweeney et al. 2012; Zhang et al. 2020]. Each dataset comprises
an artefacted eeG signal and a corresponding reference eeG signal used as ground
truth. Artefact detection labels are given as input to the different algorithms.
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Physiobank Motion Artefacts dataset [Goldberger et al. 2000; Sweeney et al.
2012]. This dataset contains 24 eeG recordings. The eeG signal was acquired by
two closely placed electrodes producing highly correlated signals. The cable of
one electrode was pulled at intervals of roughly 2 minutes to produce random arte-
facts, while the other electrode was kept still. Artefact removal can then be applied
on the signal produced by the contaminated electrode, while the other channel is
used as a ground truth reference. We filtered both channels in the range 0.1–100Hz
with a Butterworth forward-backward filter of order 4 and down sampled to 256Hz.
Labelling of the artefacts was performed by thresholding the difference between
the reference and the artefacted electrode. Recordings 10, 20, 21 were partially ex-
cluded after visual inspection revealed artefacts in the reference channel.

Semi-simulated eeG and electrooculogram (eOG) [Klados and Bamidis 2016].
This dataset contains 55 recordings from 19 eeG electrodes (200Hz) and an equal
number of eOG signals. The eOG signals are combined linearly to the eeG signal [Kla-
dos and Bamidis 2016] to produce artefacted recordings. We modified the dataset
to obtain 30 seconds recordings where the central 10 seconds are corrupted by eOG
and marked as an artefact. Recording 36 was excluded after visual inspection.

Denoise-Net [Zhang et al. 2020]. This dataset includes thousands of 2-second
epochs of eeG, eOG and electromyogram (eMG) recorded at 256Hz. We combined
the clean eeG epochs with eOG and eMG to produce simulated datasets with 3400
artefacted epochs. These epochs were produced by summing one second artefact
signal (eOG, eMG, or eOG+eMG) to the secondhalf of the clean epoch. The amplitude
of the artefact was rescaled to obtain signal to noise ratio (SNR) values in the range
−20–5 dB (figure 6.3). A limitation of this dataset is that the clean and artefacted
epochs are independent and there is no guarantee that they belong to the same
subject.

6.3.2 Performance metrics

We employed differentmetrics to evaluate the performances of the artefact removal
methods. Benchmarkswere runwith Python 3.9.7 on a Linuxworkstation equipped
with an Intel Xeon Gold 5218R CPU (2.10 GHz).

Change in signal to noise ratio. We define the metric ΔSNR as the change in the
SNR before and after artefact removal. We only consider the signal epochs which
were labelledas artefacted. The calculationof ΔSNR isdefinedas [Sweeney,McLoone,
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and Ward 2012]:

SNRbefore = 10 log10
Var(x0)

Var(x(art) − x0)
, (6.14)

SNRafter = 10 log10
Var(x0)

Var(x(corr) − x0)
, (6.15)

ΔSNR = SNRafter − SNRbefore, (6.16)

where Var(·) is the variance estimator, x0 is the ground truth signal, x(art) is the
artefacted signal, and x(corr) is the signal obtained after artefact removal.

Normalized mean squared error. The normalized mean-squared error (NMSe),
in decibels, is defined as:

NMSe = 10 log10

∑

i

∣
∣
∣x(corr)i − x0,i

∣
∣
∣

2

∑

i |x0,i|2
, (6.17)

where xi is the i-th sample of the signal x. Similarly to the definition of ΔSNR, we
only consider signal epochs which are labelled as artefacted.

Change in correlation. We defined the change in correlation ΔR before and after
the artefact removal as:

ΔR = Rafter − Rbefore, (6.18)

where Rbefore and Rafter are the Pearson correlation coefficients between the ground
truth and the signal before and after artefact removal respectively.

Improvement in spectral coherence. Wedefined the improvement in coherence
Icoh before and after the artefact removal as:

Icoh =
Cafter − Cbefore
1− Cbefore

, (6.19)

where Cbefore and Cafter denote the average magnitude squared coherence estimates
in the 0–40Hz band, calculated between the ground truth and the signal before
and after artefact removal respectively.

Execution time. The execution time (see Table 6.2) was calculated using a sam-
ple of duration 30 s at 256Hz taken from the Physiobank dataset [Sweeney et al.
2012]. Each method was repeatedly applied to the same eeG sample, selecting the
fastest run out of 10. All methods except SUBAR were implemented in Python and
included in the published code. The original Matlab implementation provided by
the authors was used for the SUBAR method [Chavez et al. 2018].
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Figure 6.3 Noise reduction (ΔSNR) for varying level of simulated signal to noise ratio (SNR). A Simulated EMG dataset.
B Simulated EOG dataset.

6.3.3 Methods parameters

Wecompare (Table 6.1) ourproposedwavelet quantile normalizationmethodagainst
the classical wavelet thresholding and the SUBAR method [Chavez et al. 2018]. We
implement the wavelet thresholding as described in section 6.2.2, using the uni-
versal threshold defined in equation 6.5 separately for each decomposition level.
Estimation of the standard deviation σm values is obtained by the MAD estimator
σm = 1.4826 · median (|wm|). We report the results for both hard and soft thresh-
olding functions. The SUBAR method is applied on 30 s windows with no overlap-
ping, using 1000 surrogates. For all tested methods, we used the symlet wavelet
family with 5 vanishing moments [Daubechies 1992], as it was found to be suitable
for eeG artefact removal [Chavez et al. 2018] and allows us to perform a direct com-
parison with the SUBAR method. In all cases, the correction was only applied on
regions which were labelled as artefactual. eMD–CCA and eMD–ICA were imple-
mented according to [Sweeney, McLoone, and Ward 2012]. Up to 10 intrinsic mode
functions were obtained from eMD and used as input for the CCA or ICA source sepa-
ration. Artefactual sources were removed according to the methodology described
in [Sweeney, McLoone, and Ward 2012]: sources which, upon removal, increased
the correlation to the reference signal were considered artefactual and thus sup-
pressed. While this method cannot be employed in practice, since the reference
signal is unknown, it ensures that the effectiveness of artefact removal is indepen-
dent of the source classification strategy.

6.4 Results and Discussion
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Dataset Method ΔSNR NMSe ΔR Icoh

Motion Artefacts
[Sweeney et al. 2012]

WQN (ours) 16.57 0.66 0.51 0.27
WT-hard (equation 6.6) 13.25 4.05 0.43 0.13
WT-soft (equation 6.7) 7.60 9.69 0.22 0.10
SUBAR [Chavez et al. 2018] 0.95 16.28 0.02 0.04
eMD–ICA[Sweeney, McLoone, and Ward 2012] 7.45 9.80 0.25 0.04
eMD–CCA [Sweeney, McLoone, and Ward 2012] 5.56 11.69 0.18 0.05

Semi-simulated eOG
[Klados and Bamidis 2016]

WQN 6.13 -5.80 0.06 0.18
WT-hard 3.32 -2.97 0.03 0.11
WT-soft 1.55 -1.22 0.01 0.15
SUBAR 1.72 -1.39 -0.01 -1.06
eMD–ICA 2.08 -1.76 0.03 -0.02
eMD–CCA 2.35 -2.03 0.03 0.02

Denoise-Net eMG
[Zhang et al. 2020]

WQN 17.84 2.67 0.46 0.26
WT-hard 13.90 6.48 0.34 0.19
WT-soft 8.28 11.85 0.18 0.05
SUBAR 2.43 17.62 0.04 0.03
eMD–ICA 3.17 16.90 0.10 0.00
eMD–CCA 5.35 14.96 0.14 0.01

Denoise-Net eOG
[Zhang et al. 2020]

WQN 12.48 10.41 0.24 0.24
WT-hard 7.81 13.95 0.17 0.30
WT-soft 3.08 18.39 0.05 0.17
SUBAR 0.65 20.83 0.00 0.21
eMD–ICA 4.31 17.36 0.15 -0.10
eMD–CCA 5.83 16.10 0.18 -0.03

Denoise-Net eOG+eMG
[Zhang et al. 2020]

WQN 13.47 9.20 0.25 0.23
WT-hard 8.46 13.13 0.16 0.17
WT-soft 4.05 17.28 0.06 0.05
SUBAR 1.24 19.90 0.01 0.04
eMD–ICA 2.25 18.55 0.08 0.00
eMD–CCA 2.93 18.02 0.10 0.01

Table 6.1 Result of validation on different datasets. For the proposed WQN method, wavelet hard thresholding (WT-hard),
wavelet soft thresholding (WT-soft), SUBAR, EMD–ICA, and EMD–CCA methods. The values are obtained by averaging over all
recordings in a dataset. ΔSNR and NMSE values are in dB. The best performance for each metric is highlighted in black.
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6.4.1 Artefact removal effectiveness

To validate the effectiveness of the WQNmethodwe benchmarked it against alterna-
tive artefact removal algorithms which are suitable for single-channel eeG record-
ings: wavelet thresholding (with both soft and hard thresholding functions), eMD–
ICA, eMD–CCA [Sweeney, McLoone, and Ward 2012], and surrogate-based artefact
removal (SUBAR) [Chavez et al. 2018]. We included artefacts of different nature
(movement, ocular, muscular) using datasets of semi-simulated and real eeGs (sec-
tion 6.3.1), whereweusedaground truth signal to evaluate theperformances of arte-
fact removal algorithms. We quantified the reduction of artefactual components us-
ing the normalized mean squared error (NMSe), the gain in SNR (ΔSNR), the change
in correlation (ΔR), and the improvement in spectral coherence (Icoh), obtained by
comparing the output of the artefact removal algorithms to the ground truth signal
(section 6.3.2). We note that in some cases, an algorithm can show an improvement
in terms of ΔSNR and NMSe but at the same time destroy the structure of the signal,
losing the information content of the data. This is particularly the case for high-
power artefacts. To avoid this effect, we consider the change in correlation (ΔR)
and coherence (Icoh) as well as NMSe and ΔSNR. Since a degradation of the signal
will coincide with a lower correlation to the ground truth, we consider that a simul-
taneous improvement in ΔSNR, ΔR, and Icoh is a solid indication of reliable artefact
removal. In particular, improvement of coherence allows detecting possible spec-
tral distortions introduced by the artefact removal.

We found that WQN performed better among the testedmethods in terms of SNR
and NMSe, producing the highest increase to signal to noise ratio (ΔSNR) and the
lowest normalized mean squared error on all datasets. WQN also outperformed the
other methods in terms of improvement of the correlation and coherence, confirm-
ing absence of information loss or spectral distortion. For the tested data, the per-
formances of the SUBAR method were lower to those of wavelet thresholding. This
result can be understood because the SUBAR was designed to remove short, iso-
lated artefacts and was reported to be ill-suited for large eOG artefacts [Chavez et
al. 2018]. EMD–ICA and eMD–CCA showed better performances in removing ocular
and motion artefacts, but were significantly outperformed by wavelet-based meth-
ods in the case of high-frequency muscular artefacts. This result confirms that ICA
and similar BSS methods might not be optimal in removing eMG activity [Muthuku-
maraswamy 2013; Urigüen and Garcia-Zapirain 2015]. Our tests also revealed prob-
lems in the convergence of the FastICA algorithmwhen applied to the 2-second eeG
samples from the Denoise-Net data, highlighting the limitations of this method for
short time windows. The benchmark results are shown in Table 6.1.

We then investigatedhow theperformancesdependon the initial signal-to-noise
level. To test this, we rescaled the amplitude of the artefacts in the Denoise-Net
datasets (see section 6.3.1) to obtain SNRs between−20 dB (large, powerful artefacts)
and 5 dB (small artefacts). In Figure 6.3 we show the ΔSNR for the various initial SNR
values onmuscular and ocular artefacts. WQN consistently outperformed the other
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Method Computational Complexity Execution Time

Wavelet thresholding O (MN) 3ms

WQN (ours) O (MN+ KartNart logNart) 2ms

eMD–CCA O
(
MN+M2N

)
[Flandrin et al. 2013] 314ms

eMD–ICA (FastICA) O
(
MN+ KitM2N

)
[Flandrin et al. 2013; Zarzoso, Comon, and Kallel 2006] 419ms

SUBAR O (Ksu Kit N logN) [Chavez et al. 2018] 31.1 s

Table 6.2 Computational costs for a signal of lengthNusingM levels of decompositions. The execution time is the empirical
CPU time required to analyse 30 s EEG signal at 256Hz.

methods in the case of muscular artefacts, showing higher ΔSNR for all initial SNR
levels. In this case, SUBAR outperformed soft wavelet thresholding for weak mus-
cular artefacts (figure 6.3 A). For ocular artefacts, eMD-based methods and WQN
showed the best performances, with WQN significantly outperforming other meth-
ods for low SNRs (< −10 dB).

In figure 6.4 we show three examples of corrected artefacts obtained with the
WQN method: motion artefact (figure 6.4 A), eye blink (figure 6.4 B), and muscular
activity (figure 6.4 C). The results show a significant reduction of the artefacts with-
out distortion of the eeG signal, highlighting the flexibility and robustness of the
proposed method.

6.4.2 Computational complexity

We consider a single-channel eeG signal of length N samples. The computational
complexity of an M-level discrete wavelet transform isO(MN) [Mallat 1989; Safied-
dine et al. 2012]. Inwavelet thresholding algorithms, the threshold value is typically
fixed beforehand or can be determined in O(N) time based on the signal statistics
(such as the universal thresholding presented in equation 6.5). Thus, the leading
term in computational complexity isO(MN) of the DWT decomposition.

A similar result holds for the proposed WQN algorithm. The M-level DWT can be
performed inO(MN) operations. For an artefact of length Nart, the empirical cumu-
lativedistribution is obtainedby sorting the coefficientswith a cost ofO(Nart logNart).
The total computational complexity can thus be given asO(MN + KartNart logNart)

for Kart artefacts of maximum length Nart. Since the number and length of artefacts
is typically limited, the computational complexity will be dominated by theO(MN)
term. In practice, the WQN algorithm can be faster thanWT since the DWT has to be
computed only on short fragments of the signal around the artefact.

In the SUBAR method [Chavez et al. 2018] the leading term of computational
complexity comes from the generation of Fourier surrogates via iterative amplitude
adjusted Fourier transform (IAAfT) [Schreiber and Schmitz 1996]. Each iteration of
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the IAAfT algorithm requires the computation of Fourier transform and sorting of
the coefficients, with both operations requiringO(N logN) time. The generation of
Ksu surrogates has thus a computational complexity ofO(Ksu Kit N logN)where Kit
is the number of iterations of IAAfT.

eMD-basedmethods such as eMD–ICA and eMD–CCA require the decomposition
of the signal as a sum of intrinsic mode functions (IMfs). Although eMD is com-
monly reported to be computationally demanding [Wang et al. 2014], its order of
complexity isO(N logN) [Flandrin, Rilling, and Goncalves 2004; Wang et al. 2014].
Moreover, if only the first M IMfs are considered, the complexity becomes O(MN)
[Safieddine et al. 2012; Wang et al. 2014], making it equivalent to the M-level DWT.
In our empirical measures of the CPU time (table 6.2), the eMD-based algorithms
remain significantly slower than wavelet decomposition (∼300ms versus 3ms re-
spectively). ICA is commonly implemented via the FastICA algorithm which has
computational cost O(KitM2N) [Safieddine et al. 2012; Zarzoso, Comon, and Kallel
2006] where Kit is the number of algorithm iterations. CCA can be efficiently im-
plemented by singular value decomposition with complexityO(M2N) and typically
outperforms ICA [Borga and Knutsson 2001; Sweeney, McLoone, and Ward 2012].

We then compared the performances of practical implementations of the algo-
rithmsbymeasuring theCPU time required to analyse a 30-secondeeG sample taken
from the Physiobank dataset [Sweeney et al. 2012]. WQN and wavelet threshold-
ing showed similar performances (2ms and 3ms respectively) and were superior to
eMD-based and SUBAR algorithms (314ms for eMD–CCA, 419ms for eMD–ICA, and
31 s for SUBAR).

In conclusion, we found that the computational cost of the WQNmethod is com-
parable to that of wavelet thresholding and that both are significantly faster than
eMD and surrogate-based methods. The computational complexity and the CPU ex-
ecution time for each algorithm are summarized in Table 6.2.

6.4.3 Application to anaesthesia monitoring

We present an application of WQN to the monitoring of general anaesthesia. In this
context, spectral measures of the eeG such as the spectral edge frequency (Sef) or
the alpha-to-delta ratio (ADR) are routinely used by anaesthesiologists to control
the depth of anaesthesia. Artefacts caused by inadvertent motion of the electrodes
can alter the signal spectrum and make these measures unreliable (figure 6.5 A–B).
Depending on the duration of the time window on which the spectrum is calcu-
lated, a single artefact can affect the output of the monitoring for up to one minute.
In figure 6.5 we present an example of the eeG spectrogram of a patient during the
maintenance phase of general anaesthesia, showing how artefacts (purple arrows)
can negatively affect the calculation of the Sef95 (figure 6.5 B). WQN can be used
to recover a corrected spectrum (figure 6.5 C) and to obtain a more robust estima-
tion of spectral measures such as the SEF, improving the reliability of anaesthesia
monitoring.
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Figure 6.4 Example of artefact removal via WQN (original signal in black, corrected signal
in blue). A Motion artefact. B Eye blink artefact. C Muscular artefact (EMG). (The sam-
ples were obtained from datasets [Agarwal and Sivakumar 2019; Cattan, Rodrigues, and
Congedo 2018; Sweeney et al. 2012].)
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Figure 6.5 Example of artefact
removal for EEG during anaesthe-
sia. A Original EEG (black line)
and WQN-corrected EEG (blue
line) of a patient under general
anaesthesia. B Spectrogram and
spectral edge frequency at 95%
(SEF95, black line). Artefacts
are visibly contaminating the
spectrum (purple arrows) and
corrupting the SEF95 calculation.
C Spectrogram and SEF95 after
artefacts were removed using
wavelet quantile normalization.
The EEG signal was extracted
from the VitalDB dataset [Lee
and Jung 2018].
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6.4.4 Limitations of the proposed method

The WQN method assumes gradual change of the brain activity, suppressing pat-
terns which are associated to abrupt power changes. While this proved to be effec-
tive for several types of artefacts (table 6.1), the assumption cannot be extended to
contexts where artefacts are associated to other transient activity. An example is
represented by epileptic seizures which provoke sudden changes in the eeG power
due to abnormal brain activity and are simultaneously associated to muscular or
movement artefacts. Application of WQN in these cases would attenuate the epilep-
tic patterns together with the artefactual components, potentially causing loss of
important clinical information. Overcoming this limitation would require a spa-
tiotemporal model to separate abnormal patterns of epileptic and artefactual ori-
gin [Hartmann et al. 2014], an issue closely related to the detection and classifica-
tion of epileptic seizures.

6.5 Conclusions
In this work we presented and validated an artefact removal algorithm which can
operate on single-channel eeG. The proposed WQN method is data-driven and re-
quires no auxiliary input, parameter tuning or anyhuman intervention. In our tests,
WQN consistently outperformed comparable algorithms when applied on artefacts
of different nature (table 6.1, figures 6.3 and 6.4) and for different signal-to-noise
ratios. Moreover, we showed that the proposed algorithm has a similar computa-
tional cost to wavelet thresholding algorithms and that its performances are com-
patible with real-time applications. The characteristics of the method make it par-
ticularly suited for anaesthesia monitoring and other special care unit applications
where only few electrodes are available and analysis has to be performed in real-
time.

Wepresentedanexampleof application togeneral anaesthesia (figure 6.5), show-
ing how theWQNmethod could be used to improve the reliability of eeGmonitoring.
Futurework includes the development and integration of an artefact detection algo-
rithm,makingWQNa fully automated technique to reduce artefacts inunsupervised
eeG devices.
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6.A Probability transformation
Consider a random variable X, with probability density function fX, i.e. X ∼ fX. We
would like to generate random variables distributed as fY, i.e. we want to find a
monotonic transformation T such that Y = T(X) ∼ fY. We obtain T in two steps.
First, using the probability integral transform, we map X to a uniform random vari-
able U = FX(X) ∼ Uniform(0, 1), where FX is the cumulative density function of X.
Then, with the inverse integral transformwemapU toY, obtainingY = F−1Y (U) ∼ fY.
Combining the two steps, we finally define

T = F−1Y ◦ FX. (6.20)

The validity of this result can be easily verified by checking that the cumulative
density function of T(X) is indeed FY:

P {T(X) ≤ y} = P
{
X ≤ T−1(y)

}
= P

{
X ≤ F−1X (FY(y))

}

= FX(F−1X (FY(y))) = FY(y).
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CHAPTER 7

Properties of the WQN algorithm

This last chapter supplements the previous one by providing some hints about the
future direction of our work the on wavelet quantile normalization (WQN) algorithm.
The content has been readapted from a conference proceedings proposal I have re-
cently submitted in collaboration with Stéphane Jaffard (LAMA, Université Paris-Est
Créteil) and David Holcman.1 For this reason, there is a certain amount of repeti-
tion (e.g. in the definition of the WQN algorithm). The reader can directly skip to
section 7.3, but I maintained the introductory section for completeness and coher-
ence of notation. While the WQN method was developed empirically, here we try to
develop a more precise intuition of why the algorithm works, and what differenti-
ates it from traditional wavelet thresholding.

This chapter was adapted from “WQN-transport algorithm to adaptively correct ar-
tifacts in the EEG signal”, by Matteo Dora, Stéphane Jaffard, and David Holcman,
submitted to the 30th European Signal Processing Conference (EUSIPCO 2022).

7.1 Introduction

Context. Real-timeartefact removal inbrain time series suchas electroencephalo-
gram (electroencephalography (eeG)) poses a general challenge to signal process-
ing: how to suppress transient large amplitude artefacts without irreparably alter-
ing the statistical properties of the underlying signal? This situation is in contrast
with traditional denoising approaches, which are designed to remove small addi-
tive noise which contaminates the signal. For this latter class of problems, wavelet-
based methods [Averbuch, Lazar, and Israeli 1996; Buades, Coll, and Morel 2010;
Donoho et al. 1995; Jaffard, Meyer, and Ryan 2001; Meyer 1992] have been shown to
be very effective at identifying multiscale time-frequency patterns, allowing to sep-
arate signal fromnoise. Thewavelet transform (WT) is now commonly used inmany
applications ranging from images [Averbuch, Lazar, and Israeli 1996], audio [Omer
and Torrésani 2017], to physiological signals [Ciuciu et al. 2008; Le Van Quyen and
Bragin 2007; Lina et al. 2014; Unser and Aldroubi 1996; Worrell et al. 2012].
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During general anaesthesia, real-time monitoring of the eeG signal provides
continuous feedback about the depth of anaesthesia, allowing to control the anaes-
thetic dose required to keep the patient in a safe sleep state. Anaesthesia monitor-
ing machines are generally based on spectral features computed on time windows
of 20–40 s [Fahy and Chau 2018]. When artefacts are detected, the output is sus-
pended, preventing possible incorrect feedback but at the same time removing fun-
damental informationabout the state of thepatient. Beingable to continuously sup-
press transient artefacts, preserving the statistical properties of the signal, would
thus allow a smoother monitoring.

Related works. Wavelet methods based on thresholding of small wavelet coeffi-
cients have been classically used to remove small amplitude noise with low compu-
tational cost. However, this approach requires to define the statistical properties of
the signals in order to obtain a clear separation of the signal from noise [Urigüen
and Garcia-Zapirain 2015]. Various methods have been proposed to optimally de-
fine threshold values based on these statistical properties [Donoho and Johnstone
1998; Donoho et al. 1995], focusing on signals contaminated by small additivewhite
noise. The wavelet thresholding approach has been adapted to remove artefacts
from eeG [Chavez et al. 2018; Inuso et al. 2007; Krishnaveni et al. 2006] but with op-
posite assumptions: the physiological signal is represented by a small-amplitude,
stationary process which is corrupted by large and isolated artefacts. Contrary to
traditionalwavelet thresholding, artefact removal is obtainedby suppressinga small
number of largewavelet coefficients. Comparing the statistical properties ofwavelet
thresholding and WQN will allow to better understand how this latter algorithm
works.

Goal, contribution, and outline. In this chapter, we analyse the WQN algorithm
thatwe recently introduced [Dora andHolcman2022] to removeartefacts fromsingle-
channel eeGs for real-time clinical monitoring. After having briefly recalled the
WQN algorithm (in section 7.2), in section 7.3 we present wavelet coefficients statis-
tics for two classes of eeG artefacts and compare them to those of physiological eeG.
Then, in section 7.4, we compare the WQN to wavelet thresholding methods, show-
ing how the latter can cause significant alteration of the coefficient statistics when
they are employed backwards by suppressing large coefficients. In section 7.5 we
study the regularity properties of the WQN algorithm, showing that it cannot intro-
duce unwanted singularities in the signal. Finally, in section 7.6, we discuss the ap-
plication of WQN to remove artefact from eeG in the operating room. Uninterrupted
monitoring of these statistics can provide a continuous guidance for anaesthetists
in taking the relevant decisions.
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7.2 WQN algorithm
The wavelet quantile normalization (WQN) transport algorithm [Dora and Holcman
2022] allows eliminating transient artefacts [Schomer and Da Silva 2012; Tatum et
al. 2011] from single-channel eeGs. Themethod consists in normalizing the wavelet
coefficients of artefacted intervals using temporally adjacent uncontaminated sig-
nal as a reference. The artefacted and reference signals are decomposed with an
M-level discrete wavelet transform (DWT) defined as [Daubechies 1992]:

x(t) =
M∑

m=1

∑

n
cm,n ψm,n(t) +

∑

n
cM+1,n φM,n(t), (7.1)

whereψm,n (t) = 2−m/2 ψ (2−m t− n),φm,n (t) = 2−m/2 φ (2−m t− n), representwavelet
and scaling functions, and cM+1,n =

〈
x,φM,n

〉
, cm≤M,n =

〈
x,ψm,n

〉
are the approxi-

mation and detail coefficients.
For each levelm, the coefficients c(art)m , c(ref)m are used to compute the empirical cumu-
lative density functions (CDF) F(ref)m , F(art)m of the coefficients amplitude for artefacted
and reference signal respectively:

Fm(x) =
1
Nm

Nm∑

n=1
1|cm,n|< x, (7.2)

where Nm indicates the number of coefficients and 1|c|< x is the indicator function
which takes value 1 if |c| < x and0 otherwise. Thewavelet coefficients cartm are trans-
formed such that the distribution of their amplitude matches that of the reference
segment, via the mapping Tm defined as

Tm(x) = F(ref)−1m

(

F(art)m (x)
)

, (7.3)

where F(ref)−1m indicates the generalized inverse of F(ref)m (in the sense of completed
graphs for discontinuous increasing functions, see figure 7.1). This mapping trans-
ports the amplitude distribution of c(art)m to the distribution of the reference signal.
Finally, the normalization function

λm(c) = sgn(c) ·min {|c| , Tm (|c|)} , (7.4)

maps a coefficient c from c(art)m to its possibly attenuated value. Equation 7.4 en-
sures that the norm of wavelet coefficients is never increased, a key requirement to
guarantee the regularity of the algorithm as we will see in Sec. 7.5. The corrected
coefficients are defined by

c(corr)m,n = λm
(

c(art)m,n

)

, m = 1,… ,M+ 1. (7.5)

The corrected version of the artefacted segment is obtained by inverting the DWT
using the corrected coefficients

x(corr)(t) =
M∑

m=1

∑

n
c(corr)m,n ψm,n(t) +

∑

n
c(corr)M+1,n φM,n(t). (7.6)
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CHAPTER 7. PROPERTIES OF THE WQN ALGORITHM

To illustratehow theWQN-algorithmperforms,weaddedanelectrooculogram (eOG)
artefact to an eeG (figure 7.1 A) showing how wavelet coefficients are transported
from the artefacteddistribution to the reference (figure 7.1 B). The single-level coeffi-
cient mapping (figure 7.1 B) illustrates how the algorithm adapts to different scales.

7.3 Statistics of eeG and artefact signals

We further studied the distributions of thewavelet coefficients of the eeG signal and
compared them to artefacts generated by eye movement (eOG) and muscular activ-
ity (eMG). We decomposed 2-second signals from the Denoise-Net dataset [Zhang
et al. 2020] using a symlet wavelet with 5 vanishing moments to obtain the coeffi-
cient distributions for each scale (Fig. 7.2). Interestingly, the wavelet coefficients
of the unperturbed eeG can be well described by generalized Gaussian distribu-
tions (f(x) = β

2αΓ(1/β) exp
[

−(|x|/α)β
]

) with shape parameter β between 1.5 and 2
(i.e. a standard Gaussian). This is in contrast with the coefficient distribution of
the artefacted epochs. In eOG, non-zero coefficients are concentrated in the low fre-
quency scale (level c5); their distribution is peaked around small coefficients and
shows a clear deviation from a generalized Gaussian due to skewness (Fig. 7.2, sec-
ond column). In eMG, non-zero coefficients span several scales (Fig. 7.2, third col-
umn), similarly to the eeG, but they have a peaked distribution (with β close to 1,
i.e. Laplace distribution). In summary, when the WQN algorithm is applied on eeG
signals perturbed by additive artefacts, it will transport the coefficients from the
eeG + eOG/eMG into an eeG-like distribution, allowing to restore the right statistics
for the wavelet coefficients.

We conclude that the WQN algorithm can map artefacted signals to the smooth
eeG distribution and thus remove possible jumps in the energy introduced by the
artefacts, which are the cause of the monitoring issues we discuss below.

7.4 WQN versus wavelet thresholding

We compared WQN algorithm with the wavelet thresholding methods that were ini-
tially introduced to denoise signals without smoothing sharp patterns. In this con-
text, the noisy component is assumed to have small wavelet coefficients, sharing
the same statistical properties at each scale. The algorithm is efficient if the sta-
tistical properties of the signal to be recovered strongly differ from the noise e.g.
if the wavelet coefficients of the signal form a sparse sequence (most of them al-
most vanish), and the non-zero coefficients are large. This situation is actually the
opposite to the one considered in eeG artefact removal, where the artefacts to be
eliminated have a sparse signature while the signal to be recovered presents the
homogeneous statistical properties of such a noise. However, wavelet threshold-
ing andwavelet shrinkage also have been used in such contexts [Chavez et al. 2018;
Inuso et al. 2007; Krishnaveni et al. 2006; Sweeney, Ward, and McLoone 2012] (but,
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Figure 7.1 WQN correction of an EOG artefact. A Reconstruction of the original signal based
on WQN (blue) from the artefacted signal (orange), compared to the original signal (black).
B Effect of the coefficient normalization at scales c4 and c5, showing the empirical CDF trans-
port (left) and the mapping of the wavelet coefficients (right). The algorithm adaptively
attenuates coefficients at the relevant scale c5, leaving c4 mostly unmodified, thus demon-
strating the relevance of a scale by scale procedure.
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Figure 7.2 Distribution of the wavelet coefficients for EEG, EOG, and electromyogram (EMG). The wavelet distribution for
the EEG signal can be well approximated by a centred generalized Gaussian distribution (dashed line), fitted by maximum-
likelihood [Varanasi and Aazhang 1989]. The statistics were computed on EEG, EOG, and EMG recordings taken from the
Denoise-Net dataset [Zhang et al. 2020]. Before computing the wavelet transform, each signal was normalized to have stan-
dard deviation equal to 1.

once the splitting has been performed, the noisy part is kept instead of the sparse
one); it is therefore enlightening to compare their performance with the WQN algo-
rithm. One drawback of both of these algorithms is that they are local in the wavelet
domain, i.e. each wavelet coefficient is modified independently of the other ones,
and therefore, they do not preserve the statistics of wavelet coefficients.

Non-local methods have been proposed (see e.g. block thresholding methods
[Antoniadis 2007]), but they have the drawback of not restoring the correct coef-
ficient statistics. This phenomenon has no negative impact when wavelet thresh-
olding and wavelet shrinkage are used for their initial purpose, i.e. to restore the
sparse part of the signal, but it becomes a major drawback when it is used for the
opposite purpose of restoring the noisy component; for instance, on the specific po-
sition where the eliminated artefact was localized in time, the wavelet coefficients
are set to 0, leading to inhomogeneities in the restored signal; one of the purposes
of the WQN algorithm is to circumvent this drawback by restoring everywhere the
correct anticipated statistics of the wavelet coefficients. As a consequence, it is not
local in the wavelet domain: the value attributed to a coefficient depends on the
whole statistic of coefficients at a given scale, and therefore the analysis of the reg-
ularity properties of the algorithm is more involved than for wavelet thresholding
and wavelet shrinkage.

At this stage, we decided to compare theWQN algorithmwith thewavelet thresh-
oldingmethods. To this aim, we consider hard and soft thresholding on thewavelet
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Figure 7.3 Example of artefact removal. A Comparison of wavelet hard-thresholding (HT), soft-thresholding (ST), and WQN
on a signal that has been corrupted by adding a square wave. The reference signal is a realization of a Brownian motion
process. B Distribution of the wavelet coefficients c5. The wavelet transport algorithm restores the right statistics of the EEG
data, in contradistinction with the hard and soft thresholding which generate spurious peaks in the histogram respectively
at the origin and at the threshold values.

coefficients w, defined by

λhard(w) = w 1|w|<θ (7.7)
λsoft(w) = sgn(w) min (|w|, θ) (7.8)

where θ is the threshold and 1 is the indicator function. To emulate a stationary sig-
nal we use a Brownian motion process. The distribution of the wavelet coefficients
is a centred Gaussian of variance 2sm and with short-range correlations (see [Flan-
drin 1992] for explicit values). We added a square wave to simulate an artefact.
We then applied the hard, soft thresholding and the WQN algorithm (figure 7.3 A):
while the reference and the signal restored by WQN have similar distributions, hard
thresholding projects most of the large coefficients to zero, creating a peak at 0 in
the distribution (Fig. 7.3B, pink), while the soft thresholding replaced them with
the threshold value, creating two peaks at values ±θ (figure 7.3 B, green). We con-
clude that the presence of various jump discontinuities leads to a large distribution
of wavelet coefficients with high values. HT and ST algorithms with a threshold
separating well the distribution of the artefact from the Brownian motion do not
preserve the coefficient distribution, contrary to the WQN algorithm.

The empirical difference between the artefacted and the reference wavelet coef-
ficient distribution seems sufficient to guarantee a good performance of the WQN al-
gorithm: indeed the artefact can usually be decomposed into a sparse set ofwavelet
coefficients, some with large values, associated with fast jumps or/and large fast
oscillation, leading to a long tail in the appropriate wavelet level distribution. The
large coefficients are then mapped back into the distribution of the reference, pos-
sibly increasing all coefficients by a small value.
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CHAPTER 7. PROPERTIES OF THE WQN ALGORITHM

7.5 Regularity properties of WQN
Akeyproperty ofwavelet bases is that, unlike the trigonometric systemor other clas-
sical bases, most classical functional spaces used in mathematical analysis, such
as Sobolev spaces Hs,p for 1 < p < ∞ or Besov spaces Bs,qp for 0 < p, q ≤ ∞, can
be characterized by conditions on their coefficients [Meyer 1992]; this is referred to
as the unconditional basis propertywhich plays a key role in statistics, see [Donoho
et al. 1995]. These spaces have a wavelet characterization which bears on the mod-
uli of the wavelet coefficients, and which is an increasing function of each of these
moduli. As an example, f ∈ Bs,qp if its wavelet coefficients satisfy the condition

(
∑

n
(2(1/p−1/2−s)m|cm,n|)

p
)1/p

∈ lq. (7.9)

Since, by construction, thewavelet-transport algorithm iswavelet decreasing (i.e. it
does not increase the size of the wavelet coefficients, see equation 7.4), the follow-
ing regularity property, also shared by the wavelet thresholding algorithms is satis-
fied: For 0 < p, q ≤ ∞, and for any s ∈ R, its maps functions of a Besov or Sobolev
space into the same space. Note that this boundedness property also holds in the
Sν spaces, which were introduced in [Jaffard 2004], and are defined by conditions
on the distributions of wavelet coefficients at each scale, and therefore supply a
functional setting particularly well-fitted to the study of the WQN-wavelet transport
algorithm. The same remark also applies to pointwise singularities, which can also
be characterized by conditions bearing on the moduli of the wavelet coefficients,
see e.g. [Jaffard 2006]. To conclude, the regularity property above guarantees that
the WQN algorithm does not introduce unwanted singularities, but on the contrary
smooths a signal contaminated by a sparse, highly non-Gaussian artefact.

7.6 WQN to remove artefacts in real-time monitoring
We discuss now a direct application of the WQN algorithm to remove artefacts lo-
cated in an eeG signal. An artefact can last few seconds, but can contaminate com-
putations in a longer time interval of tens of seconds. This is usually the case when
the spectrogram is computed over a sliding window with a typical width of 20 to
40 seconds. The artefact is visible on the spectrogram, with a large spread of the
frequencies (Fig. 7.4A), compromising the quality of estimations. In some cases,
algorithms to evaluate the depth of anaesthesia such as the bispectral index (BIS)
simply stop processing the data, leading to blank epochs. To illustrate the perfor-
mance of WQN algorithm, we present artefacts that are corrupting the spectrogram
of an eeG recorded during general anaesthesia and consequently the computations
of parameters measuring the depth of sedation (Fig. 7.4A). After applying the WQN
algorithm, the artefacted regions present in the eeG and the spectrogram can be re-
stored (Fig. 7.4B). Indeed, the spectrogram now clearly shows a continuous alpha
band around 10 Hz.
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Figure 7.4 Example of restoring an EEG signal during general anaesthesia. A Spectrogram
and EEG with artefact (shaded intervals). Artefacts are corrupting the spectrogram calcula-
tion and consequently the computations of parameters measuring the depth of anaesthe-
sia. B Spectrogram and EEG after applying the WQN algorithm that has restored the arte-
facted regions. The spectrogram now clearly shows a continuous alpha band around 10Hz.
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CHAPTER 7. PROPERTIES OF THE WQN ALGORITHM

7.7 Conclusions
TheWQNalgorithmallows replacinganartefacted epochbya corrected signal,where
the wavelet coefficient distribution is similar to the reference eeG. In contrast with
hard and soft thresholding methods, this algorithm does not require a threshold to
be chosen. In addition, it performs well on eeG signal recorded during anaesthe-
sia as there is usually an energy gap between the artefacts (characterized by large
jumps and sudden fast oscillations) and the unperturbed eeG. As shown in the
present work, the corrected signal is smoother than the artefact. This property is
relevant because it allows direct automated computations fromon the corrected sig-
nal that can be used to measure the depth of anaesthesia. Clinical brain monitors
are often programmed to stop operating following the detection of an artefact, as
the artefact can undermine the computation of relevant parameters in the neigh-
bouring signal. We conclude that the WQN procedure could allow to improve the
continuity of monitoring and real-time computation of the parameters associated
to depth of sedation for general anaesthesia.
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Concluding remarks

My colleague, Fréd, likes to say that the conclusion section is just the same as the
introduction—but in the past tense. I will thus avoid the pointless exercise of re-
peating what has already been said (an overview of the main results can be found
at page x) and limit myself to a few very general remarks. What we have seen in
this thesis is how theoretical tools can complement experimental research. In some
cases, these tools improve our capacities by allowing us to see a little further ahead,
in the fog where we could not see before. In others, they assume amore fundamen-
tal and unique role, in bringing newperspectives that could not have been revealed
by any other mean. One surprising—albeit well known—aspect of all this is how di-
verse and apparently unrelated fields of applied research could be traced back to
a very limited family of theoretical methods. As we have seen, a few mathematical
descriptions recurrently emerged when describing different biological systems op-
erating at very different scales. Obviously, not much can be said about the origins
of this effectiveness and apparent universality. My idea, however, is that this has to
do with the ease of representation that the mathematical language provides. The
advantage of the theoretical world is that one does not have to account for hard
reality, and can instead work with malleable representations of the phenomena
under examination. Moving from one representation to the other takes very little
effort, usually in the form of few computations to get, for example, to a Fourier or
wavelet basis. This flexibility goes along with the fact that there always seems to be
a representation that makes our problems simpler. Moreover, some of these repre-
sentations can apparently seize profound structural patterns which are not limited
to the single phenomenon, but to a more universal class of systems. The desire to
understand representations at a more fundamental level is what I think will guide
me in my future route.
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Why is my verse so barren of new pride,
So far from variation or quick change?
Why with the time do I not glance aside
To new-found methods, and to compounds strange?
Why write I still all one, ever the same,
And keep invention in a noted weed,
That every word doth almost tell my name,
Showing their birth, and where they did proceed?
O know, sweet love, I always write of you,
And you and love are still my argument,
So all my best is dressing old words new,
Spending again what is already spent:

For as the sun is daily new and old,
So is my love still telling what is told.

—William Shakespeare, Sonnet 76
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ABSTRACT

This dissertation is an investigation of biological phenomena related to the brain by means of mathematical models and

quantitative methods. The leitmotiv of this work is the analysis of spatiotemporal series which naturally arise in biological

systems at different scales.

In the first part of the thesis, we study the finest of such scales. I analyse intracellular protein dynamics in the

endoplasmic reticulum (ER), an organelle of eukaryotic cells formed by a network of tubular membrane structures. The

ER plays a key role in protein transport, and its dysfunction has been associated with numerous diseases, including,

in particular, neurodegenerative disorders. Previous experimental observations suggested a possible deviation of ER

luminal transport compared to classical diffusion. Based on this hypothesis, I introduce a graph model to describe ER

protein dynamics. I analyse the model and develop numerical simulations, revealing a possible mechanism of aggregated

protein transport that deviates from purely diffusive motion.

Then, to further test the predictions of the model, we turn to the analysis of experimental data. While protein mo-

bility has been traditionally characterized by fluorescence imaging, the morphological characteristics of the ER pose new

challenges to a quantitative analysis of such small scale dynamics. To address these issues, I introduce a novel image

processing method to analyse ER dynamics based on photoactivatable fluorescent proteins. By joining analysis and

reduction of noise with automatic segmentation of the ER, the technique can provide a robust estimation of the timescale

of transport. Moreover, it allows us to characterize the spatial heterogeneity of the protein mixing process. I present and

compare results for luminal, membrane, and misfolded proteins in the ER.

In the second part of the dissertation, we study neuronal signals at coarser scales. First, at the scale of the sin-

gle neuron, I present a denoising method suitable for optical recording of single-cell activity in awake, behaving mice via

fluorescent voltage indicators. I show how it is possible to reduce instrumental and photon-counting noise in such time

series, allowing us to extract spike patterns at lower acquisition frequency. Such results enable simultaneous record-

ing of multiple cells, thus allowing to explore the correlation of spikes and voltage oscillations within ensembles of neurons.

Finally, in the last chapters, we reach the coarsest scale with the study of electroencephalograms (EEG) which

record the activity of the entire brain. Motivated by the applications of EEG in clinical monitoring, I introduce a new

wavelet-based method that can attenuate undesired artefacts which contaminate the recording of the physiological EEG

signal. The method is based on the remapping of the wavelet coefficients according to a reference distribution extracted

from clean portions of the EEG signal. This technique can provide a flexible alternative to traditional approaches such as

wavelet thresholding in the context of real-time clinical monitoring.

In conclusion, this thesis illustrates how an interdisciplinary approach combining experimental data with mathe-

matical modelling and signal processing can provide new tools for the understanding of a wide variety of biological

mechanisms, ranging from protein transport to EEG monitoring.
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Data analysis, signal processing, mathematical modelling, endoplasmic reticulum, neural time series, EEG



RÉSUMÉ

Cette thèse est une étude de phénomènes biologiques liés au cerveau à travers des modèles mathématiques et méthodes
quantitatives. Le leitmotiv de ce travail est l'analyse des séries spatio-temporelles qui apparaissent naturellement dans
les systèmes biologiques à différentes échelles.

La première partie de la thèse se penche sur l’échelle la plus fine. J’étudie la dynamique des protéines au sein
du réticulum endoplasmique (RE), un organite de la cellule eucaryote formé d’un réseau de structures membranaires
tubulaires. Le RE joue un rôle clé dans le transport des protéines et son dysfonctionnement a été associé à de
nombreuses maladies, dont notamment les troubles neurodégénératifs. Des observations expérimentales antérieures
ont suggéré une possible déviation du transport luminal du RE par rapport à la diffusion classique. Pour tester cette
hypothèse, j’introduis un modèle de réseau pour décrire la dynamique des protéines dans le RE. J’analyse le modèle
et développe des simulations numériques, en révélant un possible mécanisme de transport de protéines agrégées qui
s'écarte du mouvement purement diffusif.

Pour tester davantage les prédictions du modèle, nous nous tournons ensuite vers l'analyse des données expéri-
mentales. Alors que la mobilité des protéines a été traditionnellement caractérisée par l'imagerie par fluorescence, les
caractéristiques morphologiques du RE posent de nouveaux défis à une analyse quantitative d'une telle dynamique à
petite échelle. Pour résoudre ces problèmes, j’introduis une nouvelle méthode de traitement d'image pour analyser la
dynamique du RE basée sur des protéines fluorescentes photoactivables. Cette technique joint l'analyse et la réduction
du bruit à la segmentation automatique du RE, et peut fournir une estimation robuste de l'échelle de temps de transport.
Cela nous permet également de caractériser l'hétérogénéité spatiale du processus de mélange des protéines. Je
présente et compare les résultats pour les protéines luminales, membranaires et mal repliées dans le RE. Dans la
deuxième partie de la thèse, nous étudions les signaux neuronaux à des échelles supérieures. Tout d'abord, à l'échelle
du neurone, je présente une méthode de débruitage adaptée à l'enregistrement optique de l'activité unicellulaire chez
les souris éveillées via des indicateurs de voltage fluorescents. Je montre comment il est possible de réduire le bruit
instrumental et quantique dans de telles séries temporelles, ce qui permet d'extraire les potentiels d’action à une
fréquence d'acquisition plus faible. Ce résultat rend possible l'enregistrement simultané de plusieurs cellules, permettant
ainsi d'explorer la corrélation des pointes et des oscillations de voltage au sein d'un ensemble de neurones.

Enfin, dans les derniers chapitres, nous atteignons le niveau le plus global avec l'étude des électroencéphalo-
grammes (EEG), qui enregistrent l'activité de l'ensemble du cerveau. Motivés par les applications de l'EEG dans la
surveillance clinique, j’introduis une nouvelle méthode basée sur les ondelettes pour atténuer les artefacts indésirables
qui contaminent l'enregistrement du signal EEG physiologique. La méthode est basée sur le remappage des coefficients
d'ondelettes selon une distribution de référence extraite de portions propres du signal EEG. Notre technique peut fournir
une alternative flexible aux approches traditionnelles, comme le seuillage d'ondelettes, dans le contexte de la surveillance
clinique en temps réel.

En conclusion, cette thèse illustre la manière dont une approche interdisciplinaire combinant données expérimen-
tales, modélisation mathématique et traitement du signal peut fournir de nouveaux outils pour la compréhension d'une
large variété de mécanismes biologiques, allant du transport des protéines au suivi EEG.

MOTS CLÉS

Analyse des données, traitement du signal, modelisation mathématique, réticulum endoplasmique, séries
temporelles neuronales, EEG
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