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Abstract

Granular media are ubiquitous, from the soil we build our houses on to the beans we use to
make our coffee. The behavior of granular materials depends on a wide variety of properties
of the constituent particles, such as their size distribution, softness, coefficient of friction or
roughness, to list a few. It is not fully clear yet how each of these particle properties separately
influence the behavior of granular materials. Furthermore, experimentally testing the influence
of these properties is challenging, as changing one property tends to change others as well.
In this thesis, we describe a method to fabricate ensembles of particles with varying elastic
properties, while keeping other properties mainly unaffected, inside a microfluidic channel by
locally crosslinking a photosensitive solution. We studied the compaction of particles with
different softnesses by compressing them against a membrane using oscillatory flow. We found
that, regardless of the particle softness, the observed strain showed hysteretic behavior when
represented as a function of the imposed stress. While this hysteresis could be attributed to
the complex poro-elastic relaxation of the hydrogel particles, the hysteresis was found to be
persistent even at vanishing driving frequency, pointing towards a time-independent origin.
To delve into the possible microscopic origins of the hysteresis, we determined the interparticle
forces from the deformations of the soft particles. We found that the microscopic descriptors,
such as the coordination number and distribution of inter-particle forces followed the trends
described in literature. Furthermore, we found that the bulk deformation scales linearly with
the average deformation of the individual particles, and that the microscopic stress and bulk
deformation did not show any hysteresis. Lastly, we developed a new microfluidic hopper
to study the discharge of soft frictionless particles. We found that the discharge rate scaled
linearly with the driving force, unlike for dry granular hoppers. Clogging was only obtained
for very narrow orifice sizes, again in contrast to dry granular media. The experimental
methods described in this thesis can easily be adapted to systematically study other particle
properties. The precise control over the shape and size of the particles could be used to tune
the roughness of the particles, as an analogue to interparticle friction.
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Résumé

Les milieux granulaires sont omniprésents, qu’il s’agisse du sol sur lequel nous construisons
nos maisons ou des grains de café que nous utilisons. Le comportement des matériaux gran-
ulaires dépend d’une grande variété de propriétés des particules constitutives, telles que leur
distribution de taille, leur rigidité, leur coefficient de frottement ou leur rugosité, pour n’en
citer que quelques-unes. La manière dont chacune de ces propriétés influence séparément
le comportement des matériaux granulaires n’est pas claire. De plus, tester expérimentale-
ment l’influence de ces propriétés séparément est un défi, car la modification d’une propriété
tend à modifier les autres également. Dans cette thèse, nous décrivons une méthode pour
fabriquer des ensembles de particules avec des propriétés élastiques variables, sans affecter
les autres propriétés, à l’intérieur d’un canal microfluidique en réticulant localement une so-
lution photosensible. Nous avons étudié le compactage de particules ayant des propriétés
élastiques différentes en les comprimant à l’aide d’un flux oscillant contre une membrane
semi-perméable. Nous avons constaté que, quelle que soit la rigidité des particules, la dé-
formation observée présentait un comportement hystérétique lorsqu’elle était représentée en
fonction de la contrainte imposée. Alors que cette hystérésis pourrait être attribuée à la relax-
ation poro-élastique complexe des particules d’hydrogel, l’hystérésis s’est avérée persistante
même lorsque la fréquence d’entraînement est nulle, ce qui indique une origine indépendante
du temps. Pour approfondir les origines microscopiques possibles de l’hystérésis, nous avons
déterminé les forces interparticulaires à partir des déformations des particules molles. Nous
avons constaté que les quantités microscopiques, telles que le nombre de coordination et la
distribution des forces interparticulaires, suivaient les tendances décrites dans la littérature.
Nous avons découvert que la contrainte microscopique et la déformation globale ne présen-
taient pas d’hystérésis. En outre, nous avons constaté que la déformation globale s’échelonne
linéairement avec la déformation moyenne des particules individuelles. Enfin, nous avons mis
au point une nouvelle trémie microfluidique pour étudier la décharge de particules molles sans
frottement. Nous avons constaté que le taux de décharge s’échelonnait linéairement avec la
force motrice, contrairement aux trémies des granulaires secs. Le colmatage n’a été obtenu
que pour des tailles d’orifice très étroites, là encore contrairement aux milieux granulaires
secs. Les méthodes expérimentales décrites dans cette thèse peuvent facilement être adaptées
pour étudier systématiquement d’autres propriétés des particules. Le contrôle précis de la
forme et de la taille des particules pourrait être utilisé pour ajuster la rugosité des particules,
en tant qu’analogue à la friction interparticulaire.

Mots-clés : Granulaire, microfluidique, rigidité, hydrogel, suspension, trémie, entonnoir,
compactage
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Chapter 1

Introduction

In this chapter, we will lay the foundation on which this thesis is build. First, we will give
a brief overview of the tangible world and interesting phenomena involving granular media,
and how environmental effects can change the behavior of granular media.

This is followed by a brief overview on the influence of certain particle properties, including
particle softness, on the behavior of entire packings from a numerical and experimental point
of view.

Next, we will introduce the method to fabricate particles with varying softnesses inside
microfluidic channels, on which our experiments are based.

Lastly, we will give a chapter by chapter overview of the contents of the thesis. This starts
with a chapter about the experimental setup, data collection and image analysis algorithms
developed. This is followed by a chapter on the compaction of a 2D packing of granular
materials from a rheological point-of-view, and a chapter on the compaction from a micro-
mechanical point-of-view. The next chapter will be on the discharge of hydrogel particles of
varying sizes and softness in a microfluidic hopper. Lastly, we will give an overview of the
main conclusions, and interesting research opportunities for the future.
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2 Chapter 1. Introduction

We’re all familiar with sand, whether it reminds us of playing in the sandbox when we
were kids, or the family trips to the beach in the summer. If you have a closer look around,
granular materials (i.e. materials consisting of many small particles/grains) are everywhere.
In industry, granular materials are also ubiquitous, as they are the second most handled
material by weight, only surpassed by water [1].

In classical continuum mechanics, there are two main classes of materials: solids, which
have a finite deformation upon an imposed load, and fluids, which have a finite deformation
rate upon an imposed load. This distinction is, however, less clear for granular materials.
Imagine walking on the beach, like the beach of Noordwijk aan Bee (Figure 1.1A). Stepping
on the sandbed causes your foot to displace some sand, akin to how your foot would displace
water when dipped in a pool. However, after displacing a small amount of sand (orders
of magnitude less than predicted by Archimedes’ principle of buoyancy), no more sand is
displaced and the sandbed feels solid. Within one step, you experience both the fluid- and
solid-like character of granular materials. Furthermore, as you keep walking towards the water,
the sandbed suddenly becomes much darker, and the sandbed hardly deforms at all (Figure
1.1A). It turns out that the behavior of sand highly depends on its environment. Since the
grains don’t perfectly fill the space, and instead leave voids, a small amount of water is able
to permeate into the sandbed. The water will form capillary bridges between the particles,
causing them to "stick" together (Figure 1.1B) [2–4]. Walking closer to the water, the grains
are completely encompassed by water, resulting in a suspension that flows like a liquid.

Figure 1.1: A) Picture of the beach of Noordwijk aan Zee in the Netherlands. On the left, one can
see the loose (light) sand. Closer to the beach, marked by a clear transition in color, is the harder
sandbed. Any copyright to this image belongs to Mandy Spitters. B) Glass spheres with an average
diameter of 375 µm, with the capillary bridges in fluorescently labelled. Figure taken from [4]

In their seminal paper, Liu and Nagel [5] proposed a unifying phase diagram for granular
materials and thermally agitated particulate systems, called glasses, which are well described
by statistical mechanics (Figure 1.2A) [6]. At high temperatures, glasses behave like liquids
(upper part of the red plane in Figure 1.2A). The particles move in straight lines until they
collide (ballistic regime), and slip past each other between these collisions (diffusive regime).
However, when cooled to a critical temperature, the energy of the particles is no longer enough
for the particles to diffuse and each particle is caged by its neighbors. This regime is called
the glass regime. It is at this point that the system ceases to flow (like a liquid would) and
can sustain a finite load (like a solid would).

Inspired by this transition from liquid to solid, Liu and Nagel [5] proposed that a granular
material is just a glass at zero temperature. Therefore, to withstand a finite load, the grains
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Figure 1.2: A) Phase diagram of jammed systems. Image taken from [5]. B) Landslide at La Conchita,
California (1995). Image taken from [7] C) Alignment of elongated particles during the discharge from
a hopper. Image taken from [8]

should be "jammed" together, hence the transition from liquid to solid is called the jamming
transition. Where in glasses, thermal energy is driving the particles into the liquid regime,
mechanical load was proposed as the mechanism behind the liquefaction of granular materials.
If the (local) load is higher than a threshold, the yield stress, the particles will slip past each
other and flow.

The last element to jamming is the density, particles can only sustain a load once they
touch, otherwise they would just displace. At higher density, the system should be more
jammed, hence the third axis scales as the inverse of the density.

Coming back to the beach example. At first, the sandbed is jammed, as it is able to sustain
its own weight. Once the sandbed is stepped on, locally the load exceeds the yield stress and
the sand starts to flow. Upon deformation, new particle contacts are made, spreading the
load over more particles. At a certain point, the load is spread out over enough particles such
that the local load no longer exceeds the yield stress, and the sandbed behaves like a solid
again. Moving closer to the water, the attractive interactions caused by the capillary bridges
increase the yield stress, which leads to less deformation. Moving into the water, the grains
can be suspended in the water, breaking the particle contacts and effectively fluidizing the
system.

Unlike ordinary solids, which spread out the load equally over the entire contact area,
most of the load imposed on a granular material is carried by a small number of particles.
The network of load bearing particles spanning the entire system is called a force network
[9, 10]. Force networks turn out to be marginally stable, meaning that a small perturbation
can cause a completely different force network to form [9]. This marginal stability might be
linked to the tendency of granular media to fail in small bands, called shear bands [11–14].
These shear bands can be seen in natural events like avalanches and landslides, where there
is a clear transition between undeformed, solid phase and the flowing liquid phase (Figure
1.2B).

So far, we have seen that the behavior of granular materials changes drastically under
different external conditions, such as the applied load, surrounding medium, and presence of
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Figure 1.3: A) Confocal image of fluorescent droplets of silicone oil (gray regions) dispersed in an
index matched mixture of glycerol and water (black regions). The interfaces between droplets appear
to be brighter. Figure taken from [37]. B) Reconstructed 3D force network from the deformation of
the droplets observed in A. Figure taken from [37]. C) Gravity driven discharge of polydisperse oil
droplets in water through a microfluidic hopper. Oil droplet bigger than the orifice are able to be
discharged due to their deformation (red arrow). Figure taken from [38]

capillary bridges. However, the properties of the grains constituting the granular medium
also influences the behavior of granular media. During flow, elongated particles are known to
align at a small angle compared to the shear direction, which reduces the effective viscosity
[8, 15, 16]. Understanding the reorientation of elongated particles along the shear band could
also prove vital in predicting the structural integrity and modes of failure in soils [17, 18].

Surface roughness also play a significant role in the behavior of granular media and sus-
pensions. Roughness can lead to an effective friction between the grains [19, 20], and has
been suggested as a key parameter determining the density at which the force network is
determined in granular glasses [21, 22]. Furthermore, rough particles have been known to
cause a very sharp increase in the viscosity of a suspension at low concentrations, if sheared
fast enough [23, 24].

Another interesting particle property is the particle softness. The ground works on the
influence of particle softness were laid with simulations, as simulations allow for the extrac-
tion of the macroscopic (system-level) response, as well as the microscopic (particle-level)
response. It likely started with the development of the Discrete (or distinct) Element Method
(DEM) to simulate granular media by Cundall and Strack [25]. Durian [26] developed a
similar model to simulate the mechanics of foams. Both models work by assuming the parti-
cles are circles/spheres and the forces between the bubbles/particles depends linearly on the
deformation of the particle, according to Hertzian contact mechanics [27–29].

These simulations were later improved by, for instance, modelling the particles as an
elastic solid with Finite Element Method simulations, coupling this to the discrete particle-
particle interactions [30], and allowing for a non-smooth transition between force laws with
the Non-Smooth Contact Dynamics model [31–33].

Experimental efforts have long been focused on measuring sample averaged properties,
such as the yield stress of emulsions and suspensions [34] using rheology, or relaxation timescales
using scattering techniques like diffusive wave spectroscopy [35], as the strong scattering in-
terfaces between the particles and the suspending fluid hindered the direct observation of
microstructure [36].

Technological advances in confocal fluorescence microscopy and fabrication of channels
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with microscopic features (microfluidics) were needed to observe the microstructure in more
detail. Brujić et al. [37] were one of the first to reconstruct the 3D force-network of a jammed
emulsion, and observe the distribution of interparticle forces (Figure 1.3AB). Typically, the
softness (which depends on the surface tension between the dispersed phase and the continuous
phase) was used to non-dimensionalize the applied pressure [39], suggesting that the softness
only affected the magnitude of the deformations, but not any of the dynamics of the particles
[40].

More recently, the flow of soft particles through a narrow gap has been studied, either by
squeezing droplets between two parallel plates, or by confining swollen polymer networks (hy-
drogels) between two parallel plates [38, 41]. Ashour et al. [41] and Hong et al. [38] found that
these soft, nearly frictionless particles have a reduced chance of clogging the orifice. Further-
more, they found that the formed clogs dissipated without the need of external perturbation
(Figure 1.3C), which does not happen with hard frictional particles. [42, 43].

It turns out, however, that systematically investigating the effect of particle softness is
challenging. The Young’s modulus is inherently bound to a material. Changing the mate-
rial, while maintaining compatibility with the experimental system, inevitably affects any of
the other particle properties that influence the material response like friction coefficient and
roughness. In many of the experimental investigations into the influence of particle softness on
the behavior of granular materials, the dynamics and mechanics of hard (typically frictional)
particles are compared against soft (typically frictionless) particles made of a completely
different material. This makes it difficult to attribute the observed differences to just the
particle softness or a combination of particle softness and any of the unintentionally changed
parameters.

In this thesis, we will systematically investigate the effect of particle softness on the be-
havior of granular packings. To do so, we will adapt a microfabrication technique to produce
2D granular packings of disks inside microfluidic channels, which allows us to tune the particle
softness without changing any of the other particle properties.

Figure 1.4: A) Array of square hydrogel particles fabricated by locally exposing the photo-sensitive
solution to UV-light. Image taken from [44] B) Scanning Electron Microscopy image of a hydrogel
particle. The inset shows the mask used to fabricate this particle. Image taken from [44]

The method was pioneered in the group of Patrick Doyle, who developed a technique
to synthesize a hydrogel particle inside microfluidic channels by locally exposing a photo-
sensitive solution to UV-light (Figure 1.4A) [44, 45]. They were able to change the shape and
size of the particles by placing a mask in the path of the light, blocking most of the light and
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6 Chapter 1. Introduction

forming a particle in the shape and size of the opening in the mask (Figure 1.4B). Duprat
et al. [46] and Cappello et al. [47] found that it was possible to change the softness of these
particles by either reducing the exposure to UV-light, or diluting the photo-sensitive solution.
In this thesis, starting from the method to fabricate particles of varying softness developed by
Cappello et al. [47], we will study the influence of particle softness on the behavior of granular
packings.

Figure 1.5: A) Image taken during the fabrication of the particles. All small particles are already
fabricated, and the fabrication of the large particles is in progress. The big gaps between particles
are yet to be filled with particles. B) Ensemble of „2000 120 µm (red) and 160 µm (blue) particles
confined in a microfluidic channel. The channel is 5 mm wide (top to bottom).

We will investigate two different situations with this setup: first the step-wise and oscil-
latory compaction of a granular packing, both from a rheological (macroscopic) point-of-view
and a microscopic point-of-view, and secondly the discharge of granular particles through
a narrow orifice. In detail, the first chapter (this chapter) has given a short introduction
to granular phenomena and parameters that influence these phenomena. The second chap-
ter of this manuscript reviews the experimental methods used and developed, that are used
throughout this thesis. First, we will explain the aforementioned technique to fabricate single
particles of varying softness in more detail. Then, we present how we managed to expand the
capabilities of this technique to fabricate ensembles of particles of different sizes in predefined
locations inside the microfluidic channel (Figure 1.5A). This is followed by a description and
a characterization of the flow of the carrier fluid inside the microfluidic channel, and how this
exerts a force on the particles. Lastly, we will discuss how we extracted the locations of „2000
particles (with varying sizes) in the field of view with sub-pixel accuracy (Figure 1.5B).

The third chapter is dedicated to the compaction of packings of particles with varying
softness inside a microfluidic channel, which we investigate from a rheological point-of-view.
First, we develop a microfluidic channel that allows us to compress the particles against a
membrane (far left edges of Figure 1.6AB). We then use this channel to perform step-stress
experiments, to characterize the viscoelastic behavior of the particle packings, which we were
able to capture with a generalized Kelvin-Voigt model for viscoelastic solids. Lastly, we show
that the repeated compaction and decompaction of soft frictionless particles is non-trivial,
and that a viscoelastic description of the particles is not enough to describe the hysteresis
during the compaction in our system.

6



7

Figure 1.6: A) Image of an uncompressed packing. B) Image of a packing of soft particles compressed
against a membrane (left-side). The compressive direction is indicated with the arrow. Both channels
are 5 mm wide (top to bottom), containing particles of 120 µm and 160 µm in diameter.

The fourth chapter focuses on the same experiments as described in chapter 3, but now
from a micro-mechanical point-of-view. We describe how we were able to get a near complete
description of the microstructure of the packing during our experiments, as one would get
from simulations. We then describe how microstructural parameters like the microscopic
stress tensor, the average number of contacts of each particle and the distribution of forces
change as function of the particle softness and applied pressure. Lastly, we will investigate
the hysteresis during the compaction from the microscopic trajectories of the particles.

Figure 1.7: Zoom of a packing under compression. The inter-particle forces are indicated with the
colored lines, where the color indicates the magnitude of the force between the particles.

In the fifth chapter, we study the discharge of soft particles in a microfluidic hopper. First,
we describe the difficulty of obtaining a jammed suspension inside a microfluidic hopper, and
how we integrated a valve inside our microfluidic channel to collect particles at the orifice.
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We then study the discharge rate of particles of varying size for both pressure and flow-rate
driven flows, and compare this to other viscous dominated hopper experiments (Figure 5.1).
Lastly, we study the effect of particle softness on the discharge, and we find that particle
softness not only has an effect on the discharge rate, but also the evolution of the discharge
rate over time, and the clogging behavior.

Figure 1.8: Image taken during the discharge of 200 µm particles through a 600 µm orifice.

The last chapter concludes this thesis. We will discuss new experiments that could provide
a deeper understanding of the results presented here, as well as new fields of study that could
emerge from the techniques described in this thesis.

The appendix contains the publication of a side-project I worked on during the start of
my PhD in collaboration with Karen Daniels and Patrick Charbonneau. Briefly, the forces
in a granular are distributed heterogeneously. The force network ensemble theory predicts
that there are many equally likely configurations of the force network for each microscopic
configuration of the particles, yet only one is observed at a time. In this paper, we answer
the question "When is the force network determined?", by comparing force networks in 2D
packings of photo-elastic particles before and after decompression.
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Chapter 2

Materials and Methods

In this work, we expand on a photo-lithographic technique developed in the lab of Patrick
Doyle at MIT [1–3], which is already well-established in our lab [4–6]. This technique has
been used to fabricate single hydrogel particles inside the microfluidic channels with excellent
control over the shape, size, and softness. Subsequently, these particles can be used for further
experiments in the same channel. In this chapter, we describe the concept and chemistry
behind the in-situ fabricated particles, and how we can tune the shape, size and softness of
the particles in detail. Then, we highlight how we expanded the capabilities of this technique
to fabricate packings consisting of particles of different sizes, all placed in predefined locations.
This is followed by a description and characterization of the flow used to externally drive the
particles. Lastly, we describe the image analysis techniques developed to track the particles
with sub-pixel accuracy.
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Figure 2.1: Schematic overview of the experimental setup to fabricate the PEGDA particles. The
UV-light first passes through a shutter to be able to precisely control the exposure time. Then, the
UV-light passes through a mask to control the shape and size of the beam of light. Next, the beam
is focused on a small spot in the microfluidic channel by an objective, locally crosslinking the UV-
sensitive solution, forming a hydrogel particle suspended in non-crosslinked solution. Figure taken
from [7]

2.1 Particle fabrication

2.1.1 In-situ fabrication

We will first give an overview of the methods to fabricate hydrogel particles, and the microflu-
idic setup, followed by a more detailed look at each of the components. We fabricated the
particles according to a photolithographic projection method described by Dendukuri et al.
[1]. They discovered how a photo-sensitive mixture will form cross-linked polymer networks
when exposed to UV-light. The UV-light is generated by a mercury-vapor lamp, and passes
through a shutter to be able to precisely control the exposure time. The light then passes
through a mask, which is a black sheet of plastic, with a transparent part in the center. The
mask is in the field stop position, meaning that the beam of light will take the shape and size
of the transparent part of the mask. After the mask, the light passes through the microscope
objective, which focuses the beam of light onto a small spot in the channel. The light in
this spot causes the UV-sensitive solution to locally react and form a cross-linked polymer
network. The typical exposure time to fully cross-link a particle is „600 ms [4].

2.1.2 Chemistry of UV-photopolymerization

In this section, we will deepen our understanding of the crosslinking of the photosensitive
solution. The solution consists mainly of two ingredients, a molecule that can cross-link
(polymerize): polyethylene glycol diacrylate (PEGDA) and a molecule that can initiate the
crosslinking (photo-initiator, PI): 2-hydroxy-2-methylpropriophenone (Figure 2.2, top). Upon
exposure to UV-light, the PI will decompose into two radicals (molecules with a free unpaired
electron, Figure 2.2, Initiation), which each can react with an acrylate moiety (reactive part
of the PEGDA molecule). This reaction creates another radical, which can then in turn react
with another acrylate moiety, which creates another radical etc. (Figure 4.10, Propagation).
This radical polymerization is terminated when a radical reacts with another radical, with a
dissolved oxygen molecule, or with a radical reaction inhibitor (4-methoxyphenol, MEHQ),
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Figure 2.2: Schematic overview of the radical polymerization reaction. In this figure, the R (with
potential subscript) indicates an arbitrary rest of the molecule which is not directly involved with the
reaction.

of which a small amount (400-600 ppm) of is added to PEGDA during fabrication to pre-
vent spontaneous polymerization during storage (Figure 2.2, Termination). PEGDA has two
acrylate moieties, each of which can react with two radicals, resulting in a total of 4 possible
connections between diacrylate molecules. Polymerization will therefore result in a highly
cross-linked network.

Although the cross-linked particles are technically not hydrogels, as the interstitial liquid
is not (mainly) composed of water. They are, however, porous networks with an interstitial
liquid, just like hydrogels. Cross-linked polymers can have a wide variety of properties, from
very hard (e.g., polystyrene), to very soft (e.g., PVA hydrogels). To give a more intuitive
grasp on the nature of the particles, we will refer to the particles as hydrogels, even though
the main component of the interstitial liquid is not water.

Figure 2.3: Schematic representation of the oxygen inhibition layer. The oxygen layer (white) is
slightly doubled in size to make it stand out more.

2.1.A Spatial control

The combination of the two modes of termination (chain termination and inhibition) halt
the reaction nearly instantly after the UV exposure is stopped. This allows us to tune the
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Figure 2.4: Schematic overview of the PDMS fabrication method.

reaction spatially by only exposing a small part of the channel to UV-light. This was achieved
by placing a mask in the field-stop position, shaping the light beam according to the shape
and size of the transparent part of the mask. Particles can be created with any shape and size
by changing the shape and size of the transparent part of the mask. The only constraint is a
constant profile along the direction of illumination, e.g. a circular mask will make cylinders,
not spheres.

However, the hydrogel particles can also react with our microfluidic channel, which could
cause the particles to stick to the channel, instead of moving freely. We have chosen to make
our channels out of PDMS, which is quite porous to oxygen. Oxygen also inhibits radical
reactions [8, 9]. Therefore, PDMS channels have an oxygen rich inhibition layer of „5 µm
next to the walls. The formed particle is therefore separated from the top and bottom walls,
hence it can move freely (Figure 2.3) [1, 5].

2.2 Fabrication of PDMS microchannels

Typically, PDMS channels are sealed by activating the PDMS surface with oxygen plasma.
Besides creating reactive hydroxyl (-OH) groups on the surface, the plasma treatment also
vaporizes some methyl (-CH3) groups, leaving a thin, glass-like, layer behind. This glassy layer
is much less porous to oxygen, causing the particles to stick to the surface [10, 11]. Therefore,
the channels are fabricated as follows. First a SU-8 on silicon mold, called a master, is made
using standard photo-lithographic techniques [12]. The protocol is described in detail by the
manufacturer (Microchem, now Kayaku Advanced Materials, SU-8 2000 datasheet [13]). The
master is then cast in a thick layer („5 mm) of degassed PDMS (Sylgard-184 and curing agent,
mass ratio 9:1). Thick glass slides, which form the bottom of the channels, are spin-coated
(40s at 500 rpm) with a thin layer („ 500µm) of PDMS (Sylgard-184 and curing agent, mass
ratio 19:1). Note the different mass ratio for the spin-coated PDMS. It is very important that
these ratios are respected, as they govern the rate of curing.

Both the glass slides and the PDMS cast master are then placed in an oven at 70 °C for
38-40 min. After 38 min, both the cast PDMS and the spin-coated PDMS are taken out of
the oven. The cast PDMS should be fully cured, meaning that it is solid and does not stick to
your gloves. The spin-coated PDMS should be semi-cured, i.e. it should be solid, but sticky
enough to not detach from your gloves under its own weight. If it is not completely solid
(i.e. it deforms plastically and leaves traces on your glove upon touching), the spin-coated
PDMS is placed back in the oven for another minute, and checked again. If the spin-coated
PDMS is fully-cured, i.e. it does not stick to your gloves anymore, new glass slides should be
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2.2. Experimental setup 17

Figure 2.5: A) Schematic overview of the experimental setup to fabricate the PEGDA particles.
Figure adapted from [7] B) The initial configuration was obtained by dropping a bidisperse mixture
of particles in a box. Note: the number of particles in this example has been reduced by a factor
10 to increase the visibility of the particles. The big and small particles are colored blue and red,
respectively. C) Snapshot during the particle fabrication process. The particle being fabricated is
indicated with the dashed circle.

spin-coated and cured, as the channel seals will be prone to leakage at higher pressures (>104

Pa).

Then, the cast PDMS is removed from the master, cut to size and holes for the inlet and
outlet are punched. The microchannel is then assembled by placing the cast PDMS on top of
the spin-coated PDMS, making sure not to trap any air bubbles. The assembled microchannel
is then placed in the oven at 70 ˝C for at least two hours (usually overnight) for the two parts
to fully bond. The entire PDMS fabrication process is schematically depicted in Figure 2.4.

2.2.1 Experimental setup

The particle fabrication and the subsequent experiments were performed on a Zeiss Axio
Observer A1 inverted microscope placed on an optical breadboard (Newport SG breadboard)
passively levelled by pneumatic vibration isolation feet (Newport CM-225). The microscope
is equipped with a UV-light (Osram HBO 103W/2) filtered with a band-pass filter centered
at λ = 365 nm and a bandwidth of 10 nm (Chroma D365/10), which is reflected onto the
channel by a reflector cube (Zeiss 424933). The filtered UV-light was modulated precisely
by an electronic shutter (Uniblitz V25) with a mechanical response of 10 ms, coupled to
an external signal generator (Agilent A33220A). The channel was observed using a digital
CMOS camera (Hamamatsu Orca-Fusion C14440), through either a Zeiss x10/0.2 Ultrafluar
(great transparency to UV-light) during particle fabrication, or a Zeiss x2.5/0.12 Fluar (large
field of view) during the following experiments. The channel is placed on a motorized stage
(Märzhäuser Wetzlar Tango PCI-E), which can be controlled manually (by means of a joy-
stick), as well as digitally using a LabView application we developed, based on the API
provided by the manufacturer, hereafter named the Tango-application [14].
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Figure 2.6: 5 Particles created with the exact same mask and photosensitive solution. They only
differ in the place of the focal plane during the fabrication, and the place of the focal plane when the
image was taken. The top row is fabricated when the visible light was in focus, whereas the bottom
row was fabricated when the UV light was in focus. The columns indicate the place of the focal plane
compared to the midplane of the channel when the image was taken. The images in the left column
have been acquired when the focal plane was below the midplane, the images in the center when the
focal plane was at the midplane, and the images in the right plane were taken when the focal plane
was above the midplane. The image in the bottom right is the mask used. One can see 5-10 µm sized
white speckles embedded in the mask. These speckles give rise to the “texture” that can be seen in
the particle when created with the UV-light in focus (bottom-left).

2.2.A Mask design

The masks were designed in Clewin or Adobe Illustrator. They were printed at FGN Éspace
Numérique or Institute Pierre-Gilles de Gennes (IPGG). The masks consisted of a black circle
with diameter 2.5 cm with the particle geometry as a transparent part in the center. Multiple
masks were printed on a single sheet, and cut to size by hand.

2.2.B Optical focus

The focal point of a lens depends on the wavelength of the light that passes through it, so
the focal point for the UV-light used to fabricate the particles is at a different distance than
the focal point of visible light. This means that the channel will appear (slightly) out of focus
when the UV-light is in focus. The focal point of the UV-light was determined by fabricating
several test particles. The mask has microscopic speckles (Figure 2.6, bottom right), giving
a slight “texture” to the surface of the particle when fabricated with the UV-light in focus
(presence of speckles on the particles in the bottom row, and absence of them on the particles
on the top row in Figure 2.6). Test particles were made with the focal plane in different
positions until this “texture” was achieved.

2.2.C Controlling particle softness

The cross-linked particles have a Young’s modulus of approximately 10 MPa [1, 4, 5]. Although
this is soft compared to silica particles („50 GPa [15]) and polystyrene („3 GPa [16]), it is very
similar to that of PDMS („10 MPa [17]). It is, however, possible to tune the softness of these
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Figure 2.7: A) Young’s modulus as function of the exposure time of the photosensitive solution.
Measurement done by, and figure taken from Duprat et al. [4] B) Young’s modulus as function of
dilution with non cross-linkable solvent. Figure taken from Cappello et al. [5]

kinds of cross-linked networks, mainly by changing the average distance between the cross-
links [18]. This can be achieved in three ways: 1) Reducing the exposure to UV-light. This
will reduce the number of radicals produced, and therefore the number of cross-links formed
(Figure 2.7A) [4]. 2) Adding mono-acrylates. Mono-acrylates will also react with PEGDA, but
can only propagate the chain and not form cross-links between the chains, therefore spacing
the cross-links. 3) Adding non-cross-linkable polymers, like polyethylene glycol (PEG). Since
the radical reaction is terminated quickly, the radicals don’t have much time to diffuse and
find other radicals. Adding non-cross-linkable polymers will sterically hinder PEGDA finding
other molecules to react with, and therefore limit the amount of crosslinking. This results in
softer particles, which have been characterized by Cappello et al. [5] (Figure 2.7B)

We chose to dilute PEGDA with PEG to create softer particles, as adjusting the exposure
is inconsistent for very soft particles, due to the mechanical response of 10 ms of the shutter.
Using mono-acrylates to soften the particles would also be possible. However, commonly used
short mono-acrylates (e.g. methyl acrylate) need to be handled in a fume hood, and could
swell PDMS, and are thus not well suited for in-situ fabrication. PEG is an easy to handle
viscous liquid that poses little to no health risks, with very similar properties to PEGDA.
So, the photosensitive solutions used in this work were all composed of the following three
component:

• the diacrylate: poly(ethylene glycol) diacrylate, with average molecular weight Mn =
575 g/mol (PEGDA, Sigma Aldrich)

• the photo-initiator (PI): 2-hydroxy-2-methylpropiophenone, also known as Darocur 1173
(Sigma Aldrich)

• the solvent: polyethylene glycol, with average molecular weight Mn = 300 (PEG, Sigma
Aldrich)

In all photosensitive solutions, the amount of PI was kept constant at 10% v/v, to keep the
inhibition layer at a constant thickness [19], which in our case is 5.5 ± 1.6 µm as determined
by Cappello et al. [5]. The ratio between PEGDA and PEG was changed to achieve particles
of different softness. The dilution dependent softness was determined previously by Cappello

19



20 Chapter 2. Materials and Methods

et al. [5]. They showed that Young’s moduli between „12 MPa (90% v/v PEGDA, 10% PI)
and „100 kPa (30% v/v PEGDA, 60% PEG, 10% PI) can be achieved. They used a slightly
different solvent, so we used the same microfluidic 3-point bending test to verify that these
results are unchanged for our system. All particles were exposed for 600 ms, Duprat et al. [4]
determined that longer exposure did not affect the Young’s modulus (Figure 2.7A).

2.2.2 Multi-particle systems

2.2.A Continuous flow

To use this system as a model system for soft granular particles, we need to fabricate many
particles, hundreds if not thousands and potentially with different sizes, for each experiment.
Dendukuri et al. [1] produced many particles using continuous flow lithography. They had a
continuous flow of the PEGDA/PI mixture, which they periodically exposed to UV-light. The
created particle was then transported away by the flow of uncured PEGDA. For continuous
flow, the ratio of the time spent in exposure over the time spent waiting for the particle to
move out of the focal spot is roughly equal to the acceptable elongation of the particles due
to them moving during the exposure. We found that in our case, for an exposure time of 600
ms as indicated by the onset of the plateau of the Young’s modulus in Figure 2.7, it would
take „20 minutes to fabricate 100 particles, assuming an acceptable elongation of 5%. This
would be highly unpractical.

2.2.B Stop-flow

A faster method is so-called stop-flow lithography. Here, the flow is stopped just before the
UV-exposure, and started again after the exposure. It turns out, however, that this method
has its own drawbacks. For a flow-rate controlled setup, the fabrication rate is governed by the
time needed for the flow to start and stop. Whereas for a pressure-driven setup, it is nearly
impossible to get to a zero-flow state, due to gravity induced pressure difference between the
reservoir and the waste container. Furthermore, the hydraulic resistance of the channel (and
thus the fluid velocity at a given pressure) changes with the number of particles fabricated,
making the system unreliable.

2.2.C No flow

Besides the speed and potential unreliability, the stop-flow lithography also doesn’t allow for
fabrication of a pre-mixed ensemble of particles, as only one particle type can be made at
a time. We solved this by moving the channel, rather than the particles. First, the inlet
and outlet were temporarily closed, to enforce a no-flow condition. Then the illuminated
spot was moved to pre-determined locations in the channel. The microscope stage is able to
move from one spot to the next in 100-500 ms, depending on the total amount of distance
travelled. This makes it possible to fabricate a particle every 1.5-2 s, with an exposure time
of 600 ms. To make multi-disperse suspensions, first, all particles of one type are fabricated.
Then, the mask is changed, followed by the fabrication of the next type of particles. This
is repeated for all types. This method assumes that particles don’t drift over time, making
the zero-flow state vital. The fabrication of „2000 particles takes approximately an hour.
We found that the optimal spacing of the particles was „20 µm, spacing them further will
significantly reduce the number of particles that can be fabricated in the channel, whereas
spacing them less would significantly increase the chance of fabricating overlapping particles.
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Figure 2.8: Snapshot taken during the fabrication of a bidisperse packing

Therefore, the drift of the particles should be less than 10 µm per hour, or 3 nm per second!
Even the smallest (temporary) pressure differences between the inlet and outlet could cause
a drift of this magnitude, e.g. vibrations due to a metro passing under the building, inertia
of the fluid inside the tubing, slight pressure difference due to the slide not being perfectly
horizontal. This stresses the importance of placing the microscope on a vibration isolated
platform, and closing of the inlet and outlet, making flow in the channel impossible. Figure
2.8 is a snapshot taken during the fabrication, all small particles are made 20–30 minutes
before this picture was taken, and the fabrication of the large particles is in process. One can
clearly see that all the particles are still well separated, even after 20–30 minutes. The visible
gaps will be filled with big particles in the future.

2.2.D Obtaining initial conditions

For multi-disperse systems, it is essential that initial configuration of the particles is random-
ized. If one were to first create all particles of one type, flow them towards the outlet, and
then make a second type of particles. This would lead to two crystallized, mono-disperse
phases. The athermal nature of granular materials causes the system to be trapped in this
phase-separated state (as observed in e.g. [20, 21]), and the laminar nature of microfluidic
flows makes mixing by flow nearly impossible.

There are several algorithms to obtain a well equilibrated initial condition, notably quench-
ing and compressing a thermal glass until jamming, and swelling a thermal glass until jamming
(Lubashevski-Stillinger algorithm [22], Monte-Carlo swapping algorithm [23]). However, both
have as a constrained a fixed number of particles, and a flexible particle- or system size.
Whereas in experiments, the number of particles can be adjusted, but the particle- and sys-
tem size are fixed. Therefore, the initial conditions were obtained differently, by using a simple
numerical simulation.

In LAMMPS [24], a molecular dynamics simulation code, a box identical in size to the
experimental channel was simulated where athermal particles were dropped into the box under
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gravity. The ratio between the small and large particles was taken to be „1.4, to prevent
crystallization, where both particles types contributed equally to the volume occupied by the
particles. The simulated particles were quite soft (40 kPa), to be able to increase the timestep
used in the simulation, as the timestep is governed by Nyquist-Shannon sampling theorem,
where the frequency to be sampled must be higher than the harmonic frequency of a spring
with spring constant equal to the particle softness [25]. To prevent interparticle overlap, the
sample is relaxed by reducing gravity during the last phase of the simulation [26].

As we have seen before, the particles should be spaced apart to allow for a small amount of
drift. The particles only interact sterically during the simulations, resulting in a packing where
most neighboring particles are touching. Therefore, the radius of simulated particles was 10
µm bigger than the particle to be fabricated, resulting in the required minimum spacing of
20 µm.

Lastly, the output of the simulation was parsed, and the particle positions were separated
by size. For each size, the particle order was optimized to reduce the total distance the stage
needed to travel, using a simple heuristic algorithm. Starting from the bottom-left particle,
the next particle was chosen to be the closest particle to the previous, excluding all already
chosen particles.

For monodisperse systems, a much simpler approach was taken, and the particles were
placed in a hexagonal lattice. The list of particles was linearized in a zigzag pattern, starting
the first column of particles in the bottom left corner printing the column bottom to the op,
then the next column top to bottom, the next column bottom to top etc.

2.2.E System alignment

To make the particle ensembles, it is paramount that the microchannel, camera, and stage
are perfectly aligned. This was achieved by first aligning the camera and the stage by placing
an object known to be aligned with the stage in the field of view, in our case the inner
edge of the microscope stage, and physically rotating the camera until the edge was perfectly
horizontal/vertical on the image. This ensures that the xy-coordinates of pixels of the camera
are aligned with the xy-coordinates of the microscope stage. Next, the channel and the stage
were aligned. The origin of the microscope stage coordinate system was placed at a reference
point, typically the bottom left corner of the microchannel. The position of the reference
point in the field of view of the camera was marked. The stage was then moved 20 mm to
the left, and the channel manually adjusted until the marked point stayed within the inter-
particle spacing, „ 20 µm , of the bottom edge throughout the 20 mm travel. This ensures
a maximum misalignment of 20 µm over 20 mm, well within the margin of error of the
fabrication procedure. The alignment between the channel and the stage was checked before
every experiment.

2.2.F Mask offset

The circular masks used to control the particle shape and size were manually inserted into an
analyzer slider and placed in the field stop position of the microscope. Since the masks were
hand-cut, the transparent design will not be perfectly centered in the field of view. While this
does not pose a problem when fabricating particles using a single mask, as all the particles
will be offset by the same amount, it is problematic when fabricating particles using different
masks, as the offset is not the same for all masks. The offset was determined by first zeroing
the stage on an arbitrary location near the outlet of the channel and printing a single particle.

22



2.3. Flow control 23

The stage was then moved until the fabricated particle was in the center of the field of view.
The negative displacement of the stage as read out from the Tango application was taken as
the offset. This was repeated every time the mask was changed.

2.2.G Fabrication

To fabricate (multidisperse) particle ensembles, first all the tubing was disconnected from
the channel, and the inlet and outlet were sealed with metal plugs to limit potential sources
of drift in the channel. One needs to take great care to not introduce any air bubbles into
the channel while sealing the channel, as these are impossible to remove after the particle
fabrication, rendering the channel inoperable. The microscope was also placed on a passively
isolated optical table, to keep the microscope level, and isolate it from vibrations. Next,
the sorted list of locations of one particle size was loaded into the Tango-application, and
the corresponding mask was inserted into the field stop position. Then the offset for that
mask was determined and applied, as described above. The stage was then zeroed on the
bottom-left corner of the channel and all the particles of that type were fabricated. The
Tango-application was programmed to incorporate a 700 ms buffer between the fabrication of
two particles, to allow for the shutter to properly close, the stage to move to the new location,
and the shutter to properly open again.

This process, besides the disconnecting of the tubing, was repeated for each particle type.
Once all the particles were fabricated, the tubing was reconnected, again making sure to not
introduce air bubbles into the channel.

2.3 Flow control

Since the fabricated particles are non-Brownian (D " 1 µm ), and naturally very close to
density matched, as they are made of the same material as the suspending fluid, the particles
are stationary unless externally perturbed. The external perturbation was achieved by impos-
ing a flow of the suspending fluid, which transports the particles from the inlet towards the
outlet by means of hydrodynamic drag. The Reynolds number, Re, is a dimensionless number
comparing the inertial forces and viscous forces in a fluid flow. Considering a Newtonian fluid
with density ρ, flow velocity u, characteristic length scale l and viscosity µ, we can define the
fluid Reynolds number as

Re “
inertial forces

viscous forces
“

ρul

η
(2.1)

Taking typical values for our experiments, u “ 10´5 ´ 10´4 m{s, ρ « 1000 kg{m´3, η “

50 mPa ¨ s and l “ 0.1 mm, we obtain Re « 10´5 ´ 10´4, indicating that only viscous forces
need to be considered.

Throughout this thesis, we will work with Hele-Shaw channels, which are channels whose
length is larger than their width, and their width much larger than their height (L ą W " H).
Flows in Hele-Shaw channels are well characterized. The velocity profile in the z-direction
is parabolic (Poiseuille flow), and the flow velocity is independent of the x and y position,
except very close to the side wall (plug flow, Figure 2.9A) [27]. The force on a particle in
the channel consists of two parts, a force due to the decrease in pressure inside the channel
over the length of the particle, and a hydrodynamic drag between fluid and the particle, the
magnitude and direction of which depends on the relative velocity of the fluid and the particle
(Figure 2.9B) [28]. For a single particle, this means that the hydrodynamic drag of the fluid
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Figure 2.9: A) Schematic representation of fluid flow in a Hele-Shaw cell. B) Schematic representation
of the side-view of the microchannel. The force on a particle transported in a microfluidic channel
can be decomposed into two forces, a compressive force, F∆P , due to a pressure gradient across the
particle, and a shear force, Fshear, due to the hydrodynamic drag with the carrier fluid. C) Schematic
representation of the flow around particles in a dilute suspension (top view). Before and after the
particles, the fluid flow is homogeneous, whereas the fluid flow in the region with particles is complex.
D) Schematic representation of the fluid flow in a channel with a jammed suspension (top view). The
presence of percolating chains of particles (spanning from one side wall to the other, indicated with the
dashed line), fluid flow between the particles is negligible. Instead, the fluid passes over the particles

with the side wall of the particle pushes the particle forward, and the interaction with the
fluid above and below the particle will slow the particle down.

These interactions are well described for well separated particles in a flow, i.e. the pertur-
bation of the flow field by a particle doesn’t influence the flow field of around other particles
[5, 28] (Figure 2.9C). This is, of course, not the case for a dense suspension, where most
neighboring particles are touching. However, in 2D, a packing of cylinders is percolating,
meaning that there are chains of particles spanning from one side of the channel to the other
side (dashed line in Figure 2.9D). Since the particles are squeezed together, the flow between
the particles is negligible. We can therefore consider the ensemble of particles as a single
particle, and approximate the flow over/under the packing by the lubrication approxima-
tion. In the lubrication approximation, we know that pressure force can be approximated by
F∆P « wh∆Pp, with ∆Pp the difference in pressure across the packing, w the width of the
particle, and h the height of the particle [7, 28]. The shear force can be approximated by
Fshear « bw∆Pp, with b the gap between the particle and the top/bottom of the channel,
assuming Poiseuille flow in the gap. Assume that the difference in pressure across the packing
is approximately equal to the pressure across the channel, ∆Pp « ∆P [7, 27]. We then obtain

F∆P « Wh∆P and Fshear « Wb∆P (2.2)

This means that the relative importance of the confining force over the distributed shear force
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Figure 2.10: A) Fluid velocity, as measured by PIV, as function of the applied pressure drop over the
channel for an empty channel and a channel filled with particles. The red line indicates the limit of
detection of the PIV measurement. B) Calculated fluid velocity in a microfluidic channel according
to eq. 2.4 for an empty channel of the same dimensions as the channel used for the PIV experiments
in A, and a channel filled with particles.

is F∆P
Fshear

“ h
b . In our case, h « 90 and b « 5, F∆P

Fshear
« 18

Since PDMS is relatively soft and our channel is very wide compared to its height (Hele-
Shaw cell), it is possible that the PDMS deforms due to the applied pressure. The height of
the channel under pressure is given by [29]:

Hp∆P q “
2W∆P

3E
` H0 (2.3)

with E the Young’s modulus of PDMS. In our case W “ 5 mm, E “ 10 MPa and H “ 0.1mm.
The maximum pressure applied is „ 2 ˚ 104 Pa. Filling in these values gives Hp2 ˚ 104q “

1.06H0, an increase of 6 % in channel height, in the worst-case scenario. In this case, F∆P
Fshear

«

11. Hence, between 5 and 10 % of the total applied pressure will be distributed over the
packing as a gradient.

We have measured the deformation effect on the fluid velocity using Particle Image Ve-
locimetry (PIV, more details on PIV in section 2.5). For an empty channel, u 9 ∆P , as
expected (Figure 2.10A). For a channel filled with particles, we found that u 9 ∆P 1.4. This
was quite surprising, as at such low Re (10´5-10´4), pressure and velocity are always expected
to scale linearly. However, since the u9H2 [29], channel deformation could cause the deviation
from linear scaling.

Gervais et al. [29] derived an analytical description of the volumetric flow rate (Q) as
function of the applied pressure:

Q “
H4

0E

48αµL

«

ˆ

1 ` α
∆PW

EH0

˙4

´ 1

ff

(2.4)

with α a material dependent fit parameter of order unity. At low pressures (∆PW
EH0

ă 1), this
equation simplifies to Q 9 ∆P . At high pressures, we obtain Q 9 ∆P 4. Figure 2.10B shows
the fluid velocity as obtained by substituting H0 “ 100 µm for the channel without particles,
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and H0 “ 10 µm for the channel with particles, and α “ 1, E “ 10 MPa, W “ 5 mm and
L “ 5 mm for both channels. We find that the deformation of the empty channel is negligible,
and thus recover the linear scaling u 9 ∆P . The channel with particles, however, appears to
be between the Q 9 ∆P and Q 9 ∆P 4 regime. We made a linear approximation under the
conditions used during the experiments, and we found the same u 9 ∆P 1.4 scaling as observed
in the experiments, suggesting that our hypothesis of channel deformation was correct.

While we did observe the correct scaling, the correct magnitude was not obtained. This
can be attributed to us underestimating α (which we assumed to equal 1), and our assumption
that the tubing and fittings don’t contribute to the hydraulic resistance of the channel.

As the fluid flow is the driving force, controlling the flow is crucial. Flow rate driven
systems, like with a syringe pump, allow for the direct control over the flow velocity, which
is constant regardless of the number and location of the particles in the channel. However,
a syringe pump tends to have a slow (10–25 seconds) build-up to a steady flow, making it
unsuitable for experiments with changing flow velocities. Furthermore, the assumption that
the flow velocity is constant over time does not hold at low flow velocities. A typical syringe
pump pushes the fluid in small steps of constant volume (this is intrinsic to the mechanism
behind the syringe pump). When enough steps occur each second (high flow rates), the flow
velocity can be considered constant. At low flow rates, however, this can lead to pulsating
flow, and therefore experimental artifacts [30].

An advantage of a pressure driven system is that it gives us an indication of the pressure
in our system, which can only be estimated for a flow rate driven system. Furthermore, pres-
sure controllers have a much faster („ 1 second) response, making dynamical experiments
possible. The drawback is that the fluid velocity, at constant pressure, depends on the hy-
draulic resistance of the channel, which depends on the number and location of the particles
in the channel. Also, at zero applied pressure, there can still be flow due to a difference in
gravitational potential between the inlet and outlet. Therefore, the input reservoir is placed
lower than the output reservoir, such that a small pressure needs to be applied, in our case
consistently 3 kPa, for the flow to cease. In all but a few experiments, the pressure controller
is used. Only in experiments where we compare flow rate driven versus pressure driven experi-
ments, a syringe pump is used. The fluid flow was mostly controlled using a pressure controller
(Fluigent LineUp-series, 2000 mbar and 345 mbar maximum pressure), which was controlled
either manually, or automatically using a LabView application we developed, based on the
API provided by the manufacturer, hereafter named the Fluigent-application [31]. Besides
the pressure controller, some experiments were performed using a syringe pump (Nemesys,
Cetoni), with a 500 µL gas-tight syringe with Luer Lock (Hamilton 1750 TLL).
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Figure 2.11: Exact same ensemble of particle observed with the focal plane in three different positions:
A) below the midplane of the channel, B) at the midplane of the channel, and C) above the midplane
of the channel.

2.4 Image acquisition and analysis

2.4.1 Imaging particles

The fabricated particles are made of cross-linked PEGDA suspended in liquid PEGDA. It is
therefore not surprising that the refractive indexes are very close, making it nearly impossible
to visualize the particles (Figure 2.11B). We, however, played a slight optical trick. Placing
the focal plane slightly below the particles, the interface between the particle and uncured
solution orthogonal to the observation plane will slightly bend the light causing a dark ring
around the particle and a bright ring inside the particle, which we are able to observe (Figure
2.11A). Although placing the focal plane above the midplane works well to observe single
particles (e.g. Figure 2.6, top right), placing the focal plane above the particles doesn’t work
well for ensembles, as the particles appear distorted when close to each other (Figure 2.11C).

The image acquisition was done with a digital CMOS camera (Hamamatsu Orca-Fusion
C14440), which has a resolution of 2304×2304 pixels, through a Zeiss x2.5/0.12 Fluar objec-
tive. The shutter time was put at 20 ms to reduce motion blur.

2.4.2 Feature finding

The particle locations are extracted from the images. Figure 2.12A shows a typical image taken
during an experiment. One can observe that the illumination is not perfectly homogeneous,
as the corners appear slightly darker. This is corrected by dividing the image with a version
of itself to which a wide Gaussian filter (σ = 50 pixels) was applied. The image was then
inverted, such that the dark regions appears bright and vice versa. This highlights the dark
rings around the particles, which were the easiest and most consistent to detect. Next, all
pixel values below a threshold value, which changed from experiment to experiment, were set
to zero. Then, all non-zero values were normalized, such that the minimum value after the
threshold was set to zero, and the maximum value was set to 1. The result after these image
processing steps is an image that has a homogeneous illumination, its background removed
and the features to be tracked normalized. An example is shown in Figure 2.12B.

Now the image pretreatment is done, the particle locations were found with a convolutional
algorithm. A convolution is a method to generate an image from two images, an image that
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Figure 2.12: A) Typical image taken during an experiment. B) Image after gradient removal, inversion
and background subtraction. C) Image after convolution. D) Convoluted image after binarization E)
Mask used for convolution, the black region is set to 0, the white region is set to 1, and the red region
is set to -1. F) Zoom of one of the spots in D. G) Spot in F, where the pixel intensities are kept. H)
Original image with all the found small and large particles indicated in red and blue, respectively.

contains features to be detected, and a template of such feature (called a mask). A schematic
representation of the mask is shown in Figure 2.12E. The mask has the same size as the image,
and has the feature to be detected centered around the origin.

The convoluted image is then built as follows. The value of pixel [x, y] becomes the sum
of all pixel values after the element-wise multiplication of the image, I with the mask M ,
where the pixel values of M have been shifted by [x, y], such that the feature is now centered
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around [x, y]:
Cpx, yq “

ÿ

i

ÿ

j

Ipi, jq d Mpi ` x, j ` yq (2.5)

In reality, performing a convolution as a double sum is unpractical, as the compute time scales
with OpN2q, where N is the number of pixels in the image. In our case, each convolution
would take „75 hours. Fortunately, a convolution is just an element-wise multiplication in
Fourier-space C “ F´1pFpIq d FpMqq, for which the compute time scales with OpNlogpNq.
This results in a computation time of „2 seconds for each convolution.

Most pixels in the mask are set to zero, meaning that they don’t contribute to the convo-
lution. Since the feature we want to detect is a bright annulus, the mask contains an annulus
of pixels that are set to 1. The pixel values in I corresponding to the pixels in the annulus are
summed. Brighter pixels overlapping with the mask results in a higher convoluted value, and
thus a higher chance that a particle is located there. Since we know there shouldn’t be bright
pixels in the center of the particle, we set the pixel values inside the annulus to -1. This means
that finding bright pixels in the center of the annulus will reduce the likeliness that there is
a particle centered at that location. This basically eliminates the chance of detecting a small
particle as a large particle, and heavily reduces the chance of detecting a large particle as a
small particle.

Figure 2.12C shows the convoluted image obtained after convoluting B) with E). At a
first glance, this seems to have made things worse, as there is a noisy background with some
bright peaks. However, the peaks and the background are well separated in intensity, as can
be seen in Figure 2.12D, which is just a simple binarization of Figure 2.12C. All peaks are well
separated in space, figure 2.12F shows an example peak. These peaks can be easily detected
with commonly available Connected Component Labelling algorithms (e.g. as implemented in
the function “label” of the Python library skimage) [32]. Determining the center of mass of the
peaks typically results in an accuracy of 0.5-1 pixel accuracy, as the location is sensitive to the
user-input in the form of a threshold value used for the binarization. However, we know that
a higher value after convolution indicates a higher probability the particle is centered around
that pixel. We can, therefore, use the pixel values after convolution as weights to determine
the center of mass. Since pixels further away from the center of mass have lower value in the
convoluted image, they contribute less to the location of the center of mass. This makes the
analysis less dependent on user input, and thus increases accuracy. The typical accuracy of
such convolutional particle finding algorithm is „0.1 px [33]. This process is repeated for each
particle type. The algorithm takes about „ 15 seconds per image (for a „4 megapixel image
containing „2000 particles of two different sizes), but is fully parallelized, and can be found
on GitHub [34].

2.4.3 Feature linking

The found particles are linked into tracks using the free and open-source python package
Trackpy [35]. Since the particles move less than one particle radius between frames, the simple
nearest-neighbor algorithm was used, which is based on the Crocker-Grier algorithm [36].
During image analysis, it is likely that a few spurious particles will be found, or sporadically
a real particle is missed. To combat this as best as possible, tracks shorter than 95% of the
expected length, as well as tracks where a particle was missing for 5 or more consecutive
images were removed, and the locations of missing particles (less than 5 consecutive frames,
and not more than 5 % unidentified particles in an entire track) were linearly interpolated
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Figure 2.13: A-C) Snapshots of the same particle, taken with the focal plane at different positions
(below, at the mid-plane, and above the particle). D) Crop of a particle packing under very light
compression. E) Radially averaged intensity profile (normalized by the background intensity) of the
same particle, taken with the focal plane in different positions (indicated by the line color). The
mid-plane (position where the particle is in focus) is highlighted with the dotted line. The part of the
intensity profile shown is indicated by the red line in A-C.

from the positions before and after the small gap. After this process, >95% of the particles
are found. This algorithm can also be found on GitHub [34].

2.4.4 Particle radius

While defining the center of the particle could be done very accurately („0.1 px), defining its
radius proved to be much more tricky. In Figure 2.13E, the radially averaged intensity profile
of the particle normalized by the background intensity is shown for different focal points,
where a negative intensity I(r) indicates pixels at a distance r from the center are darker than
the background, and a positive intensity means pixels r away from the center of the particle are
brighter than the background. Since the fringes around the particle are due to the scattering
interface between the particle and the suspending fluid, we can expect that the fringes shift
upon changing the focal point of the objective (Figure 2.13A-C, E). Indeed, we observed that
when the focal point is below the midplane of the particle, the intensity profile resembles a
wavelet where there is a dark ring outside the particle and a light ring inside the particle.
Whereas the rings are inverted, when the focal point is above the midplane. At a first glance,
it is not directly evident how the radius should be defined, as all peaks and the pass through
zero depend on the focal point. Looking at a packing under very small confining pressure, as
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Figure 2.14: Overlay of two images of the same sub-region, taken 20 ms apart. The tracers in the first
image are indicated in red, and the tracers in the second region are in green.

to push the particles together but not deform them significantly, it becomes apparent that the
physical radius of the particles is at the edge of the dark ring when the focal point is below
the midplane. This point does not seem to be affected much by the focal point, as long as the
focal point is below the mid-point. We therefore defined the radius of these particles as 81
µm, as indicated by the dashed vertical line. This process was repeated for differently sized
particles.

2.5 PIV

Since the forces exerted on the particles depends on the velocity of the carrier fluid. It is
important to measure the velocity of the fluid. This is typically done with Particle Image Ve-
locimetry (PIV). The fluid flow was visualized by incorporating a small amount of fluorescent
tracers, 1 droplet „ 50µL, of Thermo Fisher Scientific Fluoro-Max red fluorescent polystyrene
beads in aqueous solution, 1.1 µm 1 % concentration, in 2 mL of the photo-sensitive mixture.
Tracking each particle in space and time can be quite slow. Therefore, PIV doesn’t rely on
tracking the particles themselves. Instead, it assumes that the particles in a small sub-region
of the image don’t move relative to each other. One can then use that sub-region as a mask
for a convolution, and apply it to the image taken a fraction of a second later (Figure 2.14).
The convolution will then yield a sub-pixel („0.1 px, like the convolutional particle detection)
displacement of that sub-region. Given the conversion factor between pixels and micrometers
and the time between the two images, allows you to calculate the velocity of the fluid in that
sub-region. This can then be done for different sub-regions in the image, to obtain a flow field
for the entire image. We divide the image into an 8×8 grid of sub-regions, for each of which a
flow velocity is calculated. For each data point, 10 images are taken in 10 ms intervals. Since
we expect a homogeneous flow field along the length and width of the channel, the values of
each of the sub-regions, in each of the 9 pairs of images, is averaged to provide a single value
for the flow velocity at that moment in time. The values in each sub-region fluctuate, because
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the images not taken with a confocal microscope. This means that the observed particles are
in different planes along the height of the channel, which have a different flow velocity, since
Poiseuille velocity profile is in this direction. These fluctuations are averaged out over all the
sub-regions and multiple image pairs.
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Chapter 3

Compaction of dense suspensions of
soft particles: rheological perspective

In the previous chapter, we presented an experimental technique to fabricate ensembles of
hydrogel cylinders in a microfluidic channel, and we presented a method to exert an external
force on these particles. In this chapter, we will use these techniques to study the response of
an ensemble of hydrogel particles to an imposed pressure. We will do this from a rheological
point-of-view, and look at the time-dependent deformation of the entire packing upon an
imposed pressure.

First, we will introduce the general response of solids and fluids to an imposed stress. Then,
we will discuss the complex nature of hydrogels, and why their behavior cannot be described
as purely elastic, nor purely viscous. This is followed by an introduction of the Kelvin-Voigt
model, a common model to describe solids with an intrinsic relaxation timescale, and derive
the response of a Kelvin-Voigt element to a sudden increase in pressure. This model is then
generalized to accommodate for solids with multiple relaxation timescales.

Next, we introduce the microfluidic channel we developed that allows us to compact the
particles against a membrane by flowing fluid over and under the packing. This is followed
by the protocol used to create reproducible initial conditions.

Then, we discuss the observed strain at a constant imposed stress as function of the
position in the channel. After which, we study the time-dependent strain response to a
sudden increase or decrease in stress. We try to link the relaxation time observed for the
packing to the relaxation time of the single hydrogel particles.

Furthermore, we study the strain response to a continuously oscillating pressure, and
link the observed deformation to the expected response from a Kelvin-Voigt material, as
characterized by the step-stress experiments. We then systematically investigate the influence
of the particle softness as well as the oscillation period on the phase lag between the imposed
pressure and the observed strain.

Lastly, we perform a step-wise oscillation, where each step is described by the general-
ized Kelvin-Voigt model, allowing us to approximate the strain response in the fully relaxed
limit. Studying the extrapolated strain response as function of the applied pressure in both
compression and decompression can be considered analogous to a dynamic oscillation with
infinitely long oscillation period.
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Figure 3.1: A) Schematic representation of the deformation of a solid under uniaxial compression. B)
Schematic representation of the deformation of a solid under shear.

3.1 Introduction

The response of granular materials to an applied load is of vital importance, as we rely on
the stability of granular materials to build houses and infrastructure. In this chapter, we
study the deformation of an ensemble of soft frictionless particles with varying softness on
repeatedly applied loads. In continuum mechanics, there are two main classes of materials,
solids, and fluids. The stresses in both solids and fluids are represented by a second order
tensor σσσ, which is called the Cauchy stress tensor for solids, and the viscous stress tensor for
fluids, where σαβ is the stress acting on the plane perpendicular to the direction vector α in
the direction of the direction vector β.

Upon imposing an uniaxial stress (a stress perpendicular to one of the surfaces where the
other surfaces are unconstrained, e.g. σzz Figure 3.1A), an isotropic and linearly elastic solid
has a finite deformation according to,

σzz “ Eεzz, with εzz “ ln

ˆ

1 `
xzzpσzzq

xz

˙

(3.1)

with xz the length of the unstressed solid along the z-direction, xzzpσzzq the displacement of
the z-surface of the solid along the z-axis under a stress σzz, εzz the strain, and E the Young’s
modulus, a proportionality constant relating stress and strain.

Typically, solid materials expand in the directions perpendicular to the compressional
direction to conserve (most of the) volume. The amount of volume conservation (compress-
ibility) is given by the Poisson’s ratio, ν, which is the ratio between the strain perpendicular
to the axis of compression over the strain parallel to the axis of compression. For the example
of an uniaxial compression along the z-axis, this would be

ν “ ´
εxx
εzz

“ ´
εyy
εzz

(3.2)

An incompressible material (all volume is conserved during compression) has a Poisson’s ratio
of 0.5, whereas a completely compressible has a Poisson’s ratio of 0.(material width remains
constant during compression) All natural materials have a Poisson’s ratio between 0 and 0.5.
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One can also apply a stress parallel to one of the surfaces, a shear stress e.g. σzx, resulting
in a shear deformation for solids (Figure 3.1B):

σzx “ Gεzx, with εzx “ ´ ln

ˆ

1 `
xzxpσzxq

xz

˙

and G “
E

2p1 ` νq
(3.3)

with xz the length of the unstressed solid along the z-direction, xzzpσzxq the displacement
of the z-surface of the solid along the x-direction under a stress σzz, εzz the strain, and G
the shear modulus, a proportionality constant relating stress and strain, which relates to the
Young’s modulus and Poisson’s.

Where solids have a finite deformation upon an applied stress, fluids have a finite defor-
mation rate. Applying a shear stress σzx does not result in an immediate deformation, but
instead in a deformation rate 9εzx

σzx “ η 9εzx (3.4)

with η the viscosity, a proportionality constant relating the deformation rate and the applied
stress.

When a solid is deformed, the energy required for the deformation is stored elastically, and
released upon the removal of the load. The load exerted on a fluid is dissipated by the friction
between the moving fluid molecules, and none of the energy is recovered upon the removal
of the load. There are, however, many materials that share both properties, meaning they
store a part of the load, and dissipate the rest. This is called viscoelasticity. In this chapter,
we will investigate to what extent a 2D packing of hydrogel particles can be described as an
“effective” viscoelastic material.

3.1.1 Hydrogel properties

The response of hydrogels to an applied deformation or stress is very complex. Hydrogels
consist of a polymer network filled with a solvent, typically water. The polymer network can
consist of two types of bonds, covalent bonds (atoms sharing electrons), and non-covalent
bonds (electrostatic and/or van der Waals interactions, hydrogen bonding etc.). Covalent
bonds are strong, and can therefore store a large amount of energy. However, when loaded
too much, the bond will break permanently, dissipating the stored energy in the process. Non-
covalent bonds are weaker, and can therefore store less energy before breaking, but will reform
over time. Polymer networks can thus store energy in both covalent and non-covalent bonds,
and dissipate energy with the non-covalent bonds without permanently changing the material
properties. The ratio of the storage and dissipation depends on the ratio between, and the
strength of, the covalent and non-covalent bonds. The rate of dissipation defines a typical
relaxation time of the polymer network. Furthermore, a polymer network can also dissipate
energy due to friction between polymer chains. When a polymer network is deformed, the
polymer chains slide past each other, dissipating energy in the form of friction in the process.

The interaction and breakage of polymer chains is, however, not the only way hydrogels can
dissipate energy. The polymer network is filled with a liquid. Since liquids are incompressible,
the liquid has to be squeezed out before the network can deform, dissipating energy in the
process due to viscous friction. This process is called poro-elasticity [1, 2]. The timescale
involved with poro-elasticity (τporo) corresponds to a diffusion distance comparable with length
of the deformed region (a) of the poro-elastic material [3, 4]

τporo “
a2

D
(3.5)
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Figure 3.2: A) Schematic representation of a Kelvin-Voigt model with a spring element of strength E,
a dashpot with viscosity η, and a resulting relaxation timescale τ . B) Representation of a generalized
Kelvin-Voigt model with n elements. Each element i has a spring of strength Ei, a dashpot with
viscosity ηi and relaxation timescale τi.

with a2 the area of the contact patch and D the diffusion coefficient of the solvent through
the pores. This means that the relaxation time scales with the square of the particle size [5].
Therefore, the poro-elastic relaxation is best to be investigated in-situ.

The relaxation of the polymer network and poro-elastic relaxation are coupled, meaning
that the overall relaxation is governed by the slowest relaxation timescale. If the poro-elastic
timescale is slower than the network relaxation, the network can only deform once the liquid
has diffused out of the pores. Likewise, the liquid will only be forced out of the pores once the
network starts deforming. We can compare the two timescales. Typical reported relaxation
times of the polymer networks are in the order of „0.1 seconds [6, 7]. It is difficult to find
an estimation of the poro-elastic timescale for our system, since it depends on the size of the
particles and diffusion coefficient of molecules through the network mesh. Extrapolating the
data from the experiments done by [5] and correcting for the difference in the viscosity of
the solvent yields a poro-elastic timescale of „10–100 seconds. We can therefore ignore the
relaxation time of the network, and consider the poro-elastic timescale as the only relaxation
timescale of the particles themselves.

3.1.2 Kelvin-Voigt

The response of a viscoelastic material to an imposed stress can be modelled by decomposing
the response into parts (elements) with a well-described response. The elastic part can be
well described by a linear spring with spring constant E (the Young’s modulus of the elastic
network), σs “ Eε. The viscous dissipation can be modelled by a dashpot, which dissipates
energy depending on the strain rate 9ε and a viscosity η, σd “ η 9ε.

Viscoelastic solids are typically well described by a Kelvin-Voigt model, which consists of
a spring and a dashpot in parallel, thus assuming the strain is identical for both elements,
and the stresses of the elements add up to the total stress (Figure 3.2A).

σ “ σs ` σd and ε “ εs “ εd (3.6)

Substituting the models for the stresses of the spring and dashpot elements yields the gov-
erning equation:

σ “ Eε ` η 9ε (3.7)

We can solve this governing equation for a well described experiment, creep relaxation
upon a stepwise increase in stress (t “ 0;σ “ σ0, ε “ 0). Substituting these initial conditions
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in eq. 3.7 gives the inhomogeneous differential equation:

9ε `
E

η
ε “

σ0
η

(3.8)

Solving the homogeneous part first gives

dε

dt
`

E

η
ε “ 0 (3.9)

dε

ε
“

´E

η
dt (3.10)

ż

dε

ε
“

ż

´E

η
dt (3.11)

lnpεptqq “
´E

η
t ` C (3.12)

εptq “ Ce´t{τ with τ “
η

E
(3.13)

To find the particular solution, we first have to make a guess on the potential solution. In
such creep experiment, a constant stress is exerted, part of which is dissipated viscously and
part of it is stored elastically. In the limit of t Ñ 8, it is intuitive to say that the stored
stress equals the imposed stress, resulting in a constant strain ε8 This would mean that eq.
3.8 becomes:

E

η
ε8 “

σ0
η

(3.14)

The complete solution then becomes the sum of the homogeneous solution (eq. 3.13) and the
particular solution (eq. 3.14)

εptq “ Ce´t{τ `
σ0
E

(3.15)

Filling in the initial conditions (t “ 0 : σ “ σ0, ε “ 0) gives:

εp0q “ Ce´0{τ `
σ0
E

“ 0 (3.16)

C “ ´
σ0
E

(3.17)

This leads to the final solution for creep:

εptq “ ´
σ0
E

e´t{τ `
σ0
E

“
σ0
E

p1 ´ e´t{τ q (3.18)

This is also often given in form of creep compliance, J :

Jptq “
εptq

σ0
“

1

E
p1 ´ e´t{τ q (3.19)

For the strain relaxation at a step-wise decrease in stress (t “ 0 : σ “ 0, ε “ ε0),
the differential equation is already homogeneous, as σ0

η “ 0 (eq. 3.8). We can therefore
immediately fill in the initial conditions

εp0q “ Ce´0{τ “ ε0 Ñ C “ ε0 (3.20)

εptq “ ε0e
´t{τ with ε0 “

σ0
E

(3.21)
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3.1.3 Generalized Kelvin-Voigt

It can be that one timescale is not enough to describe the relaxation of a viscoelastic ma-
terial. We can generalize the Kelvin-Voigt model by assuming the viscoelastic relaxations
are independent, and can each be modelled by a Kelvin-Voigt element. Assuming that the
stress experienced by each of the Kelvin-Voigt elements is equal, and the strain responses are
additive, one obtains the generalized Kelvin-Voigt model for n elements(Figure 3.2B).

σ “ σKV 1 “ σKV 2 “ σKV n and ε “ εKV 1 ` εKV 2 ` ... ` εKV n (3.22)

It can be shown that the solution to the generalized Kelvin-Voigt model with n elements
is just the sum of the individual components

εptq “

n
ÿ

i

εip1 ´ e´t{τiq (3.23)

with εi and τi the strain contribution and characteristic timescale of element i, respectively.
Resulting in eq. 3.24 and eq. 3.25 for the creep and relaxation, respectively

εptq “ ε1p1 ´ e´t{τ1,cq ` ε2p1 ´ e´t{τ2,cq (3.24)

with ε0 the strain contribution of the spring, and εi the strain contribution of Kelvin-Voigt
element i with characteristic creep timescale τi,c, where we define τ1 ă τ2

εptq “ ε1e
´t{τ1,r ` ε2e

´t{τ2,r (3.25)

with εi the strain contribution of Kelvin-Voigt element i with characteristic relaxation timescale
τi,r, where again τ1 ă τ2.

3.2 Materials and Methods

To study the compaction of dense soft particle suspensions, we used a system consisting of
„2000 bidisperse particles, with diameters of 120 µm and 160 µm , both contributing equally
to the volume occupied by particles, and fabricated according to the methods mentioned in
sections 2.2.1 and 2.2.2. We used several particle softnesses, ranging between 10 MPa and
400 kPa, which are obtained by crosslinking solutions of 90% PEGDA + 10% PI up to 30%
PEGDA + 60% PEG and 10% PI, respectively (see Table 3.1) The fill level of the channel is
indicated by the red dashed line in Figure 3.3. A typical bidisperse packing before compression
is provided on the right side of the same figure.

3.2.1 Channel geometry

Given the conditions of our microfluidic setup, athermal particles and no movable boundaries,
particles only move when they are externally perturbed. This was achieved by imposing a
pressure different between the inlet and outlet, as described in section 2.3. The hydrodynamic
drag on the particles by the suspending fluid causes the particles to be transported towards
the outlet. A solid object needs to be placed in the channel to keep the particles in the
channel, and provide a surface to compress the particles against. It is, however, not as simple
as pushing them against a solid barrier, as this would also block the fluid, and thus remove
the driving force from our system. Figure 3.3 shows a schematic overview of the channel
we designed. We chose to place a membrane, consisting of 150 by 200 µm blocks of PDMS,
spaced 50 µm apart, near the outlet of the channel (Figure 3.3, left). The gaps are big enough
to let the fluid flow through, whereas they are small enough to hold the particles back.
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PEGDA (v/v%) PEG (v/v%) PI (v/v%) E (MPa)

90 0 10 12.0
70 20 10 8.7
60 30 10 6.8
50 40 10 4.9
40 50 10 4.6
30 60 10 0.4

Table 3.1: Table of PEGDA-PEG mixtures used and the associated Young’s modulus

Figure 3.3: Schematic overview of the compression channel. The red dashed line indicates the fill level
of the channel when the particles are uncompressed. Left: zoom on the geometry of the PDMS blocks
that block the particles, but let the fluid pass. Right: Image of the compression channel filled with
particles.

3.2.2 Initialization

After printing the particles at low density (roughly 40% v/v, see section 2.1), the particles
were slowly settled on the membrane by applying a small pressure drop (∆P ), typically 3
kPa. After all the particle have settled, ∆P was reduced to 0.2 kPa to ensure the pressure
drop will always be positive, as even small negative pressure drops would cause the particles
to drift away from the membrane. This small “over-pressure”, δP , was therefore maintained
throughout all experiments.

Furthermore, there is no guarantee that the settled packing is the densest configuration, as
the system might be trapped in a looser configuration. Compressing the sample could result
in a rearrangement of the particles into a more dense configuration. These rearrangements
would lead to an observed “plastic” strain, even at vanishing stress. The effect of compaction
was limited by compressing the packing 10–20 times over the course of an hour, before starting
the experiments.

3.3 Results and Discussion

3.3.1 Average global strain

For ∆P ą δP , the particles were compressed against the membrane. The centers of all
particles were found using a convolutional algorithm (for more details see section 2.4.2), and
the displacements of particles were tracked by linking the centers found over the images taken,
as described in section 2.4.3. Knowing the displacements of the particles, we can define the
mesoscopic strain response of each particle as its distance to the membrane compared to the
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42 Chapter 3. Compaction of dense . . .

Figure 3.4: A) Mesoscopic strain averaged over the y-direction, as function of the position along the
x (compressive) direction in the channel, where zero indicates the membrane position. B) Mesoscopic
strain averaged over the x-position, as function of the position along the y (non-compressive) direction.

distance to the membrane at rest:

εm,iptq “ ´ ln

ˆ

xiptq

xip0q

˙

(3.26)

with εm,iptq the mesoscopic strain on particle i at time t, xptq the position of particle i at time
t along the compressive (x) axis of the system. Throughout this thesis, compressive strains
are defined to be positive. t “ 0 is defined as the first image in an experiment. Between the
repeated cyclic compression to induce compaction and the start of the experiment, the system
is kept at ∆P “ δP for 5-10 min, to ensure a reproducible non-compressed initial condition.

We expect a slight gradient in the mesoscopic strain along the compressive direction, due
to the shear component of the applied force being distributed over the entire packing (see
section 2.3). Figure 3.4A shows the mesoscopic strain (averaged over the y-direction) as
function of the position along the compressive (x) direction at the highest applied pressure
(20 kPa) for ensembles consisting of particles with different Young’s moduli (indicated in
the legend). We indeed observe a difference of 10-15 % between the mesoscopic strain near
the membrane compared to the mesoscopic strain at the other end of the packing, as was
predicted in section 2.3. The gradient is not always constant, but seems to be stronger near
the membrane for the most soft particles. Figure 3.4B shows the average mesoscopic strain as
function of the position along the non-compressive (y) direction for different Young’s moduli
at ∆P = 20 kPa. Although the values fluctuate, there does not seem to be a gradient, as
expected. The average (indicated with the colored dashed lines) shows that the strain at
identical pressure is different for different Young’s moduli, indicating variability during the
fabrication process.

Since this gradient is relatively small, we can define a global average strain, εg as:

εgptq “
1

Np

Np
ÿ

i

εm,iptq (3.27)
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Figure 3.5: A) Creep (step increase in ∆P ) followed by a relaxation (step decrease in ∆P ) for an
ensemble of particles with E=12 MPa and ∆Pstep = 10 kPa, fitted with a generalized Kelvin-Voigt
model of order 2. B) Schematic representation of the generalized Kelvin-Voigt model used to fit all
creep and relaxation data. C) Fast and slow characteristic creep times (blue and orange, respectively)
for different pressures, and different Young’s moduli (0.4 MPa ‚, 4.9 MPa Ĳ, and 12 MPa ■). D)
Fast and slow characteristic relaxation times (blue and orange, respectively) for different pressures,
and different Young’s moduli (0.4 MPa ‚, 4.9 MPa Ĳ, and 12 MPa ■).

This, will then allow us to follow the strain response of the entire packing over time as a
function of the applied pressure drop.

3.3.2 Step stress

3.3.A Relaxation times

We investigated the relaxation times of ensembles of viscoelastic particles by observing the
strain relaxation upon a step change in stress. The step stress experiments consist of two
parts: a creep test, an increase in strain over time upon a step increase in stress; and a
relaxation test, a decrease in strain over time upon a step decrease in stress. The step stress
experiments started with a fully equilibrated sample at rest (t ă 0; ∆P “ δP ), after which a
nearly instantaneous increase in ∆P was imposed at t “ 0,

∆P ptq “ ∆PstepHptq ` δP (3.28)

with Hptq the Heaviside step function, and ∆Pstep the step increase in pressure applied. We
then recorded the εg response over time. After 180 seconds, which was enough for the ensemble
to reach equilibrium, we decreased the pressure (∆P ptq “ ∆Pstep ´ ∆PstepHptq ` δP ) and
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44 Chapter 3. Compaction of dense . . .

again recorded the εg response over time. Figure 3.5A shows 3 typical creep experiments upon
a step-increase in stress followed by a relaxation experiment upon a step-decrease in stress of
12 MPa particles done consecutively on the same sample. This experiment nicely shows that
the pre-equilibration works well, as the three responses were virtually identical, and after full
relaxation εg « 0, indicating that no unrecoverable (plastic) strain accumulated during the
creep-relaxation cycle.

Fitting the data with a generalized Kelvin-Voigt model with two timescales (Figure 3.5B)
gives a very good agreement both during creep and relaxation (Figure 3.5A dashed lines).
We’ve investigated the timescales of multiple Young’s moduli (12 MPa, 4.9 MPa and 0.4
MPa) for a range of ∆Pstep (Figure 3.5CD). We find that the slow creep timescales (blue data
points) depend on the pressure applied, where higher pressures lead to faster relaxation.

In the case of the slow relaxation, it is much less clear. For the 0.4 MPa particles (orange
circles), the relaxation time also seems to decrease with increasing ∆Pstep, whereas for the 4.9
MPa particles (orange triangles) appears to be independent of ∆Pstep. We also found that
harder particles seem to relax faster. Unlike the creep timescales, the relaxation timescales
appear to be independent of both steps in pressure, and the Young’s modulus of the particles.

3.3.B Link to hydrogel-rheology

Now we have a complete macroscopic description of the creep and relaxation response of the
ensemble of soft particles, we can try to find the origins of these two timescales. Since the
long relaxation timescale is in the order of the poro-elastic timescale (section 3.1.1, we will
first try to find a link between the relaxation to the rheology of a single particle, and the
relaxations observed for packings.

Macroscopic rheology Studying particle relaxation is more complicated than one might
expect. A common tool to study the response of (hydro)gel particles is oscillatory rheology.
Here, the sample is sheared between two plates in an oscillatory fashion, and the stress (strain)
response on an imposed strain (stress) is recorded, where the time lag between the imposed
strain and the measured stress is a measure for the viscous response of the system. A big
disadvantage is that the samples need to be macroscopic, i.e. in the order of „20 mm in
diameter, which is „100x larger than the particles inside the microfluidic channels. Also, the
hydrogel cannot be submerged during macroscopic rheological experiments. This makes it
hard to compare the microfluidic and the rheological relaxation timescales.

Furthermore, for these experiments a no-slip boundary condition needs to be enforced, as
slip and viscous relaxation are difficult to distinguish. There are two main ways to enforce
the no-slip boundary condition. The most simple approach is friction. As long as the imposed
shear force doesn’t surpass the Coulomb-friction (Fmax “ µFN , with Fmax the shear force
threshold, µ the friction coefficient, and FN the normal force), the gel will not slip. However,
hydrogels have a notoriously low friction coefficient, typically in the order of 0.001. This can
be compensated by applying a higher normal force. However, compressing the gel applies
a pure shear (compression in one direction, extension in orthogonal directions) to the gel
network, effectively pre-tensioning the network. As it turns out, gel networks tend to be
strain stiffening [8], meaning that the measured (time-dependent) response also depends on
the confining force. Furthermore, since the hydrogel is expected to be viscoelastic, one expects
the normal force (and thus the shear-stress threshold) to decrease over time for experiments
done at constant normal strain. Experiments done at constant normal force would have a
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Figure 3.6: A) Schematic overview of the microfluidic compression of a trapezoidal particle in a
constriction of angle θ. B) Displacement of the trapezoidal particle over time upon a step increase in
stress, where the particle approaches a constant deformation state. C) Displacement of the trapezoidal
particle over time upon a step increase in stress, where the particle approaches a constant deformation
rate. Figures are taken from [9]

constant shear stress threshold, but would continue to tension the network to keep the normal
force constant, leading to an increase in apparent stiffness of the hydrogel.

In collaboration with Guylaine Ducouret, we tried etched/sanded and even serrated ge-
ometries to increase the surface area, and therefore higher friction force. However, the
etched geometry had no effect, we still observed slip at during the oscillatory shear exper-
iments. The serrated plates even worked adversely, lowering the threshold for slip. Even
for the softest gels, with a Young’s modulus of 100 kPa, the penetration depth would be
δ “ HF

2EA « 2˚10´3˚1
2˚1˚105˚π˚p1.25˚10´3q2

« 20µm, with H the height of the disk, F the normal force
applied, E the Young’s modulus and A the area of the disk. This effectively reduces the
contact area, if the gel is not fabricated in-situ. Furthermore, this does not even take into
account that a normal force is still required.

Briefly summarizing, macroscopic rheology experiments were not suitable to determine
the timescales for two main reasons: firstly, the presence of slip makes it difficult to measure
a meaningful timescale; secondly, applying a normal force pre-tensions the network, changing
the relaxation behavior, which complicates the interpretation of the measured values.

A second approach, which we didn’t try, would be to chemically bond the hydrogel to the
plates. Although hydrogels don’t bond to metal (we used metal molds to fabricate gels to put
in the rheometer), it is possible to chemically modify the surface of the rheometer plates with
acrylate groups. Upon curing the PEGDA solution in-situ, the hydrogel would link to the
Al-acrylate surface, providing a no-slip condition without exerting normal forces. However,
metal surface chemistry is complicated, and the strength of the bonds remains to be seen.
Moreover, the polymerization is initiated by UV and since illumination is only possible from
the side, ensuring homogeneous curing in a narrow gap would be a challenge as well.

Microfluidic rheology Previously, attempts have been made at quantifying the mechanical
response of the PEGDA particles [9], by squeezing a trapezoidal particle through a constriction
at constant pressure, where the angle of the trapezoidal particle matches the angle of the
constriction (Figure 3.6A). This allows for the decomposition of the trapezium into uni-axially
compressed columns of varying length. A displacement ∆x in x would then constitute a
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compression of ∆y “ tanpθq∆x [9]. In these experiments, we expect that the relaxation is
influenced by the friction with the side-walls of the microfluidic channel, making it not straight-
forward to extract a viscoelastic timescale using this experiment. Furthermore, they also saw
that at times, the particle approached a constant deformation rate, resembling a viscoelastic
fluid, rather than a viscoelastic solid. This makes this method unsuitable to determine the
relaxation accurately. However, by looking at the intersection of the extrapolated two regimes
(red lines in Figure 3.6BC), we can get an estimation of the relaxation time of „ 20 seconds,
which is of the same order of magnitude as the long relaxation timescale we observed in the
step-stress experiments.

Indentation Another possibility to test the rheological properties of the gels by indentation.
Since the relaxation timescale of hydrogels is governed by the time the interstitial liquid takes
to flow out of the particle, which depends on the particle size [3–5], the particles used for
indentation need to be of similar size to the particles used in the microfluidic experiments.
Furthermore, for indentation, the probe needs to be much smaller than the thickness of the
sample. This means that one cannot use standard indentation techniques (load cell connected
to spherical probe), and has to use cantilever deflection based nano-indentors or Atomic Force
Microscopes (AFM). In collaboration with Mathieu Hautefeuille and Jonathan Fouchard, we
have tried some first tests on an Optics11 Piuma nano-indentor, but we were not able to collect
any data. After discussing with the manufacturer, we believe that the PEG/PEGDA solvent
is incompatible with their nano-indentors, as it interferes with the light used to measure
the force exerted on the material. We believe that this approach is the most promising
method to determine the relevant relaxation time of the individual particles. We are currently
investigating the use of other brands of AFM or nano-indentors to check whether they are
compatible with our particles and the solvent.

3.3.C Other possible effects

Viscous timescale of solvent Unable to link one of the relaxation timescales to the relax-
ation timescale of a single particle, we should investigate other causes of relaxation. Another
possibility is the inherent timescale involved with the flow of the solvent. We can compare the
viscosity of the solvent (η) to the Young’s modulus to give us an estimation of the timescale
involved with compressing the particle with a viscous fluid

τfluid “
η

E
(3.29)

The viscosity of the carrier fluid is approximately 50 mPa¨s for all experiments. This indicates
that the viscous timescale would scale inversely with the Young’s modulus of the particles.
The longest possible timescale would be obtained for the softest particles (E = 0.4 MPa), such
that τfluid “ 5˚10´2

4˚105
« 10´7 s. A relaxation time in the order of 100 nanoseconds is orders

of magnitude faster than we could possibly measure with this setup, hence we can conclude
that this effect is not the origin of one of the timescales.

Pressure controller delay There is, however, another setup related timescale. There is
the time needed for the fluid to reach a steady state. There are several factors contributing
to this: the compliance of the tubing and channel, and the internal feedback loop of the
electronics of the pressure controller [10]. We tested the sum of all these effects by applying a
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Figure 3.7: A) Fluid velocity, measured by PIV, as function of time after an imposed step-increase in
∆P over the channel. The response was fitted with U “ Umaxp1 ´ e´t{τincq (red dashed line), yielding
a characteristic timescale τinc. B) Fluid velocity, measured by PIV, as function of time after an
imposed step-decrease in ∆P over the channel. The end of the initial linear decrease, indicated by the
black dashed line, was taken as the characteristic timescale for the decrease in ∆P , τdec. C) Pressure
dependence of the characteristic timescales for the step-increase (τinc) and step-decrease (τdec), on the
left and right axis, respectively.

step in pressure and recording the fluid velocity by means of PIV, as is shown in Figure 3.7A-
B. We found that the change in fluid velocity upon a step increase in ∆P was not immediate,
and was actually well captured by a Kelvin-Voigt-like timescale Uptq “ Umax

`

1 ´ e´t{τinc
˘

,
with τinc the response time of the pressure controller. We found that the response time was
roughly 60 ms, and was independent of the ∆P applied (Figure 3.7C, left axis and circles).
Slightly longer response times have been reported by others using different equipment [11, 12].

The same approach, however, did not work for the step-decrease. Initially, the velocity
decreased linearly with time, the rate of which did not depend on the magnitude of the step-
decrease. After the velocity is close to zero, the response enters a second (slower) phase, the
origin of which we do not fully understand. We defined the time spend in the linear regime
as the response time of the pressure controller (indicated by the dashed line in Figure 3.7B).
This timescale is larger than the time required for the flow to increase, it also seems to depend
linearly on the size of the pressure step applied, with a delay of „ 0.1 seconds for very small
steps. Gao et al. [13] saw a similar slower pressure-dependent decrease in the open-source
pressure controller they developed.

However, both timescales are still an order of magnitude faster than the relaxation times
observed during the step-stress experiments. Hence, we can conclude that the pressure con-
troller is not the cause of one of the relaxation timescales.

To summarize, the long relaxation timescale observed during the step compression and
decompression of a packing of hydrogels seems to correspond to the poro-elastic relaxation
time of the hydrogel particles. However, the complex conditions under which the relaxation
timescale(s) of the individual particles needs to be measured did not allow for an accurate mea-
surement, and further investigations should focus on finding such particle relaxation timescale.
We have not, yet, found an explanation for the second timescale. We ruled out the viscous
timescale of the solvent, and the time needed for the pressure controller to reach the desired
pressure. Other origins of relaxation timescales could include microstructural rearrangements.
However, the influence of rearranges on the relaxation is unclear, especially in the absence of
an accurate description of the relaxation of individual particles.
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48 Chapter 3. Compaction of dense . . .

Figure 3.8: Oscillatory compaction and decompaction of an ensemble of particles with a Young’s
modulus of 4.6 MPa and an oscillation period, T, of 120 seconds. A) Evolution of the global strain,
εg over time. B) Imposed pressure versus observed global strain for the same compaction, where the
color of the line indicates the cycle number, from blue at the start of the experiment, to red at the
end of the experiment.

3.3.3 Oscillatory compression

3.3.A Observations

We further investigated the response of the packing under external solicitation by varying ∆P
continuously according to:

∆P ptq “ Pmean

ˆ

´ cos

ˆ

2π
t

T

˙

` 1

˙

` δP (3.30)

with Pamp the amplitude of the oscillation, T the oscillation period, and δP the over-pressure.
Snapshots of the particles were taken 120 times per cycle to accurately capture the displace-
ments during the oscillations. Figure 3.8A shows evolution of the global strain over time
during the pre-oscillation. We can see that the sample evolves over the first 10 to 15 compres-
sion cycles, as the particles rearrange slightly to find a more dense configuration. Once this
configuration is reached, the system is in a limit cycle and the response doesn’t change from
cycle to cycle. Therefore, all other experiments were pre-oscillated by at least 10–15 cycles
(as explained above).

Since we know the imposed pressure at any point in time, as well as the time at which
the snapshot was taken, we can plot the imposed ∆P versus the observed strain, as shown
in Figure 3.8B. Interestingly, the imposed pressure and the observed strain seem to be out of
phase. The maximum global strain is observed when the applied pressure is already decreasing,
and the minimum observed strain does not occur at ∆P “ 0, but shortly after. This is despite
the oscillation period being 2-3 times slower than the slow relaxation time, as determined from
the step-stress experiments. There are various reasons a system can exhibit such history-
dependent (hysteretic) response.
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3.3.B Link with Kelvin-Voigt model

Software/synchronization delays Firstly, let us exclude artifacts caused by the experi-
mental setup. Since the imposed pressure cannot be directly observed alongside the strain,
the pressure controller and camera need to be synchronized. Our camera can be synchronized
using an external start trigger, which can conveniently be provided by the pressure controller.
Forcing events to be executed simultaneously in LabView is complicated, due to the way
LabView handles events. However, even the worst case scenario of the events being executed
in series, would cause a delay in the order of milliseconds, which is negligible compared to
the oscillation period of in this case 120 seconds. Next, there could be a time delay between
receiving the trigger pulse and actually capturing the first frame. The camera allows us to
set the trigger delay between 0–10 seconds (in 1 µs increments), which we set to zero sec-
onds. We were, however, unable to get an accurate measurement whether the claimed delay
was accurate. But since time delay is in the order of 10–20 seconds, we deem the potential
deviation insignificant.

Like step-stress experiments, a phase-shift can also be caused by the delay between im-
posing the pressure, and the pressure arriving at the imposed level. However, as determined
before, the delay is well below a second, and therefore we also deem any delay by the pressure
controller insignificant.

Viscoelasticity Let us now analyze to what extent the observed time shift agrees with the
viscoelastic relaxation as measured by the step-stress experiments. The oscillation period is
in the order of the slowest relaxation time. We can determine the phase shift caused by the
relaxation time as follows. For a stress σ, the rate of change of the stress 9σ in the system is
given by

σ “ σ0pcosωt ` 1q and 9σ “ ´σ0 sinωt (3.31)

with σ0 the amplitude of the oscillation, and ω “ 2π
T the oscillation frequency. According to

Bae et al. [14], we can write the strain response as

εptq “ J 1pωqσ0 cosωt ` J2σ0 sinωt (3.32)

J 1pωq “
E1pωq

||E˚pωq||2
and J2pωq “

E2pωq

||E˚pωq||2
(3.33)

with E1 the storage modulus, E2 the loss modulus, and E˚ the complex modulus.
For a Kelvin-Voigt element, it is known that [15]

E1 “ E and E2 “ ωη “ ωτE (3.34)

substituting the viscosity for the relaxation timescale obtained from the step-stress experi-
ments using τ “

η
E , as defined in eq. 3.13. This allows us to write the loss tangent tan δ

as:

tan δ “
J2

J 1
“

E2pωq

||E˚pωq||2

||E˚pωq||2

E1pωq
“

ωτE

E
“

2πτ

T
(3.35)

where δ is the phase shift in radians.
Equation 3.35 suggests that the phase shift would depend on the softness of the particles,

as for a Kelvin-Voigt model τ “
η
E . However, we have seen before that the relaxation time

only weakly depends on the particle softness (Figure 3.5CD). This model predicts that the
lag time depends inversely on the oscillation period, where we would expect the lag time to
approach zero for longer oscillation periods, limTÑ8 tan δpT q “ 0. In the next sections, we
will systematically investigate both dependencies.
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Figure 3.9: A) Imposed pressure (left y-axis, black line) and observed strain (right y-axis, colored
lines) over time for one oscillation, for packings of particles with different Young’s moduli (indicated
in the legend). B) Imposed pressure as function of the observed strain for the last two compression
cycles in a series of 10, for different particle softnesses. C) Imposed pressure, non-dimensionalized
by the Young’s moduli of the particles, as function of the observed strain. A small offset (δε) was
applied to the strain to align the linear regimes during the compression. D) Phase shift corrected,
non-dimensionalized pressure as function of the observed strain. Again, an offset was applied to the
observed strains to align the linear regimes.

3.3.C Systematic investigation of particle softness

We performed the oscillatory compression for several particle softnesses, all at an oscillation
period of 600 seconds. Figure 3.9A shows both the imposed pressure (P, black line, left y-axis)
and the observed global strain (ε, colored lines, right y-axis) over time. The observed strains
all appear shifted δt « 25 s for a 600 s cycle (or a phase-shift δ « 0.26rad), irrespective of the
particle softness, despite the weak dependency of τ on E. If we assume the longest relaxation
time is the major contributor to the lag time, and fill in the relaxation time obtained from
the step-stress experiments, τ2 « 25s, we find that the δ “ tan´1p2π25{600q « 0.26.

Figure 3.9C shows the non-dimensionalized pressure (P/E) as function of the observed
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global strain. Here, we can see that all compressions appear to reach a linear stress-strain
relationship with the same slope (indicated by the dashed line), albeit a bit obfuscated by the
hysteresis. However, not all experiments reach this linear regime at the same strain. There
appears to be a soft onset of the compaction, the magnitude of which depends on the particle
softness. Hence, a collapse was only observed when an offset (δεg) was applied to align the
linear regimes.

This linear region becomes much more apparent in Figure 3.9D, which shows the phase-
shift corrected pressure (P pt ` δtq{E) non-dimensionalized by the Young’s modulus of the
particles. A clear linear scaling at higher strains can be observed that is independent of
particle softness. At lower strains, there is a difference between the different softnesses. We
suspect that this difference is caused by rearrangements. The confining pressure at equal
strain is lower for softer particles, which would make rearrangements easier. The potential
presence of reversible rearrangements will be touched upon in the next chapter (4).

3.3.D Systematic investigation of oscillation period

Where the loss tangent didn’t depend on the particle softness, eq. 3.35 indicates that the
loss tangent scales inversely with the oscillation period. Figure 3.10 shows the observed εg
for cyclically imposed ∆P (two cycles) for different oscillation periods T, for two different
particle softnesses (12 MPa and 0.4 MPa, Figure 3.10AB and CD, respectively).

We see that for fast oscillations (Figure 3.10AC, dark blue, T = 30-60 s), it takes more
than two cycles for the system to reach a steady state (no overlap between the first and second
cycle). This indicates that the oscillation period is close to (one of) the relaxation time(s).
Furthermore, the imposed ∆P and observed εg response seem almost completely out of phase,
the strain is minimum/maximum close to where d∆P

dt is maximum (∆P “ 104Pa), whereas
we would expect the elastic response to be in phase, further indicating that these experiments
are dominated by viscous relaxation.

On the other side of the spectrum is the quasi-static approach, where the oscillation period
is much longer than the relaxation timescale. We observed that at longer T, the system enters
the limit cycle almost immediately, as the first and second cycle overlap almost entirely, as
expected. We also observed that the hysteresis (enclosed area) decreases with increasing T,
but doesn’t fully disappear even at an oscillation period nearly 2 orders of magnitude larger
than the relaxation time (Figure 3.10BD).

We can determine the experimental phase-shift like in Figure 3.9 for different oscillation
periods. Figure 3.10E shows the loss tangent as function of the oscillation period. We can
observe two main features. Firstly, the loss tangent is independent of particle softness. All
data corresponding to 12 MPa particles and 0.4 MPa particles perfectly overlap. This further
strengthens our previous experiments, which also indicated that the phase-shift does not
depend on the particle softness.

Secondly, we observe that the loss tangent scales inversely with the oscillation period, as
predicted by the model (eq. 3.35). However, where the model predicts that the loss tangent
approaches zero for increasing oscillation periods, the data approaches a non-zero value at
long oscillation periods. This is very counter-intuitive, as this implicates that, even under
quasi-static conditions, stress and strain would be out of phase. This cannot be explained by
any viscoelastic model.
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52 Chapter 3. Compaction of dense . . .

Figure 3.10: A) Global strain response of an ensemble of hard particles (E = 12 MPa) on oscillatory
imposed pressure for different short oscillation periods. B) Global strain response of an ensemble of
hard particles (E = 12 MPa) on oscillatory imposed pressure for different long oscillation periods. The
arrows indicate the trend of the minima and maxima with increasing T. C) Global strain response
of an ensemble of soft particles (E = 0.4 MPa) on oscillatory imposed pressure for different short
oscillation periods. D) Global strain response of an ensemble of soft particles (E = 0.4 MPa) on
oscillatory imposed pressure for different long oscillation periods. The arrows indicate the trend of
the minima and maxima with increasing T. E) Loss tangent as function of oscillation period for two
different Young’s moduli. The dashed line indicates the fit with eq. 3.35 with an offset for a period
independent phase shift.
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Figure 3.11: A) Oscillation of an ensemble of 0.4 MPa particles in discrete steps of 1 kPa of additional
applied pressure, where the strain was monitored over time. Insert: strain over time for the last
compression step and first decompression step. ∆P a the start of the last compression and the end
of the first decompression is identical. Red dashed line indicates the fit with the models eq. 3.24
and 3.25. B) Non-dimensionalized pressure as function of observed strain for the step-wise oscillatory
compression. The black triangles (Ĳ) indicate the strain observed at 300s after the step-increase in
pressure. The red circles, connected by a solid red line to guide the eye, indicate the limit strain as
t Ñ 8.

3.3.4 Stepwise oscillation

Intrigued by the hysteresis that persists at long time-scales, we performed an oscillation in
discrete steps, rather than continuously, and followed the strain response over time. For
each of the steps, we fitted the response using the generalized Kelvin-Voigt model. While
experimentally it might not be feasible to reach the equilibrium state, we can approximate
the equilibrium state by fitting εptq with the generalized Kelvin-Voigt model and taking
limtÑ8 εGKV ptq.

Figure 3.11A shows such stepwise oscillation. Each of the steps were well-fitted with
the previously mentioned model (example fit given in the insert of Figure 3.11A). It’s worth
mentioning the level of detail and accuracy (both spatial and temporal) our experiments
provide. During the first decompression step, the strain decreases from 0.1830 to 0.1817,
which we are easily able to detect. Moreover, we can follow how the packing approaches this
plateau. The standard deviation in the plateau (15 data points) is 2.3˚10´5. We’re not aware
of any experimental setup that can provide this level of detail. Furthermore, we currently
limited the experiment to 1 image per 30 seconds, as this already gathers „10 Gb of data
over the course of the experiment. Without having to change anything in the setup, we could
increase the sampling frequency to 10 Hz without having to change anything in the setup,
giving also an incredibly high temporal accuracy.

Taking the spatial and temporal accuracy into account, it becomes obvious that the differ-
ence between the last data point collected (indicated with Ĳ in Figure 3.11B, taken 300 s after
the step in pressure) and the extrapolated limit (indicated with ‚) is insignificant for all but
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the last data-point during decompression, which will go to εg “ 0, if given enough time. This
indicates that at each step, the system is able to reach equilibrium. Yet, the compression and
decompression curves don’t overlap, meaning that there is a time-independent, but history
dependent, component that causes the hysteresis.

The time-independence part of the hysteresis becomes very apparent when comparing the
last compression step and the first decompression step (Figure 3.11A insert). The pressure
at t=6000 s (just before the last compression step is started) is equal to the pressure during
the first decompression step (t=6300-6600 s), one would therefore expect that the strain at
the start of the last compression step and the end of the first decompression step would be
identical, εgpt “ 6000q “ εgpt “ 6600q. However, this is far from the case, as during the
decompression only „25% of the strain is recovered. Yet, after a full cycle, the strain is
recovered.

One explanation could be that there are microscopic rearrangements that seem irreversible
within one cycle (meaning the position of an arbitrary particle i in cycle n, xi in, depends on
whether the pressure, P, is approach by increasing P or decreasing P) xipP

Òpnqq ‰ xipP
Ópnqq,

whereas the rearrangements are reversible over a whole cycle xipP
Òpnqq “ xipP

Òpn ` 1qq.
This phenomenon has been reported in both experiments and simulations, but only under
oscillatory shear conditions [16–21]. This will be briefly touched upon in the next chapter
(section 4.3.6).

3.4 Conclusions

In this chapter, we have shown a new method to fabricated ensembles of particles inside
a microfluidic channel using an in-situ photolithographic technique. We compressed these
particles against a membrane by means of hydrodynamic friction with the uncured solution
surrounding the particles. We found that, upon imposing a step increase or decrease, the
strain approached the new stable value exponentially, which was very well described by a
generalized Kelvin-Voigt model with 2 relaxation timescales. We attempted to attribute one
of the relaxation timescales to the poro-elastic relaxation of the particles. However, obtaining
accurate relaxation timescales on small particles has proven to be difficult.

The full characterization of the viscoelastic behavior of the particle packings by the step
stress experiments allowed us to describe the time lag observed during the continuous oscilla-
tory compressions of the packing, which was shown to be independent of the particle softness,
and scales as tan δ 9 1{T with T the oscillation period. The loss tangent did, however, not
decay to zero in the quasi-static limit, as one would expect for a viscoelastic material. Instead,
it approached a loss tangent of „ 0.25.

We further confirmed the presence of this time-independent loss tangent by performing
step-wise oscillatory compressions. The time-evolution of the strain during each compression
step was fitted with the generalized Kelvin-Voigt model, which confirmed that the packing
reached equilibrium during each of the compression steps, and that any hysteresis was there-
fore independent of the driving frequency. This could potentially be due to microscopic rear-
rangements, however, the role and timescale of particle-scale rearrangements on the relaxation
are not clear yet.
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Chapter 4

Compaction of dense suspensions of
soft particles: Micro-mechanical
perspective

So far, we’ve approached the experiments from a continuum mechanical point-of-view by
considering the ensembles of particles to be a complex viscoelastic solid, and disregarding all
extra insights the microscopic data can provide. Together with Larry Galloway and Paulo
Arratia, we switched point-of-view, and analyzed the exact same experiments from a micro-
mechanical point-of-view.

This chapter starts with a description of the interaction between the particles. Next, we
describe the microscopic pressure, calculated from particle-particle interactions. From this
microscopic pressure, we derive a constitutive equation for the pressure as function of the
deformation of the entire packing. Then, we explain the origin of microscopic quantities,
their distributions and how they change during compaction. This is followed by a discussion
on the determination of the particle radii.

Next, we study the evolution of the microscopic quantities, such as the average overlap
between particles, microscopic pressure, average number of contacts per particle, the contact
orientation, as well as the distribution of forces as function of the global strain. Lastly, we
perform a preliminary investigation on the trajectories of the particles during compression,
to find a possible origin of the soft onset of the compaction.
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Figure 4.1: A) Schematic overview of two interacting particles, i and j, with radii Ri and Rj , and
positions ri and rj , respectively. B) Interaction force F as function of the overlap between the particles.
The slope is given by the Hertzian contact mechanics for cylinders with parallel axes, where E˚ is the
corrected Young’s modulus and L the length of the cylinder.

4.1 Introduction

4.1.1 Mechanics

Two neighboring particles, i and j, are assumed to interact upon contact. This interaction
can be decomposed in two forces, a normal force perpendicular to the contact (F ij,K), and a
frictional force tangential to the contact (F ij,∥). The normal force exerted by particle i on j
(Fij) can be described as a function of the magnitude and direction of their deformation (δij
and r̂ij , respectively), which is a function of their centers (ri and rj), and their radii (Ri and
Rj) (Figure 4.1A):

δij “ ∥rj ´ ri∥ ´ Ri ´ Rj and r̂ij “
rj ´ ri
∥rj ´ ri∥

(4.1)

F ij “ F pδijqHpδijqr̂ij (4.2)

Where F pδijq is some function describing the magnitude of the force given some overlap δij ,
Hpδijq the Heaviside step function, such that particles only exert a force when they are in
physical contact:

Hpδijq “

#

0 if δij ď 0

1 if δij ą 0
(4.3)

The magnitude of the interaction between two particles i and j (cylinders with parallel axes)
can be approximated by a Hookean spring with spring constant k “ π

4E
˚L, according to

Hertzian contact mechanics for cylinders with parallel axes [1]:

Fijpδijq “
π

4
E˚

ijLδij (4.4)

with Fij the repulsive force between particles i and j, L the length of the cylinder, δij the
overlap between particles i and j, and

1

E˚
ij

“
1 ´ ν2i
Ei

`
1 ´ ν2j
Ej

(4.5)
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Figure 4.2: A) Schematic illustration of a frictionless 2D disk (light blue circle) settled in a groove
(blue lines), with the arrows indicating the magnitude and direction of the contact forces that balance
all forces B) Schematic illustration of a 2D disk with friction (light blue circle) settled in a groove
(blue lines), with the arrows indicating the magnitude and direction of some of the infinitely many
possible contact forces that satisfy the balance of forces. Figure adapted from [2]

with Ei the Young’s modulus of particle i, νi the Poisson’s ratio of particle i. Since in all
our experiments, particles i and j are made of the same material, Ei “ Ej and νi “ νj .
Simplifying eq. 4.5 to

E˚ “
E

2p1 ´ νq
(4.6)

The contact force as function of the overlap is schematically represented in Figure 4.1B.
The tangential force, F ij,∥, follows Amontons-Coulomb’s law

Fij,∥ ď µFij,K (4.7)

with µ the friction coefficient. This inequality is, however, problematic in experiments, as
it leads to an indeterminacy of the forces. When a frictionless (2D) disk settles in a groove
under gravity, there are two degrees of freedom (normal forces with both sides) and two
balance equations (total force in x and y direction), leading to a unique isostatic solution
(Figure 4.2. When particles are frictional, the disk has 4 degrees of freedom (two normal
forces and two tangential forces) and only 3 equations to balance. (net force in x and y, and
net torque). This leads to an infinite set of solutions, where the actual solution depends on
the history of contact, which is hard (if not impossible) to access experimentally.

Fortunately, hydrogels are known for their low coefficient of friction. Although we were
not able to get an accurate measure of the friction coefficient of our particles, nor able to
find reported values for the exact same material and composition as ours, reported values of
similar hydrogels range from 0.03 down to „ 10´4 [3–5]. We believe it is therefore justified to
assume Fij,∥ “ 0. This eliminates the inequality, and allows us to extract a single solution of
the interparticle forces from the particle overlaps.

4.1.2 Microscopic stress

In their seminal work Irving and Kirkwood [6] formulated a stress tensor, σ, based on mi-
croscopic quantities. They described σ to be the sum of a kinetic component and a contact
component, σ “ σK ` σC , with

σC
αβ “

1

Ωt

ÿ

iăj

Fα
ijr

β
ij (4.8)
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where Ωt is the total volume of the system, the sum is over all contact pairs ij, Fα
ij the

component of the contact force between particles i and j along the coordinate axis α, and rβij
the vector component of rj ´ ri along the β coordinate axis.

The kinetic part of the stress tensor was determined to be:

σK
αβ “

1

Ωt

ÿ

i

miu
1α
i u1β

i (4.9)

where the sum is over all particles, mi is the mass of particle i and u1α
i is the velocity fluctuation

component of particle i along coordinate axis α with

u1
iptq “ uiptq ´ Upri, tq (4.10)

with uiptq the velocity of particle i at time t and Upri, tq the average particle velocity at the
position of particle i (ri) at time t.

σC can be seen as the force the particles are exerting on each other and the confining
box because they are squeezed into a (slightly) too small box. Whereas σK can be seen as
the pressure caused particles bumping into the confining box, akin to how gas atoms exert
pressure on the vessel they are contained in. For gases in a closed isochoric system, the
kinetic energy depends on the temperature. Hence, u1

i is often referred to as the “granular
temperature” [7–9]

For jammed packings (σC ą 0) under quasi-static conditions (Upriq « 0 and v1
i « 0),

the stress is dominated by the contact forces (σC ą σK). Therefore, the total stress is
approximately equal to the contact stress:

σαβ « σC
αβ “

1

Ωt

ÿ

iăj

Fα
ijr

β
ij (4.11)

This is commonly referred to as the Kirkwood-Irving stress or Kirkwood-Irving equation [6].
From this equation, it is possible to derive a macroscopic stress-strain scaling. First, we

can rewrite eq. 4.11 as

σαβ “
Nc

Ωt
xFα

ijr
β
ijy (4.12)

where x¨y indicates the average over all contacts with i ă j and Nc is the total number of
contacts. We can then define the coordination number Z (the average number of contacts
of each particle), and the packing fraction ϕ (fraction of the total volume occupied with
particles), assuming a pseudo 2D system of co-axial cylindrical particles of length L that span
the entire system height.

Z “
2Nc

Np
(4.13)

ϕ “
Ωp

Ωt
“

πxD2yLNp

4Ωt
(4.14)

with Np the number of particles, Ωp the volume occupied by the particles and x¨y the average
taken over all particle diameters, D. The prefactor 2 comes from the fact that each contact is
counted for both particles involved in the contact. Now using the definition of the microscopic
pressure (for a 2D-system)

Pm “ trpσq{2 (4.15)
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and the fact that the inter-particle forces are not correlated with the particle size [10], as well
as the assumption that the forces are randomly oriented (which we will later verify), we can
write the microscopic pressure as:

Pm “
Zϕ

πLxD2y
x|Fij |yx|rij |y (4.16)

Under small deformation of circular particles the magnitude of the branch vector (vector
connecting the two particle centers) is equal to the sum of the radii of the particles, |rij | “ Ri`

Rj . Then, assuming the neighbors of a particle are random (e.g. no polycrystalline domains),
the average of the branch vector magnitudes is equal to the average particle diameter x|rij |y “

xDy. And, assuming that polydispersity is minor, such that xD2y « xDy2, the microscopic
pressure becomes:

Pm “
Zϕ

πLxDy
xF y (4.17)

Given the Hertzian contact mechanics of 2 parallel cylinders with an overlap δ (eq. 4.4 [1]),
we can approximate the average inter-particle force as

xF y “
π

4
E˚Lxδy (4.18)

writing the average overlap xδy as the average particle size deformed by an average local strain
xDyxεly, and substituting this into eq. 4.18 yields

xF y “
π

4
E˚LxDyxεly (4.19)

We can substitute eq. 4.19 into eq. 4.17 to obtain a description of the microscopic pressure,
as function of the local strain:

Pm “
Zϕ

4
E˚xεly (4.20)

There are now two descriptions of the strain of a single sample: a global strain derived
from the global deformation of the packing, and a local strain derived from the deformation
of the constituent particles. Finding a relation between them, would yield a macroscopic
description of compaction, purely from microscopic parameters. We should note that despite
both strains being non-dimensional, they describe a different quantity. The global strain is a
2D strain (decrease in area), whereas the local strain is a 1D strain (decrease in distance). It
is therefore not obvious if they are identical, or even scale linearly.

Cantor et al. [12] found that εg and εl are proportional for all their simulations, with
proportionality constant α “ 4. The same group found a similar scaling for a 3D packing
and for a 2D packing of pentagons [13, 14]. Substituting εl for εg in eq. 4.20 yields the
macroscopic description of compaction obtained from microscopic parameters

Pm “
Zϕ

4α
E˚εg (4.21)

Slight variations on this model for the macroscopic stress-strain relationship exist, Agnolin
and Roux provide an model for a 3D system of spheres while not specifying a contact model
[15–17], Nezamabadi et al. [11] assume that εg “ εl, and Cantor et al. [12] assume the contact
forces are linear springs, and therefore don’t include the geometrical prefactor, π

4 , obtained
from the Hertzian approximation of the contact forces.

This model is only valid for small deformations, several assumptions fail at larger defor-
mations, as can be concluded from the deviation from the linear regime in Figure 4.3A, and
the pink dashed line in Figure 4.3B. Efforts have been made to extend this model into the
large deformation regime, which will not be discussed here [12, 18, 19].

61



62 Chapter 4. Compaction of dense . . .

Figure 4.3: A) Non-dimensionalized microscopic pressure versus global strain for simulations of neo-
Hookean particles. Figure taken from [11] B) Non-dimensionalized microscopic pressure as function of
packing fraction for a simulation of a coupled discrete and finite element method. Inset: same data on
lin-lin axis. Figure taken from [12]. The model described here is indicated with the pink dashed line.
In both cases, the model captures the initial linear regime well, but fails to capture the non-linear
regime at higher compressions.

4.1.3 Jamming

To calculate the global strain (as function of time), the volume of the system in a stressed
is compared to the volume of the system in an unstressed state. However, the requirement
Pm “ 0 alone is not enough to define a unique reference configuration. If none of the particles
are touching, and thus PmpΩtq “ 0, Pmp2Ωtq “ 0 also holds. We, therefore, define the
reference volume as the volume when Pm approaches zero:

Ωt,0 “ lim
PmÑ0`

ΩtpPmq (4.22)

This is the point at which the particles just start to touch, and is commonly referred to as
the jamming point (or jamming transition). At jamming, the packing becomes marginally
stable, meaning that the loss of a single contact would cause the packing to become unstable.
This means that the number of degrees of freedom is perfectly balanced by the number of
constraints, which is called isostaticity. For a packing of Np frictionless spheres in d dimen-
sions, using the definition of the coordination number Z “ 2Nc

Np
(eq. 4.13) the total number

of contacts is Nc “
ZNP
2 , which needs to balance Nd degrees of freedom, where d is the

dimensionality of the system. Hence, the coordination number at isostaticity for a 2D system
is Z0 “ 2d “ 4. For frictional spheres, also torque components need to be taken into account.
This leads to ZNd

2 force components and Nd translation degrees of freedom and dpd´1qN
2 ro-

tational degrees of freedom. So, at isostaticity Z0 “ d ` 1 “ 3 [2, 20]. In reality, Z0 will be
somewhere between the two, where Z0 will be close to 4 for nearly frictionless particles, and
get closer to 3 when the coefficient of friction increases [21–23].

4.1.4 Packing fraction

As the system is compressed, naturally the volume occupied by the particles relative to the
total volume of the system increases. Assuming incompressible particles (ν “ 0.5), a simple
relation between εg and ϕ can be derived, as the total volume occupied by the particles is
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constant.

ϕ “
Ωp

Ωt
and εg “ ´ ln

ˆ

Ωt

Ωt,0

˙

(4.23)

ϕ “
Ωp

Ωt,0
eεg “ ϕ0e

εg (4.24)

with Ωp the volume occupied by the particles, Ωt the total volume under compression, Ωt,0

the volume of the uncompressed system (at jamming), and ϕ0 the packing fraction of the
uncompressed system. This relation approximates ϕ well at low strains, but will overestimate
the packing fraction at high strains, especially for compressible materials (ν ă 0.5).

4.1.5 Coordination number

Previously, we have defined the coordination number (the average number of contacts of each
particle) as the number of contacts over the number of particles Z “ 2Nc

Np
(eq. 4.13). We

considered no new contacts to be formed in the small deformation limit. This is, however, not
entirely true. We can approximate the number of newly formed contacts by taking a closer
look at the microstructure.

One common way to characterize the microstructure is with the pair correlation function,
gprq, which is the number of particles in a shell from r to r`dr (green particles in Figure 4.4A)
around a reference particle (gray particle in Figure 4.4A), normalized by the expected number
of particles based on the area of the shell and the average number density in the system. The
pair correlation function has a typical form for disordered materials of monodisperse particles
(Figure 4.4C). To make g(r) independent of the particle size, r is normalized by the particle
diameter. For r ! 1, gprq « 0, as the inter-particle forces are not sufficient to reach such
overlaps. For r « 1, g(r) spikes, as it is likely to find particles that are slightly deforming
each other or almost touching. Lower and broader correlations are found at other small gaps
(Figure 4.4BC). For r " 1, the probability of finding a particle is equal to the number density
of the material (gprq “ 1) as there is no long-range correlation between particle positions
(unlike in ordered materials).

Taking a closer look at the first peak, we can interpret gpr ` drq as the probability of
finding two particles dr apart. For small strains, εl « dr. Hence, applying a local strain, εl
will bring all particles with a spacing less than dr in contact. In their seminal work [24] showed
in simulations of monodisperse, soft, spheres that for r ą 1, gprq9pr ´ 1q´0.5. Integrating
gprq from r “ 1 to r “ 1 ` dr is then a good measure of the amount of newly formed contacts
upon an applied strain, and yields

Z ´ Z0 9
a

ϕ ´ ϕ0 (4.25)

with Z0 the coordination number at jamming (P « 0), ϕ the packing fraction, and ϕ0 the
packing fraction at jamming. This was in good agreement with their data, as well as previous
studies [20, 26, 27, 27].

While this numerical and experimental scaling has already been observed ubiquitously,
the origin of this scaling was not obvious. Only recently, theoretical efforts in the field of
hard-sphere (thermal) glasses have shown a very similar scaling derived from first-principles.
The full replica symmetry breaking (fullRSB) theory predicts the probability of small gaps δr
to scale as gpδrq9pδrq´0.412..., and therefore Z ´ Z0 9 pϕ ´ ϕ0q

0.588... [28, 29], and saw recent
experimental verification [30].
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Figure 4.4: A) Schematic representation of the probability of finding a particle in a shell of width
dr (green) around a central particle (gray). B) Common center to center distances for monodisperse
particles. C) Typical g(r) for a disordered packing of monodisperse particles. Figure adapted from
[15] D) Zoom of g(r) as function of r-1 around the first peak in g(r). Figure taken from [24] E)
Coordination number as function of packing fraction obtained from a simulation of the compression
of a bubble raft. Figure taken from [25]. F) Z as function of r-1. Z was obtained by numerically
integrating g(r) from 1 to r-1. Figure taken from [24].

For multidisperse or polydisperse systems, the non-dimensionalization of r is less triv-
ial than the non-dimensionalization of monodisperse systems. Non-dimensionalization by
the average particle diameter will lead to distinct peaks, each corresponding to a different
combination of particles interacting (small-small, small-large, large-large). Since all these in-
teractions are binary (two particles touching), intuitively the non-dimensionalization should
collapse these peaks. This can be achieved by non-dimensionalizing the distance between
particles i and j by the sum of their radii (Ri `Rj). This however has the disadvantage that
overlaps and separations no longer represent a distance, but rather a strain [30].

4.1.6 Force distributions

Besides information of the small gaps between particles, g(r) also provides information on the
(small) overlaps between particles. Unlike in an elastic solid, which homogeneously carries
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Figure 4.5: A) Force distribution as calculated from the statistical three-legged model. At high
noise levels, an exponential decay is found (three lines are three different system sizes), whereas
for a small amount of noise, a Gaussian-distribution was obtained. Figure is taken from [31]. B)
Force distributions obtained from Non-Smooth Contact Dynamic Method simulations. As the packing
fraction (and thus the confining pressure) increases, the force distribution goes from exponential (blue)
to Gaussian (red). Figure adapted from [13] C) Force distributions obtained from a 3D packing of glass
beads under different confining pressures. The forces are obtained by lining the wall of the container
with carbon-paper, and calibrating the size of the black spot left by pressing a sphere on the carbon
paper with a certain force. Again, an exponential to Gaussian transition is observed. Figure taken
from [32] D) Experimental force distribution of a jammed emulsion (3D). The forces are calculated
from the center-to-center distance of the droplets. Figure taken from [33] E) Distribution of the small
forces as determined from experiments with photoelastic particles. The dashed line indicates the
theoretical prediction for the small forces [28]. Figure is taken from [30].

the applied load across the contact area, the load in a granular material is carrier by a sparse
network of particles, called a force network [34–36]. For each configuration of particles there
are many (equally likely) microscopic configurations of the forces that satisfy force balance and
boundary conditions [37, 38], the exact configuration is determined at jamming for athermal
systems (but slightly before jamming for thermal systems [39, 40]). Hence, if a system ever
unjams, it will form a different force network [40, 41]

While there are many different force-networks given a microscopic configuration, it turns
out that these force-networks share the probability distribution of the magnitude of the forces.
It was found that interparticle forces less than the average, F ă xF y (where the average x¨y

is over all particle contacts), follow a power-law distribution P pF {xF yq 9 pF {xF yqα, where
Thornton [42] found α “ 0.16, whereas Radjai et al. [43] found α “ 0.3. Both are comparable
to the recent prediction from the fullRSB theory, α « 0.423 [28–30].

For the distribution of forces larger than the average force, an exponential distribution has
been found in both experiments and simulations P pF {xF y 9 e´βP pF {xF yq, where β depends
on a wide variety of parameters, including the pressure applied (Figure 4.5A-D) [31, 43–45].
It was also found that, as the strain (or similarly the packing fraction) is increased, the
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distribution gradually transforms to a Gaussian-like distribution P pF {xF yq 9 e´βpF {xF yq2 ,
which was explained by the observation that at high strains more contacts are formed, allowing
for a more homogeneous distribution of the forces [13].

4.2 Materials and Methods

The microscopic analysis was performed on the same datasets as described in chapter 3. All
experiments comprised of an ensemble of „2000 bidisperse particles, with diameters of 120 µm
and 160 µm , both contributing equally to the volume occupied by particles. The ensembles
were first preconditioned by compressing them cyclically for 10–15 cycles over the course of
1–2 hours. The ensembles were then compressed for 10 cycles with an oscillation period of 600
s, and the strain was observed 120 times per compression cycle. Particles of different softness
were used, and are listed in table 4.1.

4.2.1 Particle radius

In section 2.4.4, we defined a method to determine the particle radius with an accuracy
of „1 pixel („ 2.5 µm). This is, as it turns out, not accurate enough, as quantities like
the coordination number and the microscopic pressure depend very strongly on the nominal
radius of the particles. Figure 4.6A shows the calculated coordination number as function of
strain during a cyclic compression (T = 600 seconds) of particles with a Young’s modulus of
12 MPa. All curves originate from the same dataset, where the only difference is the nominal
particle radius. The legend shows the ratio between the nominal particle radius (Rn) and
the original particle radius (Ro, as determined in section 2.4.4), Rn{Ro. From isostaticity
arguments we would expect Z0 « 4, however, when the nominal particle radii are kept close
to the original particle radius (0.98 ď Rn{Ro ď 1.02, the Z0 is well below 4. Increasing the
Rn{Ro further, we see that the Z0 « 4. Furthermore, Figure 4.6B shows the average number
of newly formed contacts per particle during compression (Z ´Z0) as function of the packing
fraction past jamming (ϕ ´ ϕ0). As discussed in section 4.1.5, we expect Z ´ Z0 9

?
ϕ ´ ϕ0.

The best fit for each Rn{Ro is indicated with a line of the same color. We found that the
square-root scaling for all ϕ is only obtained for Rn{Ro ą 1.04. Rn{Ro also slightly changes
ϕ and ϕ0. However, this will result in a slightly different proportionality constant, and does
not affect the scaling at all. Therefore, ϕ0 was taken to be constant for all experiments.

Since the nominal radius does not only influence the moment when particles are assumed
to be in contact, but also the magnitude of the deformation, we expect it to influence the
microscopic pressure (Pm) as well. Figure 4.6C shows the increase in pressure (Pm “ trpσq{2,
as defined in section 4.1) as function of global strain. We see that for Rn{Ro ă 1.02, P « 0
further confirming that contacts are under-detected. For Rn{Ro ě 1.02, we see that the
microscopic pressure at maximum strain („ 4%) increases rapidly with increasing Rn{Ro.
The ∆P imposed at maximum strain was 20 kPa, and the microscopic stress can reasonably
not be higher than the imposed stress. Yet, for all Rn{Ro ě 1.04 we find that Pm ą ∆P . The
closest reasonable scaling is obtained for Rn{Ro “ 1.04, where Pm,max « 2∆Pmax.

The expected contact number scaling for this example dataset is obtained for Rn{Ro ě

1.04, and Rn{Ro should be as small as possible to minimize the error in the microscopic
pressure. We, therefore, chose Rn{Ro “ 1.04 for this dataset. Although all particles were
made with the same mask, and should therefore have the same size, this analysis was repeated
for each experiment. Rn{Ro appeared to depend slightly on the particle softness, where
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Figure 4.6: Investigation of quantities that depend on the nominal particle radius on an oscillatory
compression (T=600 s) of a packing of 12 MPa particles. The legend indicates the ratio between the
nominal radius and the radius as determined according to section 2.4.4, Rn{Ro. A) Coordination
number as function of packing fraction for different Rn{Ro. B) Excess coordination number versus
packing fraction past jamming for different Rn{Ro. C) Microscopic pressure as function of global
strain for different Rn{Ro.

PEGDA (v/v%) PEG (v/v%) PI (v/v%) E (MPa) Rn{Ro

90 0 10 12.0 1.04
70 20 10 8.7 1.02
60 30 10 6.8 1.00
50 40 10 4.9 1.00
40 50 10 4.6 1.00

Table 4.1: Table of PEGDA-PEG mixtures used, their associated Young’s moduli and the correction
factor used for the particle radius

Rn{Ro « 1.04 for the 12 MPa particles and Rn{Ro « 1.00 for the 0.4 MPa particles. These
deviations, however, are rather small and given in Table 4.1. The biggest particles are „ 28
pixels, meaning that most deviations in size are sub-pixel and thus completely indiscernible
by eye.

One could imagine that for the solution that makes the 12 MPa particles, which has the
highest concentration of reactive molecules (90% v/v PEGDA and 10% v/v PI), there are
reactive molecules everywhere, allowing the reaction to “diffuse” slightly („ 500 nm) outside
the area indicated by the mask before being quenched. Whereas for the solution that makes
the 4.6 MPa particles, which consists of 50% v/v inert polymers, the reaction-diffusion is
limited due to local starvation of reactive species. Hence, the softer particles are slightly
smaller. However, a more thorough investigation is required to verify this hypothesis.

In the following, we will use this scaling, but one should always keep in mind that the
uncertainty in their determination leads to a non-negligible error in the presented analysis.
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Figure 4.7: The average global strain as function of the average particle deformation for different
particle softnesses (see legend) for 7 consecutive compression cycles with T=600s. Both the global
and local strain observed at ∆P “ δP were subtracted.

4.3 Results

4.3.1 Relation global and local strain

Having established a more accurate radius for the particles, we investigated the relation be-
tween the global deformation, εg, of the packing and the average deformation of the individual
particles εl during compression with T=600 s for various particle softnesses. We have seen in
the previous chapter that the packing does not fully relax during an oscillation (Figure 3.9B),
where the strain at the lowest applied pressure depends on the particle softness (Figure 3.9B).
Also, we have seen in Figure 3.10 that the response during can be transient, despite the sys-
tem being pre-compacted, and will reach a limit cycle after 1-2 compression cycles. Figure 4.7
shows the increase in local and global deformation past the deformation at ∆P “ δP , xεly0
and εg,0, respectively, for the last 7 cycles out of a series of 10. We found that, independent of
particle softness, εg « 3.4εl, which agrees reasonably well with previously reported numerical
values „4 [13, 14].

While this proportionality constant between the local and global deformation has been
reported for several systems, [13, 14] including this work, a clear origin of this scaling factor
is still missing. We managed to show it is independent of particle softness. A further in-
vestigation, involving parameters such as polydispersity and particle shape, which can both
change the packing fraction at jamming, might shed more light on the origin of this scaling.
This would bring us closer to description of the compaction of porous media free of fitting
parameters.

Furthermore, unlike all the imposed pressure versus global strain curves encountered in
the previous chapter, no hysteresis is observed when comparing the local strain to the global
strain. This is most likely because they are both calculated from the particle positions, and
are thus always in-phase.
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Figure 4.8: A) The microscopic pressure as function of global strain for particles with different Young’s
moduli for 7 compression cycles. B) The microscopic pressure as function of the applied pressure for
7 compression cycles.

4.3.2 Evolution of the microscopic pressure

Knowing the relationship between the global and local strain, we can now calculate the mi-
croscopic pressure (non-dimensionalized by the Young’s modulus of the particles) from the
interparticle forces (eq. 4.12 and 4.15) for different global strains and Young’s moduli, which
can be seen in Figure 4.8A. Each dataset shows the Pm and εg collected throughout 7 con-
secutive cycles obtained with an oscillation period of 600 seconds. Similar to the local and
global deformation, there is no hysteresis, each Pm{E is uniquely defined by a εg.

In addition, all experiments performed with different particle softnesses collapse onto a
single curve. To obtain this collapse, however, the εg of the 4.9 MPa and 4.6 MPa had to
be shifted by a small amount δεg « 0.01. This is most likely due to insufficient equilibration
before the start of the experiments. This allowed the packing to slightly compact during the
first cycles, leading to a small amount of irreversible strain, which doesn’t contribute to Pm.

At higher strains, we obtained a linear relationship between Pm{E and εg. Eq. 4.21 gives
the theoretical approximation, Pm{E “

Zϕ
4α εg. For a 2D packing of frictionless particles at

jamming, Z « 4, ϕ « 0.8, and α “ 3.4 yielding Pm{E « 0.24εg, which agrees well with the
Pm{E “ 0.27εg we found experimentally.

Interestingly, this linear scaling doesn’t hold at low strains. There appears to be a soft
onset to the compaction. One hypothesis is that this is due to the reversible plasticity of the
system. At low strains, the nearly frictionless, fully lubricated hydrogel packings can undergo
slight rearrangements to find a more dense configuration only accessible at higher pressure.
These rearrangements contribute to εg, but hardly affect Pm{E. As soon as this configuration
is reached, the expected linear scaling is obtained. Furthermore, the resemblance of Figure
4.8A and Figure 3.9D (the phase corrected pressure as function of the observed global strain)
is uncanny, further strengthening the evidence for a soft onset of the compression. We are
not aware of any literature mentioning a similar soft onset of the compaction. This could
be because interparticle friction and particle roughness prevent these rearrangements from
happening. There are several ways one can suppress rearrangements to test this hypothesis.
Similar oscillatory compression experiments could be performed on monodisperse disks, which
crystallize immediately. Since the packing is already in the densest possible state, rearrange-
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Figure 4.9: A) The coordination number as function of packing fraction for particles with several
Young’s moduli B) The reduced coordination number as function of the density past jamming. Dotted
lines are fits with Z ´ Z0 “ k

?
ϕ ´ ϕ0.

ments are suppressed and a completely linear pressure-strain scaling should be observed. One
could also use very rough particles. Rough particles can mechanically interlock, which sup-
presses rearrangements. I believe a further investigation under the aforementioned conditions
will provide more inside in the origin of the soft onset, and potentially the hysteresis.

Figure 4.8B shows the observed microscopic pressure Pm for different imposed pressure
drops over the channel ∆P , for different particle softnesses. The calculated microscopic pres-
sures exceeded the imposed pressures, which is not physical. Pm is, however, very susceptible
to changes in the actual radius (as discussed in section 4.2.1). Higher resolution images, and
a more accurate (externally calibrated) particle radius might resolve this conflict. Another
key thing to note is that a hysteresis can be observed, as soon as a microscopic quantity
is compared with the externally imposed pressure. This would hint at the camera and the
pressure controller being out of phase. However, as determined in chapter 4, this is not the
case.

4.3.3 Coordination number

We also followed the number of contacts of each particle during compaction. Figure 4.9 shows
the coordination number as function of packing fraction, where the dashed line shows the
Z ´ Z0 “ k

?
ϕ ´ ϕ0 scaling, as discussed in section 4.1.5. Unsurprisingly, we recover this

scaling, as this was one of the selection criteria to determine the actual size of the particles.
While the square-root scaling was not sensitive to the nominal particle radius, as long as the
nominal radius was over a critical radius, the coordination number at jamming (Z0) and the
proportionality constant (k) were sensitive to the chosen nominal radius. Although we expect
Z0 to be independent of particle softness, as the deformation at ∆P « 0 is negligible, we were
not able to confirm this, due to the dependency of Z0 on user input. Furthermore, isostaticity
states it only depends on the friction coefficient and dimensionality of the system (see section
4.1.5). Whether k is expected to be (weakly) affected by particle softness is not as clear, as
it seems also to be affected weakly by polydispersity of the particles [20]. However, given the
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Figure 4.10: PDF of contact orientations of a cyclically compressed packing, where 180˝ was the
compressive direction. A) PDF of the contact angle orientation for 12 MPa particles at two different
applied pressures. The gray line indicates probability of a random contact direction (1{2π). Each of
the 200 bins has approximately 350 contacts. B) Data from A), where all the high frequency changes
in contact orientation are removed using a Gaussian filter with σ “ π{50 C) PDF of the contact angle
orientation for 4.6 MPa particles at two different applied pressures.

sensitivity to the nominal radius, and a lack of external calibration/verification of the particle
radius, it is not possible to draw clear conclusions on k from the current data.

4.3.4 Radial contact distribution

Besides investigating the number of newly formed contacts, we can also look at how they are
oriented. Figure 4.10A shows the contact orientation of a packing of 12 MPa particles under
two different imposed pressures, the lowest attainable pressure (P “ δP « 0.2 kPa) and
maximum pressure achieved (P “ 20 kPa). In the experiment, the packing was compressed
cyclically with T=600 s. The contact orientations were binned in 200 equally sized bins of
size 1{100π, where each containing approximately 50 contacts. The contact orientations at
identical ∆P of the last 7 cycles (similar to the analysis in section 4.3.2) were pooled. Pooling
did not reduce the high frequency changes in contact angle, the PDF of a single configuration
is nearly identical to the average of 7 cycles. This is most likely because the microscopic
configurations aren’t statistically independent for such pre-oscillated systems under cyclic
compression.

To suppress the high frequency changes, the PDF in Figure 4.10A was filtered with a
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Figure 4.11: A) Contact orientation after deposition under gravity, data originally from [46]. B)
Contact orientation of a packing under isotropic compression. C) Contact orientation of a packing
under axial load. Data originally from [35]. Figures A, B and C have been taken from [47]

Gaussian filter with σ “ 1{50π. The filtered PDF for the 12 MPa and 4.6 MPa particles is
shown in Figure 4.10 B and C, respectively. Let us quickly review what is known about the
contact orientation in literature. Particles settled under gravity tend to preferentially form
contacts in the directions oblique to the direction of compression [46, 47] (Figure 4.11A), as a
single contact in the gravitational direction is marginally stable. Hence, contacts on either side
are needed to provide stability, resulting in two contacts oblique and one contact parallel to
the direction of gravity. A particle supported by just two particles only has oblique contacts.
Hardly any contacts are made orthogonal to the gravitational direction, as these contacts can
only bear load by frictional forces.

Under axial load, the contact distribution shifts. The contacts are formed preferentially in
the direction of compression (Figure 4.11C), whereas under isotropic compression the contacts
are uniformly distributed in all directions (Figure 4.11B). The contacts in our experiments
appear quite uniform (besides a slight preference for the direction of compression for the hard-
est particles) like one would expect for an isotropic compression [35, 47]. This is most likely
due to the frictionless nature of the particles and the extensive equilibration before collecting
data. More experiments with rough particles of varying roughness, without equilibration need
to be performed to confirm this hypothesis.

4.3.5 Distribution of interparticle forces

As discussed in section 4.1.6, granular materials bear most of their load on a sparse network
of particles (Figure 4.12. We’ve calculated the interparticle forces for the oscillatory com-
pression (T=600 s) of particles of different softness over 7 cycles (again, the initial transient
cycles are not included here). Figure 4.13A shows the PDF of the interparticle forces, non-
dimensionalized by the average interparticle force), of 12 MPa particles at ∆P “ 20kPa for
each of the 7 cycles. While each of the individual PDF’s is relatively noisy, they all follow the
same trend. Even though the microscopic configurations are not statistically independent (as
they stem from the same initial packing), the Force Network Ensemble theory predicts that
there are many equally likely force-networks for each microscopic configuration [38]. Recently,
we’ve shown that indeed the force-network is only marginally stable and completely different
force-networks can be achieved without the need for rearrangements [40]. Hence, pooling

72



4.3. Reversible Plasticity 73

Figure 4.12: Zoom of a packing of 4.6 MPa particles under compression. The inter-particle forces are
represented by lines, where the color of the line indicates the magnitude of the force.

data collected at the same pressure works well to reduce the noise, which we did for the other
figures.

Figure 4.13B shows the PDF for particles with a Young’s modulus of 8.7 MPa at ∆P “ δP
(blue dots, strain given in legend), and ∆P “ 20kPa (orange dots), averaged over the 7 con-
figurations. We found that the distributions were well-fitted by a Gaussian distribution,
where the width depends on the pressure. While this was expected at high pressures, as a
higher pressure causes a more homogeneous force-network and therefore a narrower distribu-
tion around the mean, as has been seen before in simulations [13], it was surprising that the
deformations at ∆P “ δP still followed a Gaussian distribution.

Figure 4.13C shows the PDF of the interparticle forces (on a log-log scale) at low pressure
(∆P “ δP ). Theory predicts that the weak forces (F {xF y ă 1) PDF pF {xF yq9f0.432...

[29, 48]. However, such power-law scaling is not obtained. This is most likely due to the lack
of accuracy for the small overlaps (and thus small forces). Photoelastic techniques provide
much better accuracy for small forces, and show more potential to study weak forces [30, 49].

The PDF’s of interparticle forces, non-dimensionalized by the average interparticle force,
for different particle softnesses at ∆P “ 20kPa are shown in Figure 4.13. We see that the
distributions of the forces around the mean are very similar, showing the formation of a
homogeneous force network at higher pressures.

4.3.6 Reversible Plasticity

Besides viscoelastic dissipation by the particles themselves, as discussed in Chapter 3, granular
materials can also dissipate energy via their microstructure. Typically, we assume that the
deformation of disordered media is elastic if the deformation is below a certain threshold, the
yield strain or yield stress. Meaning that, when the system is relaxed after a deformation below
the yield strain, all particles come back to their initial position. Furthermore, particles would
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Figure 4.13: A) PDF of 7 instances of the interparticle forces of 12 MPa at identical pressure (∆P “

20kPa), dashed black line, is a fit with a Gaussian distribution. B) PDF of interparticle forces of 8.7
MPa particles at two different strains, black dashed lines are fits with a Gaussian distribution. C)
Log-log plot of the PDF of the interparticle forces at minimal strain. D) PDF of the interparticle
forces for particles with different Young’s moduli all taken at ∆P “ 20kPa

trace the same path during relaxation as they followed during compression, whereas during
deformations above the yield strain, rearrangements would change the microstructure causing
the particles to not return to their original position. This gives rise to interesting phenomena,
such as the ability to “encode” a certain strain into the microstructure by repeatedly straining
the sample to the strain to be encoded [50–52].

Recently Galloway et al. [53] showed there is also a subsection of particles that don’t follow
the same path during increasing strain and decreasing strain (plasticity), but do come back to
their original position (reversible). Hence, they coined this reversible plasticity. Brujić et al.
[54] showed relaxation in frictional granular media (both exp and simulations), which they
attributed to sliding, which can happen relatively easily for frictionless particles, like in our
experiments.

It could be that the soft onset of compression, as can be observed in Figure 4.8A, are
due to reversible plastic events. These small rearrangements could contribute to the global
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Figure 4.14: Trajectories of single particles, all taken during a single compression cycle. A) Reversibly
elastic trajectory. B) Mostly reversibly elastic, with a reversible plastic regime. C) Reversibly plastic
trajectory. D) Irreversibly plastic trajectory. E) Area enclosed by the trajectory as function of
the displacement of a particle after an entire cycle. The two point-clouds are from two different
compression cycles, the first and the last cycle in a sequence of compressions.

strain, yet don’t cause any deformation of the particles. We’re not aware of any literature on
reversible plasticity during compaction of granular materials. It could be that these reversible
events are typically not observed because frictional dissipation prevents the particles from
returning to their original position.

To investigate this possibility, we investigated the paths particles trace during compaction.
Figure 4.14A-D show typical paths observed. All example paths are taken from a similar
section of the last cycle of a sequence of 10 cycles with a period of 600 s, such that all
paths are of similar length. Figure 4.14A is a good example of a perfectly elastic trajectory,
during decompression the particle nearly perfectly traces its path back to its original position.
Whereas, 4.14B and C are examples of reversibly plastic trajectories. Figure 4.14B appears
elastic throughout most of the cycle, but the path is hysteretic in a certain section. Figure
4.14C shows a hysteresis throughout the entire cycle. A small number of particles doesn’t
come back to their original position, like Figure 4.14D, and could therefore be labelled as
irreversibly plastic.

Figure 4.14E shows the area encompassed by the traced path, as determined by the Sur-
veyor’s algorithm (also called shoelace algorithm) [55], as a function of the displacement after
an entire cycle (distance between the start- and end-position of the cycle). A large area
of the trace is a measure of the plastic nature of that particle during a compression cycle,
whereas the displacement after a cycle is a measure of the irreversibility of the cycle. The
blue points (each belonging to a single particle in that cycle), are taken during the first com-
pression cycle during the experiment, although the particles have been oscillated 5–10 times
before data collection started. During this cycle, we see that most particles have both a
large encompassed area and large displacement after a cycle, indicating that most particles
are irreversibly plastically rearranging. Comparing this to the orange point-cloud, for which
each of the points corresponds to a single particle in the last (10th) cycle, we found that both
the area encompassed and the displacement after the cycle decreased by approximately an
order of magnitude. The displacements are relatively narrowly distributed around „ 2µm,
for the last cycle. Since this is „1 % of the particle diameter, we believe most particle tra-
jectories are reversible. The encompassed area is more broadly distributed, spanning from

75



76 Chapter 4. Compaction of dense . . .

10µm2 to almost 1000µm2. This makes it difficult to distinguish the reversible plastic from
the reversible elastic regime, like Galloway et al. [53] were able to observe. We’re aware that
the Surveyor’s algorithm works less well for self-intersecting polygons, as it will give certain
subsections a negative area. A potential improvement would be to use the area calculation
algorithm developed by [53].

4.4 Conclusion

In this chapter, we have shown a microscopic investigation of the compaction of soft particles
under cyclic compression inside a microfluidic channel. The sub-pixel accuracy of our tracking
algorithm, combined with the careful determination of the particle radii, allowed us to study
the evolution of the particle-particle interactions during compaction.

We found that the strain on the particle level was not identical to the strain of the packing
level, but scales as xεly 9 εg{3.4. The creation of new contacts during compression was well
described by the square root of the strain, as has been observed before in many disordered
systems, from numerical glasses to experimental emulsions. The distribution of the inter-
particle forces was well described by a Gaussian-distribution.

Furthermore, we were able to calculate the microscopic stress tensor from the particle-
particle interactions. Since both the local and the global strain were calculated from the
particle positions, they showed no hysteresis during the compression cycles. Similar to the
observed strain as function of imposed pressure discussed in the previous chapter (Chapter
3, Figure 3.9), the microscopic stress and global strain of particles with different softnesses
collapsed by non-dimensionalizing the pressure with the Young’s modulus of the particles.
Moreover, they showed the same soft onset of the compression, followed by a linear increase
of the pressure with strain, which could reasonably be described by the micromechanical
model developed by Cárdenas-Barrantes et al. [18]

Also, we studied the traces of the particles during compression. We found that the paths
were not perfectly elastic, and that most particles were reversibly plastic, i.e. the path during
decompression was different from the path during compression, yet the position of the particle
over a cycle was negligible. We attempted to link this reversible plasticity to the soft onset of
compression and the time-independent hysteresis during compression, described in chapter 3.
However, no clear trend has been found yet.

Lastly, it was striking that no hysteresis was observed on a microscopic level. The com-
pression cycles were very reproducible, showing no drift over the 7 cycles studied. We thought
the poro-viscoelastic properties of the hydrogel particles would also influence the response on
a microscopic level, but that was not the case. Only when quantities derived from the par-
ticle positions were compared with the imposed pressure, a phase shift could be observed.
This is a very interesting observation, as one could thus describe the response of an ensemble
of viscoelastic by applying a viscoelastic phase shift, which can be obtained by performing
rheological tests on a single particle, to the typical response of a granular media of elastic
particles.
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Chapter 5

Discharge of soft particles through a
microfluidic hopper

In the previous chapters, we have studied the compaction of packings of viscoelastic parti-
cles from a rheological and micro-mechanical point of view. In this chapter we will study
an industry-relevant case, hopper flow, i.e., the discharge of viscoelastic particles through a
narrow orifice.

This chapter starts by highlighting the historical relevance of hopper flow. This followed
by the description of a constitutive law relating the size of the particles and the orifice to the
discharge rate. Next, we will describe the formation of clogs during hopper flow. Then, we
will give a brief overview of other soft particle systems that have been used to study hopper
flow.

Next we will show that it is difficult to obtain a dense suspension in a microfluidic hopper,
and describe our newly developed microfluidic hopper that allows us to study hoppers with
any orifice size. We then use this microfluidic hopper to study the evolution of the discharge
rate over time during a discharge for both pressure and flow rate driven discharges. We will
then try to find the scaling laws of the microfluidic hopper with the applied pressure or flow
rate, and the dependency of the discharge on the orifice size. Lastly, we will make some
qualitative statements on the effects of particle softness on the discharge and clogging.
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5.1 Introduction

One of the unique properties of granular materials is that they cannot only behave as a solid
when confined, as has been extensively discusses in Chapter 3 and 4, but also flow like a
liquid in the absence of such confinement. This property is used ubiquitously in industry, as
granular materials can be easily displaced using augers and dispensed using a hopper. While
hoppers have most likely been used for much longer, the earliest examples of granular hoppers
date back to the 14th century. For example, an hourglass can be seen in Ambrogio Lorenzetti
fresco “Allegory of Good Government” painted in 1338.

Interestingly, the earliest examples of liquid filled hoppers for timekeeping have been
around for much longer. Working examples of water-clocks (clepsydra) dating back to the 5th
century BC are displayed in the Ancient Agora Museum in Athens. The question arises, why
were the water-clocks replaced with sand-based hourglasses? Firstly, there are some small
practical reasons. Water evaporates, meaning that each time the clock is used it needs to
be refilled to the correct level. Also, a completely sealed water-clock doesn’t work, as sur-
face tension prevents water from flowing into the air-filled lower compartment and air in the
water-filled upper compartment. Instead, a riser-tube would be needed, which complicates the
design and fabrication of the device, whereas the voids in a granular material are percolating,
allowing the air to flow between the grains, removing the need for a riser-tube.

Furthermore, the hydrostatic pressure at the bottom of a container filled with liquid
depends linearly on the fill-height

P phq “ ρgh (5.1)

with P(h) the fill-height dependent pressure, ρ the density of the liquid, g the gravitational
acceleration and h the fill-height. In the limit of negligible viscous friction, all potential energy
is converted into kinetic energy, resulting in the volumetric flow rate 9V being proportional to?
h (Torricelli’s law). Whereas in the viscous limit, most energy is lost via viscous dissipation,

resulting in 9V 9 h. This means that the flow-rate is not only dependent on the fill-height,
but the scaling also depends on other parameters, such as the orifice size and viscosity. In
the viscous limit, a constant decrease of the fill-height 9h “ const can be achieved if the ratio
between the flow rate and the cross-sectional area at the fill-height is constant

9h “
9V

A
9

h

πr2
Ñ r 9

?
h (5.2)

This also means that the time to discharge a volume V scales as t 9 V 2{3. This makes it
difficult to tune the water-clock to an arbitrary time.

5.1.1 Hopper discharge

It turns out that this scaling doesn’t hold for granular materials. Huber-Burnand [4] found
that the discharge rate for granular materials was constant over time, and thus didn’t de-
pend on the fill-height or even external pressure applied on the packing. This was further
investigated by Hagen [1], who argued that the pressure exerted on a disk at the bottom of
a cylindrical container (red area in Figure 5.1A) is equal to the weight of the material above
the disk (green area) minus the frictional force exerted by the surrounding sand (orange area)
πr2ρH ´ 2πrρµH2, with r the radius of the disk, ρ the specific weight of the granular ma-
terial, H the fill-height. This leads to an initial linear increase of the pressure on the disk
with increasing fill-height, followed by a quadratic decrease. Hagen argued that the increase
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Figure 5.1: A) Schematic representation of a silo of height H, and an opening with radius r (indicated
in red). Hagen [1] argued that the pressure on the red plate should be equal to the weight of the column
above the plate (green), minus the friction with the particles surrounding the column (yellow). B)
Pressure at the orifice as function of the fill-height, according to Hagen [1]. C) Schematic representation
of the model Janssen [2] used to determine the pressure in a granular packing as function of the position
in the packing. D) Drawing of the experimental setup of Janssen [2] to determine the pressure at the
orifice as function of the fill-height of the hopper. Figure taken from [3] E) Data point obtained with
the setup in D), line is the fit with the model described by C). Figure taken from [3]

in friction force involved with extending the column by adding particles can never be higher
than the increase in gravitational force of the added particles, as the particles are not rigidly
connected. Hence, the pressure would remain constant after it has reached it’s maximum at
H “ 4r

µ , rather than decreasing (Figure 5.1B) [1, 5].
This idea was further refined by Janssen [2], Sperl [3], who considered the force balance

on a thin slice of thickness dh of a square container with length and width r as function of
the height of the packing above the slice, H:

dp “ ρdh ´
Kpu

A
dh (5.3)

where ρ is the specific weight, K the radial pressure multiplied by the friction coefficient over
the axial pressure, u the circumference and A the cross-sectional area. Rearranging eq. 5.3
gives

dp

ρ
´

1 ´
Kpu
Aρ

¯ “ dx
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Integration of both sides yields

´A ln

ˆ

1 ´
ku

Aρ
p

˙

“ Kupx ´ x0q

Given that the pressure on the top layer is zero, H “ 0; p “ 0 the solution becomes

ln

ˆ

1 ´
ku

Aρ
p

˙

“
Kux

A

After rearranging one finds the pressure as function of the packing height

p “
Aρ

Ku

´

1 ´ e´Ku
F

x
¯

(5.4)

Rather than a quadratic approach followed by a plateau (as was found by Hagen), Janssen
found that the pressure exponentially approached a limit, which agreed very well with the
experiments he performed on a corn filled silo (Figure 5.1DE) [2, 3]. Hence, this phenomenon
is commonly known as the Janssen-effect.

The height-independence of the pressure at the bottom is commonly given as the reason
for the constant discharge rate of granular materials [6–11]. This makes for convenient time-
keeping pieces, as the discharge time scales linearly with the fill-height, allowing for easy
graduation of the container, interpolation of the time, and the weight of sand is directly
proportional to the time needed for discharge. It is also very important in industry, as this
proves that most of the load is carried by the walls of the silo, not the bottom. Improper
reinforcement of the sides of silos commonly leads to their collapse.

5.1.2 Hagen-Beverloo law

One can assume that the discharge of grains is governed by dissipation, given the frictional
nature of granular media. This means that the discharge rate, would be governed by the
orifice size. In his seminal paper, Hagen [1] initially proposed a cubic scaling of the discharge
rate with the orifice size, but found that the scaling underestimated the discharge rate slightly
for small orifices and overestimated the discharge rate at large orifices (Figure 5.2A). Instead,
he proposed that the mass discharge rate (W ) should scale with the area of the orifice, and the
velocity of the particles passing through the orifice, which he approximated by the velocity
after a free-fall of height h

W “ 2πρr2
a

gh (5.5)

Hagen found, however, that a small correction (x), in the order of a grain diameter, needed to
be applied to the radius for the fit to work, with the justification that particles touching the
edge of the orifice slow down, and impede the flow of neighboring particles [1, 5]. Combining
this with the suggestion by Brown and Richards [13] that the particles start their free-fall
when they pass through an arch with a radius equal to the radius of the orifice (Figure 5.2),
results into

W 9 ρpD ´ xq2.5 (5.6)

The effect of orifice size and shape and particle size was further studied by Beverloo et al.
[12]. They found that, for various seeds, the correction factor scaled with the seed size, and
the prefactor is constant if the specific weight of the granular medium is taken into account,
yielding the well known Hagen-Beverloo equation:

W “ Cρ
?
gpD ´ kdq2.5 (5.7)

84



5.1. Hagen-Beverloo law 85

Figure 5.2: A) Discharge rate as function of the orifice size, data taken from [1]. The line indicate
two fits, the blue was deemed incorrect by Hagen [1], who proposed a new model y “ apx ´ bq2.5,
which is indicated by the orange line. B) Schematic representation of the model proposed by Beverloo
et al. [12] to explain the orifice size dependence of the discharge rate. C) Discharge rates as function
of orifice size for a wide collection of seeds, all following the same scaling, as described by Hagen and
Beverloo. Figure taken from Beverloo et al. [12]

with C a proportionality constant (35 for the experiments done by Beverloo et al. [12]), ρ the
specific weight, g the gravitational constant, D the diameter of the orifice, k the correction
factor for the orifice size (typically 1.4 [12]), and d the particle diameter.

Further research has shown that this scaling is very robust, as it works for non-spherical
particles [1, 5] and a wide variety of materials (such as grains, plastics, metals, and glass)
[11, 12, 14–16]. Advances in the understanding of the discharge of granular materials have
not halted.

Recently, Janda et al. [17] showed that the velocity-profiles near the orifice are self-similar.
They found a model for the velocity profile, which confirms the scaling of the discharge rate
with the square root of the orifice radius, W 9

?
R, indicating that the empty-annulus concept

coined by Brown and Richards [13] doesn’t justify the “k” coefficient in eq. 5.7. Dorbolo et al.
[18] experimentally confirmed the scaling of the discharge rate with the square root of the
gravitational acceleration, W 9

?
g, by placing a granular hopper in a large centrifuge. Rubio-

Largo et al. [19] showed both experimentally and numerically that the “free-fall arch” does
not exist. They did not find discontinuities in the contact forces, but rather a linear decrease
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as the particles get closer to the orifice. Rubio-Largo et al. [19] also found that there is a
singular region above the orifice where the velocity profile is decided. However, this region is
parabolic, rather than circular, and extends much deeper into the hopper. However, despite
the flaws in the reasoning behind the Hagen-Beverloo law, the scaling still holds.

5.1.3 Clogging

The Hagen-Beverloo model for the discharge of hoppers only works when the particles can
flow freely. When the orifice size is less than „5 particle diameters, the flow of particles can be
(temporarily) impeded due to the formation of clogs, invalidating the Hagen-Beverloo model
[20–22]. Dressaire and Sauret [23] defined 3 mechanisms of clog formation in microfluidic
systems: 1) Sieving, the orifice is smaller than one or more of the particles, preventing them
from leaving the hopper. 2) Bridging, multiple particles can form an arch, blocking the orifice
[24, 25]. 3) Aggregation, attractive forces can cause particles to aggregate near the orifice,
blocking it [26, 27].

Focussing on the formation of arches, Clément et al. [28] were the first to observe that
the probability of finding an avalanche of size M decreased exponentially with the size M .
Zuriguel et al. [29] explained this trend by assuming each particle has the probability Pflow

to not clog the hopper, regardless of the environment around the orifice. The probability of
N particles flowing out, followed by a clog is:

P pNq “ PN
flowp1 ´ Pflowq (5.8)

Taking the log on both sides gives lnpP pNqq “ N lnpPflowq ` lnp1 ´ Pflowq. Hence, the
logarithm of the probability of finding an avalanche of N grains scales linearly with the
avalanche size. The exponential decay has been observed in a wide variety of systems 2D and
3D flat-bottom silos [29], tilted hoppers [30], with obstacles present [31], and in fluid driven
systems [25, 32–34]

5.1.4 Soft particles

The time-independent discharge rate and Hagen-Beverloo scaling of the discharge rate with
the orifice size have proven to be quite robust. However, simulations and experiments on
soft and or frictionless particles have shown that they don’t always hold. Several numerical
simulations reported a decrease in discharge rate as the hopper discharged for low frictional
damping or friction coefficient [37–39].

Recently, emulsions and hydrogel particles have been used to study the effect of friction
and softness on the discharge of granular materials in a hopper. Koivisto et al. [40] and
Desmond et al. [41] found that the fill-height independence of the pressure (Janssen-effect)
doesn’t hold for their frictionless experimental systems (immersed glass particles and both
oil-droplets in water and hydrogel particles, respectively). Following this, Ashour et al. [42]
and Pongó et al. [35] showed that for soft frictionless spheres, the discharge rate decreases as
the hopper empties, which Hong et al. [43] postulated, but did not measure. Wang et al. [44]
showed that the addition of only a small amount of frictional particles („10 % v
v) completely removes the height dependent discharge rate, as well as reducing the overall
discharge rate. Also, more qualitative differences between the discharge of frictional and fric-
tionless particles have been found. Where hoppers filled with hard particles showed stagnant
zones, the hoppers filled with soft frictionless particles completely discharged [36, 42, 44]. Fur-
thermore, soft frictionless particles were found to be much less prone to clogging [35, 36, 42–45],
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Figure 5.3: A) Discharge rate of a granular hopper with hard frictional particles as function of the
fill-height of the hopper. Figure taken from [35] B) Discharge rate of a granular hopper with soft
frictionless particles as function of the fill-height of the hopper. Figure taken from [35] C) Cumulative
discharge of soft frictionless particles over time. Figure taken from [36] D) Cumulative discharge of
soft frictionless particles through a very narrow orifice over time. Figure taken from [36]

and if a clog formed it typically dissolved naturally, i.e., without external interference [36, 43].
In hard-particle systems, the clogs typically dissolve only upon external perturbation, such as
vibrations of the hopper, thermal fluctuations or activity of the “particles” themselves [46–48].

It turns out, however, that it can be difficult to decouple the effects of particle softness
from inter-particle friction in experiments, as the soft particle systems discussed above turn
out to be frictionless, and the hard particle systems frictional. In this chapter, we will discuss
the discharge of frictionless particles fabricated with the in-situ lithography technique, which
allows us to change the particle softness without affecting any of the other particle properties.

5.2 Materials and Methods

5.2.1 Hopper channels

Our first attempts at studying the discharge of particles with varying softness involved chan-
nels with a constriction, as can be seen in Figure 5.4AB. We put the bottom wall of the
hopper at an angle, as to prevent air from getting trapped in the corners during the filling
process, which should not influence the discharge rate of the hoppers if the angle is kept
below „45°[49, 50]. The small openings in the bottom plate of the hopper were to maintain
a homogeneous flow field across the hopper.

However, these channels did not work. During the fabrication process, we are not able to
create a jammed packing, as printing the particles too close to each other causes them to fuse
together. As a result, our initial condition has a packing fraction of „0.4 (Figure 5.4AB). This
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Figure 5.4: A) Settling of a mixture of 160 and 120 µm particles in a microfluidic hopper with an
orifice of 250 µm. Inset: Zoom of particles lodging themselves between the PDMS blocks. B) Settling
of a mixture of 160 and 120 µm particles in a microfluidic hopper with an orifice of 180 µm.

meant that we relied on the formation of an arch for the particles to collect near the orifice.
We found that if the orifice size was slightly too large, D{d Á 1.7, no clog would form and
all the fabricated particles would pass through the orifice unimpeded (Figure 5.4A). While if
the orifice was slightly too small, D{d À 1.5, arches would be so stable that they would not
break and after external perturbation would reform quickly, limiting the avalanches to only
several particles (Figure 5.4B). It thus became obvious that the orifice size cannot be varied
independently of the particle size in this setup.

We also noticed particles tended to stick to the bottom wall. We attribute this to the
mechanical interlocking of the soft particles with the gaps (Figure 5.4A), as well as the attrac-
tion of the particles to the gap due to hydrodynamic drag being oriented towards the gaps.
We, therefore, omitted them in future designs, and accepting the focusing of the flow of the
suspending fluid towards the orifice.

We needed a more robust way to collect the particles near the orifice, which should also
work for larger orifice sizes. An intuitive solution is to embed a movable object in the channel
to act as a valve. While this will probably work, this method has some drawbacks. Firstly,
if this object extends through the side of the channel, to be able to manipulate it externally,
it tends to introduce leaks, which might affect the flow in the channel. Embedding a small
metal object and using a magnet to displace, would also cause problems. During the channel
fabrication, the PDMS is not yet fully cured (and thus sticky) when the channel is sealed,
which would cause the metal object to bind to the PDMS and not move at all. We, therefore,
discarded this idea and moved to a different design.

5.2.2 Fabrication of Quake valves

The solution to this problem came from the field of microfluidic large scale integration, i.e.,
a microfluidic analog to a computer array and memory storage, in the form of Quake valves.
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Figure 5.5: A) Schematic representation of a fluid channel (yellow) and three pneumatic valve channels
(blue). Images taken from [51] B) Microscopy image of four vertical channels filled with fluid and three
horizontal valve channels. The valve has been filled with an index matched fluid, hence they are nearly
invisible. Image taken from [52]. C) Same four vertical channels and 3 horizontal valve channels as
in B, but now with the valves closed. D) Schematic representation of our hopper channel with open
valve. E) Schematic representation of our hopper channel with closed valve.

A Quake valve works by having two channels orthogonal to each other, separated by a thin
membrane (Figure 5.5A). By applying a pressure to one of the channels, either pneumatic or
hydraulic, the membrane is deformed, blocking the other channel (Figure 5.5BC) [51–53].

Figure 5.5D shows a schematic representation of our microfluidic hopper. When the pres-
sure in the hopper channel (blue) and valve channel (yellow) is roughly equal, the membrane
is deflated, and the orifice is open. Upon increasing the pressure in the valve channel, the
membrane deforms, blocking the orifice (Figure 5.5E). We tuned the height of the valve by
changing the pressure applied to the valve channel, so that the particles are retained, but a
gap remains, allowing the fluid to pass [54].

The fabrication of the hoppers with integrated Quake valves was not straight-forward.
Figure 5.6A shows the standard channel fabrication (as discussed in chapter 2), where a cured
piece of PDMS with a negative of the channel is pressed onto a semi-cured layer of PDMS
spin-coated on a glass slide. The Quake valve is made by placing a thin layer of PDMS
containing the valve channel between the hopper channel, and the spin-coated glass slide
(Figure 5.6B). This thin layer is made by spin-coating a silicon wafer with the design pattern
of the valve channel with PDMS. Removing the „ 50µm layer of PDMS from the silicon
mold is nearly impossible, as it can easily break/tear, as well as stick to itself. Therefore, the
Quake valve was first bonded to the hopper channel, before taking it off the silicon mold. This
thick layer of PDMS gave support to the thin membrane, allowing it to come off the silicon
mold undamaged. After the hopper channel and the valve channel were properly bonded, we
tried placing them on the PDMS coated glass. However, the membrane tended to stick to
the hopper channel. The hopper channel is very wide (5 mm), hence the thin and flexible
membrane is easily able to bridge the 100 µm height of the hopper channel and stick itself to
the hopper channel. This caused air to get trapped under the channel, rendering the channel
unusable (Figure 5.6B red dashed line, and D discontinuous horizontal channel, as well as air
bubble in the top part of the channel).
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Figure 5.6: A) Typical fabrication of a PDMS microfluidic channel. A thick („5 mm) PDMS layer
is bonded to a PDMS coated glass slide. B) Typical procedure to fabricate a Quake-style valve. The
first step is to bond a thick layer of PDMS (similar to A) to the spin-coated valve channel, while the
valve channel is still attached to the silicon mold. After bonding together, they were removed from the
silicon mold, and bonded to the PDMS coated glass slide, in the second step. This, however, caused
air to get trapped (red dashed line). C) “Inverted” Quake valve. Here, the valve channel cast in a
thick layer of PDMS, and then bonded to the PDMS spin-coated hopper channel. The second step is
to bond the combined valve and hopper channel to the PDMS coated glass slide. Any air would be
trapped inside the hopper channel, which is filled with air anyway. D) Quake-style channel fabricated
using method B). A big air bubble is trapped between the membrane and the spin-coated PDMS (ovals
in the center of the image), rendering the channel inoperable. E) Hopper channel fabricated using
method C). The hopper is mostly filled with a PEG/PEGDA solution, apart from two air bubbles,
which are sufficiently out of the way of the orifice to not impede the flow.

This problem was fixed by creating an “inverted” Quake-style valve, by embedding the
hopper channel in the thin PDMS layer, and casting the valve channel in a thick layer of
PDMS to give stability to the channel. Then, the thick PDMS layer was first bonded to
the membrane, to stabilize it, and then to the PDMS coated glass slide (Figure 5.6C). The
membrane was not able to bridge the 200 µm wide valve channel, resulting in a working
Quake-style valve (Figure 5.6E). The typical actuation pressure of this channel (PQ) was
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determined to be 170-180 kPa, by trial and error. During the filling process, the fluid cannot
push all the air out of the channel. Due to a design error, some air will get trapped in the
corners under the bottom walls of the hopper (dark regions in on the left- and right-hand side
of Figure 5.6E). Since the flow is nearly stagnant in this zone, this doesn’t influence this flow
rate of the fluid.

5.2.3 Initialization of microfluidic hoppers

Once the channel has been fabricated, the experiments are started, similar to the compression
experiments. First, the channel is filled with the PEGDA solution corresponding to the desired
softness. Then the inlet is blocked to limit the drift of the particles during the fabrication
process. Since the outlets of the hopper channels are much wider than the typical inlet/outlets
(5 mm compared to 1 mm), it is not possible to block the outlet. In other experiments, the
inlet and outlet were blocked using a metal plug. However, removing the plug would displace
π ˚ 0.252 ˚ 0.5 « 0.2mL of volume, whereas the channel only contains 0.5 ˚ 2 ˚ 0.1 “ 0.1mL
of PEGDA solution. The pressures involved with manually removing the plug would “suck”
most particles past the valve, leaving only a few particles to do experiments on. Hence, we
decided to leave the outlet open.

Blocking the outlet with just the valve was, however, not enough to limit drift over the
extended period of time („30 min) to print all particles for a bidisperse mixture. We, therefore,
only worked with monodisperse particles. These could be printed in a triangular lattice from
left-to-right. This heavily reduces the impact of the drift, as particles in close proximity
were also printed shortly after each other, which was not necessarily true for the randomized
bidisperse packing.

Once the channel is properly blocked and aligned (as described in chapter 2), the particles
were printed. The number of particles was adjusted such that the total volume of particles
at the start of each discharge was constant. Then the orifice was closed by applying pressure
to the Quake channel. Typical pressures required to close the channel sufficiently to retain
the particles, while still letting the fluid pass, were 1600-2000 mbar. The required pressure
depended mostly on the particle softness, where a higher pressure was needed to block the
softer particles, as they tended to deform and squeeze over the valve.

Once the valve was closed, a ∆P of 60-70 mbar was applied to deposit the particles on
the growing pile near the orifice. The time needed for all particles to collect near the orifice
depended on the softness of the particles, where it took „5 min for the 12 MPa particles and
„10 min for the 0.4 MPa particles. It took longer for the soft particles, as they would deform
when squeezed against the valve, and almost hermetically seal the channel, whereas the seal
with the harder particles was less complete leading to a higher flow-rate (since our experiments
were pressure driven), hence a higher rate of deposition. Applying a higher pressure to speed
up this process was not possible, as this would push particles over the valve (especially the
softer particles). Compensating this by increasing the pressure of the Quake channel was not
possible, as the maximum pressure of the pressure controller was 2000 mbar, and the PDMS
layers can delaminate at pressures over 2000 mbar. A potential improvement could be to
increase the width of the Quake channel, or decrease the thickness of the membrane. We
have, however, not tested this.

As soon as the particles have collected near the orifice, the camera was started, ∆P was
changed to the desired value and pressure of the Quake channel PQ was set to ∆P . This is
quite important, when PQ ą ∆P the membrane will protrude into the hopper channel and
impede the flow, as intended. However, if PQ ă ∆P , the membrane will “sink” into the Quake
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Figure 5.7: A) Typical image of the microfluidic hopper filled with particles during discharge. The
red dashed line indicates the threshold defining whether a particle has been discharged or not. B)
Typical cumulative discharge of a microfluidic hopper.

channel creating a trough which can also impede the flow of the particles.

5.3 Results and Discussion

5.3.1 Discharge rate

Once the Quake valve is opened, particles start to flow through the orifice. Typically, the
discharge rate of hoppers is given as the mass discharge rate, as this can be easily measured
using an electronic balance. This is, however, not possible for our experiments, as the total
mass (carrier fluid and particles combined) flowing out of the channel is not necessarily pro-
portional to the amount of particles discharged. Therefore, we will only deal with volumetric
discharge. We define the cumulative volumetric discharge as the sum of the particle volumes
that have crossed a certain threshold (red dashed line, Figure 5.7A)

V ptq “

Np
ÿ

i

πR2
iLiHpy ´ ri,yptqq (5.9)

with Np the total number of particles, Ri and Li the radius and length, respectively, of particle
i, and H the Heaviside function such that Hpy´ri,yq “ 1 if particle i has crossed the threshold
value y and 0 if it hasn’t

Hpy ´ ri,yq “

#

0 if y ď ri,y

1 if y ą ri,y
(5.10)

This threshold was not placed exactly at the orifice, but slightly above the orifice. We
found that placing the threshold exactly at the orifice sometimes lead to a slight under-
detection of the total number of particles discharged. First, the particle velocity is the highest
at the orifice. This would sometimes lead to motion blur, causing our particle finding algo-
rithm to not identify a particle. Furthermore, particles would sometimes move more than a
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particle radius, especially small particles, which could cause mislabelling of the particles by
the tracking algorithm. Lastly, the dark lines of the Quake-channel sometimes interfered with
the detection of the particles near the orifice. To avoid all these problems, we decided to place
the slightly above the orifice to improve the stability and robustness of our data-analysis.

5.3.A First observation

Figure 5.7B shows the cumulative volumetric discharge of 200 µm particles through a 600 µm
orifice at an imposed pressure drop of 1.5 kPa. Here t “ 0 is the moment the camera starts
recording. At this point, the Quake valve is still closed. After 5–10 seconds (indicated by the
dashed vertical line), the valve is opened and particles started to flow out. We found that
the cumulative discharge increases linearly with time, meaning that the discharge rate, 9Vd,
is independent of time, similar to the discharge of dry granular particles in a gravity driven
hopper. This is quite surprising, as there is no reason to expect the discharge of submerged
frictionless grains to behave similarly to dry frictional grains. We will now investigate its
origin.

5.3.B Addition of surfactant

First, we should note that the constant discharge rate was not always observed at first. Figure
5.8A shows the total volume of particles discharged over time. Approximately 10 seconds
after the start of the experiment, the valve is opened, and the particles are able to flow out.
However, unlike with gravity driven hoppers and the previously shown discharge, it takes a
significant amount of time for the hopper to start flowing. We noticed that at the start of
the experiment, when the valve was still closed, the system is densely packed (Figure 5.8B).
As soon as the valve opens, the particles at the orifice start to move, but the majority of
the bulk particles hardly move. So, a “cavity” is formed, like in Figure 5.8C. After a while
(the exact time fluctuates heavily, but appears to decrease with increasing applied pressure),
this cavity collapses, and the hopper quickly enters a constant discharge rate regime (Figure
5.8D). This ability to sustain a load indicates that there is a slight adhesion between particles
[55]. This adhesion was not enough to affect the compaction (chapter 3 and 4), due to the
much higher pressures involved (20 kPa, compared to 0.5-3 kPa for the hopper flow). A small
amount of surfactant (0.1 % v/v of tween-80) was added to the solution to limit adhesive
effect. Furthermore, before the valve was opened, the particles were manually agitated by
pushing on the channel near the outlet. These measures prevented the slow onset of the
discharge.

5.3.C Fluid velocity during discharge

We will now discuss the origin of the constant particle discharge rate. First, the particles
contribute to the hydraulic resistance of the channel. One could expect the hydraulic resis-
tance of the channel to drop as particles are discharged, this would result in an increase in
the carrier fluid velocity, and therefore an increase in the hydrodynamic drag exerted on the
particles, increasing the discharge rate as the hopper empties. We’ve studied the carrier fluid
velocity during discharge by means of Particle Image Velocimetry (PIV, section 2.5). The
fluid velocity was measured in a region without particles, along the center-line of the channel.

Figure 5.9 shows the average carrier fluid velocity over time during a discharge. Each
data point corresponds to a set of 10 images (so 9 correlations) taken 20 ms apart. Each
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Figure 5.8: A) Cumulative discharge of 150 µm particles that were not agitated manually and didn’t
have surfactant added through a 600 µm orifice. B) Hopper filled with the particles before the Quake
valve is opened, as can be seen from the dark valve below the particles (t=0 s in Fig A). C) “Cavity”
formed once the valve is opened. The open valve is almost transparent (t=30 s in Fig A). D) Particles
near the orifice during the constant discharge rate regime (t=70 s in Fig A).

image was divided into a 9×9 grid. The velocity of the fluid was determined in each of the
grids. The average fluid velocity in that set of images was then taken as the average of the
velocity in all grids of that set (9×9×9 = 729 grids). The error bars in Figure 5.9 indicate
the standard deviation of the fluid velocities. The broad distribution is most likely due to the
height of the channel and large working distance of the objective used. The velocity gradient
is in the Z-direction for a Hele-Shaw cell, so the velocity of the tracer particles depends on the
Z-position of the tracer. We used a normal inverted fluorescence microscope, with which we
observe the entire Z-range at once, albeit that tracer above/below the selected focal plane are
slightly out of focus. The fact that we can see all particles, irrespective of their position along
the Z-direction in the channel (and thus their velocity), gives rise to spatial (and temporal)
fluctuations. This is further confirmed by the fact that the standard deviation scales linearly
with the measured velocity. A better measure of the accuracy are thus the fluctuations in
the average velocity when the channel is empty (plateau in Figure 5.9, „ 6 ˚ 10´6), which are
much smaller than the standard deviation („ 2 ˚ 10´5). This error could also be reduced by
using a confocal microscope. A confocal microscope blocks all out of focus light, and one can
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Figure 5.9: A) The velocity of the fluid during the pressure driven discharge of hoppers shows three
phases: an initial phase with constant fluid velocity, while the valve is still closed (it is manually
opened at 100 s). A second phase during which the discharge takes place, where the fluid velocity
fluctuates around a constant mean. Lastly, the third phase, where the fluid velocity is constant again.
The red line indicates the limit of detection of the PIV with the settings used. B) Occasion where the
packing is no longer percolating at when the hopper is almost fully discharged. The fluid is able to
pass through the hopper on the right side, without having to flow over the particles. C) The velocity
of the fluid during the flow rate driven discharge of hoppers. The black circles and red triangles are
experiments, both taken at 20 nL/s. The red line indicates the limit of detection of the PIV with the
settings used.

therefore only observe tracers in a specific Z-plane, which should all have the same velocity.
The main drawback is that the PIV is done with fluorescent beads, observed far away

from the PEGDA particles so that the fluid flow is undisturbed. The PEGDA particles are
not fluorescent, meaning that it is only possible to measure the PEGDA particle discharge
with bright-field microscopy, or measure the fluid velocity with fluorescence microscopy, not
both.

We found that the carrier fluid velocity is low then the valve is closed, as expected, as it is
indented to impede the flow (Figure 5.9A, left of first dotted line). When the valve is opened,
the carrier fluid velocity increases, as the valve no longer impedes the flow. We found that
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there is a transient period of 30–40 seconds where the fluid velocity increases, until it reaches
a constant, but fluctuating, velocity during the discharge. After the particles have discharged,
the carrier fluid velocity increases over 40–50 seconds to reach a plateau corresponding well
to the fluid velocity in an empty channel. We believe that the first transient is due to the
slow startup that is sometimes observed, especially when no surfactant was added (see Figure
5.8) as was also the case in this experiment.

The plateau during discharge (after opening the valve and before the channel is empty)
indicates that the carrier fluid velocity, and therefore the hydrodynamic drag exerted on the
particles, is roughly constant during the discharge. This is surprising, as the length of the
packing decreases during the experiment. We believe that the hydraulic resistance of the
channel is mainly governed by the presence of particles in a small region around the orifice.
The packing fraction in this region fluctuates around an average, resulting in a fluctuating flow
rate. It is, however, currently not possible to correlate the packing fraction around the orifice
with the carrier fluid velocity. A method to simultaneously observe the carrier fluid velocity
and the particles would be needed. Future efforts could focus on measuring the fluid velocity
using an external flow sensor, or observe the fluorescent beads and the hydrogel particles at
the same time, to correlate the local packing fraction and the fluid velocity.

The second rise in fluid velocity occurs when the hopper is nearly empty. It can happen
that the packing is no longer percolating (no longer a single row of touching particles spanning
the channel from left to right), like in Figure 5.9B. A small path of lower hydraulic resistance
is formed, increasing the fluid velocity. This path widens as the last particles are discharged,
reducing the hydraulic resistance of the channel, and increasing the fluid velocity even further,
until all particles are discharged. After the particles are discharged, the fluid velocity matches
the fluid velocity in an empty channel at that pressure.

These combined observations leads us to believe that the constant discharge rate of the
particles is mainly caused by the constant carrier fluid velocity.

5.3.D Flow rate controlled discharge

To further confirm that the constant carrier fluid velocity causes the constant discharge rate,
we forced the fluid velocity to be constant by imposing a volumetric flow rate, rather than a
pressure drop over the channel. The fluid velocity during the flow rate driven these discharges
was also checked, and found to be constant over time (Figure 5.9C). This can most likely be
attributed to the inconsistent flow rates produced by a syringe pumps, especially at these low
flow rates [56]. Similarly to the pressure driven discharge, we find that the discharge rate for
a flow rate driven discharge is also constant over time (Figure 5.10CD).

This is a clear indication that indeed the constant discharge rate is caused by a constant
carrier fluid velocity in the channel during the discharge. For flow rate driven discharges, this
is very intuitive. However, for pressure driven discharges this was surprising, and must entail
that the hydraulic resistance during the discharge remains constant, despite the decreasing
number of particles in the hopper. This leads us to conclude that the hydraulic resistance of
a microfluidic hopper is mainly governed by the particles close to the orifice.

From Figure 5.10AC, it becomes apparent that the discharge rate is not perfectly constant
throughout the discharge. There are moments where the discharge rate drops to zero, the
hopper clogs (cumulative discharge constant over time). However, when the clogged periods
are removed from the cumulative discharge, we do obtain a constant discharge rate over time
(Figure 5.10BD).

96



5.3. Discharge rate 97

Figure 5.10: A) Cumulative discharge of 250 µm particles with a Young’s modulus of 12 MPa through
a 600 µm orifice for different applied pressures. B) Same cumulative discharge as in A, but with the
clogged periods removed. C) Cumulative discharge of 250 µm particles with a Young’s modulus of 12
MPa through a 600 µm orifice for different applied flow rates. D) Same cumulative discharge as in A,
but with the clogged periods removed

5.3.E Discharged particles

During the discharge, we also noticed that particles were accumulating after the orifice, as
can be seen in Figure 5.7A and 5.9. This is caused by the widening of the channel by 5-10x
after the orifice, this causes the suspending fluid to slow down by an equal factor, resulting
in the particles also slowing down, and thus accumulating after the orifice.

This is reminiscent of the experiments done in the lab of Zuriguel and Maza (Universidad
de Navarra) [57, 58], where they have a conveyor belt below the hopper. The conveyor belt
has a maximum volumetric transport rate, and as long as the free-flowing discharge rate of
the hopper is more than the maximum volumetric transport rate, the discharge is limited by
the conveyor belt.

One could make the analogy that there is a maximum transport rate of particles below
the orifice, which is lower than the transport rate in the hopper, as fluid is able to flow around
the particles, thereby exerting only a negligibly hydrodynamic drag on the particles. There
is, however, an important distinction between the two systems. The forces in the conveyor
belt case are all elastic, the particles are in the end all supported by the conveyor belt, and
increasing the load on the conveyor belt doesn’t make it move faster. Whereas in the case of
microfluidic hoppers, the resistance is of viscous origin. Applying a higher load on the already
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Figure 5.11: A) Discharge rate as function of the applied pressure for the discharge of 250 µm particles
with a Young’s modulus of 12 MPa through a 600 µm orifice. The black dashed line highlights a linear
fit. B) Discharge rate as function of the imposed flow rate for the discharge of 250 µm particles with
a Young’s modulus of 12 MPa through a 600 µm orifice. The black dashed line highlights a linear fit.

discharged particles will make them move faster.
So, at a first glance, one would expect the discharge rate to decrease during the flow rate

driven discharge, as the discharge is impeded by a growing collection of particles. However,
due to the viscous nature of the resistance caused by the particles (they cannot sustain a finite
load), and our observation that the discharge is constant over time (Figure 5.10), we believe
that the particles accumulating below the orifice don’t impede the discharge.

5.3.2 Scaling laws of microfluidic hopper discharge

5.3.A Driving force

Now we have established that the discharge rate is constant during the discharge, we can
look at the scaling laws of microfluidic hoppers. First, how does the discharge rate scale with
the driving force? Most dry granular hoppers are gravity driven, and as discussed in section
5.1.2 Beverloo et al. [12] showed a square root dependence on the gravitational acceleration
9V 9

?
g. Where gravitational acceleration acts as a body force on the grains in a dry granular

hopper which scales with the volume of the grains, the hydrodynamic drag on the particles
acts as a surface force on the particles which scales with the surface area of the base of the
cylindrical particles. Hence, we might expect that 9V 9

?
∆P or 9V 9

?
U , depending on the

mode of driving.
Figures 5.10A and C show the cumulative discharge of 12 MPa particles with a diameter

of 250 µm through a 600 µm orifice over time for different imposed pressures and for different
imposed flow rates, respectively. The Hagen-Beverloo law describes the free flow of granular
materials. Hence, the discharge rates were determined from the cumulative discharges where
the clogged periods were taken out (Figure 5.10BD).

Figure 5.11 A and B show the discharge rates as function of the imposed pressure and
flow rate, respectively. Unlike dry granular hoppers, the discharge rate scales linearly with
the driving force, 9V 9 ∆P .
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Figure 5.12: Two snapshots, A and B, taken 10 seconds apart during the discharge of 250 µm particles.
The length of the arrows is kept constant between the two snapshots.

As described in section 5.1.2, the square root scaling of the discharge rate with the driving
force stems from the assumption that particles are in a free fall when passing through the
orifice. This is, however, not the case in our experiments. When the particles are free to flow
i.e., they are within the “free-fall arch” as described in the Hagen-Beverloo model, they quickly
reach a constant velocity proportional to the carrier fluid velocity as the flow is dominated
by viscous forces, Re “ 10´4 ´ 10´5. This means that v “

?
g becomes v “ vtp∆P q 9 ∆P

or v “ vtpQq, where vtp¨q is the terminal velocity of the particle under the imposed driving
force.

A similar scaling has been observed by De-Song et al. [59] and Aguirre et al. [60] who
studied the discharge of a horizontal hopper, where the particles were driven by sliding friction
of a conveyor belt passing under the particles. They found, like us, a linear dependency of
the discharge rate on the belt speed, up to a critical belt speed. Below a critical belt speed,
all particles moved with the same velocity as the belt, and rearrangements were quick enough
to not impede the flow. At belt speeds above a critical belt speed, De-Song et al. [59] found
that the discharge rate fluctuates strongly, but remains roughly constant. Aguirre et al. [60]
attributed this to the timescale involved with rearrangements. If rearrangements happen
faster than the time needed for a particle to escape the orifice region, the system flows,
and the flow is impeded if the rearrangements are slower than the escape time. This bears
some similarity to the shear jamming of granular materials, where the viscosity of a granular
material below jamming, such as a suspension, increases sharply when driven fast [61–63].
There are, however, key differences between the conveyor belt experiments and our microfluidic
experiments, most notably the increase in the fluid velocity due to the constriction. This
causes a slight elongational flow, which will most likely prevent shear-jamming, as it pulls
particles apart right where the shear-rate is highest.

Perhaps a more comparable system was used by Wilson et al. [64] and Koivisto et al. [40].
They studied the discharge of particles of different sizes and densities in a fully submerged
hopper. They found that the discharge rate scaled linearly with the terminal velocity obtained
from balancing the Stokes drag and gravitational force, suggesting that indeed the viscous
dissipation governs the discharge.

This viscous scaling is further confirmed near the end of the discharge. During the prepa-
ration of the hopper, not all particles settle on the packing in time. There are always a few
particles freely floating. The freely floating particles move at terminal velocity, since nothing
is preventing them from moving faster. The height of the particle packing decreases with
the same speed, as can be observed in the two snapshots in Figure 5.12, meaning that the
particles in the packing also move at terminal velocity. Note that the terminal velocity is
not constant throughout the channel. At the point where the channel becomes more narrow,
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Figure 5.13: A) Discharge rate as function of the applied pressure for two different particle sizes 225
and 300 µm, both flowing through a 900 µm orifice. The dashed and dotted lines are linear fits. B)
Discharge rate as function of the applied pressure, corrected for the particle to orifice size ratio.

conservation of mass and the incompressibility of fluids give that the fluid velocity increases,
and since we’re in the viscous regime, the terminal velocity of the particles increases linearly
with the fluid velocity.

5.3.B Orifice size

The viscous scaling of the velocity at the orifice doesn’t only affect the scaling with the
driving force. It also affects the scaling with the orifice size, as for dry granular hoppers
v 9

a

gpD ´ kdq Ñ 9V 9 pD´kdq3{2. In our experiments, the terminal velocity is independent
of the orifice size, hence we expect 9V 9 Ds. Figure 5.13A shows the discharge rate as
function of the pressure applied, for two different particle sizes (225 and 300 µm, corresponding
to the ‚ and Ĳ, respectively) flowing through an orifice of the same size (900 µm). The
curves were collapsed by correcting the applied pressure with D ´ kd, where k was a fitting
parameter (Figure 5.13B). We found that k « 1.5, which is in good agreement with other
hopper experiments [12].

The validity of the 9V 9 D ´ kd scaling was further investigated by discharging particles
of different sizes, ranging from 175 µm to 300 µm, through a 600 µm orifice. Figure 5.14
shows the discharge rate as function of D´ kd, non-dimensionalized by the orifice size, where
we took k=1.5, as determined in the previous experiment. We see that, indeed, the discharge
rate appears to depend linearly on orifice size non-dimensionalized with the particle diameter
and corrected by the k-factor.

5.3.C Particle softness

The story becomes a lot more complicated for particles with a Young’s modulus of 0.4 MPa
(previous experiments were performed on particles with a Young’s modulus of 12 MPa). We
found that the discharges of soft particles were not very reproducible (Figure 5.15, lines with
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Figure 5.14: Discharge rate as function of the orifice size non-dimensionalized with the particle diam-
eter, where k=1.5

Figure 5.15: Cumulative discharge over time of 0.4 MPa particles of different sizes (blue 300 µm,
orange 250 µm, green 200 µm, and red 175 µm) through a 600 µm orifice.

identical color are repeats). Furthermore, the discharge rate seemed to increase slightly during
the discharge, as we initially expected for the pressure driven discharge. Both effects combined
also made it impossible to conclude anything on the effect of particle size on the discharge
rate of soft particles. We are not sure what caused this, and future efforts should focus on a
more systematic study of the effect of particle softness.
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Figure 5.16: A) Zoom of particles near the orifice 1 frame before a clog. One can see that the left and
center particle are not yet touching. B) Zoom of the same particles as in A) near the orifice, but 1
frame later. As you can see, the three particles blocking the orifice are now all touching. Hence, the
system is clogged. C) Zoom of the same clog, but 30 seconds later. The three particles forming the
arch have not moved. D) Difference between the image in C and the image taken another 30 seconds
later.

5.3.3 Clogging of microfluidic hoppers

As mentioned before, the discharge of hoppers was sporadically interrupted by clogs. We
define a clog as a concave arch of touching particles spanning from one side of the hopper to
the other, which persists for a period of at least 5 frames („1 second) and impedes the flow of
other particles. This would mean that Figure 5.16A is not yet clogged, as the left and center
particle near the orifice are not yet touching, whereas Figure 5.16B is clogged, as the particles
in the blocking the orifice are all touching. We found two types of clogs: persistent clogs
and transient clogs. We defined clogs to be persistent if no particles in the arch displaced for
30 seconds. Figure 5.16B and C are two images taken of the same clog, approximately 30
seconds apart. There is no visible difference in the particle sin the between the two images,
however, particles further away have rearranged slightly. Figure 5.16D is the difference in
magnitude of Figure 5.16 C and a picture taken another 30 seconds later. The particles near
the orifice are hardly visible, indicating that the pixel intensities have not changed over 30
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seconds. This arch was therefore classified as ’permanent’. All transient arches collapsed,
most within seconds, several took much longer.

We were not able to gather enough statistics in these preliminary experiments to study the
clogging probability as function of particle softness. But we were able to suggest some trends.
First, we found that for an orifice to particle size ratio more than 3, we did not observe any
clogs. For a ratio of „2.5, we did observe some clogs. Furthermore, an increase in pressure
or flow rate reduced the chance of clogging (Figure 5.10AC). Lastly, the soft particles did not
appear to form any clogs at all.

5.4 Conclusions

In this chapter, we showed a novel microfluidic hopper that can be opened and closed by a
Quake-style valve. This allows for the collection of particles near the orifice, and therefore
the study of the flow of dense suspensions through a narrow orifice.

With these microfluidic hoppers, we showed that the discharge rate is independent of the
remaining amount of particles in the channel, for both pressure and flow rate driven experi-
ments. We observed with PIV that the flow rate of the carrier fluid during a pressure driven
discharge was constant during the discharge. This indicates that the hydraulic resistance of
the channel was independent of the remaining number of particles, and that therefore the
hydraulic resistance of the channel is mostly dependent on the number of particles close to
the orifice.

Furthermore, we showed that the discharge rate of our microfluidic hopper did not fol-
low the Hagen-Beverloo scaling, and instead scaled linearly with the applied pressure or the
applied flow rate. This scaling was due to the large amount of viscous dissipation, which is
ignored in the Hagen-Beverloo scaling.

We also tested the discharge of soft particles in microfluidic hoppers. We found that the
discharge rate was no longer independent of the remaining number of particles. We were,
however, not able to determine the origin of this behavior. We suspect that the hydraulic
resistance of the channel is no longer independent of the remaining number of particles in the
channel. This can be confirmed by 2 additional experiments. First, one should monitor the
flow rate of the carrier fluid over time during the discharge of soft particles. I suspect that the
flow rate will slowly increase as the channel empties, causing the flow rate to increase during
the discharge. I suspect that the ratio between the discharge rate of the particles and the flow
rate of the carrier fluid will remain constant, indicating that the discharge of soft particles is
still governed by viscous dissipation. This can be further confirmed by carrying out flow rate
controlled experiments, rather than pressure controlled experiments.

Lastly, we observed some (temporary) clogging during our experiments. We noticed that
clogging was not observed for orifice size to particle size ratios over 3. We attribute this due
to the lack of friction to stabilize potential arches. Interestingly, we did not see any clogs for
the soft particles. We were not able to determine the cause, or find out if this is connected to
the increase in discharge rate over time. This was, however, mostly due to time constraints
and this research has paved the way to investigate the origin (and possible connection) of
both phenomena.
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Chapter 6

Conclusion and Perspectives

In this thesis, we have studied a model system for granular materials, a pseudo-2D packing of
cylinders in microfluidic channels. We have developed an experimental setup to systematically
study the effect of softness on the behavior of granular materials in two model experiments,
compaction, and hopper discharge. These experiments correspond to two industry relevant
processes, and we hope that these and future experiments will help the further understanding
of the mechanics and dynamics of granular materials, and especially the role of particle soft-
ness. The results obtained may have many applications, in and outside the field of granular
materials, such as understanding the mechanics of cell clusters from the mechanics of single
cells or clog prevention in biomedical devices.

6.1 Conclusions

We used a microfluidic system to fabricate hydrogel particles inside the microchannel used for
the experiments, and we developed a system that is able to fabricate particles of different sizes
in predefined locations. To define random initial positions, we used numerical simulations in
which we “dropped” the desired amount of particles in a box and recorded their position.
We could control the softness of the particles by adjusting the ratio between a cross-linkable
polymer and a chemically similar but inert polymer. We were able to drive the particles by
imposing a flow of the uncured UV-sensitive solution in the channel by either controlling the
pressure drop over the channel with a pressure controller, or controlling the flow rate with
a syringe pump. The percolating nature of the particle packing allowed us to approximate
the relative contributions of the force due to the pressure difference across the packing, and
the force caused by the hydrodynamic drag of the fluid passing over/under the particles. We
developed a fully parallelized convolution-based algorithm to determine the locations of „2000
particles in the field of view of the camera with sub-pixel accuracy.

We, then, experimentally studied the compaction of the 2D packing of particles by impos-
ing a flow of uncured solution over and under the particles, causing them to be compressed
against a membrane. We could determine the strain upon an imposed pressure by tracking
the displacement of the particle centers with respect to their unstressed position in the chan-
nel. First, we studied the creep and relaxation of the packing of hydrogel particles upon a
step-wise increase in the applied stress. We modelled the strain response with a generalized
Kelvin-Voigt model, which typically describes the response of a viscoelastic solid well. We
found that one timescale was not enough to capture the complex creep/relaxation of the
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hydrogel packing. Adding a second timescale, however, proved much more successful. This
provided a full viscoelastic description of the hydrogel packing. We tried to link one of the
timescales to the poro-elastic relaxation timescale of the hydrogel particles, however, future
efforts will be needed to measure the poro-elastic relaxation in independent experiments. We,
then, used the relaxation timescales to study the strain response of the hydrogel packing
upon an oscillating imposed pressure. We found that the imposed stress and strain response
were out of phase. A model for the expected lag time was derived from the storage and
loss compliance of a Kelvin-Voigt model. The model correctly predicted that the lag time
was only weakly dependent on the softness of the particles. Furthermore, it described the
decrease of the lag time with increasing oscillation period well, except for the existence of
a limit value. We expected that this lag time would approach zero for high periods. This,
however, seemed not to be the case, even at very long periods, the stress and strain were out
of phase. We investigated this further by performing a step-wise oscillation of the pressure,
where the packing was allowed to reach equilibrium at each step. Here, we also found that,
despite the packing reaching equilibrium at each step, the strain was not uniquely defined for
each imposed stress. We suspect that this time-independent hysteresis is caused by changes
in the micro-structure. However, conclusive evidence has yet to be found.

Then, we studied the same oscillatory compaction, but from a completely different point
of view. Previously, we studied the global response of the packing under compaction from a
complex fluid rheology point-of-view. This approach ignores the vast amount of microscopic
information that can be extracted from the same data. Using the sub-pixel accuracy of the
particle finding algorithm, combined with the careful determination of the particle radii, we
were able to determine the strain on a particle level, and compare this to the strain on the
packing scale. We found that these strains were not identical, as we initially expected, but
proportional. Furthermore, we studied the heterogeneous nature of the microstructure of
granular materials. From the local strains, we could follow the spatial distribution of the
forces and reconstruct the force network over time. We also found that the magnitude of
the inter-particle forces showed a Gaussian distribution, where the distribution became more
homogeneous (narrower) at higher compression. We found that the more homogeneous dis-
tribution was accompanied by an increase in the average number of contacts per particle.
From all this information, we were able to construct a microscopic stress tensor, using the
Kirkwood-Irving equation. Similar to the imposed stress, the microscopic stress increased
slowly and non-linearly with increasing strain, the cause of which remains to be found. The
onset regime was followed by a linear increase of the pressure with strain. We found that the
scaling of the microscopic stress non-dimensionalized with the Young’s modulus and the strain
of the packing, was well described by the compaction model derived from the Kirkwood-Irving
equation, by assuming that the inter-particle forces are randomly distributed, the interaction
forces can be approximated by the Hertz contact model for cylinders with parallel axes, and
the polydispersity is minimal. Lastly, we investigated the traces of the particles. We found
particles that followed the same path during compression as during decompression, behaving
reversibly elastic. We also particles that did not follow the same path during compression
and decompression, but ended up in the same spot over a compression-decompression cycle,
behaving reversibly plastic. We attempted to cluster the reversibly plastic particles by inves-
tigating the encompassed area during a compression cycle, and the displacement over a cycle.
However, no clear distinction between the reversibly elastic and reversibly plastic particles
could be found.
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Lastly, we investigated the discharge of hydrogel particles through a microfluidic hopper.
Initially, we relied on the formation of a clog to collect the particles near the orifice. However,
this limited the range of parameters severely. If the ratio of the orifice size to the particle
diameter was slightly too big, no arch would form and the semi-dilute suspension would flow
through the orifice without any particle-particle interactions. Conversely, if the orifice was
slightly too small, a stable arch would form immediately, and clogging would be so frequent
that it was impossible to study the discharge. We solved this problem by integrating a low-
displacement, soft, microfluidic valve right after the orifice. The opening and closing of the
valve could be tuned to let the carrier fluid through, but retain the particles. This allowed
us to study any orifice size and particle size. We then studied the discharge over time as
function of the applied pressure. We expected that the discharge rate would increase as the
hopper emptied, as the hydraulic resistance of the channel would decrease as the remaining
number of particles decreased, resulting in an increase in the flow of carrier fluid, and thus
an increase in discharge rate. However, we found that the discharge rate was independent of
the number of remaining particles in the channel, indicating that the velocity of the carrier
fluid was independent of the remaining number of particles. We investigated this further by
measuring the fluid velocity with PIV during the discharge. This, indeed, confirmed that the
fluid velocity was constant during the discharge. As a final check, we imposed a constant
flow rate, rather than a pressure drop over the channel, which also resulted in a constant
discharge rate over time. Therefore, we can conclude that the hydraulic resistance of the
channel is governed by the number of particles close to the orifice, which fluctuates around
an average during the discharge. This could also explain the fluctuations observed in the
carrier fluid velocity we observed during the pressure driven discharge. We followed this up
by investigating the discharge rate as a function of the imposed pressure or flow rate, and
found that the discharge rate scaled linearly with both the pressure and flow rate, and not
with the square root of the driving force as is predicted by the Hagen-Beverloo scaling, which
is commonly observed for the discharge of granular materials. This is due to the dominant
viscous dissipation. Particles quickly reach their terminal velocity, which scales linearly with
the applied pressure or flow rate. Lastly, we found that at small orifices, the particle would
form an arch above the orifice, impeding the discharge of particles. Like in other soft particle
systems, the arched collapsed without external perturbation.

6.2 Perspectives

It is quite common in research to end with more questions than you started. This was definitely
the case during this project. In this section, I will discuss some of the ideas we had, but were
not (or only partially) able to investigate, and that definitely deserve further investigation.

6.2.1 Relaxation of single particles and particle packings

We have suggested the intuitive link between the poro-viscoelastic relaxation of the particles,
and at least one of the relaxation timescales observed in the compaction of the packing. If
such connection can be found, it would be possible to disentangle the packing and particle
contributions. One could then perform rheological experiments, like step-stress and oscil-
latory compression, on small particles inside microfluidic channels. These experiments are
typically difficult to perform on such small particles, as indicated in section 3.3.B, and often
require expensive, specialized equipment. Performing these experiments in-situ matches the
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experimental conditions more closely, and could therefore provide a better estimation of the
properties of the particles. One could, for instance, deposit a small layer (in the order of the
size of a particle) on a solid substrate such as a glass slide. I expect that the size dependent
relaxation time depends on the smallest length-scale, which for a thin film is the height. This
eliminates the difficulty of finding the particle, as you can probe anywhere on the substrate.

To clearly establish a link between the packing and particle relaxation, it might be ben-
eficial to observe this in a system that is easier to characterize. One could for instance buy
commercial hydrogel beads („1 cm when hydrated) and study their relaxation time by com-
pressing them between two plates. Either by applying a step strain and observing the stress
relaxation with a load cell, or by applying a weight on top and observing the deformation
of the hydrogels. One could then perform the exact same experiment on a packing of these
particles, both in a thin cell to mimic a 2D system, and in a larger container to measure
the relaxation time of a 3D system. The information gained could help design future micro-
scopic experiments. Possible experiments could be tested include nanoindentation and AFM
measurements.

We have done some initial tests with „2 cm hydrogel beads with Chandan Shakya, in
the lab of Joshua Dijksman at Wageningen University/University of Amsterdam. We found
that the stress relaxation of a packing of hydrogel upon a step-increase in strain is well
described by a generalized Kelvin-Voigt model with 2 elements. The stress relaxation of a
single hydrogel particle upon a step-increase in strain was described quite well by a single
Kelvin-Voigt element, with only minor deviations at very short timescales. This is the first
proof that indeed the relaxation of single particles can be recovered when compressing a
packing. Similar to our microfluidic experiments, we found that the cyclic compression of a
packing is hysteretic, even in the step-wise compression experiments where the response is
extrapolated to the equilibrium limit. Whereas, we found that the cyclic compression of a
single particle was not hysteretic in the extrapolated quasi-static limit. These experiments
have proven very insightful and progressed quickly

6.2.2 Reversible plasticity

During compression, we also noticed a oscillation period independent time lag between the
imposed stress and observed strain. We suggested that this might be due to microscopic
rearrangements, and we have performed some initial investigations. So far, it was not possible
to conclude if rearrangements play a role in the hysteresis. Microscopic data is very rich, and
we might not have chosen the right analytics to confirm or deny this hypothesis yet. A very
interesting next step would be to investigate the microstructure in more detail. We have
several ideas that we did not manage to investigate. An interesting topic would be to look
for hysteresis in the formation of shear bands. There are multiple metrics that can be used
to investigate shear bands. One could check the evolution of the cumulative number of T1
rearrangements [1]. Another would be to find a metric for the local non-affine displacement
(D2

min) [2, 3], and investigation how this evolves during a compression cycle. One could
also study the microstructural information hidden in the g(r) of the packing, for instance by
means of excess entropy [4–6]. I believe this is a promising area to study, where the main
challenge is finding the proper metric to report the spatial and/or temporal evolution of the
microstructure.
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Figure 6.1: Image of various different star shaped particles. Image taken by Jules Tampier

6.2.3 Clogging of soft particles in microfluidic channels

Souzy and Marin [7] suggested that the driving method, pressure driven or flow rate driven,
influences the formation and stability of arches in microfluidic constrictions. They argue
that during the formation of an arch, the hydraulic resistance of the channel increases. In a
pressure driven system, this is accompanied by a decrease in flow rate, resulting in a constant
pressure at the orifice. In a flow rate driven hopper, however, the increase in resistance caused
an increase in pressure, stabilizing the arches. Therefore, driving the suspension slower, was
actually faster, due to lower stability of the arches. They were not able to integrate pressure
sensors in their microfluidic devices. Furthermore, the 3D nature of their setup, combined
with hard particles, did not allow them to build-up of stress near the orifice during a flow rate
driven discharge. The experimental system described in this thesis could shed light on this
mechanism. Implementing the techniques developed in chapter 4 with the hopper developed
in chapter 5, would allow us to not only measure the stability of the arches by measuring the
average persistence time of the arches, but also the increase in stress around the orifice, and
the stability of the formed force network. A note, care has to be taken with converting the
deformation into stresses. The microscopic analysis performed in chapter 4 assumed that the
oscillation was quasi-static, and that thus the deformation was independent of the duration
of the oscillation cycle. This will not be the case in the formation of arches. The viscoelastic
nature of the particles will cause them to deform over time, even at constant stress.

Furthermore, it would be interesting to see how the clogging is affected by the imposed
pressure. The slower is faster approach has been observed for hard particles. I suspect that
this idea will break down at higher stresses, where the particles deform so much that they will
squeeze through the orifice. The experimental setup described throughout this thesis would
allow us to study this systematically.

We also did not take a look at the statistics of clogging of soft particles due to time
constraints. There are two interesting studies, that can be done simultaneously. First, one
can investigate the influence of the particle softness on the probability of clogging. We found
that the soft particles did not clog at all, whereas rare clogging events were observed for
hard particles. The precise relationship between particle softness and clogging remains to be
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Figure 6.2: A) Bright field image of PEGDA particles with spiropyran incorporated in the network.
B) Fluorescence of the spiropyran.

understood.
One can also study the average persistence time of the clogs. Intuitively, we would expect

the duration of the clog to scale with the relaxation time of the hydrogels. As soon as the
particles form an arch, they are put under a constant stress, and will thus deform slowly
over time, which destabilizes the arch. Local destabilization effects, like the deformation of a
particle in the arch, are typically well described by an exponential decay, i.e., the probability
of finding an arch of duration t scales with the time t as P ptq 9 e´t{τ , where τ is the typical
relaxation time of the particles. However, this is not what has been reported. Harth et al. [8]
found a power-law scaling of the probability of finding an arch with a certain persistence time.
Power-law scalings are commonly observed in experiments with a system-wide self organized
criticality. Experiments performed on particles with known relaxation times might provide
more insight in this process.

In this thesis, we have limited ourselves to cylindrical particles. The in-situ lithography is,
however, not limited to circular masks. Recently, we have performed some initial tests with
non-cylindrical particles together with my intern, Jules Tampier. It is, for instance, possible
to make star- or gear-shaped particles (Figure 6.1). This would allow us to systematically
study the effect of particle roughness on the discharge granular materials. We believe that
mechanical interlocking will act as an effective friction coefficient. Experiments that allow
for the systematic investigation of not only the particle softness, but also the inter-particle
friction could further disentangle the contributions of both properties on the behavior of
granular packings.

6.2.4 Visualize force chains

The fabricated hydrogels in this thesis were purely cross-linked PEGDA. However, this does
not have to be the case. Dendukuri et al. [9] were also able to incorporate fluorescent molecules
in the network, making the network fluorescent. There are also molecules that become flu-
orescent when put under tension, examples include spiropyrans [10]. As a side project, we
have incorporated spiropyrans in the polymer network in collaboration with the group of
Costantino Creton (SIMM-ESPCI). We found, however, that the added spiropyran absorbed
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Figure 6.3: Images of an array of 72 µm pillars separated by A) 75 µm and B) 35 µm

too much of the UV-light during fabrication, so the particles were malformed and could not
be used for further experiments (Figure 6.2AB). We were not able to find the time to optimize
this system, e.g., lower the spiropyran concentration, increase the exposure time. When prop-
erly tuned, it could be possible to visualize the force network from the particle fluorescence,
where a more fluorescent particle is more stressed, and compare this to the forces extracted
from the microstructure. This might become a viable alternative to photo-elasticity.

6.2.5 Pillar fabrication

The methods developed to fabricated particles in predefined positions can also be used for
completely different applications. There has been a great interest in our group to study
the transport of flexible filaments and bacteria in porous media. The traditional photo-
lithographic techniques to fabricate microfluidic channels has a low turnover rate, and require
a high amount of manual labor. It typically takes several days to design the mask, ask for
a quote and get it printed. It then requires 2–3 hours to fabricate the silicon master, and
another 2–3 hours of labor to fabricate the microfluidic chips. This makes it very slow to
iterate through new designs. Together with two other PhD students in our lab, Peixin Zhang
and Zhibo Li, we adapted the method to create solid objects inside a microfluidic channel.
This works by replacing the top and bottom of the micro-channel with glass slides (rather
than PDMS), which removes the oxygen inhibition layer. The PEGDA did not stick strongly
to the glass. We therefore used NOA61, a UV-curable optical adhesive. Curing this inside
a microfluidic channel resulted in stable pillars of 72µm or bigger (Figure 6.3). Rinsing the
channel with acetone and ethanol will remove the leftover NOA61, after which the channel
can be filled with the solvent of choice.

This method makes it possible to fabricate a large amount of blank channels, without any
features, and fabricate the pillars in the desired positions. It takes approximately 5 seconds
to fabricate each pillar. So, a large design of 1000 pillars can be made within 2 hours, during
which the researcher doesn’t have to be present! This means that a prototype can be made
within hours, rather than days. Of course, this method cannot compete with the traditional
photo-lithography techniques to fabricate channels in bulk, but it could be a big breakthrough
in the prototyping of microfluidic channels.
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Chapter 7

Résumé substantiel

7.1 Introduction

Nous connaissons tous le sable, qu’il nous rappelle les jeux dans le bac à sable ou les voyages en
famille à la plage pendant l’été. Si vous regardez de plus près, vous constaterez que les matéri-
aux granulaires (c’est-à-dire les matériaux constitués de nombreux petits grains) sont partout.
Dans l’industrie, les matériaux granulaires sont également omniprésents, puisqu’ils constituent
la deuxième matière la plus manipulée en termes de poids, seule l’eau étant dépassée [1]. Imag-
inez que vous marchiez sur la plage. En marchant sur le lit de sable, votre pied déplace un
peu de sable, de la même manière que votre pied déplace de l’eau lorsqu’il est plongé dans
une piscine. Cependant, après avoir déplacé une petite quantité de sable (plusieurs ordres de
grandeur de moins que ce que prévoyait le principe de flottabilité d’Archimède), le sable ne se
déplace plus et le lit de sable semble solide. Pendant un pas, vous faites l’expérience du carac-
tère à la fois fluide et solide des matériaux granulaires. De plus, en continuant à marcher vers
l’eau, le lit de sable devient soudainement beaucoup plus sombre et ne se déforme pratique-
ment pas. Il s’avère que le comportement du sable dépend fortement de son environnement.
Comme les grains ne remplissent pas parfaitement l’espace, mais laissent des vides, une petite
quantité d’eau peut pénétrer dans le lit de sable. L’eau forme des ponts capillaires entre les
particules, ce qui les fait "coller" les unes aux autres. [2–4]. En s’approchant de l’eau, les
grains sont complètement englobés par l’eau, ce qui donne une suspension qui s’écoule comme
un liquide.

Jusqu’à présent, nous avons vu que le comportement des matériaux granulaires changeait
radicalement sous différentes conditions externes, telles que la charge appliquée, le milieu envi-
ronnant et la présence de ponts capillaires. Cependant, les propriétés des grains constituant le
milieu granulaire influencent également le comportement de ce dernier. Pendant l’écoulement,
les particules allongées sont connues pour s’aligner à un petit angle par rapport à la direction
du cisaillement, ce qui réduit la viscosité [5–7]. Comprendre la réorientation des particules
allongées le long de la bande de cisaillement pourrait également s’avérer vital pour prédire
l’intégrité structurelle et les modes de défaillance des sols [8, 9].

La rugosité de la surface joue également un rôle important dans le comportement des
milieux granulaires et des suspensions. La rugosité peut conduire à un frottement effectif
entre les grains [10, 11], et a été suggérée comme un paramètre clé déterminant la densité
à laquelle le réseau de force est déterminé dans les verres granulaires [12, 13]. En outre, les
particules rugueuses sont connues pour provoquer une très forte augmentation de la viscosité
d’une suspension à de faibles concentrations, si le cisaillement est suffisamment rapide [14, 15].
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d
Les avancées technologiques en matière de microscopie confocale à fluorescence et de fab-

rication de canaux aux caractéristiques microscopiques (microfluidique) ont été nécessaires
pour observer la microstructure plus en détail. Brujić et al. [16] ont été parmi les premiers
à reconstruire le réseau de forces 3D d’une émulsion bloquée et à observer la distribution
des forces interparticulaires. Généralement, la rigidité (qui dépend de la tension de surface
entre la phase dispersée et la phase continue) a été utilisée pour adimensionner la pression
appliquée [17], ce qui suggère que la rigidité n’affecte que l’ampleur des déformations, mais
pas la dynamique des particules [18].

Plus récemment, l’écoulement de particules molles à travers un rétrécissement a été étudié,
soit en pressant des gouttelettes entre deux plaques parallèles, soit en confinant des réseaux
de polymères gonflés (hydrogels) entre deux plaques parallèles [19, 20]. Ashour et al. [20] et
Hong et al. [19] ont constaté que ces particules molles, presque sans frottement, avaient moins
de chances de bloquer l’orifice, et que les bouchons formés se dissiperaient sans nécessiter de
perturbation externe, ce qui ne se produit pas avec les particules dures à frottement. [21, 22].

Il s’avère toutefois que l’étude systématique de l’effet de la rigidité des particules est un
défi, en particulier sans affecter les autres propriétés des particules telles que le coefficient
de frottement et la rugosité, et en maintenant la compatibilité avec le système expérimental.
Dans de nombreuses études expérimentales sur l’influence de la rigidité des particules sur
le comportement des matériaux granulaires, la dynamique et la mécanique des particules
dures (typiquement avec frottement) sont comparées à des particules molles (typiquement
sans frottement) faites d’un matériau complètement différent. Il est donc difficile d’attribuer
les différences observées à la seule mollesse des particules ou à une combinaison de la mollesse
des particules et de l’un des paramètres modifiés involontairement.

Dans cette thèse, nous étudierons systématiquement l’effet de la mollesse des particules
sur le comportement des ensembles granulaires. Pour se faire, nous adapterons une technique
de microfabrication pour produire des ensembles granulaires 2D de disques à l’intérieur de
canaux microfluidiques, ce qui nous permet de régler la rigidité des particules sans modifier
aucune des autres propriétés des particules.

7.2 Contenu

Cette méthode a été mise au point par le groupe de Patrick Doyle, qui a développé une tech-
nique permettant de synthétiser une particule d’hydrogel à l’intérieur de canaux microflu-
idiques en exposant localement une solution photosensible à la lumière UV [23, 24]. Ils ont pu
modifier la forme et la taille des particules en plaçant un masque sur le trajet de la lumière,
en bloquant la majeure partie de la lumière et en formant une particule de la forme et de la
taille de l’ouverture du masque. Duprat et al. [25] et Cappello et al. [26] ont découvert qu’il
était possible de modifier la rigidité de ces particules en réduisant l’exposition à la lumière
UV ou en diluant la solution photosensible. Dans cette thèse, à partir de la méthode de fab-
rication de particules de rigidité variable développée par Cappello et al. [26], nous étudierons
l’influence de la rigidité des particules sur le comportement des ensembles granulaires.

Nous étudierons deux situations différentes à l’aide de ce dispositif : premièrement,
le compactage progressif et oscillatoire des ensembles granulaires, à la fois d’un point de
vue rhéologique (macroscopique) et d’un point de vue microscopique, et deuxièmement,
l’écoulement de particules granulaires à travers un rétrécissement. En détail, le premier
chapitre de ce manuscrit passe en revue les méthodes expérimentales utilisées et dévelop-
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pées, qui sont utilisées tout au long de cette thèse. Tout d’abord, nous expliquons plus en
détail la technique susmentionnée pour fabriquer des particules uniques molles. Ensuite, nous
présentons comment nous avons réussi à étendre les capacités de cette technique pour fabri-
quer des ensembles de particules de différentes tailles dans des endroits prédéfinis à l’intérieur
des canaux microfluidiques. Nous décrivons et caractérisons ensuite l’écoulement du fluide
porteur à l’intérieur du canal microfluidique et la manière dont il exerce une force sur les
particules. Enfin, nous expliquerons comment nous avons extrait les emplacements de „2000
particules (de différentes tailles) dans le champ de vision avec une précision inférieure au pixel.

Le deuxième chapitre est consacré au compactage des ensembles de particules molles à
l’intérieur de canaux microfluidiques, que nous étudions d’un point de vue rhéologique. Tout
d’abord, nous développons un canal microfluidique qui nous permet de comprimer les partic-
ules contre une membrane. Nous utilisons ensuite ce canal pour réaliser des expériences de
contrainte par paliers, afin de caractériser le comportement viscoélastique des ensembles de
particules. Nous avons constaté qu’un modèle de Kelvin-Voigt généralisé pour les solides vis-
coélastiques avec deux échelles de temps de relaxation était suffisant pour capturer la réponse
complexe d’un ensemble de particules viscoélastiques. Nous avons utilisé ce modèle pour
étudier la réponse à la déformation d’ensemble dans la limite quasi-statique, en augmentant
la contrainte par étapes et en utilisant le modèle pour déterminer la déformation limite à cette
contrainte. Nous avons constaté que la déformation limite pendant la compression n’était pas
identique à la déformation limite à la même pression durant la décompression. Pourtant, sur
l’ensemble d’un cycle, le système est revenu à son état de non-déformation. Cela indique qu’il
existe des mécanismes qui introduisent l’hystérésis, en plus de la relaxation des particules.
Cet effet a été étudié plus en détail en utilisant le compactage oscillatoire dynamique. Nous
montrons que le décalage de phase entre la contrainte et la déformation diminue avec la péri-
ode d’oscillation, comme le prévoit le modèle de Kelvin-Voigt, à une exception près. Là où
le modèle de Kelvin-Voigt prédit que le décalage de phase diminue jusqu’à zéro, nous con-
statons que le décalage de phase diminue jusqu’à une valeur non nulle identique au décalage
de phase trouvé pendant l’oscillation par paliers. Cela pourrait être dû à des réarrangements
microscopiques, mais le rôle et l’échelle de temps des réarrangements à l’échelle des particules
sur la relaxation ne sont pas encore clairs.

Le troisième chapitre se concentre sur les mêmes expériences que celles décrites dans le
chapitre 3, mais maintenant d’un point de vue micromécanique. Tout d’abord, nous décrivons
comment nous avons pu obtenir une description presque complète de la microstructure des
ensembles au cours de nos expériences, comme on l’obtiendrait à partir de simulations. Nous
constatons que la pression microscopique augmente lentement à de faibles déformations et
passe à une dépendance linéaire à des déformations plus élevées. La pente du régime linéaire
a été bien saisie par le modèle de compactage dérivé par Cárdenas-Barrantes et al. [27]. Nous
pensons que le début doux de la compaction, qui n’a pas été prédit par le modèle, est dû à
des réarrangements. Nous avons examiné les réarrangements en étudiant les trajectoires des
particules au cours d’un cycle de compression et avons constaté que les trajectoires n’étaient
pas parfaitement élastiques et que la plupart des particules étaient réversiblement plastiques,
c’est-à-dire que la trajectoire au cours de la décompression était différente de la trajectoire
au cours de la compression, mais que le déplacement de la particule au cours d’un cycle
était négligeable. Nous avons tenté de relier cette plasticité réversible au début doux de la
compression et à l’hystérésis indépendante du temps pendant la compression. Cependant,
aucune tendance claire n’a encore été trouvée.

Dans le quatrième chapitre, nous étudions l’écoulement de particules molles dans une
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trémie microfluidique. Tout d’abord, nous décrivons la difficulté d’obtenir une suspension
bloquée à l’intérieur d’une trémie microfluidique, et comment nous avons intégré une valve de
type Quake à l’intérieur de notre canal microfluidique pour collecter les particules au niveau
de l’orifice. Nous étudions ensuite le taux d’écoulement de particules de différentes tailles
pour des flux entraînés par la pression et le débit et nous le comparons à d’autres expériences
de trémie dans le régime visqueux. Nous avons constaté que le taux d’écoulement s’échelonne
linéairement avec la pression imposée sur le canal. Ce résultat est surprenant, car le nombre
de particules dans la trémie diminue pendant l’écoulement, ce qui augmente le débit du fluide
porteur. Nous avons vérifié cette observation en étudiant la vitesse du fluide porteur pendant
la décharge des particules sous l’effet de la pression et la décharge des particules sous l’effet
du débit (où une vitesse constante du fluide est imposée). Ces deux méthodes ont confirmé
que le taux d’écoulement est effectivement constant dans le temps. Nous avons également
constaté que le facteur de correction proposé par Hagen et Janssen [28, 29] rendait bien
compte de l’influence de la taille des particules. Enfin, nous avons étudié l’effet de la mollesse
des particules sur la décharge, et nous avons constaté que la mollesse des particules a un effet
non seulement sur le taux d’écoulement, mais aussi sur l’évolution du taux d’écoulement dans
le temps, et sur le comportement de colmatage.

7.3 Conclusion

En conclusion, nous avons conçu un nouveau système modèle pour les matériaux granulaires,
un ensemble pseudo-2D de cylindres dans des canaux microfluidiques. Nous avons mis au
point un dispositif expérimental pour étudier systématiquement l’effet de la rigidité sur le
comportement des matériaux granulaires dans deux expériences modèles, le compactage et
l’écoulement de la trémie. Ces expériences correspondent à deux processus industriels perti-
nents, et nous espérons que ces expériences et celles à venir permettront de mieux comprendre
la mécanique et la dynamique des matériaux granulaires. Les résultats obtenus peuvent avoir
de nombreuses applications, dans et en dehors du domaine des matériaux granulaires, telles
que la compréhension de la mécanique des amas cellulaires à partir de la mécanique des cellules
individuelles ou la prévention du colmatage dans les dispositifs biomédicaux.
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We report experimental evidence of a Gardner-like crossover from variable to persistent force contacts in
a two-dimensional bidisperse granular crystal by analyzing the variability of both particle positions and force
networks formed under uniaxial compression. Starting from densities just above the freezing transition and for
variable amounts of additional compression, we compare configurations to both their own initial state and to
an ensemble of equivalent reinitialized states. This protocol shows that force contacts are largely undetermined
when the density is below a Gardner-like crossover, after which they gradually transition to being persistent,
being fully so only above the jamming point. We associate the disorder that underlies this effect with the size
of the microscopic asperities of the photoelastic disks used, by analogy to other mechanisms that have been
previously predicted theoretically.

DOI: 10.1103/PhysRevE.106.054901

I. INTRODUCTION

Granular materials differ from elastic solids in their
response to external forces: Rather than homogeneously
supporting an applied load, the forces are transmitted by
a sparse percolating network of particles [1–5]. If inter-
particle contacts are allowed to break and the granular
material yields, the topology of the force network changes
even if no particle-scale rearrangement takes place [6,7].
By contrast, if contacts are preserved, cyclic (un)loading does
not affect the structure of the force network. While recent
theoretical and numerical studies suggest the preservation of
contacts might not coincide with the jamming transition [8,9],
it is yet to be experimentally verified whether such a distinc-
tion exists.

The distinction between the onset of contact memory and
jamming is reminiscent of the critical transition reported for
certain amorphous solids and crystals of slightly polydis-
perse particles [10–16]. The associated Gardner transition
is often depicted using an energy landscape roughened by
a hierarchy of metastable basins. Outside of the Gardner
regime, the energy scales are well separated from the land-
scape roughness and the system responds elastically [17].
By contrast, within the Gardner regime, the landscape rough-
ness gives rise to easier pathways to escape from marginally
stable subbasins and thus to minute structural rearrangements
(much smaller than the particle scale) that result in a different
spatial distribution of contact forces at jamming [12,18].

This landscape roughness in the Gardner phase also leaves
a dynamical signature. Outside the Gardner regime, the long-
time mean square displacement (MSD) � of the constituent
particles plateaus at a value that depends on the particle cage
size (and thus density or pressure for a hard-sphere system)
[8]. By contrast, within the Gardner regime, particles cannot

effectively sample the landscape over accessible timescales,
which results in a MSD that does not saturate with time. Its
asymptotically long-time value can nevertheless be estimated
from the distance �AB between two system copies A and B
that started from the same reference configuration at a density
below the Gardner regime and then evolved along differ-
ent stochastic trajectories. One can thus define the Gardner
regime as the density for which � < �AB at (sufficiently)
long times. This was first shown experimentally in a granular
glass former by Seguin and Dauchot [19], who captured a
signature of Gardner physics in the dynamics of a vibrated,
two-dimensional (2D), disordered packing of granular disks.
More recently, Xiao et al. [20] found signatures of Gardner
physics in quasithermal (air-fluidized) star-shaped particles.
However, the corresponding contact force network has not
been observed experimentally, nor have the factors that con-
trol the distance of the Gardner transition to jamming been
assessed [12].

In this article we investigate the crossover from variable to
persistent contacts in a granular crystal (see Fig. 1). We find
that this transition is strongly analogous to that predicted by
Gardner physics, is clearly distinct from the jamming tran-
sition, and the distance between the two appear here to be
controlled by the scale of the microscopic asperities of the
experimental disks.

II. METHODS

Despite numerical studies of ultrastable glasses [22]
and polydisperse crystals [12] which successfully suppress
particle-scale rearrangements to reveal the Gardner regime,
it remains an open challenge to translate these numerical
protocols for generating ultrastable glasses to experiments.
We study instead marginally stable states generated from a
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FIG. 1. (a) Schematic of the experimental setup (side view), with
the height of the air layer not to scale. (b) Typical image (top view)
from which the particle positions (red channel) and force transmis-
sion (cyan channel) are extracted. The hexagon marks an H1 unit cell
[21].

well-defined 2D crystalline packing to suppress rearrange-
ments via an alternative means. We selected the H1 crystal
symmetry, containing a unit cell of three large and six small
disks (see Fig. 1), from among those identified in [21], for hav-
ing no basis vectors aligned with the compression axis. This
choice thereby limits the putative contribution of low-energy
local buckling excitations [15,23–25] and focuses the dynam-
ics on the quenched disorder that arises through variability
in particle size and surface roughness [12]. We found that
this crystal successfully suppresses rearrangements; when one
does occur, the system can readily be reinitialized. Although
the resulting crystalline axes create an additional coordinate
system that is neither orthogonal nor aligned with the natural
axes of the apparatus (see Fig. 1), we are able to account for
these effects during the data analysis.

We performed our experiments on a single-layer packing
of bidisperse photoelastic disks (NS = 507 small disks with
RS = 5.5 mm and NL = 273 large disks with RL = 7.7 mm,
Vishay PhotoStress PSM-4) with a reflective back layer levi-
tated on a gentle layer of air forced through a porous grid; this
setup was previously described in [26,27]. By reducing basal
friction, such that interparticle forces dominate, particles are
free to explore their cages and sample available configurations
under gentle perturbations. We randomized particle positions
within their cage by sweeping a turbulent airflow across the
upper surface of the packing [see Fig. 1(a)]; time was mea-
sured in units of these tr = 20 s randomization sweeps. We
explored cage sizes and separations as a function of density φ

by uniaxially compressing the system in discrete increments
of δφ/φ = 6 × 10−4, moving one boundary with a stepper
motor. Each of the four boundaries was laser cut from acrylic
sheets. The particles along both the moving boundary and the
static boundary opposite were pinned to suppress large-scale
crystal rearrangements.

Particle positions and the network of interparticle forces
were imaged using a single camera and two light sources: an
unpolarized red LED light for the positions and a circularly
polarized green LED light for the photoelastic visualization
of stresses [see Fig. 1(b)]. We located the centroid of each
particle using the convolution of the red channel of the image
with a predefined mask matching the particle size [28,29];
this allowed us to determine locations within approximately
0.1 pixel (approximately equal to 1

250 RL) precision. Because
we are studying well-defined crystal configurations, for which

all particle displacements are at least an order of magnitude
smaller than the particle size, we were able to bypass tra-
ditional particle-tracking algorithms and their caveats. Each
particle position was instead determined from the first image,
hand checked for completeness, and then used as a reference
position for subsequent images. Within these images, the sole
particle located within RL of the reference particles was at-
tached to its trajectory. To minimize edge effects, particles
within 4RL of the walls were discarded from the data set,
leaving Np = 628 particles for our analysis.

III. RESULTS

A. Gardner crossover

We have adapted the protocol of [19] to identify transitions
in the cage dynamics as a function of φ, using overhead air
jets to randomly promote cage exploration rather than sup-
plying a global vibration of the bottom plate. We determine
the cage dynamics at 20 different φ, equally spaced between
φmin = 0.8006 ± 0.0002 (the limit of mechanical stability of
the crystal) and φmax = 0.8162 ± 0.0002 (slightly larger than
φJ , guaranteeing that the Gardner regime is traversed but with-
out activating the out-of-plane buckling mode that develops
deeper into the jammed phase). From an initial state at φmin,
the system is compressed to φmax and then decompressed
stepwise and allowed to equilibrate for t = 100tr at each in-
termediate density. Upon reaching φmin, the system is deemed
reinitialized. We performed a total of ten initializations, shown
schematically in Fig. 2(a).

For each φ, the cage separation distance �AB is obtained
by comparing particle positions between two different initial-
izations A and B, taken at the same φ,

�AB(t ; φ) = 1

N p

N p∑
i=1

|ri
B(t ) − ri

A(t )|2, (1)

where rα
i (t ) is the position of particle i at time t in initializa-

tion α. The cage size � (within a single initialization A) at a
given φ is obtained from particle displacements after a long
experimental time of 100tr , according to

�(t ; φ) = D

Np

∑
i=1

N
p |r′A

i,y(t ) − r′A
i,y(0)|2.. (2)

In both cases, the average at each φ over all runs is then
calculated, denoted by 〈·〉. The corrections D and r′ in Eq. (2)
ensure that 〈�〉 = 〈�AB〉 in the vicinity of φmin; they are
experimentally motivated as follows. First, even at φmin the
MSD of a caged particle plateaus at longer times than are
experimentally accessible; we measured this time to be ap-
proximately equal to 1000tr , while our experiments can only
reach 100tr . Because we expect the relative ratio of these
length scales to be constant at low φ, we have rescaled our
measurement of � by the ratio D = 1.2, our estimate of this
ratio [30]. Second, we observed that for φ > φG, histograms
of the (x, y) displacements displayed multiple distinct peaks,
each aligned with the direction of one of the lattice vectors of
the unit cell, rather than being azimuthally symmetric around
zero, as observed for φ < φG. To correct for the biased mo-
tions introduced by the crystalline axes that give rise to these
peaks, we applied a linear transformation to orthogonalize the
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FIG. 2. (a) Schematic representation of the protocol used to determine the cage size � and the mean cage separation �AB via the MSD.
(b) Schematic representation of the protocol used to determine the persistence of interparticle contacts via the force-similarity analysis.

system. Equation (2) therefore defines � as the MSD of the
Gaussian part of the displacement (along the y′ axis) in the
orthogonalized system r′

y and ignores the displacements along
the more-complicated (x′) axis [30].

Figure 3 presents the histograms of � and �AB measured
at various φ. At low φ, the statistical distributions of � and
�AB are nearly identical, which is characteristic of a nor-
mal solid. In contrast, for φ � 0.807 we observe that 〈�〉 <

〈�AB〉, indicating the onset of a Gardner-like regime at φG =
0.807 ± 0.0005. As φ further increases, force chains emerge,
thus identifying the jamming point φJ = 0.8100 ± 0.0005
[Fig. 4(c)]; this value is determined by measuring the average
proportional change of the pixel intensity Ig of the photoelastic
(green) channel above the minimum observed value [30]. Note
that, although we expect � = 0 in the jammed phase, a finite
value is measured; this captures the noise floor of our system
and analysis.

B. Interparticle forces

Having identified a Gardner-like crossover using the par-
ticle displacement data, we now separately consider the
evolution of interparticle forces within each (marginally sta-
ble) state at different φ. We observe changes in the persistence
of the photoelastic fringes [as proxy for interparticle forces;

see Figs. 4(a) and 4(b)], of a given state by compressing
the system to a jammed reference density φref = 0.8147 ±
0.0002, which is slightly above φmax = 0.8127 ± 0.0002, at
which a better imaging is obtained. All values of φ were
measured during a posteriori image analysis and thus do not
necessarily match between the two types of experiments. The
lowest densities for MSD measurements, φmin = 0.8006 and
for force-similarity measurements φmin = 0.8002, are never-
theless identical within measurement error, but the densest
system for MSD measurements, φmax = 0.8162, was signifi-
cantly denser than for force-similarity measurements, φmax =
0.8127. This difference arises from the observation that deep
in the jammed phase, forces become more homogeneous,
thus making it harder to detect changes. Choosing φmax for
force-similarity measurements closer to φJ therefore makes
changes in the fringes more apparent. In both experiments,
φmax is nevertheless above the determined jamming density
φJ = 0.8100. In this context, because the system is arrested
above φJ and the contact network is fully formed, the differ-
ence in φmax is not deemed significant. For systems with few
interparticle contacts, the correlation between fringes is dom-
inated by noise, whereas in well-jammed systems the force
network is completely percolated (due to the crystalline nature
of the system), thus making changes to the force network
insignificant compared to the average interparticle force.

FIG. 3. Side-by-side histograms of the probability density functions of � (magenta, left) and �AB (green, right) measured at each density
φ. Both � and �AB are nondimensionalized using the radius of the large particle RL . At φ < φG (crossover denoted by a gray rectangle),
the histograms of � and �AB agree (in both the mean and width of the distribution), whereas for φ > φG, we see that � < �AB. Above the
jamming point φJ (transition denoted by a gray rectangle), the histograms of � and �AB differ markedly. Histograms 3A and 3B correspond
to the two snapshots presented in Fig. 4.
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(a)

(c)

(b)

FIG. 4. Overlay of two marginally stable states (red and blue)
and their overlap (white) for (a) φ < φG (φ = 0.8068) and (b) φ >

φG (φ = 0.8089). The two states have little overlap for φ < φG,
whereas for φ > φG the two states have a large overlap between their
force network. A movie of overlays with increasing density makes
this point even more saliently [30]. (c) Overlay of 〈�〉 (magenta �)
and 〈�AB〉 (green •) as a function of φ on the top axis and force cor-
relation C (black �) and fringe intensity I (purple �) on the bottom
axis, both as functions of φ. Both � and �AB are nondimensionalized
using the radius of the large particle RL .

Changes in the photoelastic fringes at φref are determined
as follows. We first image the photoelastic fringes of the
initial state I. The system is then decompressed to φmin <

φ < φmax and evolved for 10tr (sufficient for the force network
to randomize) before recompressing to φref and to image the
photoelastic fringes of this final state F . We repeat this proto-
col for 30 equidistant densities within the interval [φmin, φmax].
In all cases, the system is decompressed to φmin before moving
to the next φ to erase any memory of the previous experiment.
The protocol is schematically represented in Fig. 2(b). We
quantify the degree of similarity between the I and F states
for a given φ using a normalized cross correlation of the
photoelastic fringes, taken 10tr apart,

C(φ) =
〈 ∑

x,y[Ii(x, y) − I i][Fi(x, y) − F i]√∑
x,y[Ii(x, y) − I i]2

∑
x,y[Fi(x, y) − F i]2

〉
,

(3)
with Ii(x, y) the pixel intensity of pixel (x, y) of particle i,
Ii the average pixel intensity of particle i in state I, and the
average 〈·〉 running over all particles in all pairs I and F of
states at a given φ.

Figure 4 shows two superimposed images of force chains:
I (blue) obtained before the air-jet sweeps and F (red) after,
such that white denotes regions where force chains did not
change, while red and blue denote force chains present in
only one of the two images. For φ < φG [Fig. 4(a)] the rare
force chain overlaps (white) indicate that interparticle contacts

remain variable at low φ. In contrast, for φ > φG [Fig. 4(b)]
white regions dominate, indicating that interparticle contacts
persist. Similar images obtained over the full density range
further reveal that force-chain rearrangements are long range,
even though the particle rearrangements are not [30].

Figure 4(c) compares these perspectives, showing 〈�〉 and
〈�AB〉, the measure for interparticle forces 〈Ig〉, and the nor-
malized cross correlation C, all as a function of φ. Note
that we chose the average green channel intensity 〈Ig〉 as a
measure for the interparticle forces because standard force
detection algorithms do not work well on the minute contact
forces present at the onset of jamming. This choice is further
motivated by noting that 〈Ig〉 scales linearly with the applied
load at low loads [30,31]. This plot therefore shows that the
onset of the Gardner-like regime (for which 〈�〉 < 〈�AB〉)
coincides with the onset of the conservation of interparticle
contacts (given by the sharp rise in C) and is distinct from
φJ (defined in the onset of the rise of 〈Ig〉), suggesting that
the force network gets increasingly determined as soon as
φ > φG.

By analogy to what has been reported for numerical sim-
ulations of size-polydisperse particles in otherwise crystalline
systems [12], we expect the distance to jamming to be con-
trolled by particle disorder. Given that all particles were cut
from flat sheets with the same fixed-radius metal cutter [29],
disorder is here expected to be dominated by irregularities
along the disk edges (see Fig. 5). Generalizing the polydis-
persity argument of [12] to this case, we expect the onset of
the Gardner regime to be set by the particles’ dimensionless
deviation from a constant radius√

φJ − φG ∝ 1 − r

R
. (4)

Two key features emerge from the image analysis: asphericity
of approximately 1%, superimposed with a surface roughness
of approximately 0.3%. Both quantities are of the same order
of magnitude as the relative distance between the Gardner-
like crossover in and the jamming point for our system,
s = √

0.810 − 0.807 ≈ 1%. Because our particles were all
cut using the same fixed-radius metal cutter, they have similar
irregularities along the disk edges. A systematic investigation
of particle roughness is therefore not possible for this system
and is left for future consideration.

IV. CONCLUSION

We have shown that small particle irregularities, al-
ways present in experiments but often neglected, in an
otherwise crystalline system exhibit Gardner-physics-like fea-
tures near jamming. Although 2D systems are expected not
to exhibit proper Gardner criticality [13], the finite size
of our system suppresses the long-wavelength fluctuations
that would normally occlude this effect in the thermody-
namic limit, thus preserving some of its physical features.
This choice of system further allowed us to study changes
in the force network of one specific configuration, where
we found experimental evidence correlating the onset of that
regime to the determination of force contacts near jamming.
For the particles we used, the distance from jamming of the
Gardner crossover was similar to the inherent roughness of
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FIG. 5. (a) Micrograph of a single photoelastic particle that is (b) enlarged so as to illustrate the edge detection (blue); the green circle
traces a perfect circle for reference. (c) Fractional deviation of the particle edge r from the average radius R along the circumference.

the particles, a finding consistent with the study of size poly-
dispersity by Charbonneau et al. [12].

Future work should measure the role of irregularities
directly, perhaps through the printing of particles with system-
atically controlled roughness. This work motivates delving
further into the influence of particle roughness on a mi-
cromechanical level. Whereas surface roughness has been
investigated on a macroscopic level, such as for relating sur-
face roughness and friction in glass spheres (e.g., [32]), we
showed that roughness could also influence interactions on a
microscopic level. This finding raises questions about what
signatures of frictional jamming found for smooth particles
[33] match those needed to describe, more realistic, rough
particles [34]. In this context, including geometrical asperi-
ties [35] in numerical simulations could provide particularly
invaluable insight.

Data associated with this work are available from Dryad
[36].
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1. Description of Movie

The movie (available online) provides a fuller display of
the crossover from Fig. 4A to B. Each frame overlays two
experimental snapshots: one taken before (blue) and one
taken after (red) a single airjet sweep, obtained for grad-
ually increasing φ. The overlap between the two images
appears as white. For φ < 0.807, sparse overlaps (lack of
white) of the force chains is clear; far above φG > 0.807,
the overlap drastically increases (white becomes domi-
nant). The quantification of the crossover from variable
to persistent force contacts is reported in Fig. 4C.

2. Determining the jamming transition

We measure the jamming transition φJ using the pho-
toelastic stresses, visualized using circularly polarized
green light. At the onset of jamming, fringes start to
develop, while other contributions to the green signal in
the image are minimal and constant (e.g., scattering of
green light off the porous grid under the particles). We
therefore normalize the average green light intensity Ig
according to

I(φ) =
〈Ig(φ)〉
〈Ig(φmin)〉

where 〈Ig(φmin)〉 is the background green intensity, mea-
sured at the lowest φ and 〈·〉 denotes the average taken
over all pixels at least 4RL from the boundaries and all
images taken at that φ.

At low φ, there are no photoelastic fringes present in
the image (Ig stays within 0.5% of Ig(φmin)), indicating
that the system is not yet jammed. For φ > 0.8096,
Ig lies above the background level, but remains within
the noise floor of 0.5%; only at φ = 0.8105 (greyed
region in Fig. 4C), does I deviate significantly (1.8%),
thus indicating that the system has entered the jammed
phase. We therefore identify the jamming transition as
φJ = 0.8100± 0.0005).

3. Mean squared displacement correction

In our experiments, we compare the mean cage size,
∆, with the mean cage separation, ∆AB . However, due
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FIG. A.6. Time evolution of the MSD, showing plateau above
a few hundred sweep cycles (tr).

to the slow nature of the airjet sweeps used to randomize
particle positions within their cage, the true long-time
limit of MSD is not experimentally attainable. The full
extent of our data collection, out to 1000tr, is shown in
Fig. A.6.

We therefore determined the ratio between the long-
time MSD (at 1000tr) and an attainable timescale, 100tr,
and corrected all reported ∆ values accordingly through
a constant rescaling factor,

D =
MSD(950)

MSD(100)
= 1.2

with MSD(950) the average MSD between 900tr and
1000tr, and MSD(100) the average MSD between 95tr
and 105tr. We average over a range of MSD values, due
to the difficulty of obtaining stochastically independent
trajectories at longer timescales.

4. Orthogonalizing lattice vectors

Recall that the H1 unit cell has lattice vectors which
are both non-orthogonal to each other, and not per-
pendicular to the axes of the experiment, as shown in
Fig. A.7A. We observed that within the Gardner phase
(φ & 0.807), the displacement components were no longer
Gaussian and azimuthally symmetric around vx = vy = 0
(the mean however, was still at vx = vy = 0), as shown
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FIG. A.7. A) Typical image obtained during experiments, where the blue and orange lines indicate the lattice vectors of the
crystal. B) Displacement components of ∆ in the Gardner phase, with the blue and orange line indicating the lattice vectors of
the crystal. The probability density functions in the x and y directions are given along their respective axis. C) Displacement
components of ∆ in the Gardner phase after linear transformation to orthogonalize the system, with the blue and orange line
showing the lattice vectors of the orthogonalized system. The probability density functions in the x′ and y′ directions of the
orthogonalized system are given along their respective axis.

in Fig. A.7B. Instead, the displacement components split
up into distinct bands, aligned with the lattice vectors of
the crystal.

Therefore, we applied a linear transformation to the
data such that the lattice vectors became orthogonal;
this resulted in two different probability density functions
for the displacement components, shown in Fig. A.7C.
The PDF in the y′-direction (blue axis) is now Gaus-
sian, whereas the distribution in the x′-direction is more

complicated, and metrics like mean displacement, mean
squared displacement, or standard deviation do not re-
flect the nature of the distribution, nor were they very re-
producible. These features likely reflected an anisotropy
in our experimental setup, that affected the configura-
tional sampling of our system. We therefore chose to
use the distribution in the x′-axis to calculate ∆, which
showed no such artefact.
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