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Abstract 

Infiltration plays a crucial role in the urban water cycle by acting as a threshold between runoff 

and flow or storage in soils. This study aims to address the challenge of modeling infiltration in 

a robust and practical way for Sustainable Urban Drainage Systems (SUDS), focusing on an 

easily adjustable physically-based approach that balances complexity and parsimony. 

This involves minimizing the number of parameters, using physical parameters collected in the 

field, and examining the impact of macropores on infiltration rates through SUDS. Various 

methods have been introduced and evaluated to answer these questions. Firstly, this thesis 

proposes the development of a new module called INFILTRON-Mod, a physically-based 

infiltration model that can be easily calibrated, thus proving its potential for integration into 

hydrological models.  

A large set of experimental data and synthetic results (Hydrus) are used for validation. This thesis 

then develops further the proposed model by incorporating a dual permeability concept to take 

into consideration the preferential flows in SUDS. Finally, this study leads to an analysis of the 

uncertainty and sensitivity of the proposed models.  

In conclusion, this thesis has produced crucial information for optimizing the modeling of urban 

water management tools by coupling a 'soil science' component with a 'hydrological modeling 

of SUDS' component. Further research is recommended to improve and extend the scope of the 

proposed models, thus contributing to a more accurate representation of hydrological phenomena 

in their complexity within SUDS. 

Keywords: SUDS, infiltration, hydrology, modeling, soil 
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Résumé 

L'infiltration joue un rôle crucial dans le cycle urbain de l'eau en servant comme limite entre le 

ruissellement et l'écoulement ou le stockage dans les sols. Cette étude vise à relever le défi de 

modéliser de manière accessible et fiable l'infiltration au sein des Systèmes de Gestion Durable 

des Eaux Pluviales (SUDS en anglais), en mettant l'accent sur la prise en compte des processus 

physiques tout en cherchant un équilibre entre complexité et parcimonie. 

Cela nécessite  de réduire au maximum le nombre de paramètres, de s’appuyer sur des paramètres 

ayant un sens physique et obtenus à partir de mesures de terrain et de prendre en compte l'impact 

des macropores sur les taux d'infiltration à travers les SUDS. Diverses méthodes ont été mises 

en œuvre et évaluées pour répondre à ces questions. Dans un premier temps, cette thèse propose 

le développement d'un nouveau module appelé INFILTRON-Mod, fondé sur un modèle 

d'infiltration en appui sur des principes physiques et pouvant être calibré facilement, démontrant 

ainsi son potentiel d’intégration dans des modèles hydrologiques. Un ensemble important de 

données expérimentales ainsi que des résultats synthétiques (Hydrus) sont utilisés pour la 

validation. Ensuite, la thèse étend le modèle proposé en incorporant un concept de perméabilité 

duale pour prendre en compte les écoulements préférentiels dans les SUDS. Finalement, une 

analyse de l'incertitude et de la sensibilité des modèles proposés a également été réalisée.  

Pour conclure, cette thèse a produit des informations cruciales pour l’optimisation de la 

modélisation des ouvrages de gestion des eaux urbaines en couplant un volet « physique du sol 

» et un volet « modélisation hydrologique des SUDS ». Il est recommandé de poursuivre les 

recherches pour améliorer et élargir le domaine d’application des modèles proposés, contribuant 

ainsi à une représentation plus en lien avec la complexité des phénomènes hydrologiques au sein 

des SUDS. 

 

Mots clés : SUDS, infiltration, hydrologie, modélisation, sol 
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Chapter 1.  Introduction  

 

Over the past decade, the hydrological cycle of the urban area has been altered by an associated 

shift in surface imperviousness or “soil artificialization,” which led to the decline and loss of 

natural and agricultural areas. Urbanization through soil artificialization leads to (i). a reduction 

in the rate of deep infiltration, which feeds the groundwater bodies, (ii). a reduction in surface 

infiltration into the unsaturated zone, (iii). a reduction in the rate of evapotranspiration, and (iv). 

an increased risk of runoff and flooding in urban areas (Federal Interagency Stream Restoration 

Working Group (US), 1998; Shuster et al., 2005).  

Traditionally, stormwater management controls were designed to efficiently collect, convey, 

and discharge water as quickly and efficiently from cities. Hence the excess rainfall events that 

occur in the impervious urban area lead to combined sewer overflows, combining stormwater 

and wastewater, causing flooding, and then expensive water treatment. It also promotes flooding, 

erosion, and degradation of stream ecosystems and associated reduced biodiversity, as a direct 

consequence of stormwater discharged into freshwater bodies (Roy et al., 2008). This traditional 

approach has long been known not to be a sustainable way to manage urban stormwater 

(Marsalek et al., 1993).  

Source and decentralized solutions for stormwater management emerged in the last decade as 

more viable and sustainable options. More studies were drawing attention to the benefits of 

controlling runoff at the source and increasing infiltration and evapotranspiration by using a 

Sustainable Urban Drainage System (SUDS) or Low-impact development (LID) (Schueler, 

1987; Sieker, 1998).  

The SUDS is the site design alternative strategy with attempts to minimize stormwater 

management costs by taking natural approaches like infiltration or soil water uptake (Flanagan 

et al., 2019; Fletcher et al., 2015a). Infiltration is the key principle of such systems, given that a 

high-performance stormwater drainage system is one that is designed to reduce the runoff 

volume, reduce the peak flow rate, and filter the pollution from the stormwater before it reaches 

the water table. Many experiments and research papers have been conducted on selecting the 

appropriate substrate or vegetation within SUDS, but modeling provides a practical approach to 

studying design performance. 

In soil physics, hydraulic properties within soils including those in SUDS have been 

investigated using either mechanistic infiltration models such as Richards' equations, empirical 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 1. INTRODUCTION  

 

3 

 

models such as Philip's, Meyer and Warrick's, Brooks and Corey's, Gardner's, Brutsaert's, 

Haverkamp's, or physically-based conceptual models such as Green-Ampt's or van Genuchten's 

models.  

The estimation of infiltration flow in SUDS can be achieved through numerical modeling, such 

as using HYDRUS. However, these models require information regarding the water retention 

curve and hydraulic conductivity of soils used in the filter media. This information can be 

obtained through specialized methods like ROSETA or BEST methods (Beerkan estimation of 

soil transfer parameters) developed by (Lassabatère et al., 2006). It is important to note that these 

models are typically used for site-specific conditions and specific boundary conditions. It may 

require additional measurements, extensive data collection, and a comprehensive understanding 

of the specific site characteristics. Overall, while numerical modeling techniques like HYDRUS 

offer powerful tools for estimating infiltration flow in SUDS, the complexity lies in acquiring 

the required soil information for accurate modeling. This highlights the need for careful 

consideration and evaluation of data availability and feasibility before implementing such 

models in practical applications of urban hydrological models. 

Hydrologic modeling software packages like SWMM and MUSIC provide a comprehensive 

platform to simulate both the quantity and quality of urban runoff. These software packages 

incorporate various hydrological processes involved in the urban hydrological cycle, focusing 

on spatially modeling infiltration processes. Using a physically-based high parsimony module, 

they are designed to calculate the hydrological balance of a catchment from an operational point 

of view. Among the existing models for SUDS, the filter media is typically assumed to be 

homogeneous, and the flow is calculated using conceptual-physically-based infiltration models 

such as the Green-Ampt. However, Green-Ampt remains easy to use and to incorporate into the 

hydrological modeling of urban areas, but from an operational point of view, the calibration of 

the Green-Ampt equation can be complicated due to the challenge of determining the soil suction 

at the wetting front which defines one key parameter of the Green-Ampt model. 

Furthermore, uncertainty can impact the computation of soil suction at the wetting front in the 

context of the PTF function, and variations in soil suction along the infiltrated depth can pose 

challenges to the calibration of the Green-Ampt model. 

In addition, the heterogeneity of soil water storage such as the presence of coarse materials and 

plant root systems increases the sophistication required for application of the Green-Ampt model 

as it assumes a homogeneous soil medium. It is, therefore, necessary to use a physically-based 
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infiltration model that takes into account non-equilibrium and preferential flow, while remaining 

parsimonious in its uses of easily measurable soil properties. 

1.1.  Problem statement, research questions, and objectives 

Over recent years, there has been a significant focus on the development of physical water 

infiltration models to be applied in urban water management software tools. These models have 

proven to be useful tools for evaluating the performance of existing SUDS and for the design 

and implementation of new water management strategies in urban areas. Nevertheless, the 

complexity and data requirements associated with numerical water infiltration modeling can 

often limit its practical use by operational and SUDS managers. 

Therefore, there is an increasing requirement for models that offer straightforward calibrations, 

high reliability, and ease of data use, specifically when it comes to the collection of soil 

properties data which are relatively easy to obtain. Such models would provide practical 

solutions for operational and SUDS managers who need to have a practical tool for evaluating 

and planning urban water management schemes. Therefore, through simplified calibration 

procedures and minimized data requirements, such models can effectively overcome the gap 

between complex numerical models and the practical needs of policymakers in urban water 

management. Despite the importance of preferential flow and the extensive research to 

understand the physical processes involved in preferential flow in soil, no well-documented, 

practical, simplified, physically-based urban infiltration models exist to predict preferential flow 

and water infiltration in heterogeneous soil. The well-known Green-Ampt infiltration model, 

which is widely used in SUDS modeling tools and implemented in many softwares, does not 

model all the times the physical processes within SUDS, in particular soil water content and its 

temporal and spatial variability, and soil heterogeneity.  

In this context, the physically-based hydrological model that can be easily calibrated could be 

an interesting alternative for those responsible for urban water governance in both current and 

prospective cities in the context of global change (urban population growth, global warming). 

 

The objective of this thesis is, therefore, to develop and test a simplified, physically-based 

model that requires little effort to calibrate in order to capture the hydraulic dynamics of 

soil infiltration within SUDS.  

Three research questions were identified and answered in the following chapters: 
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• Can an infiltration model be developed that accurately reflects the movement of water 

through the filter media in SUDS? Ideally, the model should be simplified, physically-based, 

SUDS-specific, and easily calibrated using minimal parameters or readily available field data 

(Chapter 3) 

• Can macroporosity and the impact of preferential flow be included in the infiltration modeling 

of SUDS? (Chapter 4) 

• How various parameters can influence the model's behavior (Chapter 5) 

1.2.  Thesis outline 

The primary objective of this study was to develop a comprehensive model that accurately 

represents water movement within the soil filter media of sustainable urban drainage systems, 

based on physically-based equations. Using readily available soil properties, the model sought 

to balance simplicity and accuracy. This thesis is divided into six chapters to achieve these 

objectives. 

Chapter 1: The first chapter describes the presentation and introduces the work. 

Chapter 2: The second chapter provides the general scientific context of this work by 

presenting a synthesis of urban hydrology and infiltration modeling in SUDS. This chapter is 

mainly bibliographical and allows us to situate the topic of our study and the methodology 

followed in this manuscript.  

Chapter 3: Development of new global models and validation of all these models by 

comparison with reference numerically generated data models (Hydrus) and real experimental 

data (infiltrometry data obtained with a large infiltration ring prototype the co-called 

"INFILTRON-Exp" device developed within the framework of ANR, in direct and indirect 

modes (estimation of soil hydrodynamic parameters). This will allow us to review in detail all 

the models and to validate them properly, using the case of single-permeability porous media at 

first.  

Chapter 4: Adaptation of the models for the dual-permeability porous media under both direct 

and indirect modes in the direct and indirect modeling to take into account the macroporosity of 

the soils (taking into account the preferential flow). The aim is to identify the dominant 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 1. INTRODUCTION  

6 

processes, such as the influence of preferential pathways, by comparing the fine infiltration 

model (Hydrus) with the global approaches (INFILTRON-Mod).  

Chapter 5: Assessing the sensitivity of the model through various calibration approaches, this 

segment outlines uncertainty and sensitivity analyses for models discussed in Chapters 3 and 4. 

It gauges reliability via parameter shifts, enhancing comprehension and decision-making while 

applying it to inverse modeling for data fitting. 

Chapter 6: The general conclusion will aim at the essential points of this research, and the 

perspectives envisaged following this thesis.  

Chapter 3 represents the published journal article (Asry et al., 2023), while Chapter 4 is 

currently being revised for submission at the earliest opportunity. 
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Chapter 2.  Literature review   

    

Preface 

This chapter aims to provide the scientific context and literature review to properly understand 

the hydrogeological processes in urban catchments that will be investigated in the remainder of 

this manuscript. The literature review has been organized into six main sections to achieve these 

objectives. We begin with a brief description of the hydrological cycle in urban areas, followed 

by a historical review of stormwater management, focusing on natural infiltration-based 

practices (Sustainable Urban Drainage Systems) and their modeling and performance evaluation. 

This is followed by a review of hydrological processes and infiltration into the unsaturated zone. 

Then, the impact of heterogeneity and preferential flow on modeling infiltration in unsaturated 

soils and related application to soils in SUDS is discussed. Finally, we provide an overview of 

model inversion methods for the parameterization of the infiltration modeling. 
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2.1.  Introduction 

The hydrological cycle serves as a comprehensive conceptual model that depicts the movement 

and storage of water components within a closed system, considering various physical processes 

like evapotranspiration, precipitation, infiltration, percolation, snowmelt, and runoff. In urban 

areas, the hydrological cycle becomes more complex and intricate due to multiple human-

induced influences and interventions.  

The artificialization of natural spaces has several consequences, including physical and 

chemical changes in soils, disruption of hydrological processes in watersheds, and the 

contamination of water resources (Bechet et al., 2017).  

Contrary to natural and forested areas, urbanized areas are typically characterized by the 

establishment of impervious surfaces, disrupting the capacity to capture, retain, or infiltrate 

urban rainfall and runoff. (see Figure (2.1)) (Fletcher et al., 2013; Voter and Loheide, 2020). 

Moreover, impermeable surfaces such as asphalt, concrete, and roofs contribute to increased 

surface temperatures, amplifying the urban heat island (UHI) effect (Milelli, 2016; Masson et 

al., 2020).  

 

Figure (2.1): The left panel represents the rural water cycle: the natural water cycle encompasses processes such 

as infiltration, groundwater flow, and evapotranspiration, the center panel represents the urban water cycle (UWC): 

Urbanization's impermeabilization reduces water absorption, hindering infiltration and groundwater recharge, 

leading to increased flooding and pollutant transport and the right panel depicts the sustainable urban water cycle: 

Low-impact development by increase infiltration aim to restore the pre-development urban water cycle sustainably 

(University of Tennessee, 2014) 
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 There has been a substantial increase in the global urban population, with the percentage rising 

from 25% in 1950 to approximately 50% in 2020 (Habitat, 2022). This combined influence of 

artificialization and population growth significantly impacts natural landscapes and watersheds' 

hydrological response (Grimm et al., 2008). Although the fundamental structure of the 

hydrological cycle remains intact in urban areas, it undergoes substantial modifications due to 

the impacts of urbanization on the environment and the requirements of providing water supply, 

drainage, and wastewater management. 

The IPCC Sixth Assessment Report (GIEC, 2022) indicates that global warming will continue 

to rise until at least mid-century across all emissions scenarios, exceeding the critical 1.5°C and 

2°C global warming thresholds within the 21st century. On the other hand, the urban population 

is expected to gradually increase to 58% over the next 50 years (Habitat, 2022). The entire urban 

water cycle (Marsalek et al., 2006; Mitchell et., 2001), including water supply, sewage treatment, 

and stormwater runoff systems, may face pressure due to climate hazards and anthropogenic 

impacts regarding the following issues: 

➢ A rise in water demand can result from the addressed issues that can strain urban 

water supplies, contributing to water scarcity and compromising urban water security 

(Brears, 2017). 

➢ Subsurface flow and groundwater recharge: Urbanization leads to a higher 

prevalence of impervious surfaces, significantly impacting the hydrological dynamics of 

a watershed. These impervious surfaces pose a significant barrier to the natural movement 

of water into the soil, causing a substantial decrease in both infiltration and the 

replenishment of groundwater resources. Modifying the structure and texture of the upper 

soil horizons (e.g., compaction, embankments) leads to uncertain hydrological behavior, 

even for permeable surfaces (Voter and Loheide II, 2020). The relationships between 

urbanization and subsurface flow processes are influenced by various factors, including 

natural catchment characteristics (such as geology, topography, and vegetation) and 

characteristics specific to urbanization (such as the arrangement of impervious areas and 

drainage systems) (Hamel et al., 2013). the influence of urbanization on baseflows 

exhibits a strong dependence on specific contexts and exhibits significant variability 

contingent upon local circumstances, land utilization trends, and the degree of urban 

expansion. To illustrate, impermeable surfaces hinder the infiltration of water in specific 

catchment regions, thereby diminishing baseflows. Conversely, the depletion of 
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vegetation in other more permeable zones can lead to a reduction in evapotranspiration, 

possibly resulting in heightened infiltration and consequently an augmentation of 

baseflows. In certain scenarios, the absence of vegetation in conjunction with soil 

compaction may yield substantially diminished rates of infiltration. This observation is 

consistent with studies that have examined the impact of urbanization and artificialization 

on the groundwater balance (Braud et al., 2013; Sanzana et al., 2019). 

➢ Stormwater runoff: The artificialization of natural spaces primarily affects the 

surface components of the hydrological balance and the dynamics of flow transfer to the 

outlet of the basin. The covering of surfaces with impermeable objects (e.g., various 

buildings, road surfaces, parking lots) reduces the opportunities for infiltration and 

evapotranspiration of rainwater, consequently leading to an increase in runoff (Fletcher et 

al., 2013; Schueler et al., 2009). In addition, due to the low roughness characteristics of 

engineered surfaces, there is an accelerated transfer of runoff downstream in urban areas 

(Shuster et al., 2005). At the catchment scale, these changes in flow production and 

transfer directly translate into higher volumes and peak flows at the outlet (see Figure 

(2.2)) (Ferguson, 2017a). The extent of these effects is highly dependent on surface land 

uses (e.g., the proportion of urbanized area in the catchment, the proportion of 

impermeable surfaces attached to the drainage system, the spatial distribution of these 

surfaces within the catchment, and the nature of connections between surfaces) (Fletcher 

et al., 2013). 

Figure (2.2): Schematic illustration of the significant impacts of urbanization on hydrology at the 

catchment scale (adopted from (Fletcher et al., 2013)) 
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The heightened runoff exacerbates environmental stress and presents challenges for managing 

stormwater and wastewater systems. Nevertheless, stormwater management plays a crucial role 

in ensuring the sustainability of the urban water cycle in future cities.  

Over time, stormwater management practices have evolved and been adapted to promote 

sustainable urban drainage systems. These systems aim to effectively manage stormwater runoff, 

minimize flooding risks, and mitigate the negative impacts of urbanization on the hydrological 

cycle. A look back at the history of stormwater management shows that before the 1950s, the 

main focus of urban wastewater management was on ensuring proper sanitation. The goal of 

sewerage systems at that time was to quickly remove rainwater and sewage from urban areas 

using a system of pipes known as a «united sewerage system, » which ensured the transportation 

of these effluents without distinction.  

System overflows became more frequent due to postwar urban development's increased 

demand on the systems, especially the downstream segments (Chocat, 1997; Fletcher et al., 

2013). In addition, the increase in impervious surfaces combined with the rapid discharge to the 

outlet implied an increase in response disruption at the basin outlet and an increase in the risk of 

flooding downstream of the urbanized area. In the 1960s, concerns about the environmental 

effects caused by sewage were addressed by installing central treatment systems downstream 

from the interceptor sewers. Weirs and storage basins for wastewater discharge were installed 

upstream of these treatment plants as a safety measure. This was done to ensure that the 

performance of these facilities was not compromised when rainfall occurred (Chocat et al., 2003; 

Chocat and Cabane, 1999; Fletcher al., 2013). “Separate” networks were also created to relieve 

the wastewater networks, based on an additional set of pipes used only to transport stormwater 

to the outlet.  

As environmental concerns grew in the 1990s and scientific understanding of urban stormwater 

pollution advanced, initiatives were implemented to reduce the ecological impact of these 

stormwater discharges into the environment (Fletcher et al., 2015). With a system of more or 

less centralized structures that would temporarily hold a certain amount of water and then slowly 

restore it to the network, the first goal was to relieve the networks during periods of heavy rainfall 

and reduce the danger of flooding. Stormwater management strategies have gradually 

incorporated goals of reducing pollutant discharges and restoring basins' «natural» hydrologic 

functioning. 
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Considering these objectives from an operational point of view translates into managing 

current rainfall and associated pollution as far upstream as possible in structures that can result 

in a significant volume abatement. Impervious surface disconnection approaches are referred to 

as « source control » instead of strategies relying on traditional networks and centralized 

retention structures (Fletcher et al., 2013; Huber et al., 2004). The disconnection strategy or 

SUDS can be implemented at various locations within the urban catchment, depending on the 

objectives and desired flow regime control. Different approaches can be employed, such as 

stormwater infiltration-based and retention-based technologies (Yilmaz et al., 2016) or their 

combination can be applied near the source or at the end of the catchment.  

Stormwater infiltration-based technologies include swales, infiltration trenches, basins, 

unlined bioretention systems (raingardens), and porous pavements. The defining characteristic 

of this group is that they help restore baseflows by recharging subsurface flows and groundwater. 

Stormwater retention-based technologies encompass wetlands, ponds, vegetated roofs, and 

rainwater/stormwater harvesting using tanks or storage basins. 

 The defining characteristic of this group is that they retain stormwater, either by attenuating 

outflow or through reductions caused by abstraction. Each approach has its own advantages and 

disadvantages, Centralized systems are often efficient for managing peak flows. However, there 

is a growing trend towards more decentralized at-source approaches that propose a more holistic 

approach to flow restoration. In fact, (Burns et al., 2012) demonstrated that achieving key 

elements of the natural flow regime requires a combination of retention techniques to address 

peaks and overall volume, along with infiltration-based techniques to compensate for the loss of 

infiltration caused by impervious areas distributed throughout the catchment (Shuster et al., 

2005). A comprehensive analysis of 100 case studies reveals that achieving critical elements of 

the natural flow regime requires the installation of an adequate number of source control 

measures to address peak flows and overall volume and mitigate the loss of infiltration caused 

by impervious areas dispersed throughout the catchment (Jefferson et al., 2017).  

The recent adaptation report from the IPCC (2022) strongly recommends the implementation 

of SUDS (Sustainable Urban Drainage Systems) and ecosystem-based solutions as effective 

measures to address global changes. This viewpoint was also supported by the study conducted 

by the French Water Agency (Feuillette, and Frédéric, 2016) in the suburban catchment of the 

Paris region.  
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Through the implementation of these approaches, green corridors are established, UHI (Urban 

Heat Island) effects are mitigated, and the sustainability of future food and water supply is 

ensured while simultaneously managing stormwater and wastewater to minimize urban flooding 

and enhance city resilience and sustainability by IPCC, 2022 (Chow et al., 2022). Figure (2.3) 

provides an overview of SUDSs in future cities as sustainable adaptation solutions to global 

change. 

 

Figure (2.3): SUDS as sustainable adaptation solution to global change (Chow et al., 2022) 
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2.2.  Urban soil Infiltration 

Soil infiltration is critical in the urban hydrological cycle by serving as a boundary between 

runoff and absorption, influencing stormwater pathways and volumes in urban watersheds 

(Fletcher et al., 2013). It refers to the process through which water seeps through permeable 

soils, reaching the upper layers of the soil. 

Urban soils receive significant disturbance during urbanization, including activities such as 

excavation, filling, and grading, which rapidly alter the soil and disrupt its formative processes 

and structure. Although less apparent, these changes represent another essential way 

urbanization impacts infiltration. Consequently, urban soil profiles typically lack well-

developed intermediate soil horizons and do not align with published soil maps (Herrmann et 

al., 2018; Schifman and Shuster, 2019). The key characteristics of urban soils can be 

summarized in three points (Craul, 1985):  

a- Considerable vertical and horizontal heterogeneousness.  

b- An enveloping surface crust is present on top of the bare soil, usually water-

repellent. 

c- Modified soil structure, aeration, nutrients, temperature, and drainage 

properties.  

 

The major effects of urbanization on essential soil hydrological and physical properties of 

soil (e.g., bulk density) (Wessolek, 2008) are summarized in Table (2.1). For example, urban 

development often leads to the removal of surface soil, exposing subsurface soil with low 

conductivity, resulting in soil compaction, reduced pore space, and decreased infiltration 

capacities (Wang, 2017, Craul, 1985, Millward et al., 2011). 

Table (2.1): The responses of soil’s physical and hydrologic properties to urbanization. 

Soil property 
The general trends to 

urbanization 
Comments 

Porosity Decreased 
Due to rising compaction and  decreasing soil organic matter 

(Lal and Stewart, 2017) 

Number of 

macropores 
Decreased 

Limited by the weakening of soil structure due to the loss of 

organic matter and compaction (Craul, 1985) 

Saturated 

hydraulic 

conductivity 

Decreased 
Limited by the weakening of soil structure and compaction of 

subsurface soils (Craul, 1985) 

Surface 

infiltration 
Decreased 

Limited by surface crusting and decreases in soil permeability 

(Pagliai et al., 2004) 

Available water 

content 
Decreased 

Limited by increased stormwater runoff from low-infiltration, 

compacted soils (Rawls et al., 2003) 

Bulk density Increased 
Results from the incorporation of construction debris, fill 

material, and compaction (Millward et al., 2011) 
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Soils, which cover a significant portion of urban areas (up to 60%), act as permeable surfaces 

(Pouyat et al., 2007). The impact of urbanization on the soil will vary depending on the 

geological characteristics, such as soil depth. In the case of confining layers, permeable urban 

soils may have such limited infiltration capacities that they may function similarly to 

impervious areas (Gregory et al., 2006; Voter and Loheide, 2020). 

 Additionally, deep-rooted plants play a role in creating macropores throughout the soil 

profile. These macropores allow for better water infiltration and drainage, mitigating the 

adverse effects of urbanization on soil hydrology (Price, 2011). A meta-analysis of 89 studies 

confirms that practices promoting surface vegetation and continuous roots, such as perennial 

grasses and agroforestry, effectively enhance infiltration rates by modifying and improving soil 

structure (Basche and DeLonge, 2019). In some studies, soil amendment is recommended, as 

thoroughly mixing in compost or another material with a high infiltration capacity (Voter and 

Loheide II, 2020). Infiltration-based drainage systems are commonly employed to disconnect 

impermeable surfaces from stormwater drainage, with the expectation that the subsoil native 

soil can naturally absorb a significant portion of the runoff for the non-linear and without 

underdrain type of SUDS (Voter and Loheide II, 2020). Modifications to the filtered soil, i.e., 

the use of engineered soils or geotextiles, or the installation of culvert pipe, etc., may be 

necessary depending on the project aims and the effectiveness of the SUDS, which is closely 

related to the subsoil infiltration rate (C. Li et al., 2017). In this literature review, we concentrate 

on infiltration and the mechanisms that impact infiltration capacity in the non-saturated zone in 

SUDS. 

2.2.1.  Infiltration and source control 

Stormwater infiltration at the soil surface is a valuable means of regulating the volume of 

stormwater runoff, preventing excessive flows from reaching streams and allowing the flow to 

return to its natural place in the soil and contribute to long-term base flows. The source control 

stormwater infiltration approach, also known as LID (Low Impact Development) and referred 

to as SUDS (Sustainable Urban Drainage Systems), WSUD (Water Sensitive Urban Design), 

GI (Green Infrastructures ), or BMPs (Best Management Practices), aims to reduce the costs 

associated with stormwater management by using natural methods such as retention and 

infiltration on-site (Fletcher et al., 2015). 

 There are a variety of infiltration facilities for source control measurements. Depending on 

the application, they might be installed on the surface or under the ground, compact or 

extensive, vegetated or unvegetated, etc. The most common structures are vegetated basins. 
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Examples of widely adopted LID practices include rain gardens, bio-swales, permeable 

pavement, subsurface retention facilities, tree box filters, rain barrels and cisterns, appropriate 

landscaping, green roofs, etc. Some examples are depicted in Figure (2.4). 

The SUDS uses the natural properties of soils, vegetation, and landscape to rebalance the 

hydrological dynamics of urban environments. These systems restore water storage capacity, 

regulate flow patterns, enhance groundwater infiltration, and improve storage and recharge 

mechanisms. As a result, they effectively mitigate floods and droughts while promoting 

interconnected ecosystems that achieve a self-sustaining balance (Ferguson, 2017, Basche and 

DeLonge, 2019). Several factors influence stormwater infiltration into the soil, including:   

a- Soil infiltration rate is a vital determinant of an infiltration SUDS's efficiency 

(Connor et al., 2003; Force et al., 2012). Although design rates vary by soil characteristics 

and properties such as the soil's grain size, bulk density, layering, and temperature can 

also affect its infiltration rate. "Engineered media" used in SUDS (custom-made materials 

designed to improve infiltration, plant growth, and pollution removal), varying from 

coarse aggregates under permeable pavements to organic-rich substances in bioretention 

systems. The choice of soil filter media for SUDS systems is essential to ensure adequate 

infiltration capacity and proper retention time for plant growth. Sandy loam media is 

preferred as it promotes effective infiltration, while high clay contents have adverse 

effects. On the other hand, fine fractions in the soil are typically highly reactive 

chemically and contribute to pollutant removal. Therefore, finding a balance optimizes 

infiltration capacity and pollutant removal efficiency (Guo et al., 2015). A thorough 

discussion of these topics can be found in section (2.3.1. ) of the literature, which provides 

detailed insights and comprehensive analysis.  

b- Evapotranspiration rate: The available literature on the impact of 

evapotranspiration flux in infiltration systems indicates that its contribution to runoff 

abatement is relatively minor, accounting for less than 5% of annual inflows (Bonneau et 

al., 2018; Fletcher et al., 2013; Hamel and Fletcher, 2014). This limited contribution is 

primarily attributed to the ratio between the area of the infiltration system and the 

contributing area, which is typically small, ranging from 2% to 10% in infiltration systems 

(Thom et al., 2020). Although the overall effect on the water balance is relatively modest, 

the proportion of evapotranspiration varies significantly over time due to changes in 

evaporative demand and seasonal variations. In addition to directly contributing to 

attenuation or increased evapotranspiration flux, vegetation transpiration reduces water 

content in the upper soil layers, thereby facilitating the infiltration process. 
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c- Storm Intensity: Runoff may occur when a storm exceeds the soil's infiltration 

rate, as intense rainfall quickly saturates surface and subsurface storage. The ability to 

control surface flows at the event scale is strongly influenced by the dynamics and 

magnitude of incoming flows (Eckart et al., 2017). The performance of infiltration 

systems significantly decreases with increasing precipitation accumulation or intensity. 

However, even at the same average precipitation accumulation and intensity, the 

performance can vary depending on the timing of the peak intensity during the event. The 

capacity to attenuate volumes varies significantly from one event to another, making it 

relevant to evaluate attenuation over long precipitation periods. The shape of the 

contributing surface, land use, and the nature of connections to the system can also 

influence inflows' dynamics and similarly affect infiltration systems' performance (Fanelli 

et al., 2017). 

d- Antecedent Soil Moisture: The infiltration capacity directly depends on the 

degree of soil saturation. Soil saturation influences the available volume, hydraulic 

conductivity, and suction. These factors vary based on the soil's water content during and 

between events and are influenced by processes such as vegetation transpiration, which 

significantly redistributes the soil's moisture content. High pre-existing moisture reduces 

available pore space for infiltration, decreasing runoff water absorption (Sage et al., 

2020).  
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Figure (2.4): Illustrates infiltration LID structures installed on the INSA-Lyon campus (adopted from Graie) 

above, and the bottom photo is the natural-based infiltration basins

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 2. LITERATURE REVIEW 

20 

2.3.  Modeling infiltration-based practices 

2.3.1.  Key functional components  

The concept of source control infiltration-based facilities is used to collect and filter runoff 

through the soil, drained to receiving waters (for subsurface drain systems), and absorbed by 

plants (i.e., Evapotranspiration) (Lisen bee et al., 2021). One of the widely implemented source 

control measures is bioretention systems. To gain a deeper understanding of the physical and 

chemical mechanisms involved in water and pollutant movement as well as retention within a 

bioretention system, each component of a bioretention system must be explained in terms of 

how it contributes to the system's function (Davis et al., 2009; Huber et al., 1975; Prince 

George’s County, 2007):  

Inlet and Sediment forebay – This component serves as the entry point for stormwater 

into the rain garden, often through a pipe or kerb cut to prevent coarse litter from entering. 

An inlet may be equipped with a trash rack or sediment forebay. 

Vegetation – in removing water through evapotranspiration and pollutant removal through 

nutrient cycling and is representative of a terrestrial forest ecosystem that uses native plant 

species. The root zone promotes soil permeability while the surface vegetation diverts and 

slows surface flow while filtering sediments. Pollutant removal depends on the area of the 

plant community created, the age of the plants, and continued maintenance (James, 1994). 

 Ponding zone – Prevents runoff from filtering through the soil bed, allowing particulates 

and water to settle and evaporate. Ponding depths are determined by ponding volume, 

infiltration rates, void space in soils/filter media, and maintenance practices.  

Organic Mulch Layer on the surface of the soil – By acting as a filter, it traps pollutants 

in runoff, retains moisture in plant roots, decomposes leaves and organic material, degrades 

some pollutants, and protects the soil from drying out (Głąb et al., 2016).  

Soil Media – The Bioretention system contains an area for storing stormwater and nutrient 

uptake by plants and providing water and nutrients to support plant life. Infiltration rates 

allow for periodic soil saturation, allowing it to maintain aerobic conditions while being well-

drained. To assist in the adsorption of pollutants - hydrocarbons, heavy metals, and nutrients 

(total suspended solid, phosphorus, nitrogen) recommended planting soils composed of 50% 

sand, 30% topsoil, and 20% organic material (Prince George’s County, 2007). 

 Submerged zone or Internal Water Storage (IWS) – Some bioretention are designed 

with a submerged zone beneath the filter media, where water remains. This submerged zone 

enhances nitrogen removal and benefits bioretention plants during drier summer months.  
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Underdrain system – In bioretention with underdrain systems, a network of slotted pipes 

conveys treated stormwater from the base of the rain garden. However, bioretention in sandy 

soil may discharge infiltrated flows directly into the underlying soil, eliminating the need for 

underdrains. 

Lining filter media – It is crucial to make a distinction between bioretention with 

permeable bottoms, which aid in water removal by infiltration and groundwater recharge, 

and those that are waterproofed with a geotextile, which aids in volume reduction through 

evapotranspiration, in this context (waterproofed rain gardens, vegetated roofs, etc.).  

The effectiveness of infiltration-based stormwater control is influenced by three primary 

factors related to design parameters. Firstly, the type of filter used plays a significant role in 

rainwater retention and pollutant removal in bioretention (Liu et al., 2014). The filter's hydraulic 

conductivity, whether saturated or unsaturated, primarily affects the volume of retained 

rainwater, while the adsorption and interception capacity of the filter plays a crucial role in 

removing pollutants, such as heavy metals (Hsieh and Davis, 2005). The types of filters used in 

SUDS can be broadly categorized into three groups: natural materials, industrial by-products, 

and artificial materials. The filter type selection is often based on differences in hydraulic 

conductivity and pollutant absorption capacity (Davis et al., 2009). The hydraulic conductivity 

of a filter is crucial as low conductivity can lead to clogging of the bioretention system, reducing 

its rainwater retention capacity and overall effectiveness. 

Conversely, excessively high hydraulic conductivity can compromise the system's ability to 

treat rainwater pollutants adequately. Therefore, most research on filter selection has focused 

on combining mixtures of sand, loam, and clay as additional filters for natural soils. This 

approach aims to balance infiltration range and pollutant removal efficiency since sandy loam 

enhances infiltration while a high clay content hampers, it (Hsieh and Davis, 2005). Commonly 

used natural soils include sand, loam, and clay. Both natural and artificial materials have shown 

promise for use in bioretention areas, as corroborated by several studies (Wang, 2017). These 

studies demonstrate that adding compost to the soil can increase water permeability and 

pollutant removal rates in bioretention areas.  

Secondly, the selection of suitable plant species is also essential for the treatment performance 

of bioretention areas. For example, plants contribute to rainwater runoff reduction through 

evapotranspiration (ET), and their roots aid in pollutant removal through absorption (Upson et 

al., 2009; Wadzuk et al., 2015). 

Finally, the design dimensions of the SUDS, such as surface ponding volume, filling depth, 

and IWS, play a significant role in the system's ability to retain runoff and remove pollutants 

effectively (Brown and Hunt, 2011; Thomas et al., 2011). A deeper filter allows for a longer 
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contact time, enhancing the removal of pollutants. An IWS zone, located beneath the filter layer 

and formed by raising and bending the drainage pipe outlet, is a significant feature in SUDS, 

especially for bioretention areas. This zone exhibits vertical variations in moisture conditions, 

with the upper portion being unsaturated and aerobic while the lower portion is saturated and 

anaerobic, which can reduce nitrate leaching and increase total nitrogen removal rates. 

Incorporating an IWS zone should also be considered based on the operational requirements of 

the bioretention area. For example, in arid and semi-arid regions, the IWS zone can retain water 

for plant survival, whereas in tropical areas, its inclusion should depend on the need for 

pollutant removal (Guo et al., 2015). In addition, including the IWS zone can serve as a solution 

to meet groundwater recharge requirements (Brown and Hunt, 2011). 

 The volume of the water ponding significantly affects the hydraulic residence time of 

rainwater runoff. When the depth of the rainwater exceeds the depth of the ponding zone, 

overflow occurs. The rainwater retention capacity of the bioretention area is limited by the water 

storage capacity of the ponding zone when the soil infiltration rate reaches saturated hydraulic 

conductivity (Dussaillant et al., 2005). Moreover, the depth of the ponding zone also influences 

the soil's infiltration capacity to some extent.  

Lining and bottom drainage systems are not essential components in the design of SUDS 

areas. If a bioretention area lacks a drainage system and lining, the rainwater infiltrates the 

surrounding soil and helps replenish overexploited groundwater resources. However, it is 

essential to note that a drainage system is recommended when subsoil has low water 

permeability (Lucas, 2010). 

 

Figure  (2.5): Schematic of conventional bioretention in open space (piped inflow) showing key functional 

elements in the right panel and panel left represent the Cross section of submerged zone bioretention outlet control 

adopted from (Melbourne Water, 2020) 
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2.3.2.  Hydrological modeling of infiltration-based practices 

Models expand research possibilities beyond measurements, overcoming site-specific 

limitations in field-based studies. The hydrologic modeling of bioretention plays a vital role by 

offering valuable insights into runoff quantity and quality. It is important to note that reductions 

in pollution are frequently associated with decreases in runoff volume rather than solely relying 

on biogeochemical processes (Davis et al., 2009; Jefferson et al., 2017; Li et al., 2017). 

Depending on the goal of SUDS modeling, several models may be classified as follows: first, 

planning/assessment tools, and subsequently, process-based computational models. 

Bioretention systems involve several hydrological processes, including evapotranspiration, 

infiltration, runoff generation, etc. The overall water balance equation for the entire system, as 

well as separate equations for the ponding zone and filter medium, can be expressed as follows 

Equation (2-1a), for the entire system, Equation (2-1a) for the ponding zone, and Equation 

(2-1a) for the filter medium Figure (2.6): 

Where 
𝑑𝐻

𝑑𝑡
 is the time varying water reserved at the ponding zone, 

𝑑𝐹

𝑑𝑡
 is the time varying water 

stored in the filter media. A denotes the mean area of the base of the ponding zone. In these 

equations, the sum of precipitation and runoff discharge is represented as  𝑄Inflow, which 

indicates the inflow discharge in the ponding zone.  𝑄Infiltration  denotes the cumulative inflow 

rate from surface infiltration while  𝑄ETr  denotes the cumulative evapotranspiration rate. 

 𝑄Overflow refers to the cumulative overflow from the ponding zone, 𝑄Out  signifies the outflow 

from the drainage pipe and  𝑄Exfiltration  is the infiltration to the subsoils or percolation. 

  

 𝑄Inflow = 𝑄overflow +  𝑄Infiltration + 𝑄Etr + 𝑄Exfiltration + 𝑄out 
(2-1a) 

 

 𝐴
𝑑𝐻

𝑑𝑡
= 𝑄Inflow − (𝑄overflow + 𝑄Infiltration) (2-1b) 

 𝐴
𝑑𝐹

𝑑𝑡
= 𝑄Infiltration − (𝑄Etr + 𝑄Exfiltration + 𝑄out) (2-1c) 
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Figure (2.6): Illustration of the conceptual modeling processes for bioretention within the water balance 

framework. 

The following mathematical equations describe the hydrological processes in bioretention 

modeling. The evapotranspiration 𝑄ETr from the filter media is calculated using potential 

evapotranspiration (assuming a crop factor of 1.0) and is modulated with a linear function 

between the wilting point and field capacity (Equation 2-2) (Bonneau et al., 2021; Francés, 

2008; Van der Lee and Gehrels, 1990): 

Where 𝜃𝑤 and 𝜃𝑓𝑐 are the wilting point and the field capacity, respectively, taken as usual 

valued for sandy soils (FAWB., 2009),  𝑄ETr  is the real evapotranspiration rate and 𝑄𝑒𝑡𝑝 the 

potential evapotranspiration rate. 

In the hydrological modeling proposed by Bonneau, 2021, the surface storage (‘ponding 

zone’) and overflow are assumed to be an empty rectangular box. To account for the presence 

of a weir at the surface of the storage, the user sets a threshold level. When the water level in 

the storage exceeds this threshold, the excess water is diverted, resulting in an overflow rate, 

Equation (2-3): 

Where ℎ𝑝𝑜𝑛𝑑  is the water level in the surface storage, ℎ𝑤𝑒𝑖𝑟 the height of the overflow 

weir, 𝑄overflow the overflow rate, 𝑄Inflowthe inflow into the surface storage,  𝑄Infiltration the 

infiltration flux from the surface storage into the filter.  

Exfiltration or percolation from the filter to the surrounding soil and the groundwater store 

depends on the surrounding soil's hydraulic conductivity and the filter's wetted surface area. 

Therefore, it is calculated as a function of these variables (Equation (2-4)): 

Where 𝐾𝑠 𝑖𝑛𝑓 is the saturated hydraulic conductivity of the surrounding soil and 𝑆𝑤𝑒𝑡 is the 

wetted area of the filter storage, i.e., the contact surface between water and the surrounding soil. 

The flow is considered gravity-driven since it is expected to be entirely saturated. Outflow 

through the underdrain can be described as an orifice equation (thus assuming the pipe itself 

does not limit flow), according to a hydraulic head in the filter (Equation (2-5)): 

 𝑖𝑓 𝜃 <  𝜃𝑤 →  𝑄ETr = 0 

𝑖𝑓 𝜃𝑤 < 𝜃 < 𝜃𝑓𝑐 , →  𝑄ETr =
𝜃 − 𝜃𝑤  

𝜃𝑓𝑐 − 𝜃𝑤
𝑄𝑒𝑡𝑝 

𝑖𝑓 𝜃 >  𝜃𝑓𝑐 →  𝑄ETr = 𝑄𝑒𝑡𝑝 

(2-2) 

 𝑖𝑓 ℎ𝑝𝑜𝑛𝑑 < ℎ𝑤𝑒𝑖𝑟 → 𝑄overflow = 0 

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 →  𝑄overflow = 𝑄Inflow −  𝑄Infiltration 

(2-3) 

 𝑄Exfiltration = 𝐾𝑠 𝑖𝑛𝑓  𝑆𝑤𝑒𝑡 (2-4) 
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Where 𝐶𝑜𝑢𝑡 is an orifice coefficient to be calibrated, 𝑔 is the acceleration due to gravity, and y 

is the difference between the water level in filter F and the level of the underdrain orifice.  

Finally, the infiltration rate from the ponding zone to the filter media, is generally obtained 

using the Green-Ampt Equation 2-6): 

Where 𝐹 is the cumulative infiltrated water depth, ∆θ is the soil moisture deficit, φ is the matric 

suction at the wetting front, 𝐻 is the amount of ponding water height, and 𝐾(𝑆𝑒) is the mean 

unsaturated hydraulic conductivity, where 𝑆𝑒(θ) can be performed for soil moisture under 

residual, saturated, and actual conditions. The van Genuchten (1980) and Mualem (1976) 

models are among the most widely used empirical approaches to compute the water retention 

and the unsaturated hydraulic conductivity functions for resolving Richards equations (Richards 

1931, van Genuchten 1980) and read as follows Equation (2-8): 

Where 𝑆𝑒 is the saturation degree, 𝜃 the volumetric water content, 𝜃𝑠 the saturated volumetric 

water content and 𝜃𝑟 is the residual water content,  a fitting parameter related to water pressure 

head; m (m = 0.5 for coarse soils, with the sand/gravels used for the filter and drainage layer) 

and τ (τ = 0.5, default values for tortuosity) are shape parameters, 𝐾  is the unsaturated hydraulic 

conductivity (𝑚/𝑠), 𝐾𝑠 the saturated hydraulic conductivity (𝑚/𝑠).  

A brief summary of the existing hydrodynamic modeling as well as the governing equations 

used in urban hydrological models, is provided in Table (2.2). For example, the model that 

enhanced infiltration processes by using Richards' equation or soil water retention by adding 

vegetation, water uptake processes, and evapotranspiration (ET) calculations and creating 

output hydrographs and drainage configurations that reflect underdrains and filter media are 

referred to be well-suited models (Lisenbee et al., 2021b). It is important to acknowledge that 

a multitude of distributed models have been proposed in the literature for the purpose of 

modeling LID (Low Impact Developments). These models vary in the functions they employ 

to simulate water infiltration and movement within the vadose zone (Azam et al., 2018; 

Rodriguez et al., 2008; Sage et al., 2020). 

 𝑄𝑜𝑢𝑡 = 𝐶𝑜𝑢𝑡√2𝑔𝑦 ∗ A (2-5) 

 
 𝑄Infiltration = (1 + ∆θ

φ + 𝐻

𝐹
) ∗ 𝐾(𝑆𝑒) ∗ 𝐴  

(2-6) 

 
𝑆𝑒 =

θ − θ𝑟
θ𝑠 − θ𝑟

= (1 + (𝛼ℎ)1/(1−𝑚))
𝑚
  

(2-7) 

 
𝐾(𝑆𝑒) = 𝐾𝑠𝑆𝑒

𝜏 [1 − (1 − (𝑆𝑒)
1
𝑚)

𝑚

]
2

  
(2-8) 
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2.3.3.  Modeling of infiltration at the block of soil scale 

Water movement in soils is a crucial process that affects water quantity and quality (Ferguson, 

1994; Simůnek et al., 2009). Water in soil tends to flow from a place with high potential energy 

to a position with low potential energy. The total potential energy of water in the soil is 

constituted mainly of matrix potential, gravitational potential, and suction potential (Brady et 

al., 2008; Hiellel, 2003). In saturated soil, capillary forces hold water with zero potential. 

Increasing suction leads to outflow until the air-entry suction is reached. Coarse-textured soils 

show this more distinctly. 

Water is tightly bound in the smallest pores and grain contact points at the wilting point. Let 

us define soil water potential. All matter in nature naturally seeks equilibrium with its 

surroundings by moving from higher to lower potential energy. Soil water flows toward 

decreasing potential energy, driven by the potential energy gradient. In a rigid, unsaturated soil 

in equilibrium with atmospheric pressure, the total soil water potential is determined by (Hillel, 

2003): 

The energy level of water retained in the soil through capillary and surface adsorption is 

represented by the matric or capillary potential, 𝜓𝑐. The gravitational potential is denoted by 

𝜓𝑔, and the osmotic potential by 𝜓𝑜.  

The unit of potential is typically measured in terms of pressure and expressed in units of 

length or energy per unit mass of water. The commonly used unit for potential in hydrological 

studies is [𝑚] Or it is equivalent in energy units such as [𝑃𝑎]. Water hydraulic head in saturated 

soil can be described as following formula in which h is the hydrostatic potential: 

The pressure head ℎ is positive below the water table and negative above it. In the unsaturated 

zone, the negative pressure is called matric suction or tension, denoted by a negative value. The 

pressure head is positive or neutral when saturated, called the piezometric head. The pressure 

head can reach shallow, highly negative values in arid soils.  

2.3.4.  Physical-numerical-based infiltration models  

2.3.4.1.  Darcy’s Law 

In a uniform, saturated soil with hydraulic conditions at inflow and outflow boundaries, 

Darcy's law states (Hillel, 2003): 

 𝜓 = 𝜓𝑐 + 𝜓𝑔 + 𝜓𝑜 (2-9) 

  𝐻 = 𝑧 + ℎ (2-10) 
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Where q is the flux or infiltration rate [𝐿𝑇−1], 𝐾𝑠 is the hydraulic conductivities  [𝐿𝑇−1], and 

𝑑𝐻

𝑑𝐿
  [−] Is the gradient of the hydraulic head (where 𝐻 is the total hydraulic head [𝐿], L is the 

vertical distance [𝐿]). The ability of the soil to allow water to flow through it, known as 

hydraulic conductivity, is determined by factors such as the shape, size, and arrangement of soil 

particles, as well as the physical properties of the liquid, like water viscosity (Miyazaki, 2006). 

 

Figure (2.7): Downward flow of water in a saturated vertical column (adopted from (Hillel, 2003)) 

The total hydraulic head 𝐻 equation is obtained by summing the gravitational pressure 𝑧 and 

potential heads ℎ (See Equation (2-10) and Figure (2.7), a uniform and saturated vertical 

column is depicted. The upper surface of the column is ponded under a constant water head 𝐻, 

while the bottom surface is connected to a lower reservoir with a constant water level. 

Consequently, there is a flow occurring from the higher reservoir to the lower reservoir through 

the column, which has a length 𝑧. 

 

 

 

 

 

 

 

 

 
𝑞 = −𝐾𝑠

𝑑𝐻

𝑑𝐿
 

(2-11) 

 
𝑞 = 𝐾

(ℎ1 + 𝑧1) − (ℎ2 + 𝑧2)

𝐿
→ 𝑞 = 𝐾(1 +

∆ℎ

∆𝑧
) (2-12) 
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Table (2.2): Explanations of process-based computational models applicable for modeling of bioretention cells. 

To assess the ability of each model to represent the different water balance components accurately, various fields 

were evaluated (Lisenbee et al., 2021). 

Model SWMM MUSIC RECARGA HYDRUS CANOE 

R
ec

o
m

m
en

d
e
d

 
 U

se 

Hydrologic, 
hydraulic, and 
water quality 
model with 

optional 
continuous 
simulation 

Hydrologic, 
water quality, and 

treatment 
processes model 

Hydraulic 
model for an 

optional event and 
continuous 

simulation or 
design purpose 

Hydraulic 
model for 
continuous 

simulation or 
design purpose 

Hydraulic model 
for an optional event 

and continuous 
simulation or design 

purpose 

B
rief  

D
escrip

tio
n

 

Detailed 
analysis of 

watershed with 
storage-focused 
LID (Rossman, 

2010) 

Evaluate 
drainage systems 

with treatment 
devices for 

optimal cost, 
hydrology, and 
water quality 
improvement 

(Hatt et al., 2009) 

Design tool for 
evaluating the 
performance of 

Bioretention 
facilities, rain 

garden facilities, 
and infiltration 

basins (Boancă et 
al., 2018) 

Evaluate 
infiltrations 

with treatment 
for optimal 

hydrology and 
water quality 
improvement 

(Simůnek, 
2005) 

Simulation 
Detailed analysis of 

watershed with 
storage-focused LID 

(Bonneau et al., 
2021; Chocat, 2013; 
Chocat and Cabane, 

1999) 

In
flo

w
 

R
u

n
o

ff 
G

en
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a
tio

n
 

SCS CN, 
Rational method, 
unit hydrograph, 

user input 

simplified 
rainfall-runoff 

model 

SCS CN & 
initial abstraction, 

user-input 
user-input 

SCS CN, Rational 
method, unit 

hydrograph, user 
input 

F
lo

w
 

R
o

u
tin

g
 

Steady flow, 
Kinematic wave, 
Dynamic wave; 

Pipe: Hazen-
Williams, Darcy-

Weisbach, 
Manning 

Muskingum 
Cunge; simple lag 

time 
n/a Dynamic 

wave 

Muskingum 
Cunge; simple lag 
time; Saint Venant 

equations; Gradually 
varying curves 

In
filtra

tio
n

 

S
u

rfa
ce

 
In

filtra
tio

n
 

Modified 
Green-Ampt 

Simple bucket 
model 

Modified 
Green-Ampt 

Richards’ 
Equation 

Modified Green-
Ampt, CANOE-

Hydrobox equations 
(Asry et al., 2023) 
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filtra

tio
n

 
b

etw
ee

n
 

la
y

er
s 

Darcy’s law 
uses HCO 

parameter to 
describe the 

slope of 𝐾(𝜃) 

Exponential 
equation of Ksat 

𝐾(𝜃) from Van 
Genuchten 

Van 
Genuchten- 

Mualem; 
modified Van 
Genuchten; 

Brooks-Corey; 
Kosugi 

Darcy’s law; Van 
Genuchten- 

Mualem; 
O

u
tflo

w
 

D
ra

in
a

g
e
 

E
q

u
a

tio
n

 

Weir or Orifice 
equation Orifice equation Orifice equation 

Tile drain 
boundary 
condition 

Orifice equation 

O
v

er
flo

w
 

P
o

n
d

in
g

 
D

ep
th

 

Ponding > 
Max Ponding 

Depth 
Weir equation Ponding > Max 

Ponding Depth 

Seepage 
faces boundary 

condition 

Ponding > Max 
Ponding Depth 

E
x

filtr
a

tio
n

 

S
eep

a
g

e 
E

q
u

a
tio

n
 

Ksat of 
surrounding soil 

Ksat of 
surrounding soil Van Genuchten 

MVG, 
modified VG, 
Brooks-Corey, 

Kosugi 

Ksat of 
surrounding soil 

E
T

P
 

E
q

u
a

tio
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2.3.4.2.  Richard’s equation 

The relationship between hydraulic conductivity and soil moisture content is not 

universal. When soil is saturated, all pores are filled, and hydraulic conductivity is highest. As 

the soil becomes unsaturated, some pores become filled with air, and the conductive area 

decreases. However, several authors have attempted to give relationships that describe this 

relationship satisfactorily. If we assume that we have a relationship, K(𝑆𝑒), between the 

hydraulic conductivity and the potential pressure of the soil, Darcy's law can be applied as 

follows (Richards, 1931): 

As for saturated medium, Equation (2-14) is combined with the mass conservation law, so the 

general equation of non-saturated soil is: 

The one-dimensional case of a vertical flow from top to bottom is: 

Substituting specific water capacity 𝐶(ℎ) is the specific retention capacity, simply the slope 

of the soil moisture retention curve or derivative of 𝜃 concerning ℎ. Defined as Equation (2-15): 

Hydraulic diffusivity of soil is then defined as the ratio of the conductivity to the specific 

capacity to simplify the treatment of the Equation (2-17) (Hillel, 1971): 

The coefficient D is highly water content-dependent and expresses a propagation velocity for 

water content changes (Durner and Flühler, 2005). We can therefore take Equation (2-5) to 

obtain by: 

Soils with high macro-porosity (large and continuous pores) are the most conducive in saturated 

conditions. It is well known that sandy soils conduct water more rapidly than clayey soils when 

saturated. However, the opposite may be valid under unsaturated conditions. In macropore soils, 

the pores quickly empty out, resulting in decreased conductivity as the suction increases. In 

soils with numerous micropores, many pores remain full and conductive even with significant 

 
𝑞 = 𝐾(𝑆𝑒).

𝑑𝐻

𝑑𝑧
 

(2-13) 

 𝜕𝜃

𝜕𝑡
= ∇[𝐾(𝑆𝑒). ∇(h + 𝑧)]   

(2-14) 

 𝜕𝜃

𝜕𝑡
=
𝜕𝜃

𝜕ℎ

𝜕h

𝜕𝑡
→ C(h).

𝜕h

𝜕𝑡
=
𝜕

𝜕𝑧
[𝐾(h). (

𝜕h

𝜕𝑧
+ 1)] 

(2-15) 

 
C(h) =

𝜕𝜃

𝜕ℎ 
   

(2-16) 

 
D(h) =

𝐾(h)

𝐶(h)
   

(2-17) 

 
q = D(h)

𝜕𝜃

𝜕𝑧 
   

(2-18) 
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suction, meaning the hydraulic conductivity does not decrease as much and may even be higher 

than that of soil with larger pores under the same suction (Hillel, 1971). 

2.3.4.2.1.  Saturated media 

The non-permanent processes require the introduction of the law of conservation of mass, 

which gives the continuity equation: 

By combining this equation with Darcy's law, the general equation of the saturated flow is 

obtained, which is written as follows: 

Where 𝜃 [𝐿3𝐿−3] is the volumetric water content of the soil, q is the flux [𝐿𝑇−1], 𝐾𝑠 is the 

saturated hydraulic conductivity [𝐿𝑇−1], and Z [𝐿], is the vertical height considering z is 

oriented upwards. In the one-dimensional case of a vertical flow by considering S as a sink term 

[𝑇−1], following modified form of Richard’s’ Equation can be yielded: 

2.3.4.2.2.  Unsaturated media 

The vadose zone between the water table and the soil surface is called the unsaturated zone. 

In this region, the soil's water content is lower than the saturation (𝜃 < 𝜃𝑠), and opposing 

pressure heads are joint. The vadose zone is pivotal in various hydrological processes, including 

infiltration, soil moisture storage, evaporation, plant water uptake, groundwater recharge, 

runoff, and erosion. Historically, it held significant importance for agricultural water supply. 

Presently, there is growing concern about pollution and contamination in the unsaturated zones, 

affecting both urban and rural areas (Simunek et al., 2011). 

In unsaturated soil, water is subject to sub-atmospheric pressure, known as suction, which 

also acts as a driving force. Matric suction arises from the water's attraction to soil particle 

surfaces and capillary pores. Water tends to flow from low-suction areas to those with higher 

suction. When the soil is in equilibrium, there is no driving force, and the suction remains 

uniform along a horizontal column. Even in a suction gradient, water will flow through pores 

still filled with water (Hillel, 1971).  

 𝜕𝜃

𝜕𝑡
= −∇𝑞 

(2-19)  

 𝜕𝜃

𝜕𝑡
= ∇𝐾𝑠

𝑑𝐻

𝑑𝑧
 

(2-20)  

 𝜕𝜃

𝜕𝑡
=
𝜕

𝜕𝑧
(𝐾𝑠 (

𝑑𝐻

𝑑𝑧
+ 1)) − 𝑆 

(2-21)  
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There has long been an appreciation for the importance of the unsaturated zone in the 

hydrological cycle. Here, the fundamental difference from the saturated case lies in the fact that 

the hydraulic conductivity is not constant over time as the water content of the soil changes. 

Two essential functions are required to solve the Richards equation: 𝐾(𝜃), representing the 

hydraulic conductivity as a function of water content, and 𝜃(ℎ), representing the water content 

as a function of pressure head. 

2.3.4.3.  The Soil Water Retention Curve (SWRC) 

To model and study the water movement and infiltration in non-saturated soil, assessing the 

relation between water content and related potential pressure is necessary, this relation also 

called « soil wetness » or « soil moisture retention » is the curve between water content and 

associated soil water potential 𝜃(ℎ). This curve is highly non-linear and may exhibit significant 

multi-scale heterogeneity in their spatial distribution (Schaap et al., 2001) (see Figure (2.8)).  

The direct measurement of soil hydraulic properties can be divided into in situ and laboratory 

measurements. Although laboratory experiments offer speed and precision, they may not yield 

representative results that reflect the actual soil conditions in the field  (Durner and Lipsius, 

2005; Nemes et al., 2001; Van Genuchten, 1999).  

Therefore, direct in situ measurements of hydraulic and retention properties remain the most 

reliable, albeit expensive and time-consuming, method of determining these properties (Tseng 

and Jury, 1993). To comparison of different soils and scenarios, it is advantageous to 

mathematically represent the water retention curve (WRC) using continuous functions or 

Indirect modeling (Durner and Flühler, 2005; Leij, 1996; Schaap et al., 2001). 

 

Figure (2.8): Typical soil water characteristic curves for soils of different textures adopted from (Daniel and 

Bouma, 1974) 

Indirect modeling of soil hydraulic properties consists of two categories:  
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i. Semi-physical methods that use particle-size distribution and water retention 

characteristic shape similarity to gain insights into the physical relations between texture 

and pore-size distribution (Arya and Paris, 1981; Haverkamp and Parlange, 1986).  

ii. Empirical methods, also called Pedotransfer functions (PTF), use basic soil survey 

information (such as field morphology, soil texture, structure) and to provide a predictor 

function for specific soil hydraulic properties (SHPs) (Rawls et al., 1991). 

Soil water potential functions are typically denoted as 𝜃(ℎ) (see Figure (2.8) panel (a)) 

Describe the relationship between the soil water content (𝜃) and the soil water potential (ℎ). 

The soil water potential represents the energy state of water in the soil and indicates how tightly 

the water is held within the soil matrix.  

The soil water potential functions summarize this relationship and help understand the 

behavior of soil water movement and availability. Table (2.3) is a summary of some commonly 

used soil water potential functions: 

Table (2.3): Statical models for unsaturated soil water potential functions 

Author Equation Definition 

Van Genuchten 𝑆𝑒(ℎ) = [1 + (−𝛼ℎ)𝑛]−𝑚 𝛼 , m and  𝑛 are the fitting parameters 

Brooks and cory 

𝑆𝑒(ℎ) = 1   𝑖𝑓    ℎ𝑎 < ℎ < 0 

𝑆𝑒(ℎ) = (
   ℎ𝑎
 ℎ
)
𝜆

  𝑖𝑓    ℎ <  ℎ𝑎 

where   ℎ𝑎 is the air entry, and 𝜆 is the 

pore size distribution 

Durner (1994) 𝑆𝑒(ℎ) =
(𝑤f𝑆e.t + 𝑤m𝑆e.m)

𝜏𝐵

(𝑤f𝛼f + 𝑤f𝛼f)
2

 

Dual porosity retention model, where 

𝑤𝑓  and 𝑤𝑚 are the weighting factors, 

𝛼𝑓 and 𝛼𝑚 and m denotes the fitting 

parameters for the separate function 

Dexter et al. 

(2008) 𝜃(ℎ) = 𝜃𝑟 + 𝑃𝑚𝑒
(−

ℎ
ℎ𝑚

)
+ 𝑃𝑠𝑒

(−
ℎ
ℎ𝑠
)
 

𝑃𝑚 is the effective soil matrix porosity, 

𝑃𝑠is the effective soil structure porosity, 

ℎ𝑚 , ℎ𝑠 is the pore water pressure head at 

respectively dry and wet soil. 

Haverkamp 

(1977) 
𝑆𝑒(ℎ) =

1

1 + (𝛼ℎ)𝑁
 𝛼  and  𝑁 are the fitting parameters 

 

The hydraulic conductivity function denoted as 𝐾(𝜃) or 𝐾(ℎ) (see Figure (2.8) panel (b)), 

describes the relationship between the hydraulic conductivity 𝐾 and a parameter that represents 

the state of water in the soil, such as the volumetric soil water content 𝜃 or the soil water 

potential ℎ. It provides a mathematical representation of how the ability of soil to transmit water 

changes with varying soil water conditions.  
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Numerous models have been devised to characterize the hydraulic conductivity function 

across various soil types and conditions. Some commonly used models are included in Table 

(2.4). Empirical studies (Van Genuchten, M. Th. and Nielsen, 1985) showed that the expression 

proposed by van Genuchten (1980) suits the functions listed above.  

These models are based on the following formula: 

Where 𝐾r(𝜃) is the relative hydraulic conductivity. 

Table (2.4): Statistical models for unsaturated hydraulic conductivity 

Author Equation Definition 

Burdine 

(1953) 
𝐾r(𝜃) = 𝑆𝑒

𝜏
[∫

𝑑𝜃
ℎ2

𝜃

𝜃𝑟
]

[∫
𝑑𝜃
ℎ2

𝜃𝑠
𝜃𝑟

]
 

𝝉 is a dimensionless parameter interpreted as 

representing the tortuosity and connectivity of pores 

with different sizes, Bourdin given the value  𝝉 = 𝟐. 

Mualem 

(1976) 
Kr(θ) = Se

τ [
∫
dθ
h

θ

θr

∫
dθ
h

θs
θr

]

2

 

𝝉 is a dimensionless parameter interpreted as 

representing the tortuosity and connectivity of pores 

with different sizes, Mualem given the value  𝝉 =
𝟎. 𝟓. 

 

Brooks & 

Corey (1964) Kr(θ) = 𝐾s𝑆𝑒
1+𝜏+

2
𝜆 

𝝉 is a dimensionless parameter interpreted as 

representing the tortuosity and connectivity of pores 

with different sizes, Brook and Coery given the value  

𝝉 = 𝟐. 

Van 

Guenchten 

(1980) 

Kr(θ) = Se
τ [1 − (1 − Se

1
m)m]

2

 

𝑚 = 1 −
1

𝑛
 

𝝉 is a dimensionless parameter interpreted as 

representing the tortuosity and connectivity of pores 

with different sizes, Mualem given the value  𝝉 =
𝟎. 𝟓. 

 

Haverkamp 

(1977) 

𝑲(𝒉) =
𝟏

𝟏 + (
𝒉
𝜶
)
𝑵

 𝛂  and  𝐍 are the fitting parameters (Fayer and 

Version, 2000) 

 

The unsaturated flow equation describes water movement in soils that are not fully saturated. 

It considers the effects of gravity and capillary forces on water flow. The Richards equation 

Equation (2-13) is commonly used for unsaturated flow.  

Numerical solutions of Richard’s equation are commonly used to simulate water movement 

in unsaturated soils over time. Richards' partial differential equation describes water flow in 

porous media, considering soil properties, hydraulic conductivity, and water content. Since the 

1960s, numerous software tools, such as HYDRUS, have been developed for quantifying and 

predicting soil infiltration by numerically solving the Richards equation for different boundary 

conditions. Models that calculate infiltration rate and ponding in a spatiotemporal domain can 

be used without external empirical or semi-analytical models. For example, HYDRUS-1D has 

 𝐾(𝜃) = 𝐾r(𝜃)𝐾𝑠   (2-22)  
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been used to simulate water infiltration into a one-dimensional soil profile in simulations by 

Šimůnek and van Genuchten (2008) and Šimůnek et al. (2008, 2016). 

2.3.5.  Physical-Empirical  based infiltration models 

This section discusses the moisture distribution profile during infiltration in a homogeneous 

soil profile under ponding conditions. At any given moment during infiltration, the profile can 

be described as follows: the uppermost layer of the soil, known as the surface soil, becomes 

saturated; below this layer, there is a transmission zone that appears uniformly saturated. This 

zone extends for a certain depth from the surface. Beyond the transmission zone lies the wetting 

soil, where the moisture content gradually decreases with depth in a steep gradient. 

The wetting front is the boundary between the wetting soil above and the dry soil beneath and 

represents a sharp interface between the soil with moisture and the soil that remains dry. These 

concepts are described by (Hillel, 1972), who has extensively studied soil moisture dynamics 

and infiltration processes.  

Overall, this moisture distribution profile provides insights into the spatial variation of water 

content within the soil during infiltration under ponding, highlighting the distinct zones and the 

sharp wetting front that separates them Figure (2.9). 

 

Figure (2.9): The moisture content in the soil during infiltration in the wetted soil profile (left) and the 

corresponding soil moisture profile (right) (adopted from Vereecken et al., 2019) 

If we observe the moisture profile during infiltration at regular intervals, we will observe a 

continuous downward movement of both the wetting zone and the wetting front. As the wetting 

front progresses more profoundly into the soil profile, its steepness decreases. This behavior is 

depicted by typical sets of successive moisture and hydraulic head profiles, as illustrated in 

Figure (2.10). Two well-established mathematical solutions of Richard's equation that 

accurately describe physical infiltration under boundary conditions are the Green-Ampt and 

Philip equations. These equations provide analytical approaches to model and understand the 

complex process of water movement into the soil (Swartzendruber and Hillel, 1973). 
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Figure (2.10): Physical principles of water infiltration based on the illustration with numerically generated data 

(from left to right, pressure head and water content profiles and infiltration rate, q, and cumulative infiltration, I, 

at the soil surface) 

The Green-Ampt equation, an approximate solution to Richard's equation, explicitly 

addresses the dominance of capillary flow in infiltration processes. The Green-Ampt (GA) 

piston flow model, initially proposed by Green and Ampt in 1911, is a widely used analytical 

and physically-based model that simplifies the process of water infiltration into initially dry and 

homogeneous soils under ponded conditions, typically above the water table. The GA model 

employs the assumption of piston flow, where the soil moisture distribution is represented by a 

sharp and abrupt moving front that separates a saturated region above the front (wetted zone) 

from a dry region below it.  

It is designed for scenarios involving sudden and intense infiltration events, assuming a 

constant hydraulic conductivity throughout the soil depth. This simplified representation allows 

for a straightforward characterization of the infiltration process. As mentioned above, the 

moisture profile in this model is assumed to exhibit a piston-like behavior, with a corresponding 

pressure head profile, represented by solid lines in Figure (2.11). 

 

Figure (2.11): Soil moisture profile and pressure head profile of the Green-Ampt model 

The smooth curve in Figure (2.11) is the actual moisture profile. For example, in the Green–

Ampt model, the infiltration rate is given by: 

 
𝑖 = 𝑖𝑐 +

𝑏

𝐼
 

(2-23)  
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Where b is a physically defined parameter; alternatively, this equation is written by using 

saturated hydraulic conductivity Ks and the pressure heads as: 

Where 𝐻0 is the pressure head at the land surface (which is equal to the depth of ponded water), 

𝐻f is the practical pressure head (negative value) at the wetting front (specific water pressure 

head), and 𝑍f is stands for the position of the wetting front. The increase in the volumetric water 

content ∆𝜃 in the wetted zone is defined by (𝜃𝑖 − 𝜃0), where 𝜃𝑖 is the volumetric water content 

in the wetted zone and 𝜃0 is the initial volumetric water content. The value of ∆𝜃 is related to 

the infiltration rate by: 

Substitution of two following equations yields: 

Substitution of Equation (2-20) into the definition of integrated infiltration 𝐼 = ∆𝜃𝑍f  yields the 

Green–Ampt equation. 

Where: 

𝐼 = cumulative infiltration depth at time 𝑡(𝐿),  

𝐾s = effective hydraulic conductivity (𝐿/𝑇),  

𝑡 = time (𝑇) 

The wetting front could be defined as: 

The reliability of the Green-Ampt equation hinges on the physical representation of 𝐻f, which 

represents the effective pressure head at the assumed wetting front. However, the Green-Ampt 

equation faces challenges due to the lack of a precise and universally agreed-upon definition 

for 𝐻f. This ambiguity in defining 𝐻f has contributed to a decrease in the theoretical reliability 

of the Green-Ampt equation. 

The equation assumes that a sharp wetting front propagates downward through the 

unsaturated zone as water infiltrates the soil. It implies that the soil above the wetting front is 

 
𝑖 = 𝐾s

𝐻0 − 𝐻f + 𝑍f
𝑍f

  
(2-24)  

 
𝑖(𝑡) = |𝜃0 − 𝜃𝑖| ×

𝑑𝑍f
𝑑𝑡

= ∆𝜃
𝑑𝑍f
𝑑𝑡

= 𝐾𝑠
(𝐻f − 𝑍f) − 𝐻0

𝑍f
  

(2-25)  

 
∫

𝐾s
∆𝜃
𝑑𝑡

𝑡

0

= ∫
𝑍f

𝐻0 + 𝐻f + 𝑍f
  𝑑𝑍f

𝐿𝑓

0

    

𝐾𝑖
∆𝜃
𝑑𝑡 = 𝑍f − (𝐻0 + 𝐻f) ln (1 +

𝑍f
𝐻0 + 𝐻f

  )   

(2-26)   

 
𝐼 = 𝐾s𝑡 + 𝑍f 𝑙𝑛(1 +

𝐼

𝑍f
)  

(2-27)  

 𝑑𝑍f = ∆𝜃(𝐻0 − 𝐻f)  (2-28)  
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entirely saturated while the soil below remains dry. This assumption simplifies the modeling 

process by treating the wetting front as a well-defined boundary within the soil profile. 

However, it is essential to note that the wetting front is not always a sharp and distinct 

boundary (Alastal and Ababou, 2019; Kale and Sahoo, 2011; Sage et al., 2020). Instead, it can 

be influenced by factors such as soil heterogeneity, preferential flow paths, and variability in 

hydraulic properties. These factors can lead to a more diffuse and gradual wetting front rather 

than a sharp interface. 

The accuracy and applicability of the Green-Ampt equation heavily depend on the 

assumptions made regarding the wetting front and the associated pressure head. Different 

interpretations of 𝐻f can lead to variations in the predicted infiltration behavior and may not 

accurately represent the actual physical processes occurring in the soil. 

2.3.6.  Empirical-based infiltration models 

The decline in infiltration rates over time describes the phenomenon whereby the initial rate 

of water infiltration into the soil gradually decreases as the infiltration event progresses. 

Typically, in the starting phase of infiltration, when the soil is relatively dry, the infiltration rate 

is higher. Over a period of time, the rate of water infiltration into the soil gradually diminishes 

as the soil becomes increasingly saturated. 

Over time, the decreasing trend of infiltration rates has practical consequences for various 

hydrological and environmental applications. It affects the design of drainage systems, 

irrigation practices, and the estimation of infiltration rates for water resource management. 

Understanding and accurately modeling this trend is important to capture the dynamics of water 

movement in the soil and make informed water management decisions. Various empirical 

formulas are employed to mathematically express the decrease in infiltration as a function of 

time, starting from an initial value that approaches a limit value, often represented as 𝐾s. These 

formulas typically follow an exponential or quadratic function to describe the decreasing trend 

over time. Here is an example of an empirical equation commonly used for this purpose: 

The Horton equation (1940) is one such empirical equation that describes the decrease in 

infiltration rate over time. It is based on an exponential decay model and is given by the 

equation: 

 

Where 𝑖 infiltration rate at time t, 𝑖𝑐 denotes steady-state infiltration rate at significant times, 𝑖0 

is the initial infiltration rate at time t = 0, and k = constant for a given soil and initial condition. 

The values of 𝑖0, 𝑖𝑐, and k can be determined experimentally for any soil. Although this equation 

 𝑖 = 𝑖𝑐 + (𝑖0 − 𝑖𝑐)𝑒
−𝑘𝑡 (2-29)  

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés

https://docs.google.com/document/d/1MXY1WJaUR37RJONNB1eTpOIpnyNgpBSc/edit#heading=h.1c1lvlb


CHAPTER 2. LITERATURE REVIEW 

38 

is widely used, its practical application is limited because it can be challenging to determine the 

values of the parameters. 𝑖0, 𝑖𝑐, and k. Several other equations are available for calculating the 

water infiltration rate into the soil (as shown in Table (2.5)). 

It is important to note that each formulation has its own assumptions and empirical 

coefficients. The selection of an appropriate equation depends on the specific characteristics of 

the infiltration event and the available data.  

Calibration and validation against field measurements are typically performed to determine 

the empirical coefficients. 

Table (2.5): The main empirical denote and physical empirical infiltration equation is commonly used in 

hydrology. 

Author Function Legend 

Horton  𝑖(𝑡) = 𝑖𝑐 + (𝑖0 − 𝑖𝑐)𝑒
−𝑘𝑡  

where 𝑖 = infiltration rate at time t, 𝑖𝑐= steady-state 

infiltration rate at significant times, 𝑖0 = initial 

infiltration rate at time t = 0, and 𝑘 = constant for a given 

soil and initial condition. 

Kostiakov  𝐼(𝑡) = K𝑡𝑎 

Where 𝐼 is the cumulative infiltration upon time t, and 

K and a are the constants parameters, which can be 

calibrated using measured infiltration data and did not 

have physical meaning.  

Philip  𝑖(𝑡) = 0.5. 𝑠. 𝑡−0.5 + 𝐴 
Where A is the gravity component function of 

saturated hydraulic conductivity, and S is the sorptivity. 

Dooge 𝑖(𝑡) = 𝑎(𝐹𝑚𝑎𝑥 − 𝐹𝑡) 
Where a is constant, 𝐹𝑚𝑎𝑥 is the maximal water 

retention capacity and 𝐹𝑡 is the water content at time t. 

 

2.4.  Modeling of infiltration affected by preferential flows 

 

In Bioretention units, the organic aspect of these systems is probably responsible for 

maintaining a high hydrological capacity. The roots strongly impact the hydrological capacity 

of soil structure in bioretention systems, soil fauna, soil microorganisms, and hydraulic 

variables (e.g., wetting and drying cycles), which can be the same case for agricultural and 

urban bioretention basins (Rasse et al., 2000; Thomas and Mérot, 2009). Plant roots have been 

shown to increase soil hydraulic conductivity by creating preferential flow paths and increasing 

porosity (Hatt et al., 2009; Muerdter et al., 2018; Six et al., 2004). 

 Bioretention establishment or « bioretention maturity » or « post-construction period of 

Bioretention age » is a process known as pedogenesis. Pedogenesis begins when vegetation 

establishes itself in the soil, adding organic matter to the surface, and root exudates growth, 
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creating an organic horizon on the soil surface over several years (Mitchell Ayers and Kangas, 

2018). In several other mature bioretention studies, performance appeared to improve over time 

after the post-construction phase, which may also be due to soil pedogenesis and structural 

processes maintained by vegetation and soil fauna (Johnson and Hunt, 2019; Spraakman et al., 

2020; Willard et al., 2017). 

 
Figure (2.12): Illustration of Root-Oriented Preferential Flow (PF). a) A depiction of a fallow soil domain where 

no root-oriented preferential flow (PF) is taking place. b) A portrayal of a vegetated soil domain where root-

oriented PF is occurring. c) A representative volume of the vegetated soil domain, comprising a bulk soil volume 

(depicted in blue) and a volume of soil where root-oriented PF is happening (depicted in red) 

 Multiple studies have demonstrated a correlation between the presence of root systems and 

preferential flow (PF) through the soil (Holden, 2005; Wang et al., 2020). For example, in an 

investigation where a dye was employed to track water infiltration beneath a tropical rainforest, 

(Noguchi et al., 1997) observed that the dye accumulated along the roots, indicating PF aligned 

with the root orientation. (Noguchi et al., 1999; Wang et al., 2020) Concluded that these PF 

patterns arise from areas of soil that are more easily fragmented, and the specific locations of 

these zones are influenced by the positioning and orientation of roots within the soil (Mair et 

al., 2022). A visual representation of this phenomenon can be seen in Figure (2.12). 

The heightened soil heterogeneity and subsequent preferential flow process can significantly 

elevate the risk of groundwater pollution by reducing pollutant removal effectiveness (Flury et 

al., 1994a; Jarvis and Ga, 2003). Several bioretention modeling studies have assumed uniform 

flow (Hilten et al., 2008a; Palla et al., 2009). The hydraulic properties required for these studies 

were expressed by simple functions corresponding to an unimodal distribution of pore sizes  

(Mualem, 1986; Van Genuchten and Dalton, 1986). Few studies have considered preferential 

flow for modeling SUDS (Brunetti et al., 2016; Liu and Fassman-Beck, 2017).  

The growing concern for non-equilibrium and preferential flow and transport in soil and 

agriculture is driven by the increasing speed of agricultural contaminants and urban stormwater, 

such as fertilizers, pesticides, microorganisms, and microplastics, moving through the 

unsaturated zone and reaching groundwater (Simunek, 2008). Preferential flow is a 
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phenomenon where water and solutes move along specific pathways while bypassing a fraction 

of the porous matrix (Hendrickx and Flury, 2001). Published works interested in water flow in 

soil macropores can be classified into two main categories regarding the way macroporosity 

has been considered. Macropores have generally been defined according to two main criteria. 

Many authors have defined them by their structural organization, in other words, their diameter, 

their spacing, and the ratio of their volume to the total volume of the soil ((Beven and Germann, 

1981) for example). Others are interested in their contribution to flow by the pressure at which 

they empty or their contribution to infiltration (White, 1985).  

Several approaches to studying the preferential flow in structured media have been suggested, 

including multi-porosity and multi-permeability models dual-porosity and dual-permeability 

models (Gerke and van Genuchten, 1993; Jarvis, 1998). The dual-porosity model and the dual-

permeability model both assume that the porous medium is divided into two interacting regions: 

one containing interaggregate, macropores, or fractures, and the other containing micropores, 

or interaggregate pores, within the rock matrix or soil aggregates, as shown in Figure (2.13). A 

dual-porosity model assumes that macropore space is continuous, connected pores of large 

dimensions and water is stagnant within the matrix (Philip, 1968), whereas a dual-permeability 

model allows water to move within the matrix in addition to being stagnant (Gerke and van 

Genuchten, 1993).  

 

Figure (2.13): Conceptual physical non-equilibrium models for water flow. In plot a), 𝜃 the water content, 𝜃m , 

𝐾m and 𝜃f , 𝐾f are are hydraulic conductivity and water contents of the matrix and macropore (fracture) regions in 

the plot b) 𝜃m and 𝜃f  are water contents of the matrix and macropore (fracture) regions, 𝐾f is the hydraulic 

conductivity, respectively, wetting front moved forward simultaneously 

2.4.1.  Dual permeability approach 

The dual permeability approach can be defined as a concept that considers porous media in 

terms of two different pore systems, which are treated as homogeneous media with separate 

hydraulic properties and two distinct pore systems. The permeable interface separates these two 

porous media. Since dual permeable media have two distinct flow permeabilities, pressure 
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heads, and water contents at any time or space, we can consider them dual permeable media. It 

is hypothesized that a medium of dual permeability will have two water retention functions, 

one in the matrix and one in the fracture pore system, but two hydraulic conductivity functions:  

𝐾f (ℎf) and 𝐾m(ℎm) , The flow equations for the fast-flow region (subscript f) and the matrix 

(subscript m) are, respectively (Gerke and van Genuchten, 1993). By assuming 𝑉f  as the volume 

of fracture medium, and 𝑉t as the unit volume of medium, which is equal to 𝑉t = 𝑉f + 𝑉m ,the 

𝜔 weighting factor is as follows (Hilten et al., 2008): 

As a result, the bulk soil water content 𝜃[𝐿3𝐿−3] is then calculated by: 

Where 𝜃m and 𝜃f [𝐿
3𝐿−3] is respectively the volumetric water content of matrix and fracture 

pore systems, the fluid density of the bulk soil at any given depth can also be expressed in the 

form. 

This shows that 𝑞 represents the area-weighted fluid flux density, then the pore water velocities. 

𝜐𝑓 and 𝜐𝑚in the fracture and matrix regions are defined as: 

𝜐f = 
𝑞f
𝜃f

 (a)           𝜐m = 
𝑞m
𝜃m

 (2-33) 
 

The following expression can be derived to directly calculate the bulk soil hydraulic 

conductivity by substituting q with Darcy's flux law: 

Where ℎ is the pressure head associated with the bulk soil. Further, by assuming that the 

densities of the fluid and solid phases are constant, ignoring the effects of swelling and 

shrinking, assume no hysteresis in the hydraulic properties and consider the effect of 

temperature, air pressure, and solute concentration on water flow are negligible. On 

dimensional vertical water flow in the fracture and matrix pore systems of dual porosity 

medium is then described by the following equation: 

And then: 

 
𝜔 =

𝑉f 
𝑉t

 
(2-30) 

 𝜃 =  𝜔𝜃f + (1 − 𝜔)𝜃m (2-31) 

 𝑞 =  𝜔𝑞f + (1 − 𝜔)𝑞𝑚 (2-32) 

 𝐾 (
𝜕ℎ

𝜕𝑧
+ 1) = 𝜔f𝐾f (

𝜕ℎf
𝜕𝑧

+ 1) + (1 − 𝜔f)𝐾𝑚 (
𝜕ℎm
𝜕𝑧

+ 1) 
(2-34) 

 

 
𝜕𝜃f
𝜕𝑡

=
𝜕

𝜕𝑧
[𝐾f(ℎf)

𝜕ℎf
𝜕𝑧

+ 𝐾f(ℎf)] −
𝜔

𝜔
− 𝜑f 

(2-35) 
 

 
𝝏𝜽𝐦
𝝏𝒕

=
𝝏

𝝏𝒛
[𝑲𝐦(𝒉𝐦)

𝝏𝒉𝐦
𝝏𝒛

+ 𝑲𝐦(𝒉𝐦)] +
𝛚

𝟏 − 𝝎
− 𝝋𝐦 

(2-36) 
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Where 𝜃m and 𝜃f [𝐿
3𝐿−3] denote water contents in the matrix and fast-flow regions, 

respectively; 𝐾m and 𝐾f  [𝐿𝑇
−1] are hydraulic conductivities in the matrix and fast-flow 

regions, respectively; ℎm and ℎf [𝐿] are pressure heads in the matrix and fast-flow regions, 𝜔 

[𝑇−1] is water exchange between the matrix and fast-flow regions, 𝜑𝑚 [𝐿
3𝐿−3] and 

𝜑f [𝐿
3𝐿−3] are sink–source terms in the two regions, 𝜔 [𝐿3𝐿−3] is the ratio of the volume 

occupied by the fast-flow region and the total volume, with z corresponding to the vertical 

coordinate. As we mentioned, the two following regions are considered to be separated by the 

permeable filter, which means there are exchanges between the two following regions, The 

exchange rate of water between the fast-flow and matrix regions, 𝜔, is assumed to be 

proportional to the difference in pressure heads (Gerke and van Genuchten, 1993) :  

Where 𝛼w is the first-order mass transfer coefficient. This approach requires estimating 

retention curves because water contents and pressure heads are needed for both regions. For 

porous media with well-defined geometries, the first-order mass transfer coefficient, 𝛼w, can 

be defined as (Gerke and van Genuchten, 1993): 

Where Ba is a shape factor, d is a characteristic length of matrix elements, Ka is the interfacial 

hydraulic conductivity, and γω is a scaling factor. Then the effective hydraulic conductivity 

Kaof the fast flow matrix interface using a single arithmetic average involving both is evaluated 

hf  and hm: 

2.4.2.  Dual porosity approach  

Dual-porosity models assume that water movement is restricted to fractures and does not 

occur in the matrix. This leads to two-region flow and transport models (Gerke and van 

Genuchten, 1993a; Philip, 1969) in which water is divided into a mobile (fractures and 

macropores, inter-aggregate) and an immobile (stagnant, intra-aggregate) region. The mobile 

region, 𝜃f permits convective flow, while the immobile region, 𝜃m, can exchange, retain, and 

store water but does not allow it to move. 

The dual-porosity formulation for water flow is based on a mixed formulation of the Richards 

equation (2-32) to describe water flow in fractures (subscript f), Exchange of water and solutes 

dynamic in the intra-aggregate region, described as: 

 𝜔 = 𝛼w(ℎf − ℎm) (2-37)  

 𝛼w =
𝐵𝑎
𝑑2
𝐾𝑎𝛾ω 

(2-38) 
 

 𝐾a(ℎ) =
1

2
[𝐾𝑎(ℎf) + 𝐾𝑎(ℎm)] 

(2-39) 
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And: 

Where 𝐾m and 𝐾f [𝐿𝑇
−1] are hydraulic conductivities in the matrix and fast-flow regions, 

respectively; ℎm and ℎf [𝐿] are pressure heads in the matrix and fast-flow regions, 𝜔 [𝑇−1] is 

water exchange between two regions, 𝜑𝑚 [𝐿
3𝐿−3] and 𝜑f [𝐿

3𝐿−3] are sink–source terms in the 

two regions (Jarvis and Ga, 2003; Šimůnek et al., 2003). 

2.4.3.  Model complexity and parameterization 

In contrast to single pore region models, models for dual-porosity and dual-permeability 

require a large number of input parameters if they characterize both pore systems 

simultaneously, which is one of their major disadvantages. Using the dual-permeability model 

of (Gerke and van Genuchten, 1993) as an example, in its full complexity, there are 16 

parameters required to describe the flow of water according to the model.  

There may be some interest in reducing the number of input parameters in the model to make 

it a well-parsimony model. Today, the more sophisticated dual permeability model involving 

two coupled Richards' equations is still challenging to use to describe preferential flow and 

transport under field conditions especially for SUDS, in part because of the large number of 

parameters involved and the current lack of a set of standard experimental techniques to obtain 

them (Šimůnek et al., 2003). 

 The application of such a model under field conditions is complicated. Hence, such models 

have been limited to theoretical applications and laboratory studies under well-defined and 

controlled conditions. The main reasons for the broader use of this model are that it is 

physically-based and numerically robust, while the challenging parameterization issue is not 

insurmountable (Carbone et al., 2015; Illgen et al., 2007). They used Hydrus to simulate the 

preferential flow in (LID) development. Nevertheless, determining input parameters and 

identifying the correct values remains challenging (Brunetti et al., 2016). Researchers have 

explored approaches such as particle swarm optimization and Monte Carlo filtering methods to 

address this issue to find the optimal parameters for permeable pavement in sustainable urban 

drainage systems. However, these methods are far from practical and user-friendly for 

effectively managing and modeling such systems. 

 
𝜕𝜃f
𝜕𝑡

=
𝜕

𝜕𝑧
[𝐾f(ℎf)

𝜕ℎf
𝜕𝑧

+ 𝐾f(ℎf)] − 𝜔 − 𝜑f 
(2-40) 

 

 
𝝏𝜽𝐦
𝝏𝒕

= 𝝎 −𝝋𝐦 
(2-41) 
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2.5.  Inversion methods of soil hydraulic estimation 

The accurate representation of soil is crucial for the success of soil models in characterizing 

systems. Information about soil properties must be obtained through laboratory or field methods 

to describe water movement in the vadose zone effectively. However, direct experimental analyses 

can be time-consuming and expensive, requiring meeting specific conditions for explicitly 

calculating model coefficients. For example, some methods necessitate repeatedly achieving 

steady-state or equilibrium hydraulic conditions for different boundary conditions. Field methods 

like infiltration, internal drainage, and evaporation (Angulo-jaramillo et al., 2016) can be costly, 

especially when dealing with large areas. Integrating small-scale measurements of soil hydraulic 

properties into hydrologic models that can be applied across different spatial and temporal scales 

is a significant challenge (Grayson and Blöschl, 2001; Vrugt et al., 2004).  

Determining the hydrodynamic properties of soils in sustainable urban drainage systems 

involves various field measurement techniques such as infiltration methods, lysimeters, and radar 

geology. However, soil samples collected from specific sites may not fully represent the entire 

catchment due to vegetation heterogeneity that develops over time. Additionally, obtaining 

accurate measurements can be time-consuming and costly.  

Two common approaches are often employed in hydrologic studies with large spatial 

dimensions. The first approach is deterministic, which uses a distributed physically-based model 

with upscaled effective soil properties (Blöschl et al., 1995). Alternatively, a stochastic model can 

be used, which retains the small-scale characteristics of the measurements but incorporates spatial 

heterogeneity of hydraulic properties to estimate effective properties at a larger spatial scale. Two 

main stochastic approaches are utilized to upscale soil hydrologic processes from a local to a field 

scale. The first approach involves analytical models primarily based on the perturbation 

approximations of Richards' equation, as Zhang (2006) demonstrated. The second approach 

employs numerical stochastic models that utilize Monte Carlo simulations to derive effective field-

scale hydraulic properties and predict field-scale hydraulic behavior based on local-scale 

measurements (Gill et al., 2006). 

Inverse modeling is a powerful technique used in many areas of science and engineering to solve 

problems where the cause of an observed effect is unknown or difficult to measure directly. It 

involves using mathematical algorithms to estimate a system's input parameters or unknown causes 

that can produce the observed output or effects (Hopmans et al., 2002).  
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In literature, deterministic inverse modeling approaches are extensively utilized to estimate 

effective parameters of soil hydraulic properties. These approaches ensure consistency concerning 

the spatial and temporal scale of measurement and model parameter support (Hopmans and 

Simunek, 1999; Hopmans, 1999; Hopmans et al., 2002; Köhne et al., 2006, 2006; Van Dam et al., 

1994). Inverse models involve numerical inversion of the unsaturated flow equation and 

optimization algorithms to indirectly determine unknown parameters by minimizing deviations 

between measured and simulated flow attributes such as infiltration flow, soil water content, or 

pressure head. There are several different approaches to inverse modeling in soil physics, including 

mathematical optimization-based methods or traditional parameter optimization (Vrugt et al., 

2008, 2004). 

2.5.1.  Mathematical Optimization-based methods 

 These methods involve minimizing an objective function that measures the difference between 

the model output and the observed data. The objective function is typically a measure of the 

distance or error between the model output and the observed data, and the optimization algorithm 

seeks to find the set of input parameters that minimize this error. Such as the simplest local-search 

optimization method, which is commonly used in the field of soil hydrology, is a Gauss–Newton 

type of derivative-based search Levenberg-Marquardt algorithm (Abbaspour et al., 2004, 2001; 

Arora et al., 2011; Hopmans et al., 2002; Köhne et al., 2006), genetic algorithms (Ines and 

Droogers, 2002), particle swarm optimization (Brunetti et al., 2016b; Gill et al., 2006, 2006; 

Parsopoulos and Vrahatis, 2002), artificiel neural networks (Jain et al., 2004; Moreira de Melo and 

Pedrollo, 2015), etc. 

2.5.2.  Traditional parameter optimization 

Traditional parameter optimization algorithms focus on finding a single optimal set of 

parameters without considering any uncertainty estimates. However, this approach is questionable 

because our modeling efforts often involve various sources of uncertainty, including input 

(boundary conditions), output (calibration data), and model structural errors (since models are 

simplifications of reality) (Bertrand-Krajewski and Muste, 2008; Šimůnek and Hopmans, 2002). 

To address the issue of over-conditioning, one solution is to abandon the search for a single "best" 

parameter combination and adopt a Bayesian perspective (Bayes, 1763), which enables the 
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identification of a parameter distribution that is commonly used in the literature for the urban 

hydrology and soil hydrology (Deletic et al., 2012, 2012; Vrugt et al., 2009, 2008). 

2.5.3.  Markov Chain Monte Carlo (MCMC)  

To estimate the input parameters of a model using probability theory, it is essential to integrate 

inverse parameter estimation within a probabilistic framework based on Bayesian statistics. This 

approach combines prior knowledge of the system with observed data, such as soil water content, 

matric potential, and outflow, to obtain posterior probabilities of the model parameters. 

Incorporating this statistical inference approach can achieve a statistically robust information and 

uncertainty analysis. Monte Carlo-based methods are commonly employed to evaluate the 

posterior probabilities. However, these methods have certain limitations when applied to data-

worth analysis with soil hydrological models. They need to be compatible with strongly non-linear 

and discontinuous models. Ideally, they should allow for the quantification of information gain in 

terms of relative entropy (also known as Kullback-Leibler divergence) between prior and posterior 

from data assimilation (Brunetti et al., 2020, 2016b; Schübl et al., 2022). 

2.5.4.  Bayesian 

In recent years, Bayesian inference has become widely adopted for modeling soil processes, 

enabling reconciliation of system models with data through prediction in space (interpolation), 

prediction in time (forecasting), assimilating observations and deterministic/stochastic model 

output, as well as inference of model parameters (Brunetti et al., 2020; Schübl et al., 2022; Vrugt 

et al., 2009; Zou et al., 2019).  

The Bayesian method is based on Bayes’ theorem. The Bayes’ theorem was discovered by the 

mathematician Thomas Bayes in the XVIII century as a probability theorem, P(A|B), of some 

hypothesis, B, is proportional to the product of the prior probability, P(A), of this hypothesis and 

the likelihood, L(A|B), of the same hypothesis given the observations, B, or (Bayes, 1763): 

In Bayesian inference, the marginal likelihood, P(B), serves as a normalization constant for the 

posterior distribution, ensuring that it integrates to unity (Bingham, 1933). While the evidence may 

be ignored during parameter inference, it is crucial for model selection. The hypothesis or model, 

B, typically consists of a numerical model, F(x), which captures the system's state variables and 

 𝑃(𝐴|𝐵) =
𝐿(𝐴|𝐵) ∗ 𝑃(𝐴)

𝑃(𝐵)
 

(2-42) 
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fluxes through algebraic and differential equations. The unknown parameter values, x, are 

estimated using the observed data, and B. is for errors in model inputs such as boundary conditions. 

However, for complex soil models, the posterior distribution, P(A|B), can be high-dimensional and 

analytically intractable, requiring Monte Carlo simulation methods to approximate the target 

distribution (Vrugt et al., 2009, 2008). Hydrologic modeling encompasses various sources of 

uncertainty, including model structure, parameters, initial conditions, and observational data 

utilized for model input and evaluation (Liu and Gupta, 2007). The Bayesian calibration involves 

an optimization search through parameter domains to identify local minimum errors and may 

identify several parameter combinations that result in local minimum errors. Such methods often 

achieve lower error rates than calibration based on expert knowledge (Vrugt et al., 2005).  

In addition, by accounting for uncertainties in model parameter calibration data and model 

structural errors (epistemic), the Bayesian approach offers a quantitative framework to address all 

potential sources of uncertainty explicitly. The model structural error represents the impact of 

incomplete knowledge on soil processes and system heterogeneities (Vrugt and Sadegh, 2013).  

 

Figure (2.14): A schematic representation is provided to highlight the significant sources of uncertainty in 

environmental systems modeling, which include (1) parameter uncertainty, (2) input data uncertainty (also known as 

forcing or boundary conditions), (3) initial state uncertainty, (4) model structural uncertainty, (5) output uncertainty, 

and (6) calibration data uncertainty, Adopted from (Vrugt, 2016) 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 2. LITERATURE REVIEW        

 

48 

2.6.  Overview and positioning of the thesis 

The effectiveness of SUDS in managing water flow largely depends on the infiltration capacity 

of the soils within these systems. This infiltration capacity is influenced by various soil hydraulic 

properties, including water retention and unsaturated hydraulic conductivity curves.  

The result of the literature review shows that accounting for infiltration and hydraulic properties 

of soils into hydrological modeling of SUDS is challenging in terms of the following: 

1. Numerical infiltration models like Richards' equations incorporated in HYDRUS software 

are contingent upon having knowledge of the complete unsaturated hydraulic properties of 

soils, which necessitates prior characterization of soils using hydraulic methods such as the 

Beerkan estimation of soil transfer parameters (BEST) method (Angulo-Jaramillo et al., 2016; 

Bouarafa et al., 2019; Di Prima et al., 2020; Kanso et al., 2018; Lassabatère et al., 2006). The 

complexity and data requirements of these models can often pose challenges, preventing 

operational and scientific staff from utilizing them effectively. 

2. The conceptual and physically-based models, such as Horton and Curve Number Green-

Ampt, incorporate parameters that are either conceptual or not readily obtainable in the field. 

Considering the extensive literature, the objective of this thesis is to delve into the models 

employed for estimating infiltration and assess their suitability for integration into a physically-

based urban hydrological models. 

From a methodological point of view, urban water management software such as SWMM 

(Rossman,2010), Infoworks (Solvi et al.,2005), or RECHARGE, etc. are supposed to be based on 

parameters that can be measured theoretically in the fields. However, these models have proven to 

be difficult to calibrate for several reasons: 

• Measurement complexities: some parameters, such as the water pressure head at the 

wetting front in the Green-Ampt model, can be challenging to measure accurately in field 

conditions. Obtaining reliable measurements for these parameters adds to the complexity of 

the calibration. 

• Number of parameters: these models typically require more than 15 parameters for accurate 

modeling. Estimating such a large number of parameters can be time-consuming and may 

require extensive data collection and analysis. 

• Scope of urban planning: urban catchments often include many SUDS for effective 

management. In order to include these systems in the models, a large number of parameters 
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need to be extended, which adds to the complexity of the calibration. These parameters often 

need to be calibrated for use in practical management and planning tools. Soil parameterization 

accuracy is well known for the Bayesian method, which is often used in SUDS to estimate soil 

hydrodynamic parameters (Vrugt, 2016). 

• Preferential flow: SUDS are implemented to effectively manage stormwater and minimize 

runoff. However, it's important to recognize that stormwater often carries diverse pollutants 

into infiltration basins. Over time, the soil characteristics within these systems change due to 

the growth of plant roots, resulting in the formation of macropores and pathways that promote 

preferential flow. Consequently, pollutants transported by stormwater can potentially migrate 

to deeper soil layers during the infiltration process. While in the cadre of this thesis pollution 

transfer and filtration didn't cover.  

The three methodological developments proposed in this thesis are discussed in the 

corresponding chapters: a user-friendly physically-based parsimony model (Infiltration-Mod) 

approach in Chapter 3, the physically-based dual-permeability infiltration modeling and sensitivity 

analysis of this model in Chapter 4. , the sensitivity analysis and parameters calibration using 

Bayesian interface in Chapter 5. 
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Chapter 3.  Sets of infiltration models for modeling and 

management of sustainable urban drainage systems 

 

Preface 

In this chapter, our main focus is on the development of the INFILTRON-MOD tool. This tool 

offers three simplified physically-based infiltration models (CH1, CH2, CH3) within the Canoe-

Hydrobox (CH) platform, which are utilized for simulating the water balance and evaluating SUDS 

(Asry et al., 2023). These models are based on the Green-Ampt (GA) approach, where the water 

flow is determined by the equivalent hydraulic gradient and the equivalent hydraulic conductivity, 

with variations in how they relate to moisture conditions and soil parameters. To assess the 

performance of the INFILTRON-Mod tool (Lassabatere and Asri, 2022). We compared the results 

obtained from the tool under different moisture conditions with the numerical solutions derived 

from the Richard equation. Furthermore, we evaluated the adjusted CH models using data from 

six infiltration experiments to determine their ability to fit real-world data accurately and predict 

hydrodynamic parameters, particularly the saturated hydraulic conductivity. 
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3.1.  Abstract 

Infiltration is a key process in various fields such as hydrology, particularly for Sustainable 

Urban Drainage Systems (SUDS) management, agriculture, and urban soils. Over the past century, 

much effort has been invested in the comprehension of the physics of infiltration employing 

developing quantitative predictors of infiltration dynamics. In this study, three physically-based 

infiltration models developed within the Canoe-Hydrobox (CH) platform (models labeled CH1, 

CH2, CH3) were developed for modeling the water budget and evaluating SUDS. The three 

models rely on a Green-Ampt (GA) approach with the description of the water flux as the product 

of the equivalent hydraulic gradient and the equivalent hydraulic conductivity, with different ways 

to relate these to hydric conditions and soil parameters. These models were first subjected to 

preliminary mathematical and analytical analysis. Subsequently, they were used to model water 

infiltration into dry, intermediately wet, and wet soils, and were compared to numerical resolution 

based on Richard’s equation, using the Hydrus software. The differences between the proposed 

models and the numerically generated reference data were then discussed to assess the capability 

of the Canoe-Hydrobox (CH) models to comply with the key principles of the physics of water 

infiltration into soils. Finally, we evaluated the revisited models using data derived from six 

experimental infiltration campaigns to assess their capability to fit real data and predict accurate 

values of hydrodynamic parameters, in particular the saturated hydraulic conductivity. The results 

show that the CH1 model was not able to fully represent the physical principles of water infiltration 

into soils. Conversely, the new CH3 model seemed more appropriate to comply with the principles 

of the physics of water infiltration and should be preferred in this context. Lastly, the CH2 model 

reproduces a shape more in accordance with water infiltration disturbed by water repellence, 

depending on the initial water infiltration, and thus less appropriate. Our findings will provide the 

basis for further developments in the hydrological modeling of SUDS and their hydraulic 

performance. 

Keywords 

Urban hydrology, modeling, new models, water infiltration, SUDS 
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3.2.  Introduction 

Urbanization affects the physical properties of urban soils and, as a result, water movement and 

soil’s capacity to act as a sink for water-transported pollution (Fletcher et al., 2015; O’Loughlin et 

al., 1996). These changes dramatically change the hydrological cycle, as infiltration capacity is 

reduced (Woltemade, 2010), changing river and stream flow and sedimentation levels (Marsalek 

et al., 2008; Miller and Hess, 2017). On the other hand, an increased rate of impervious surfaces 

reduces the infiltration process into the ground and surface storage capacity, increasing surface 

runoff (Booth DB, 1991). To mitigate effects arising from the generation of runoff in urban areas, 

sustainable urban drainage systems (SUDS) are widely implemented for stormwater management 

(Bertrand-Krajewski et al., 2000; Liu et al., 2012). SUDS aims to shift the water cycle back 

towards its natural cycle by reducing runoff volumes, attenuating peak flows, and improving water 

quality, through various processes including infiltration and evapotranspiration. These practices 

include filter strips, grassed swales, bioretention facilities, green roofs, permeable pavements, and 

water treatment systems (Chocat, 2008; Davis, 2008, 2005). 

The hydrological performance of SUDS devices relies, in part, on the infiltration capacity of 

soils, which in turn is dependent on the soil hydrodynamic properties, such as the water retention 

and permeability curves, initial water content, and the saturated hydraulic conductivity (Bockhorn 

et al., 2017; Rinderer and Seibert, 2012; Zhu et al., 2012). A proper quantification and modeling 

of water infiltration in SUDS is therefore of prime importance. The models developed for water 

infiltration may be either empirical or theoretical, like Richard’s, Philip, Meyer and Warrick's, 

Brooks and Corey's, Gardner, Brutsaert, Haverkamp models (Angulo-Jaramillo et al., 2016; 

Marinoschi, 2006). Among these approaches, the conceptual physically-based Green-Ampt model 

has been the subject of several investigations (Warrick and Broadbridge, 1992) and is widely used 

for the modeling of SUDS. For instance, the Green-Ampt approach is incorporated in the widely 

used SWMM software package, among other options including the Hortonian or the Curve-

Number infiltration models, to simulate water infiltration into SUDS (Roesner, 2009; Rossman, 

2010). However, these modeling tools are far from perfect, especially regarding the description of 

the effects of base and sub-base layers on the infiltration processes (Hilten et al., 2008). The newly 

added low-impact development (LID) module in SWMM Version 5.1 aimed to improve the 

simulation of the stormwater management performance of various types of LID practices. There 
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is also an increasing emphasis on the development and use of physical process-based models to 

improve the modeling of infiltration systems (Carbone et al., 2015).  

Numerical solving of the Richards equation has been developed for decades to predict water 

infiltration processes in many contexts, including the investigation of SUDS hydraulic 

performance (Tedoldi et al., 2016). HYDRUS is perhaps the best-known software for solving the 

Richards equation, allowing for many types of initial and boundary conditions and types of soils 

(Radcliffe and Simunek, 2018). The HYDRUS suite has been widely used in the literature for the 

description of the hydraulic behavior of various types of LID practices (Brunetti et al., 2016; Hilten 

et al., 2008; Li and Babcock, 2015; Newcomer Michelle E. et al., 2014; Osman, 2013; Palla et al., 

2009). However, HYDRUS requires knowledge of the entire unsaturated hydraulic properties of 

soils, requiring the prior characterization of soils with hydraulic methods like the Beerkan 

estimation of soil transfer parameters (BEST) method (Angulo-Jaramillo et al., 2016; Bouarafa et 

al., 2019; Di Prima et al., 2020; Kanso et al., 2018; Lassabatère et al., 2006). Such a requirement 

drastically increases the level of complexity of these models and requires a large amount of specific 

data, precluding their use by decision-makers, designers, and practitioners. Consequently, there is 

a need for physically-based models that are easy to use and require less effort for calibration, based 

on data relatively easy to collect and monitor (e.g., water levels and fluxes). The availability of 

such models is critical for urban water management practitioners in current and future cities. With 

this aim, Bonneau et al. (2021) implemented a physically-based simplified model for the prediction 

of water fluxes in bioretention systems (named here CH1 – CH stands for Canoe-Hydrobox, 

Hydrobox being the LID module integrated into the Canoe software, see Chocat (2013)). This 

model was designed to avoid over-parametrization and simulate hydraulic fluxes in the 

bioretention system after calibration using two contrasting rainfall events. This model predicts the 

following variables: water infiltration at the soil surface, soil water storage, vertical gravity-driven 

infiltration in the filter media, exfiltration, underdrain, and outflow fluxes. However, the results 

from this study proved that some parts of physics were not properly represented, and that 

improvement was still needed (Bonneau et al., 2021). These authors related these inconsistencies 

to the inaccurate quantification of the infiltration component, among others. 

The aim of the present study was therefore to improve the relationship between the infiltration 

rate, on the one hand, and the hydraulic gradient, hydric conditions, and soil hydraulic parameters, 

on the other, to better capture the variability of infiltration components, by proposing and 
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validating three alternatives for the modeling of the infiltration in urban soils. A set of two 

physically-based models, CH2 and CH3 were designed as improvements of CH1 for water 

infiltration in SUDS. The three models (CH1, CH2, and CH3) were assessed regarding their 

capability to predict infiltration fluxes accurately. The three models consider Darcy’s law as their 

basis but differ in their ways of computing the equivalent hydraulic gradient and the equivalent 

hydraulic conductivity. These models were tested against both numerically generated data 

(simulation with Hydrus software of infiltration for different synthetic soils and initial saturation 

degrees) and real experimental data (real infiltration runs performed in the field). The models were 

assessed concerning their capability to fit the synthetic and real infiltration data, comply with the 

physics governing water infiltration into soils, and provide accurate estimates of hydraulic 

parameters (e.g., saturated hydraulic conductivity) when used in the inverse mode. The final goal 

of this study is to give insight into the selection of the best model with regard to the modeling of 

water infiltration into soils, before their implementation into the broader numerical platform for 

the design and evaluation of SUDS.  

3.3.  Theoretical analysis  

3.3.1.  Water infiltration into soils  

Infiltration at the soil surface and water redistribution in the soil are ruled by the Richards 

equation (Equation 3-1c) that combines Darcy’s law (Equation 3-1a) with the mass conservation 

equation (Equation 3-1b): 

𝑞 = −𝐾(𝜃) (1 +
𝜕ℎ

𝜕𝑧
 )  

(3-1a) 

𝜕𝜃

𝜕𝑡
= −

𝜕𝑞

𝜕𝑧
 (3-1b) 

𝜕𝜃

𝜕𝑡
=
𝜕

𝜕𝑧
(𝐾(𝜃) (1 +

𝜕ℎ

𝜕𝑧
 )) (3-1c) 

Where 𝑞 (L T-1) stands for the water flux, ℎ (L) for the water pressure head, 𝜃 (L3 L-3) for the water 

content, and 𝐾(𝜃) (L T-1) for the unsaturated hydraulic conductivity. Solving Equation (3-1c) 

requires the knowledge of the hydraulic functions, i.e. the water retention curve and the unsaturated 

hydraulic conductivity. Several models were developed for these functions (Angulo-Jaramillo et 

al., 2016). The van Genuchten (1980) model with the Mualem condition 𝑚 = 1 −
1

𝑛
 is often 
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considered for the description of the water retention curve, where 𝑚 (-) and 𝑛 (-) are hydraulic 

shape factors. The Mualem (1976) model for unsaturated hydraulic conductivity is also among the 

most frequently used models. These models are as follows: 

𝜃(ℎ) = 𝜃𝑟 + (𝜃𝑠 − 𝜃𝑟)(1 + (𝛼ℎ)
𝑛)−𝑚 

(3-2a) 

𝐾(𝑆𝑒) = 𝐾𝑠 𝑆𝑒
𝑙 (1 − (1 − 𝑆𝑒

1
𝑚)

𝑚

)

2

 
(3-2b) 

Where 𝑆𝑒 =
(𝜃−𝜃𝑟)

(𝜃𝑠−𝜃𝑟)
 (-) is the saturation degree, 𝜃𝑟 (L3 L-3) and 𝜃𝑠 (L

3 L-3) stand for the residual 

and the saturated water contents, α (L) is the scale parameter for the water pressure head, 𝐾𝑠 (L T-

1) is the saturated hydraulic conductivity, 𝑛, 𝑚 = 1 −
1

𝑛
 and 𝑙 (-) are hydraulic shape parameters. 

Solving Equation (3-1) for given water retention and hydraulic conductivity functions allows the 

determination of flow variables, leading to the type of results described in Figure (3.1 a-c) for the 

case of water infiltration into a uniform profile with uniform initial water contents and water 

pressure heads and for a constant water pressure head imposed at the soil surface. Figure (3.1 a-c) 

describes the typical features of variables during water infiltration into homogeneous soils, 

including the water pressure head Figure (3.1 a) and the water content Figure (3.1 b) profiles 

describing the wetting front displacement through the soil profile, and the infiltration rate and the 

cumulative infiltration Figure (3.1 c) describing water infiltration at the soil surface. 
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Figure (3.1): CH models developments: first row: physical principles of water infiltration based on the illustration 

with numerically generated data (from left to right, pressure head and water content profiles and infiltration rate, q, 

and cumulative infiltration, I, at the soil surface); second row: the case of the Green-Ampt model (from left to right, 

simplification of the water pressure head profile, the water content profile, and computations of fluxes with Darcy’s 

law), third row: same illustration for the CH1 model, 4th row: same illustrations for the CH2 & CH3 models. (where 

ℎ𝑎 is the water pressure head on upper soil, 𝑍𝑓 is the wetting front position, ℎ𝑤 is the water pressure head present in 

the soil, ℎ𝑖  is the initial water pressure head, 𝜃𝑠, the saturated water content, 𝜃𝑖  the initial water content, 𝜃𝑒𝑞  the 

equivalent water content, 𝑍𝑠𝑜𝑖𝑙 , the soil depth, 𝑉𝑤 is the volume of water present in the soil) 

At the beginning, the difference in water pressure head ∆ℎ = ℎ𝑎 − ℎ𝑖    between the surface and 

the soil applies on a very thick soil layer, above the wetting fronts positioned at small depths, 𝑧𝑓 

(Figure 3.1 a). The capillary part of the hydraulic gradient 
𝜕ℎ

𝜕𝑧
≈

∆ℎ

𝑍𝑓
 then takes very large values 
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close to infinity. With time, the wetting front moves downwards thus increasing the depth of the 

wetting front 𝑧𝑓 and then decreasing the capillary part of the hydraulic gradient. Given that the 

gravity part of the hydraulic gradient remains the same, i.e., 1, the total hydraulic gradient follows 

the same decreasing trend. For very long times, when the wetting front reaches quasi-infinite 

values, 𝑧𝑓 → +∞, the capillary part of the hydraulic gradient tends towards zero, 
𝜕ℎ

𝜕𝑧
≈

∆ℎ

𝑍𝑓
→ 0  

and, consequently, the hydraulic gradient tends towards unity, meaning that the infiltration tends 

towards 𝐾𝑠. Consequently, the infiltration rate decreases from infinity to the value of the saturated 

hydraulic conductivity at steady state, Figure (3.1 c), 𝑞(𝑧 = 0, 𝑡 = +∞) = 𝐾𝑠, giving the 

cumulative infiltration, 𝐼(𝑡), its specific shape with a concave part for the transient state followed 

by a linear part for the steady state (Figure 3.1 c). These features result from the principles of the 

physics of water infiltration into homogeneous soils (Angulo-Jaramillo et al., 2016; Lassabatere et 

al., 2009).  

3.3.2.  Design of the proposed sets of infiltration models  

Numerically solving Richards equation predicts flow and the water flux 𝑞(𝑧, 𝑡) continuously 

along the whole soil profile, with no restriction in terms of depth limits and spatial precision, 

provided that numerical options (mesh, boundary conditions, etc.) are properly chosen (Radcliffe 

and Simunek, 2018). Conversely, the model developed by Bonneau et al. (2021) is based on the 

reservoir approach, assimilating the soil profile to a block of given depth, 𝑧𝑠𝑜𝑖𝑙 (L), and a given 

area at the surface, A=1 𝑚2 (L2) (Figure 3.1 g-l). The water flux 𝑞(𝑡) (L T-1) is averaged at the 

scale of the block and related to an equivalent hydraulic gradient, 𝑖𝑒𝑞 (L L-1), and equivalent 

hydraulic conductivity, 𝐾𝑒𝑞 (L T-1): 

𝑞(𝑡) = −𝐾𝑒𝑞𝑖𝑒𝑞 (3-3) 

Assumptions and options for the choice of the block of soil (value of 𝑧𝑠𝑜𝑖𝑙) provide several 

expressions of 𝐾𝑒𝑞 and 𝑖𝑒𝑞 depending on the considered model. Those assumptions allow us to 

relate the averaged infiltration rate, 𝑞(𝑡) to the cumulative infiltration at the surface, 𝐼(𝑡) (L), 

leading to the definition of a characteristic function 𝑞(𝐼). The Green and Ampt model is also based 

on the same approach but with specific definitions of 𝐾𝑒𝑞 and 𝑖𝑒𝑞. The design of 𝐾𝑒𝑞 and 𝑖𝑒𝑞 and 

the characteristic function 𝑞(𝐼) are described for all the models in the dedicated part. 
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3.3.2.1.1.  Hydraulic conductivity, 𝑲𝒆𝒒  

For the hydraulic conductivity, 𝐾𝑒𝑞 is either equal to the saturated hydraulic conductivity, 𝐾𝑒𝑞 =

𝐾𝑠, like for the Green and Ampt model (Green and Ampt, 1911), or is equal to the unsaturated 

hydraulic conductivity 𝐾𝑒𝑞 = 𝐾(𝑆𝑒) ≤ 𝐾𝑠, needing the quantification of the saturation degree 𝑆𝑒at 

the scale of the soil block.  

In this study, we consider the approach implemented by Bonneau et al. (2021) for the estimation 

of the profile averaged saturation degree, 𝑆𝑒,𝑒𝑞. These authors considered that the total volume of 

water present in the profile 𝑉𝑤,𝐴 (L3) could be converted into an equivalent volume of water, 𝑉𝑤,𝐵 

(L3) in the same profile with a homogeneous saturation degree 𝑆𝑒,𝑒𝑞 (-) Figure (3.1 h). Then, at 

any time t, the total water content 𝜃 (L3 L-3) in the profile is computed as the sum of the initial 

water content and the contribution of infiltration from the surface see Figure (3.1 h): 

𝜃 = 𝜃𝑖 +
𝑉𝑤𝑎𝑑𝑑𝑒𝑑
𝐴 𝑧𝑠𝑜𝑖𝑙

  
(3-4) 

Where 𝜃𝑖 (L
3 L-3) corresponds to the initial water content (assumed homogeneous over the entire 

soil depth), and 𝑉𝑤𝑎𝑑𝑑𝑒𝑑 (L3) to the volume of water added to the soil block due to the water 

infiltration at the surface. In this study, we consider no fluxes at the base of the soil block.  

To go further, 𝑉𝑤𝑎𝑑𝑑𝑒𝑑 can be easily related to the cumulative infiltration 𝐼 (L) in the equation (3-

4), considering that it corresponds to 𝑉𝑤𝑎𝑑𝑑𝑒𝑑 divided by the infiltration surface, i.e., 𝐼 =
𝑉𝑤𝑎𝑑𝑑𝑒𝑑

𝐴
 , 

leading to: 

𝜃 = 𝜃𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙
 

(3-5) 

and thus one obtains the following expression for the saturation degree, 𝑆𝑒,𝑒𝑞: 

𝑆𝑒,𝑒𝑞 = 𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑟)
 

(3-6) 

Where 𝑆𝑒,𝑖 (-) stands for the initial saturation degree. Then, the equivalent saturation degree, 𝑆𝑒,𝑒𝑞, 

can be injected into the hydraulic conductivity function as defined by the Mualem (1976) model, 

𝐾(𝑆𝑒) (Equation 3-2 b), to compute the hydraulic conductivity 𝐾𝑒𝑞,𝐶𝐻1  (L T-1) as a function of the 

cumulative infiltration 𝐼:  

𝐾𝑒𝑞,𝐶𝐻1(𝐼) = 𝐾𝑠 (𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑟)
)
𝑙

(1 − (1 − (𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑟)
)

1
𝑚
)

𝑚

)

2

 
(3-7) 
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For the specific case of the saturation degree description with the equation (3-6). The subscript 

“CH1” in 𝐾𝑒𝑞,𝐶𝐻1(𝐼) refers to the fact that this function was developed for the design of the CH1 

model.  

Considering the case of no leakage at the base of the soil block, the volume of water added to 

the soil block cannot exceed the volume of voids initially filled with air and thus available for the 

water entering the soil block, i.e., 𝐴 𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑖). The maximum infiltration corresponds to, 

𝐼𝑚𝑎𝑥 = 𝑍𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑖), and no quantities should be computed for larger cumulative infiltration, 

𝐼 > 𝐼𝑚𝑎𝑥, corresponding to the saturation degrees 𝑆𝑒 > 1 (which is meaningless with regard to the 

principles of soil physics).  

3.3.2.2.  Hydraulic gradient, 𝒊𝒆𝒒 

Green-Ampt model: 

The Green and Ampt (1911) model considered the saturated region of the soil between the 

surface and the position of the wetting front to compute the hydraulic gradient over this region 

(Figure 3.1 d-e). At the surface, the water pressure head corresponds to the value imposed at the 

soil surface, ℎ𝑎. If one considers infiltration experiments, ℎ𝑎 corresponds to the water height in 

the ring. Just below the wetting front, the water pressure head corresponds to the initial water 

pressure head ℎ𝑖. Then, the difference in the water pressure head can be considered, ∆ℎ = ℎ𝑎 −

 ℎ𝑖 (L), and the equivalent hydraulic gradient 𝑖𝑒𝑞,𝐺𝐴  (L L-1) can be easily computed from the 

gravity-driven (+1) and capillary-driven gradient, 
𝜕ℎ

𝜕𝑧
≈ 

∆ℎ

𝑧𝑓
, where 𝑧𝑓 (L) corresponds to the depth 

of the wetting front: 

𝑖𝑒𝑞,𝐺𝐴 = 1 +
∆ℎ

𝑧𝑓
 

(3-8) 

The replacement of the position of the wetting front as a function of the cumulative infiltration, 

𝑧𝑓 =
𝐼

∆𝜃
 (mass conservation), leads to the following final expression: 

𝑖𝑒𝑞,𝐺𝐴(𝐼) = 1 +
∆𝜃∆ℎ

𝐼
 

(3-9a) 

𝑖𝑒𝑞,𝐺𝐴(𝐼) = 1 +
(𝜃𝑠 − 𝜃𝑖) (ℎ𝑎 − ℎ𝑖)

𝐼
 

(3-9b) 

CH1 model and related hydraulic gradient: 
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The CH1 model developed by Bonneau et al. (2021) computes the hydraulic gradient between 

the surface and the lower depth of the soil column, 𝑧𝑠𝑜𝑖𝑙. The water pressure head gradient 
𝜕ℎ

𝜕𝑧
 

considers that the water pressure head is fixed at the surface at ℎ𝑎 and that the water pressure head 

at the lower boundary is in equilibrium with the column of water above. In other words, the water 

in the profile is allowed to drain till the lower boundary at 𝑧 = 𝑧𝑠𝑜𝑖𝑙, and to form a saturated zone 

with a specific height ℎ𝑤 imposing the lower water pressure head Figure (3.1 h). These 

assumptions were considered for coarse materials, like in the base of bioretention systems, with 

water drainage and storage layers. Then, the depth of saturated soil is computed from the total 

quantity of water in the profile 𝑉𝑤 (L3) and the saturated water content, 𝜃𝑠 , considering a stepwise 

distribution into the profile for water content 𝜃(𝑧) Figure (3.1h): 

𝑉𝑤(𝑡)  = 𝐴∫ 𝜃(𝑧, 𝑡)𝑑𝑧
𝑍𝑠𝑜𝑖𝑙

0  

  = 𝐴∫ 𝜃𝑠𝑑𝑧
ℎ𝑤(𝑡)

0  

  ≈ 𝐴 ℎ𝑤(𝑡) 𝜃𝑠   
(3-10) 

Equation (3-10) is an approximation since it considers that the water content above the saturated 

zone is negligible and that all the water present in the profile saturates the soils over the depth ℎ𝑤. 

The depth ℎ𝑤 (L) can then be easily derived from the volume of water, 𝑉𝑤: 

ℎ𝑤 ≈
𝑉𝑤(𝑡)

𝐴𝜃𝑠
 

(3-11) 

Then, the volume 𝑉𝑤 is equal to the initial volume added with the volume of infiltrated water, 

leading to: 

𝑉𝑤(𝑡) = 𝐴 𝑍𝑠𝑜𝑖𝑙  𝜃𝑖 + 𝐴 𝐼(𝑡) 
(3-12) 

ℎ𝑤(𝑡) =
𝑉𝑤(𝑡)

𝐴𝜃𝑠
=
𝐴 𝑧𝑠𝑜𝑖𝑙 𝜃𝑖 + 𝐴 𝐼(𝑡)

𝐴𝜃𝑠
 (3-13) 

ℎ𝑤(𝑡) =
𝜃𝑖
𝜃𝑠
𝑧𝑠𝑜𝑖𝑙 +

𝐼(𝑡)

𝜃𝑠
 (3-14) 

Then, the equivalent hydraulic gradient, 𝑖𝑒𝑞,𝐶𝐻1(𝑡) (L L-1), can be computed by dividing the 

difference in water pressure head ∆ℎ = ℎ𝑎 − ℎ𝑤 (L) by the total distance 𝑧𝑠𝑜𝑖𝑙 (L) Figure (3.1), 

leading to: 

𝑖𝑒𝑞,𝐶𝐻1(𝑡)  = 1 +
ℎ𝑎 − ℎ𝑤(𝑡)

𝑧𝑠𝑜𝑖𝑙
 

(3-15) 

𝑖𝑒𝑞,𝐶𝐻1(𝑡)  = 1 + (
ℎ𝑎
𝑍𝑠𝑜𝑖𝑙

−
𝜃𝑖
𝜃𝑠
−

𝐼(𝑡)

𝑍𝑠𝑜𝑖𝑙  𝜃𝑠
) 

(3-16a) 
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𝑖𝑒𝑞,𝐶𝐻1(𝐼)  = 1 + (
ℎ𝑎
𝑍𝑠𝑜𝑖𝑙

−
𝜃𝑖
𝜃𝑠
−

𝐼

𝑍𝑠𝑜𝑖𝑙  𝜃𝑠
) 

(3-16b) 

Again, Equation (3-16) is valid as long as there are no water leaks at the lower boundary of the 

soil block. Otherwise, additional fluxes should be added to the expression of ℎ𝑤(𝑡). 

Alternative hydraulic gradient for CH2 and CH3: 

The water pressure head gradient previously computed for the CH1 model may lead to 

(
ℎ𝑎

𝑍𝑠𝑜𝑖𝑙
−

𝜃𝑖

𝜃𝑠
−

𝐼

𝑍𝑠𝑜𝑖𝑙 𝜃𝑠
) ≤ 0, meaning a hydraulic gradient lower than unity, 𝑖𝑒𝑞≤ 1 (see equation (3-

16)). This implies that the infiltration rate may be lower than the gravity-driven infiltration, which 

is meaningless with regard to the physics of water infiltration into soils. Two enhanced CH2 and 

CH3 models are developed as alternative ways for the quantification of the hydraulic gradient. As 

previously assumed for CH1, the water initially present in the soil profile is still allowed to drain 

and create a saturated zone of a depth of ℎ𝑤,𝑖 at time zero. However, the computation of the initial 

water pressure head at the surface and over the profile, ℎ𝑖, was modified. In this new version, ℎ𝑖 

(L) equates to the initial isostatic water pressure head, and then relates to the initial water pressure 

head at the base of the soil block, ℎ𝑤,𝑖 (L), leading to: 

ℎ𝑖 = −(𝑧𝑠𝑜𝑖𝑙 − ℎ𝑤,𝑖) 
(3-17) 

ℎ𝑖 = 𝑧𝑠𝑜𝑖𝑙 (
𝜃𝑖 − 𝜃𝑠
𝜃𝑠

) 
(3-18) 

∆ℎ = (ℎ𝑎 − ℎ𝑖) 
(3-19) 

∆ℎ = ℎ𝑎 + 𝑧𝑠𝑜𝑖𝑙 (
𝜃𝑠 − 𝜃𝑖
𝜃𝑠

) 
(3-20) 

To compute the hydraulic gradient, we divide the difference of water pressure head ∆ℎ with the 

position of the wetting front, as suggested by Green and Ampt (1911), instead of the soil block 

depth 𝑧𝑠𝑜𝑖𝑙. This leads to the following expressions: 

𝑖𝑒𝑞,𝐶𝐻2−3(𝑡)  = 1 +
ℎ𝑎 + 𝑧𝑠𝑜𝑖𝑙  (

𝜃𝑠 − 𝜃𝑖
𝜃𝑠

) 

𝑧𝑓(𝑡)
 

(3-21) 

𝑖𝑒𝑞,𝐶𝐻2−3(𝑡)  = 1 +
[ℎ𝑎 + 𝑧𝑠𝑜𝑖𝑙  (

𝜃𝑠 − 𝜃𝑖
𝜃𝑠

)] (𝜃𝑠 − 𝜃𝑖)

𝐼(𝑡)
 

(3-22a) 

𝑖𝑒𝑞,𝐶𝐻2−3(𝐼)  = 1 +
[ℎ𝑎 + 𝑧𝑠𝑜𝑖𝑙  (

𝜃𝑠 − 𝜃𝑖
𝜃𝑠

)] (𝜃𝑠 − 𝜃𝑖)

𝐼
 

(3-22b) 
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In Equations (3-22a) and (3-22b), the position of the wetting front 𝑧𝑓 is replaced by its 

expression as a function of cumulative infiltration, i.e., 𝑧𝑓(𝑡) =
𝐼(𝑡)

(𝜃𝑠−𝜃𝑖)
. 

3.3.2.3.  Summary of the set of models 

CH1 model: The equivalent hydraulic conductivity is taken as the unsaturated hydraulic 

conductivity, 𝐾𝑒𝑞,𝐶𝐻1(𝐼) as defined by the Equation (3-7), and the hydraulic gradient, 𝑖𝑒𝑞,𝐶𝐻1(𝐼), 

as defined by the Equation (3-16). 

New CH2 model: The CH2 model considers only the change in hydraulic gradient, 𝑖𝑒𝑞,𝐶𝐻2−3(𝐼), 

as defined by the Equation (3-22), instead of 𝑖𝑒𝑞,𝐶𝐻1(𝐼), while the equivalent hydraulic 

conductivity remains defined by the unsaturated hydraulic conductivity 𝐾𝑒𝑞,𝐶𝐻2(𝐼) = 𝐾𝑒𝑞,𝐶𝐻1(𝐼) 

using the Equation (3-7). 

New CH3 model: The hydraulic gradient relies on the alternative function 𝑖𝑒𝑞,𝐶𝐻2−3(𝐼) defined 

by Equation (3-22), like the CH2 model, whereas the equivalent hydraulic conductivity is fixed at 

the saturated hydraulic conductivity, 𝐾𝑒𝑞,𝐶𝐻3(𝐼) = 𝐾𝑠. 

Once the options are selected for the equivalent hydraulic conductivity, 𝐾𝑒𝑞, and hydraulic 

gradient, 𝑖𝑒𝑞, all the models define the infiltration rate as the product of 𝐾𝑒𝑞and 𝑖𝑒𝑞, leading to the 

function 𝑞(𝐼) . 

3.4.  Material and methods 

The verification of the CH models was performed using both simulated and experimental data. 

Regarding the comparison against numerically generated data, the predictions by the CH models 

were compared with the numerical data obtained by solving Richards’ equations for different 

scenarios (soils and initial saturation degrees). In addition, the analytical features of the CH models 

were discussed regarding the physics of water infiltration into soils. For the validation using 

experimental data, the CH models were fitted to water infiltration data obtained with the single-

ring procedure (Angulo-Jaramillo et al., 2016), and the quality of the fits and the plausibility of 

estimates were discussed.  

3.4.1.  Field Experiments 

The experimental data involve six infiltration tests realized on vegetated soils with a large ring 

infiltrometer that is under development within the framework of the INFILTRON project 
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(www.infiltron.org). The ring, 50 cm in diameter, was directly inserted into the ground (5cm 

insertion), and a constant height of water between 5 and 10 cm was imposed in the ring, 

corresponding to a water pressure head of approximately ℎ𝑎 ≈ 0.1 m. Two big reservoirs located 

nearby supplied the water needed to maintain constant the level of water in the ring (Figure 3.2). 

The operators monitored the drop in water level in the reservoirs to measure the infiltration rates. 

The cumulative infiltrations were then deduced by dividing the volume of infiltrated water by the 

ring surface. These experiments were performed at two different but comparable sites Figure (3.2), 

on the campus of the ENTPE located in Vaulx-en-Velin (Lyon, France). More details on the 

characterization of the loamy soil may be found in previous works (Concialdi et al., 2020). 

 

Figure (3.2): Picture of the field and experimental device; large ring infiltrometer with two large reservoirs 

We also sampled the soil to get the value of the initial water content and the soil bulk density, 

leading to the following derivations of initial water content and porosity:  

i. ENTPE 1 site: The initial averaged water content value was measured at 0.31. The dry bulk 

density was measured at 1.24 g cm-3, which corresponds to a value of porosity of 53.1%, 

assuming the by-default value of the mineral density, i.e., 2.65 g cm-3. 

ii. ENTPE 2 site: The initial averaged water content value was measured at 0.40. The dry bulk 

density was measured at 1.28 g cm-3, which corresponds to a value of porosity of 51.7%, 

assuming the by-default value of the mineral density, i.e., 2.65 g cm-3. 

Given the large dimension of the ring (i.e., 50 cm in diameter), we consider that the lateral flux 

is negligible, this flux being proportional to the inverse of the ring radius (Smettem et al., 1994), 

and then expected to be negligible for our large ring. Consequently, we consider that the water 

infiltration is mainly 1D, instead of 3D, and that the data can be modeled by the proposed models, 

that were designed for 1D infiltration into soils. 
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3.4.2.  Numerically generation of data and numerical inversion with 

Hydrus 

We considered the numerically generated data as the reference since they are directly based on 

the numerical solving of Richards equation Equation (3-1) without any simplification. In this 

study, we modeled 1D vertical infiltration processes with HYDRUS-1D software (Šimůnek and 

van Genuchten, 2008). For a thorough test, the models were evaluated considering twelve typical 

synthetic soils with contrasting hydraulic behaviors from the Carsel and Parrish database (Carsel 

and Parrish, 1988). Their water retention and hydraulic conductivity curves are described by 

Equation (3-2) and related hydraulic parameters are listed in Table (3.1). 

 

 

 

 

 

 

Table (3.1): Van Genuchten-Mualem (VG-M) and related hydraulic parameters for the twelve studied synthetic 

soils (Carsel and Parrish, 1988) 

Soil Texture 
𝜃𝑟   

[𝑐𝑚3 𝑐𝑚−3]  

 𝜃𝑠  

[𝑐𝑚3 𝑐𝑚−3] 

𝛼  

[𝑚𝑚−1]   
n 

𝐾𝑠  

[𝑚𝑚 ℎ−1]  
𝑙 

Sand 0.045 0.43 1.45E-02 2.68 2.97E+02 0.5 

Loamy Sand 0.057 0.41 1.24E-02 2.28 1.46E+02 0.5 

Sandy loam 0.065 0.41 7.50E-03 1.89 4.42E+01 0.5 

Loam 0.078 0.43 3.60E-03 1.56 1.04E+01 0.5 

Silt 0.034 0.46 1.60E-03 1.37 2.50E+00 0.5 

Silt loam 0.067 0.45 2.00E-03 1.41 4.50E+00 0.5 

Sandy Clay Loam 0.10 0.39 5.90E-03 1.48 1.31E+01 0.5 

Clay loam 0.095 0.41 1.90E-03 1.31 2.60E+00 0.5 

Silty Clay Loam 0.089 0.43 1.00E-03 1.23 7.02E-01 0.5 

Sandy Clay 0.10 0.38 2.70E-03 1.23 1.20E+00 0.5 

Silty Clay 0.07 0.36 5.00E-04 1.09 2.00E-01 0.5 

Clay 0.068 0.38 8.00E-04 1.09 2.00E+00 0.5 
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The water infiltration was computed considering a numerical domain of 2.5 m deep for all the 

soils, with a step discretization of 5 mm. We considered a constant water pressure head of 5 mm 

at the soil surface and uniform initial water contents and water pressure heads, with several values 

to mimic contrasting scenarios (initially dry or wet soils). The lower boundary was designed as 

free drainage and is usually considered for an unsaturated soil profile with small depths (Šimůnek, 

2006; Šimůnek and van Genuchten, 2008). The time steps were managed with the Hydrus adaptive 

method, considering a minimum time step fixed at values between 10-9 and 10-3 minutes depending 

on the soil and the difficulty of convergence. The total time was designed to allow the numerical 

modeling of water infiltration until the attainment of the lower boundary of the numerical model. 

More details regarding the numerical modeling may be found in previous studies (Bouarafa et al., 

2019; Lassabatère et al., 2006). 

For the inverse method, we reduced the number of parameters to two, in order to avoid non-

uniqueness and equifinality (Pollacco et al., 2013; Šimůnek and van Genuchten, 1997), by 

inverting the value of the saturated hydraulic conductivity, 𝐾𝑠, and the value of the scale parameter 

for the water pressure head, 𝛼. The shape parameter 𝑛 was fixed at the value of loamy soils, 𝑛 =

1.56, since this value represents an average value among all types of soils. The shape parameter 

𝑚 was then deduced considering that 𝑚 = 1 −
1

𝑛
. The shape parameter 𝑙 was fixed at its default 

value, 𝑙 = 0.5. Lastly, the residual water content was considered null and the saturated water 

content was equaled to the soil porosity. The fitting procedure implemented in HYDRUS-1D was 

then applied (Šimůnek and van Genuchten, 2008). Hydrus software considers an objective function 

defined as the sum of the square errors and minimizes the objective function by using the 

Levenberg-Marquardt nonlinear optimization method (Simůnek et al., 2009). 

3.4.3.  Inverse modeling using CH and GA models 

The inverse modeling approach was used to fit the studied models, including the GA model and 

the proposed CH models to the experimental data and to determine the related hydraulic parameters 

and the soil properties. Solving the inverse problem consists of the optimization of an objective 

function that corresponds to minimizing the difference between observed and simulated values. In 

this study, we considered the NSE Sutcliffe Efficiency coefficient (NSE) which is defined as 

follows: 
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𝑁𝑆𝐸 = 1 −
∑ (𝑂𝑖 − 𝑆𝑖)

2𝑛
𝑖=1

∑ (𝑂𝑖 − 𝑂)
2𝑛

𝑖=1

  (3-23) 

Where 𝑂𝑖 and 𝑆𝑖 are the observed and simulated values, respectively, n is the total number of paired 

values, 𝑋 refers to the mean of the variable X. In this study, we used the Monte Carlo optimization 

technique. This technique consists of generating a random sample of 1 million sets of parameters 

(based on plausible intervals of values), computing the NSE objective function for all the sets, and 

selecting the “best one”, i.e., the set of the parameter that maximizes the NSE function (Eckhardt, 

1987). Note that the maximization of the NSE objective function corresponds to the minimization 

of the distance between the observed and the simulated data.  

For the fits of CH and GA models, we considered two options: (i) optimization of 𝐾𝑠, the other 

parameters being derived from field measures or fixed a priori, (ii) optimization of more 

parameters to allow better fits.  

The GA model has the following input parameters: the difference in water content, ∆𝜃 = 𝜃𝑠 −

𝜃𝑖, the difference in water pressure head between the ring and the soil profile before water 

infiltration, ∆ℎ = ℎ𝑎 − ℎ𝑖 , and the saturated hydraulic conductivity, 𝐾𝑠. As a first step, we only 

optimized the saturated hydraulic conductivity, ∆𝜃 = 𝜃𝑠 − 𝜃𝑖  being deduced from the field 

measures, and ∆ℎ = ℎ𝑎 − ℎ𝑖 being deduced from the estimation of the initial water pressure head, 

ℎ𝑖. The value of ℎ𝑖 was deduced from the initial saturation degree considering Equation (3-2a) for 

the case of a loamy soil (𝛼 = 3.6 10−3 mm-1 and 𝑛 = 1.56). For the second option, we also 

optimized the value of ℎ𝑖 to improve the model fits. 

Regarding the CH models, CH1 and CH2 models depend on residual and saturated water 

contents, 𝜃𝑟 and 𝜃𝑠, the saturated hydraulic conductivity, 𝐾𝑠, the shape parameters 𝑛 (or 

equivalently 𝑚) and 𝑙, the initial water content, 𝜃𝑖, and the water pressure head imposed at the soil 

surface, ℎ𝑎. The CH3 model involves fewer hydraulic parameters since the equivalent hydraulic 

conductivity is fixed at 𝐾𝑒𝑞 = 𝐾𝑠 implying that parameters 𝜃𝑟, 𝑛 and 𝑙 are no longer needed. Note 

that, by design, none of the CH models requires the scale parameter for water pressure head 𝛼. In 

addition to the hydraulic parameters, all the CH models have a specific parameter that corresponds 

to the depth of the soil profile, 𝑧𝑠𝑜𝑖𝑙. This last parameter may be varied to fit data but should remain 

high enough to allow the storage in the soil profile of the total amount of infiltrated water. That 

leads to the following condition: 𝑧𝑠𝑜𝑖𝑙 ≥
𝐼𝑡𝑜𝑡

(𝜃𝑠−𝜃𝑖)
. Otherwise, some observed cumulative infiltrations 
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may not be modeled by the CH models which provide predictions only over the following interval: 

𝐼 ∈ [0, 𝐼𝑚𝑎𝑥 = 𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑖)]. 

The first optimization option, option (i), involved the following simplifications aimed at reducing 

the number of parameters to estimate: the residual water content was fixed at zero, 𝜃𝑟 = 0, the 

saturated water content, 𝜃𝑠, was computed from the bulk density, the shape parameter 𝑛 was fixed 

at the value of loamy soils, 𝑛 = 1.56, and the shape parameter 𝑙 was fixed at its by-default value, 

𝑙 = 0.5, as for the case of numerical inversion (Hydrus). Then, we optimized only the remaining 

hydraulic parameter, i.e., 𝐾𝑠. For this first option, we assigned a large value to the CH model 

parameter 𝑧𝑠𝑜𝑖𝑙 = 10 m, to ensure that the soil profile was deep enough to store the total amount 

of infiltrated water and that the positions of the wetting fronts remained far above the lower limit 

of the soil profile. 

For the second option, option (ii), we varied more hydraulic parameters. We considered that the 

hydraulic parameters, 𝑛, and thus 𝑚, could be also optimized, for CH1 and CH2. For CH3, we 

allowed the initial water content, 𝜃𝑖, to be optimized in order to improve the fits. For these three 

models, we also allowed the parameter 𝑧𝑠𝑜𝑖𝑙 to be varied. 

Lastly, in addition to the NSE objective function that was used for the fits, additional criteria 

were also considered to assess the quality of fits and the alignment of CH models on experimental 

data or the numerically generated data (Hydrus). In addition to the NSE function, we considered 

the Normalized Root Mean Square Error, NRMSE, the P-Bias indicator, PBIAS, and the coefficient 

of determination, R2: 

𝑃𝐵𝐼𝐴𝑆 =

1
𝑛
∑ (𝑂𝑖 − 𝑆𝑖)
𝑛
𝑖=1

𝑂
 𝑁𝑅𝑀𝑆𝐸 =

√1
𝑛
∑ [𝑂𝑖 − 𝑆𝑖]2
𝑛
𝑖=1

√1
𝑛
∑ [𝑂𝑖 − 𝑂]

2𝑛
𝑖=1

 

 𝑅2 =
𝑐𝑜𝑣(𝑂, 𝑆)2

𝑉(𝑂) 𝑉(𝑆)
  

(3-24) 

All computations were done using R-free software. The scripts for the computation of results 

illustrated in Figure (3.6) can be downloaded online at https://zenodo.org/record/7190966 

(Lassabatere and Asri, 2022). 
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3.5.  Results and discussion 

3.5.1.  Comparison of the CH models to numerically generated data 

The simulated data with CH1 do not fit well with the synthetic infiltration rate curve (Figure 3.3 

a-i). The CH1 model predicted very small values, close to zero in comparison to the synthetic 

curves. The CH1 model provides values strictly positive but very low, which appear only when 

the scale of the x-axis is adapted. Consequently, this model is biased with a bias around 95-100% 

for most cases (Table (3.2), PBIAS for qCH1 model). This means that CH1 misses around 95-

100% of the average synthetic data. The other statistics of the CH1 model are very close to those 

corresponding to a null cumulative infiltration (Table (3.2), qCH1 versus 𝐼(𝑡) = 0). 
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Figure (3.3): Comparison of the data modeled with CH1, CH2, CH3, and GA models with the reference synthetic 

infiltration rates (Hydrus) as a function of the cumulative infiltration, for various types of soil and initial saturation 

degree. Data corresponds to the case of a 5 mm water pressure head imposed at the surface (ℎ𝑎 = 5 mm) and a uniform 

initial water content and water pressure head profiles. In the case of loam and silt at 𝑆𝑒𝑖  = 0.1, the GA model is out of 

the scale 

The CH2 model also provides much smaller values than the synthetic infiltration rate function 

Figure (3.3 a-i). The CH2 model gets closer to the reference synthetic curves for the sandy soils, 

in particular for the largest values of the initial saturation degrees Figure (3.3 b,c) or the loam at 

the largest initial saturation degree Figure (3.3 f). The large underestimation is confirmed by the 

very low values of the PBIAS for the CH2 models, with values in the range of 90-100% for the Silt 

soil, Table (3.2). The situation improves, in particular for the sandy soil, at the largest values of 
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the initial saturation degree (Table (3.2), Sand at 𝑆𝑒,𝑖 = 0.5 or 0.9). However, the CH2 model 

continues to underestimate the reference synthetic curve, with PBIAS values in the range of 35-

65%. For the case of sandy soil with an initial saturation degree of 0.9, the situation improves, 

reaching quite a good fit in Figure (3.3 c). The related values of NSE become positive (NSE = 0.52) 

and a small value for the NRMSE (NRMSE = 69.5%). However, this model presents a typical shape, 

with a substantial increase at the end of the cumulative infiltration, which does not comply with 

the physics of water infiltration into soils. In addition, it remains less accurate than the GA model. 

The CH3 model and the GA models present a shape in compliance with the physics of water 

infiltration into soils, with a decrease in the infiltration rate with the cumulative infiltration. The 

two models present good alignments with synthetic curves, in many situations. However, for other 

situations, the GA model performs very poorly, in particular for fine soils at low initial saturation 

degrees. Conversely, the CH3 model never deviates too much from the reference synthetic data. 

The comparison of the statistics of goodness of fit illustrates the robustness of the CH3 model (less 

variation between cases) and the better alignments in many cases (See Table 3.2). The alignment 

of the CH3 model is particularly accurate for the cases of the silt and the sand at 𝑆𝑒,𝑖 = 0.9, Figure 

(3.3 c, i) and Table (3.2). The development of CH3 based on reformulation of GA by rewriting hi 

by means of initial and final water contents and the soil depth, 𝑧𝑠𝑜𝑖𝑙, seems promising. 

Reformulating the GA model in such a way is compatible with the common “linear reservoir” 

models that are easily implemented in modeling tools.
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Table (3.2): Statistics of the goodness of fits (NSE, R2, NRMSE, and PBIAS) for the assessment of the capability of CH1, CH2, CH3, and GA models to fit the 

simulated infiltration rates for synthetic soils depicted in Figure 3.3 (considered as the reference). The lines highlighted in grey delineate the best models for each 

case. The value of the statistics corresponding to a perfect fit (model = observations) or to a model that provides only null values (I(t)=0 were added). 

  NSE 
NRMS

E % 

PBIAS 

% 
R2 NSE 

NRMS

E % 

PBIAS 

% 
R2 NSE 

NRMS

E % 

PBIAS 

% 
R2 

Perfect 

fit 
1 0 0 1 1 0 0 1 1 0 0 1 

  Sand at Sei = 0.1 Sand at Sei = 0.5 Sand at Sei = 0.9 

I(t) = 0 -1.28 151 -100 NA -1.45 157 -100 NA -1.72 165 -100 NA 

qCH1 -1.25 150 -98.5 0.11 -1.39 155 -97.6 0.15 -1.65 163 -98.1 0.14 

qCH2 -1.01 142 -78.6 0.05 -0.23 111 -62.7 0.38 0.52 69.5 -35.7 0.76 

qCH3 -293 17134 349 0.83 -97.3 990 183 0.79 -1.17 147 9.1 0.8 

qGA -25.8 517 97.5 0.83 -0.97 140 14 0.79 0.75 49.5 -14.8 0.8 

  Loam at Sei = 0.1 Loam at Sei = 0.5 Loam at Sei = 0.9 

I(t) = 0 -0.09 104 -100 NA -0.35 116 -100 NA -2.12 177 -100 NA 

qCH1 -0.08 104 -99.7 0.01 -0.35 116 -99.5 0.03 -2.08 175 -99 0.02 

qCH2 -0.08 104 -93.6 0 -0.28 113 -88.6 0 -0.25 112 -63.2 0.78 

qCH3 -10.1 333 316 0.91 -20.4 462 204 0.98 -4.07 225 41.7 0.96 

qGA -9.33E+03 9.65E+03 7.90E+03 0.91 -116 1081 451 0.98 -18.24 438 76.6 0.96 

  Silty clay loam at Sei = 0.1 Silty clay loam at Sei = 0.5 Silty clay loam at Sei = 0.9 

I(t) = 0 -0.02 101 -100 NA -0.08 104 -100 NA -0.57 125 -100 NA 

qCH1 -0.02 101 -99.9 0 -0.08 104 -99.8 0.02 -0.57 125 -99.6 0 

qCH2 -0.02 101 -98.2 0 -0.08 104 -96.2 0 -0.28 113 -84.6 0.52 

qCH3 0.79 45.6 130 0.83 -0.05 103 113 0.95 0.85 38.1 5.5 0.96 

qGA -1.55E+05 3.93E+04 7.33E+04 0.83 -233 1527 1284 0.95 -15.5 406 122.5 0.96 
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3.5.2.  Study of the consistency of the CH models concerning the physics 

The illustration of the models proved that they exhibit different types of shapes, in particular, the 

specific shapes of the CH1 and CH2 models. Conversely, the GA and CH3 models present a more 

usual shape with a decrease in the infiltration rate till stabilization when the steady state is reached 

in Figure (3.4 c,f, i,l). These shapes are in line with the physics of water infiltration into soils 

(Angulo-Jaramillo et al., 2016). Indeed, water infiltration is characterized by a decrease in the 

infiltration rate with time and the attainment of the value equal to the saturated hydraulic 

conductivity, 𝐾𝑠, at a steady state, as illustrated in Figure (3.1 c). Such a decrease results in a 

typical shape for the cumulative infiltration, with a concave shape followed by a linear part. 
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Figure (3.4): Study of the hydraulic gradient, 𝑖𝑒𝑞 , the hydraulic conductivity, 𝐾𝑒𝑞 , and the resulting function, q(I), 

for the four models (GA, CH1, CH2, and CH3), computation for the case of the synthetic loam defined by Carsel and 

Parish (1988), for an initial saturation degree of 𝑆𝑒,𝑖 of 0.1, 0.5, and 0.9 with a water top soil pressure head imposed 

as ℎ𝑎= 5 mm 

Conversely, for the CH1 model, the curve 𝑞𝐶𝐻1(𝐼) presents an increasing shape over a large part 

of the time interval (or equivalently cumulative infiltration interval) for the two lower values of 

the saturation degree interval (Figure (3.4 f), 𝑆𝑒,𝑖 = 0.1 & 𝑆𝑒,𝑖 = 0.5). This shape comes from its 

analytical features that can be characterized by considering the analytical expression of the 
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function 𝑞𝐶𝐻1(𝐼). This function can be retrieved directly considering 𝑞𝐶𝐻1(𝐼) = 𝐾𝑒𝑞,𝐶𝐻1(𝐼) ×

𝑖𝑒𝑞,𝐶𝐻1(𝐼) combining the equations (3-7) and (3-16): 

𝑞𝐶𝐻1(𝐼) = 𝐾𝑠 (𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑟)
)
𝑙

(1 − (1 − (𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙  (𝜃𝑠 − 𝜃𝑟)
)

1
𝑚
)

𝑚

)

2

× (1 + (
ℎ𝑎
𝑧𝑠𝑜𝑖𝑙

−
𝜃𝑖
𝜃𝑠
−

𝐼

𝑧𝑠𝑜𝑖𝑙  𝜃𝑠
 ))                                  

(3-25) 

Note that the Equation (3-25) must be restricted to the interval [0, 𝐼𝑚𝑎𝑥]. The values of 𝑞𝐶𝐻1(𝐼) 

can easily be computed at the lower and upper boundaries of the interval [0, 𝐼𝑚𝑎𝑥] to determine 

the two values between which the function 𝑞𝐶𝐻1(𝐼) varies. At the beginning of the infiltration, the 

cumulative infiltration is null 𝐼 =0, leading to:  

𝑞𝐶𝐻1(0) = 𝐾𝑠 𝑆𝑒,𝑖
𝑙 (1 − (1 − 𝑆

𝑒,𝑖

1
𝑚)

𝑚

)

2

× (1 + (
ℎ𝑎
𝑧𝑠𝑜𝑖𝑙

−
𝜃𝑖
𝜃𝑠
 ) )                                  

(3-26) 

Instead of taking infinite values, as required by the physics of water infiltration, the infiltration 

rate takes finite values and is even close to zero for very dry soils. Indeed, 𝑞𝐶𝐻1(0) tends towards 

zero when the initial saturation degree 𝑆𝑒,𝑖 → 0, since 𝐾𝑠 𝑆𝑒,𝑖
𝑙  (1 − (1 − 𝑆𝑒,𝑖

1

𝑚 )

𝑚

)

2

→ 0 while 1 +

(
ℎ𝑎

𝑍𝑠𝑜𝑖𝑙
−
𝜃𝑖

𝜃𝑠
)   → 1 + (

ℎ𝑎

𝑍𝑠𝑜𝑖𝑙
−
𝜃𝑟

𝜃𝑠
) , which remains bounded. Consequently, these small values for very 

small times (or, equivalently, cumulative infiltrations) are inconsistent with the physics of flow 

that imposes an infinite infiltration rate at small times (or, equivalently, cumulative infiltrations). 

At the opposite bound, 𝐼 = 𝐼𝑚𝑎𝑥 , the reservoir is full and the saturation degree equals unity. 

Consequently, the apparent hydraulic conductivity equals 𝐾𝑒𝑞 = 𝐾𝑠, while the equivalent 

hydraulic gradient takes the value of 𝑖𝑒𝑞 =
ℎ𝑎

𝑧𝑠𝑜𝑖𝑙
 , leading to: 

𝑞𝐶𝐻1(𝐼𝑚𝑎𝑥) = 𝐾𝑠 ×
ℎ𝑎
𝑧𝑠𝑜𝑖𝑙

                                  
(3-27) 

Again, the formulation of the value of the infiltration rate diverts from the regular values of 

infiltration rates corresponding to steady state, i.e., 𝑞+∞ = 𝐾𝑠. Another shortcoming of this 

formulation is that 𝑞𝐶𝐻1(𝐼𝑚𝑎𝑥) = 0, when the water pressure head imposed at the surface is null, 

ℎ𝑎 = 0, which is even more meaningless. In between those two values, the infiltration rate varies, 

following a non-monotonous variation depicted by Figure (3.4 d-f) with two opposing influences: 

an increase in the equivalent hydraulic conductivity Figure (3.4 e) and at the same time a decrease 

in the equivalent hydraulic gradient Figure (3.4 d). In the case of 𝑆𝑒,𝑖 = 0.1 or 0.5, the bulk variation 
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involves the first increase of 𝑞(𝐼), as the result of the increase in the hydraulic conductivity, 

followed by a decrease resulting from the decrease of the hydraulic gradient Figure (3.4 f). This 

type of shape is not in agreement with the expected decrease in infiltration rate with time. This 

trend is less marked when the initial saturation degree is 𝑆𝑒,𝑖 = 0.9, with a shape of 𝑞(𝐼) that defines 

a slight decrease with a concave shape Figure (3.4 f), (𝑆𝑒,𝑖 = 0.9), instead of the regular convex 

shape (Figure (3.1 c)). 

The disagreement between the CH1 model and the features required to comply with the physics 

of water infiltration is not that surprising. Bonneau et al. (2021) designed their models to represent 

the dynamic of outflow in bioretention systems. In these systems, a drain allows the rapid depletion 

of water in the structure, thus allowing for much more infiltration than the maximum stated here, 

𝐼𝑚𝑎𝑥 = 𝑍𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑖). As a consequence, the function 𝑞(𝐼) is always used far from the maximum 

limit 𝐼𝑚𝑎𝑥, and the observed shortcomings may not arise.  

A similar analysis may be done for the CH2 et CH3 models. The combination of the equivalent 

hydraulic conductivity 𝐾𝑒𝑞,𝐶𝐻2(𝐼), and hydraulic gradient 𝑖𝑒𝑞,𝐶𝐻2(𝐼), leads to the following 

expression: 

𝑞𝐶𝐻2(𝐼) = 𝐾𝑠 (𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑟)
)
𝑙

(1 − (1 − (𝑆𝑒,𝑖 +
𝐼

𝑧𝑠𝑜𝑖𝑙(𝜃𝑠 − 𝜃𝑟)
)

1
𝑚
)

𝑚

)

2

× (1 +
[ℎ𝑎 + 𝑧𝑠𝑜𝑖𝑙 (

𝜃𝑠 − 𝜃𝑖
𝜃𝑠

)] (𝜃𝑠 − 𝜃𝑖)

𝐼
 )                                   

(3-28) 

As previously explained above for the CH1 model, the equivalent hydraulic conductivity increases 

from 𝐾(𝑆𝑒,𝑖) at the beginning of the infiltration to 𝐾𝑠 at the end of the infiltration (Figure 3.4 h). 

The equivalent hydraulic gradient evolves from +∞ down to  1 + (
ℎ𝑎

𝑍𝑠𝑜𝑖𝑙
+
𝜃𝑠−𝜃𝑖

𝜃𝑠
). The combination 

of the two opposite trends (increase and decrease), leads to an initial decrease, followed by an 

increase, defining then a minimum value (Figure 3.4 i). However, it depends on the initial 

saturation degree, with mostly an increase for low initial saturation degrees (Figure 3.4 i, 𝑆𝑒,𝑖 = 

0.1), and the succession of a decrease and an increase for larger values of initial saturation degrees 

Figure (3.4 i), (𝑆𝑒,𝑖 = 0.5 or 0.9). At the end of the infiltration, when 𝐼 → 𝐼𝑚𝑎𝑥 , the final values of 

the infiltration rate tend towards 𝑞𝐶𝐻2(𝐼) = 𝐾𝑠  (1 +
ℎ𝑎

𝑍𝑠𝑜𝑖𝑙
+
𝜃𝑠−𝜃𝑖

𝜃𝑠
).  

Lastly, the model CH3 has the following expression: 
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𝑞𝐶𝐻3(𝐼) = 𝐾𝑠 × (1 +
[ℎ𝑎 + 𝑧𝑠𝑜𝑖𝑙 (

𝜃𝑠 − 𝜃𝑖
𝜃𝑠

) ] (𝜃𝑠 − 𝜃𝑖)

𝐼
)                                  

(3-29) 

In this case, the equivalent hydraulic conductivity is constant in Figure (3.4 k) and the variation 

of the equivalent hydraulic gradient makes the monotony of the function Figure (3.4 l) versus 

Figure (3.4 k). The infiltration rate 𝑞𝐶𝐻3(𝐼) varies between infinite values at the beginning to the 

minimum values of 𝑞𝐶𝐻3(𝐼) = 𝐾𝑠  (1 + (
ℎ𝑎

𝑧𝑠𝑜𝑖𝑙
+
𝜃𝑠−𝜃𝑖

𝜃𝑠
 )). It must be noted that for larger 

infiltrations 𝐼 → +∞, the infiltration rate should tend towards 𝐾𝑠, following the principles of water 

infiltration into soils.  

The analysis of the three models shows that model CH1 is less compatible with the usual shapes 

of water infiltration rate and the physics of water infiltration into pseudo-infinite soils. Conversely, 

the model CH3 appears to be the best candidate. Lastly, the CH2 model exhibits an intermediate 

behavior but may present a two-step monotony (increase following the regular decrease) that may 

divert from the principles of water infiltration into soils. The series of models CH1 and CH2 do 

not address properly the modeling of water infiltration under regular and classic conditions. 

However, their use may become more appropriate for the modeling of more complex physics like 

infiltration into water-repellent soils. Indeed, in this case, water infiltration is slowed down 

initially, before returning to the regular case, with the humidification of the soil and the 

disappearance of water repellency (Abou Najm et al., 2021; Beatty and Smith, 2013). 

3.5.3.  Inverse modeling with CH models using real experimental data 

For the inversion of infiltration data with the CH models, we need to assume that water 

infiltration is mainly 1D in the soil profile since the CH models are designed for 1D water 

infiltration. However, it must be borne in mind that water infiltration under any single ring is in 

reality 3D, with the combination of 1D vertical and 2D axisymmetric horizontal flow, the 

horizontal cumulative infiltration being linear to the inverse of the source radius (Smettem et al., 

1994). Consequently, for large rings, and in particular for the case of our study (rings with a 

diameter of 50 cm), the infiltration is considered 1D with a negligible horizontal component. The 

infiltration data are then inverted with the Hydrus numerical model, the CH, and the GA models 

to estimate the soil hydraulic parameters. We consider that Hydrus, based on the resolution of the 
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Richards equation, provides estimates close to the real values and thus constitutes the reference 

for comparison.  

3.5.3.1.  Numerical inversion and strategy of fits for CH and GA models 

The numerical model (Hydrus) was fitted to the experimental data by optimizing the hydraulic 

parameters related to the hydraulic functions (See Material and Method section). The numerical 

inversion provided accurate fits for the six experiments (See Figures 3.5 and 3.6). The values of 

the statistics of the goodness of fit confirmed the accuracy for the fits in all cases, with values of 

the NSE between 0.671 and 0.892, NRMSE between 32% and 56%, PBIAS between -1.8% and 

6.3%, and coefficient of determination R2 between 0.735 and 0.933 (Table (3.3) and Table (3.4)). 

The optimized values for the hydraulic conductivity do not vary to a large extent and have an 

average of 182.7 mm/h, with a standard deviation of 162.4 mm/h. The optimized values of the 

scale parameter, 𝛼, have an average value of 0.203 mm-1 and a standard deviation of 0.256 mm-1. 

Those values correspond to a soil between sand and loamy sand, for the estimation of 𝐾𝑠, and to a 

loamy sand for the parameter 𝛼 considering the soil databases defined by Carsel and Parrish 

(1988). These data point to a typical behavior of coarse material, with high hydraulic conductivity 

and little water retention by capillarity (high value of 𝛼, see Di Prima et al. (2020)).  

3.5.3.2.  The first optimization option for the inversion of data with GA and CH 

models 

Optimizing only the saturated hydraulic conductivity was not enough to provide satisfactory fits 

for all the models Figure (3.5). CH1 fails to fit the experimental data, particularly the maximum 

infiltration rate at the beginning of the experimental tests. The infiltration rate curve predicted with 

CH1 increases, while the observed data reveals decreasing infiltration rates. Consequently, the 

statistics of goodness of fit are not satisfactory (Table (3.3), CH1 model). The best indicator is the 

PBIAS which remains low, below 2.5%. However, the wrong trend of the model which utterly 

misses the decreasing feature of the observations leads to low values of coefficient of 

determination R2 (below 0.50 except for ENTPE-1_3) and low values of NSE values, with values 

below -0.1 (Table (3.3)). Lastly, the estimations of the saturated hydraulic conductivity are very 

far from the reference values provided by Hydrus with relative errors in the order of 104 (Table 

(3.3), Er_Ks). Indeed, for a given value of saturated hydraulic conductivity, the CH1 model 

predicts very low infiltration rates in comparison to the reference infiltration (see Figure (3.3)). 
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Consequently, the fit of the CH1 model to observations requires to increase in the values of 𝐾𝑠 to 

be able to align the model with the observations. Large over-estimations of 𝐾𝑠 are then expected 

to be systematic when inverting with the CH1 model. 

 
Figure (3.5): Fits of the CH1, CH2, CH3, GA, and Hydrus model – first optimization option, optimization of K_s. 

Related values of 𝐾𝑠 and values of statistics of the goodness of fits are indicated in Table (3.3) for the six experimental 

cumulative infiltrations 

The use of the CH2 and CH3 models improves at least the shapes of the curves with a classical 

decrease of infiltration rate with the cumulative infiltration, in compliance with the physics of 

water infiltration into soils. However, if for some experimental data, the CH2 and CH3 models are 

close to the observations (Figure (3.5), ENTPE1-2, ENTPE2-2, and ENTPE2-3), for others, these 

models underestimate the observed data (Figure (3.5), ENTPE1-1, ENTPE1-3, and ENTPE2-1). 

In these cases, the statistics of the goodness of fit demonstrate the deviation with very low values 

of NSE, high values of NRMSE, and high absolute values of PBIAS for the two models CH2 and 
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CH3. The improvement of the shape in comparison to CH1, improves the values of the coefficient 

of determination (Table (3.3), R2 for CH2 and CH3 models versus CH1 model). 

Regarding the quality of estimations of saturated hydraulic conductivity, the CH2 model 

provides estimates much higher than the reference values, with relative errors in the order of 100%-

500% (Table (3.3), Er_Ks). Conversely, the CH3 model predicts estimates of 𝐾𝑠 lower than the 

estimates provided by Hydrus, with relative errors in the order of -75%. These findings can be 

related to the analytical properties of the CH models and their comparison to Hydrus in the context 

of direct modeling (section 3.4.1). 
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Table (3.3): Results of the optimization process – first optimization option: statistics of goodness of fit (NSE, R2, NRMSE, and PBIAS) for the models CH1, 

CH2, CH3, GA, and Hydrus numerical models; optimized saturated hydraulic conductivity, Ks, relative errors considering the estimates by Hydrus as the 

reference values, E_r_K_s, and optimized values of the scale parameter for water pressure head. (only for Hydrus). The asterisk points to the values that were 

optimized. 

    
NSE 

NRMSE 

(%) 

PBIAS 

(%) 
R2 Ks (mm/h) Er_Ks n  

 

(1/m) 
 θi (-) / hi (m) 

zsoil 

(m) 

ENTPE1-1 

CH1 -1.48 156% -1.80% 0.576 4.48E+04* 12641% 1.56 N.A. 0.378 10.0 

CH2 -16.9 418% -39.1% 0.793 1.42E+03* 305% 1.56 N.A. 0.378 10.0 

CH3 -23.0 485% -51.3% 0.812 3.68E+01* -89.5% NA N.A. 0.378 10.0 

GA -4.81 239% -14.6% 0.812 2.25E+02* -36.0% 1.56 3.60 0.378 / -0.347 NA 

Hydrus 0.714 52.9% -2.30% 0.794 3.51E+02*   1.56 10.0* 0.378 NA 

ENTPE1-2 

CH1 -0.175 108% -2.20% 0.156 1.78E+04* 13824% 1.56 N.A. 0.378 10.0 

CH2 0.421 75.7% -15.6% 0.769 8.55E+02* 567% 1.56 N.A. 0.378 10.0 

CH3 -0.026 101% -27.4% 0.756 2.41E+01* -81.2% NA N.A. 0.378 10.0 

GA 0.756 49.2% 0.30% 0.756 1.08E+02* -15.9% 1.56 3.60 0.378 / -0.347 NA 

Hydrus 0.703 54.3% -3.90% 0.774 1.28E+02*   1.56 1.25* 0.378 NA 

ENTPE1-3 

CH1 -1.69 162% -2.10% 0.713 5.78E+04* 12238% 1.56 N.A. 0.378 10.0 

CH2 -16.0 407% -35.3% 0.737 2.03E+03* 333% 1.56 N.A. 0.378 10.0 

CH3 -22.8 481% -48.1% 0.766 5.31E+01* -88.7% NA N.A. 0.378 10.0 

GA -4.07 222% -12.0% 0.766 3.07E+02* -34.3% 1.56 3.60 0.378 / -0.347 NA 

Hydrus 0.671 56.5% -3.30% 0.764 4.68E+02*   1.56 500* 0.378 NA 

ENTPE2-1 

CH1 -2.07 174% -1.10% 0.449 1.75E+04* 9590% 1.56 N.A. 0.400 10.0 

CH2 -64.9 808% -56.8% 0.704 3.75E+02* 107.4% 1.56 N.A. 0.400 10.0 

CH3 -77.5 882% -66.9% 0.721 1.39E+01* -92.3% NA N.A. 0.400 10.0 

GA -26.6 523% -25.2% 0.721 9.75E+01* -46.1% 1.56 3.60 0.400 /-0.288 NA 

Hydrus 0.697 54.8% -1.80% 0.735 1.81E+02*   1.56 500* 0.400 NA 

ENTPE2-2 

CH1 -0.248 111% -2.40% 0.408 1.12E+04* 10933% 1.56 N.A. 0.400 10.0 

CH2 0.580 64.6% -14.6% 0.949 5.95E+02* 486% 1.56 N.A. 0.400 10.0 

CH3 0.0333 98.0% -27.5% 0.958 2.62E+01* -74% NA N.A. 0.400 10.0 

GA 0.944 23.6% 1.70% 0.958 9.53E+01* -6% 1.56 3.60 0.400 / -0.285 NA 

Hydrus 0.892 32.7% -6.30% 0.933 1.02E+02*   1.56 0.70* 0.400 NA 

ENTPE2-3 

CH1 -0.123 106% -1.20% 0.500 6.54E+03* 13343% 1.56 N.A. 0.400 10.0 

CH2 -0.169 108% -31.4% 0.894 1.57E+02* 224% 1.56 N.A. 0.400 10.0 

CH3 -0.439 120% -37.0% 0.897 6.48E+00* -86.7% NA N.A. 0.400 10.0 

GA 0.695 55.0% -10.2% 0.897 3.28E+01* -32.7% 1.56 3.60 0.400 /-0.285 NA 

Hydrus 0.867 36.3% -6.10% 0.888 4.86E+01*   1.56 2.10* 0.400 NA 
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Both the CH1 and CH2 models predict cumulative infiltrations much lower than the numerical 

model (Hydrus) at given values of saturated hydraulic conductivity (see Figure (3.3)). 

Consequently, these models need to increase the values of 𝐾𝑠 to reach accurate fits, which is in 

line with the overestimations of 𝐾𝑠. Conversely, the CH3 model provides much higher infiltration 

rates than Hydrus in a direct mode (see Figure (3.3)).  

Then, the CH3 model needs to decrease this parameter artificially to reach accurate fits, resulting 

in a systematic under-estimation of the saturated hydraulic conductivity, 𝐾𝑠. We also note that, in 

terms of order of magnitude for 𝐾𝑠, the CH3 model offers the best options, in comparison to CH2, 

with final estimates in the same order of magnitude as the target, whereas CH2 predicts values one 

or two orders of magnitude higher. 

Lastly, we fitted the GA model to the same experimental data. The GA model fails to properly 

fit the data when the difference in water pressure head is fixed at the difference between the final 

and the initial states ∆ℎ = ℎ𝑎 − ℎ𝑖, and when only the saturated hydraulic conductivity is 

optimized. Most cases are unproperly fitted (Figure (3.5), ENTPE1-1, ENTPE1-3, ENTPE2-1). 

However, for two cases (ENTPE1-2 and ENTPE2-2), the fits are better and the GA model 

approaches in terms of quality of the fits (Table (3.3), NSE, NRMSE, PBIAS, and R2). In addition, 

for these two cases, the estimations of 𝐾𝑠 are very close to the reference values provided by Hydrus, 

with relative errors in the order of 5-15% (Table (3.3), Er_Ks). 

3.5.3.3.   The second optimization option for the inversion of data with GA and CH 

models 

In this section, we allow all the parameters to be varied, apart from those that can be robustly 

derived from field measures (water content and bulk density). We aim to investigate if giving more 

degrees of freedom improves the fits the estimations of the hydraulic conductivity, 𝐾𝑠. 

For the CH1 model, we noticed a slight improvement in the fit and the shape. The additional 

optimizations of parameter 𝑛 and 𝑧𝑠𝑜𝑖𝑙 changes the shape of the curve, with a decreasing trend 

instead of an increase (e.g., Figure (3.6 c) versus Figure (3.5 c)). However, the decrease remains 

very light and the CH1 model remains unable to properly capture the marked observed decrease 

(e.g., Figure (3.6 c)). Consequently, the statistics of fit do not reveal a drastic improvement, with 

low values of NSE, NRMSE, and R2 remaining (Table (3.4)). In terms of quality of estimates, the 

CH1 model still largely overestimates the saturated hydraulic conductivity (Table (3.4), Er_Ks). 
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Figure (3.6): Fits of the CH1, CH2, CH3, GA, and Hydrus model – second optimization option, optimization of all 

model parameters. Related values of optimized parameters and statistics for the goodness of fit are tabulated below 

(Table (3.4)) for the six experimental cumulative infiltrations 

The increase in the degrees of freedom for the CH2 model significantly changes the fits, with an 

improvement of the statistics of fit. Values obtained for NSE and R2 increase and the values of 

NRMSE decrease, getting closer to the statistics related to Hydrus (Table (3.4)). This is particularly 

the case of ENTPE1-2, ENTPE2-2, and ENTPE2-3, for which we may consider that the CH2 

model provides accurate fits. In comparison to the previous case (first optimization option), the 

statistics of the goodness of fit reveal that the fits are accurate, with NSE > 0.7, NRMSE < 50%, 

PBIAS < 10% (in absolute value), and R2 > 0.7. We can conclude that fits were significantly 

improved in most cases and that the optimization of 𝑛 and 𝑧𝑠𝑜𝑖𝑙 improves model performance 

(Table (3.4) versus Table (3.3)). In all cases, the saturated hydraulic conductivity 𝐾𝑠 was 

overestimated with CH2. 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 3. SETS OF INFILTRATION MODELS FOR MODELING AND MANAGEMENT OF SUSTAINABLE URBAN DRAINAGE SYSTEMS 

85 

For the other experimental data (ENTPE1-1, ENTPE1-3, and ENTPE2-1), the addition of the 

optimization of 𝑛 and 𝑧𝑠𝑜𝑖𝑙 also improved the fits, but not enough to get accurate fits, as revealed 

by the values of the statistics of goodness of fit (Table (3.4)). The addition of parameters 𝑛 and 

𝑧𝑠𝑜𝑖𝑙 allowed to reshape the model to better fit the last part of the curves (Figure 3.6 a,c,d, ENTPE1-

1, ENTPE1-3, and ENTPE2-1). However, this results in a typical shape, with a decrease in the 

infiltration rate (e.g., Figure 3.6 a, I < 100 mm) followed by a final increase (e.g., Figure 3.6 a, I < 

100 mm). This shape was already depicted in the section related to the study of the analytical 

properties of the model (section 3.5.2, Figure 3.4). The optimization procedure has varied the 

parameter 𝑧𝑠𝑜𝑖𝑙 to be able to represent the last part of the curve. The optimized value of 𝑧𝑠𝑜𝑖𝑙 equals 

the lower threshold 𝑧𝑠𝑜𝑖𝑙 =
𝐼𝑡𝑜𝑡

(𝜃𝑠−𝜃𝑖)
 (Table (3.4), underlined values of 𝑧𝑠𝑜𝑖𝑙). Sensitivity analysis 

proves that the fit would have been improved with lower values of 𝑧𝑠𝑜𝑖𝑙 and fit to sub-datasets of 

experimental data. However, in this study, we wanted to fit the whole set of experimental data and 

consider the threshold 𝑧𝑠𝑜𝑖𝑙 =
𝐼𝑡𝑜𝑡

(𝜃𝑠−𝜃𝑖)
. 
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Table (3.4): Results of the optimization process – second optimization option: statistics of the goodness of fits (NSE, R2, NRMSE, and PBIAS) for the fits with 

models CH1, CH2, CH3, GA and the numerical model (Hydrus); optimized values of saturated hydraulic conductivity, 𝐾𝑠, with relative error in comparison with 

Hydrus estimates (E_r_𝐾𝑠), optimized values of shape parameter n, model parameter 𝑧𝑠𝑜𝑖𝑙  (only CH models), and initial water content 𝜃𝑖  (CH3 model), or initial 

water pressure head, h_i (GA model). Underlined values denote inaccurate fits for the statistics of goodness of fit and when the optimized values of z_soil equal 

the lower limits of the optimization interval. The asterisk points to the values that were optimized. 

    NSE 
NRMSE 

(%) 
PBIAS (%) R2 𝐾𝑠  (mm/h) Er_Ks n  (1/m) 𝜃𝑖  (-) / hi (m) 𝑧𝑠𝑜𝑖𝑙  (m) 

ENTPE1-1 CH1 0.009 98.5% 0.0% 0.010 4.67E+03* 1229% 5.00*  N.A. 0.378 4.75* 

 

CH2 -2.54 186% -8.5% 0.448 3.52E+02* 0.3% 4.80* N.A. 0.378 2.23* 

CH3 -0.675 128% -4.8% 0.812 3.01E+02* -14.3% N.A. N.A. 0.450* 2.23* 

GA 0.811 43.0% -0.2% 0.812 3.64E+02* 3.7% N.A. N.A. 0.378 / -3.98E-03* N.A. 

Hydrus 0.714 52.9% -2.3% 0.794 3.51E+02*   1.56* 10.0* NA N.A. 

ENTPE1-2 

CH1 -0.005 99.8% 0.0% 0.177 1.97E+03* 1436% 4.90* N.A. 0.378 50.0* 

CH2 0.785 46.1% -0.3% 0.787 6.24E+02* 387% 1.80* N.A. 0.378 4.56* 

CH3 0.755 49.3% -0.7% 0.756 1.04E+02* -19.2% N.A. N.A. 0.410* 2.04* 

GA 0.754 49.4% -0.3% 0.756 1.04E+02* -19.2% N.A. N.A. 0.378 / -0.316* N.A. 

Hydrus 0.703 54.3% -3.9% 0.774 1.28E+02*   1.56* 1.25* NA N.A. 

ENTPE1-3 

CH1 0.051 96.1% -0.7% 0.062 6.06E+03* 1195% 5.00* N.A. 0.378 4.79* 

CH2 -2.48 184% -8.0% 0.315 4.58E+02* -2.3% 5.00* N.A. 0.378 2.28* 

CH3 -0.467 120% -4.2% 0.766 3.97E+02* -15.1% N.A. N.A. 0.450* 2.28* 

GA 0.765 47.8% -0.2% 0.766 4.73E+02* 1.1% N.A. N.A. 0.378 / -1.26E-02* N.A. 

Hydrus 0.671 56.5% -3.3% 0.764 4.68E+02*   1.56* 500* NA N.A. 

ENTPE2-1 

CH1 0.235 87.0% 0.0% 0.257 2.42E+03* 1235% 4.95* N.A. 0.400 5.25* 

CH2 -18.30 437% -17.3% 0.281 2.24E+02* 23.7% 2.40* N.A. 0.400 2.76* 

CH3 -17.85 432% -17.8% 0.721 1.17E+02* -35.5% N.A. N.A. 0.450* 2.76* 

GA 0.704 54.1% -0.6% 0.721 1.82E+02* 0.8% N.A. N.A. 0.400 / -1.00E-07* N.A. 

Hydrus 0.697 54.8% -1.8% 0.735 1.81E+02*   1.56* 500* N.A. N.A. 

ENTPE2-2 

CH1 0.129 93.0% -2.8% 0.204 1.84E+03* 1707% 5.00* N.A. 0.400 2.58* 

CH2 0.882 34.2% -2.6% 0.907 2.45E+02* 141.2% 2.20* N.A. 0.400 5.07* 

CH3 0.958 20.4% -0.1% 0.958 8.81E+01* -13.3% N.A. N.A. 0.450* 5.07* 

GA 0.955 21.0% 0.9% 0.958 9.17E+01* -9.8% N.A. N.A. 0.400 / -0.316* N.A. 

Hydrus 0.892 32.7% -6.3% 0.933 1.02E+02*   1.56* 0.70* N.A. N.A. 

ENTPE2-3 

CH1 0.165 91.0% 1.7% 0.186 6.84E+02* 1305% 5.00* N.A. 0.400 1.14* 

CH2 0.663 57.8% -9.5% 0.852 5.70E+02* 1072% 1.45* N.A. 0.400 3.72* 

CH3 0.895 32.2% 0.2% 0.897 4.87E+01* 0.1% N.A. N.A. 0.440* 1.14* 

GA 0.896 32.1% -0.8% 0.897 4.69E+01* -3.5% N.A. N.A. 0.400 / -0.100* N.A. 

Hydrus 0.867 36.3% -6.1% 0.888 4.86E+01*   1.56* 2.10* N.A. N.A. 
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Varying the last parameter, 𝜃𝑖 in model CH3 improved model performance Figure (3.6 a) 

versus Figure (3.5)) and improved the statistics of goodness of fit (Table (3.4) versus Table 

(3.3)). For the experiments ENTPE1-2, ENTPE2-2, and ENTPE2-3, the improvement provided 

accurate fits with a very satisfactory alignment of the model to the observations and resultant 

high values of NSE, low values of NRMSE and PBIAS and high values of R2 (Table (3.4)). 

Conversely, the improvement was not enough for the other cases. The values of parameters show 

that the optimized values of 𝑧𝑠𝑜𝑖𝑙 remained close to their lower threshold 𝑧𝑠𝑜𝑖𝑙 =
𝐼𝑡𝑜𝑡

(𝜃𝑠−𝜃𝑖)
 (Table 

(3.4), 𝑧𝑠𝑜𝑖𝑙 column, underlined values). For these cases, the model remained far below the 

observations for the 2/3 of the data, thus revealing an inadequate concavity (Figure 3.6), as 

already discussed for the first optimization option. Regarding the quality of estimates, the 

predictions of the saturated hydraulic conductivity are close to the reference values (Hydrus), 

with relative errors, Er_Ks, below 25% in all cases. This is much better than the other models 

(CH1 and CH2). The conclusion is that model CH3 is a very good candidate with good fits and 

related estimates in many cases when its parameters 𝑧𝑠𝑜𝑖𝑙 and 𝜃𝑖 are optimized. If one considers 

the use of the CH3 model for SUDS hydrological simulations, 𝑧𝑠𝑜𝑖𝑙 is equivalent to the total soil 

layer of the SUDS. Hence, only 2 parameters have to be estimated: the initial water content and 

the saturated hydraulic conductivity. CH3 appears to be easy to calibrate (only two parameters) 

and performs well for both direct and inverse simulations. 

Lastly, the GA model performed well at all times, providing very good fits for all the 

experiments (Figure 3.6). The values of the statistics of the goodness of fits were similar to those 

of the Hydrus model, revealing accurate fits (Table (3.4)). Similarly, the values of the estimated 

saturated hydraulic conductivity were also similar, with relative errors in the order of 5% in 

absolute value for most experiments and never higher than 20%. The additional degree of 

freedom (optimization of ℎ𝑖) significantly improves the fits and the quality of estimates and is 

then necessary to get accurate fits (Figure 3.6 versus Figure (3.5) and Table (3.4) versus Table 

(3.3)). 

3.6.  Conclusions 

In this study, alternative formulations of hydrological infiltration models have been elaborated, 

tested, and evaluated using a large data set gathering Hydrus outputs and experimental data of 

infiltration rates and cumulative infiltration. Within the context of the model framework 

developed by Bonneau et al. (2021) leading to the initial CH1 model, we propose two 
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alternatives, the CH2 and CH3 models. The results show that the best analytical models among 

the list of studied models are the GA followed by the CH3 model. CH1 and CH2 models are not 

appropriate for the direct simulation of the water infiltration into soil. Those two models have 

similar features that prevent them from providing accurate prediction (direct mode). CH1 poorly 

predicts water infiltration in the direct mode and a better design of the equivalent hydraulic 

gradient 𝑖𝑒𝑞(𝐼) allows the CH2 model to give better performance. However, the specific design 

of the equivalent hydraulic conductivity induces typical curve shapes that are inconsistent with 

the physics of water infiltration. It also affects the quality of estimations of the saturated 

hydraulic conductivity (inverse mode). Nevertheless, they could be considered as a good basis 

for future development, to better simulate water repellence during water infiltration. Indeed, both 

experimental data and modeling approaches predict dynamics similar to that captured by the 

CH1 or the CH2 models, with either increasing or increasing-decreasing trends (Abou Najm et 

al., 2021; Beatty and Smith, 2013).  

The results indicated that the proposed CH3 model, based on the reformulation of the GA 

model, is more convenient in both direct and inverse simulations. CH3 avoids the problems of 

non-decreasing infiltration rates since its equivalent hydraulic conductivity is fixed to the 

saturation hydraulic conductivity, 𝐾𝑒𝑞 = 𝐾𝑠. We then consider that this choice, with its explicit 

formulation in a generic way, is the best alternative for modeling water infiltration into soils. 

However, the equivalent hydraulic gradient should be improved. Indeed, direct modeling using 

CH3 and even GA is not always optimal, with discrepancies between their prediction and the 

reference numerical synthetic infiltration rates. This discrepancy impacts the quality of their 

performance in inverse mode, with significant misestimations in some cases. For the CH3 model, 

we note that the optimization of the initial water content 𝜃𝑖 improves its performance. Indeed, 

CH3 and GA are based on a similar modeling concept and approach regarding their hydraulic 

gradient, with the following expression 1 +
[ℎ𝑎−ℎ𝑖 ]

𝑧𝑓
 where the value of ℎ𝑖 is rewritten to set the 

CH3 model. Our results clearly show that CH3 may be suitable. Further investigations are 

conducted to improve the definition of the term ℎ𝑖 in CH3 model. 

The testing of the CH suite demonstrates that the third option, CH3, designed by analogy with 

the GA model, seems to be the best. However, it requires the optimization of the way to input 

the initial conditions, i.e., to rewrite the parameter ℎ𝑖, which will be the subject of future research. 

We will then implement the enhanced version of the framework dedicated to the modeling of 
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bioretention systems. In addition to that, we intend to broaden the situations and physics 

addressed by our model. In this study, we focused mainly on the water infiltration into 

homogeneous soils with single permeability behaviors and no water repellence. However, in the 

field, more complex physics may affect water infiltration in real soils, like air entrapment, water 

repellency, or preferential flow. We will thus continue the adaptation of the CH suite to consider 

water-repellent soils. We also intend to extend our suite to the case of preferential flows and 

water infiltration into dual permeability soils (Lassabatere et al., 2019, 2014), among others.
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Chapter 4   
 

Dual-permeability infiltration 

models for modeling and 

management 
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Chapter 4.  Physically based dual-permeability model for 

modeling and management of SUDS 

 

Preface 

In this chapter, we have developed and tested a new model, as a part of INFILTRON_Mod 

tool, for infiltration simulation accounting for macroporosity in soil. The proposed model has 

been programmed in R and used to simulate a bioretention system as well as infiltration 

processes in a column of soil (experiments described in Chapter 3 at infiltrometer scale). We 

performed model calibration using the Bayesian inference approach and conducted sensitivity 

analysis for both models. The chapter will be submitted to the Journal of Hydrology-X for 

publication. 
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4.1.  Abstract 

The preferential flow and transport through unsaturated zones have received considerable 

attention in the soil and agricultural fields, particularly in relation to risks of increased discharge 

rates and amounts and the subsequent transportation of pollutants to groundwater. Over the past 

century, traditional stormwater control has been replaced by a new low-impact development 

(LID) approach called " on-site alternative design strategy," which aims to restore or maintain 

the hydrological functions of urban watersheds by using the capacity of soil and vegetation to 

retain and filter wastewater pollution, such as bioretention facilities. Therefore, obtaining an 

accurate estimation of water infiltration within bioretention basins is crucial. The Bioretention 

modeling usually refers to the implicit reservoir base model, which is based on the mass balance 

and interaction between all the components of the hydrologic cycle (evapotranspiration, 

overflow, exfiltration to surrounding soils, infiltration through filter media or non-saturated 

zone, and underdrain discharge) during the time.  

Among the existing bioretention models, the unsaturated zone or filter medium is considered 

a homogeneous medium, and the flow is calculated with conceptual infiltration models, such as 

the Green-Ampt model, the Horton model, etc. Despite our knowledge that the soil reservoir 

medium is heterogeneous (e.g., coarse materials, plant root systems), it is, therefore, necessary 

to use a physically-based infiltration model that considers the impact of non-equilibrium and 

preferential flow on the hydrological and hydrogeochemical performance of bioretention 

facilities. The INFILTRON-Mod, a generic physically-based, has been proposed for this aim.  
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This module consists of infiltration models, including the Green-Ampt model and three other 

specific custom-made models, for uniform and non-uniform flows in soils based on the Darcian 

approach and mass balance. Uniform and non-uniform flows are modeled using the single and 

dual-permeability porous media approaches, respectively. The dual-permeability concept 

assumes that the soil consists of two reservoirs, i.e., the general matrix and fast-flow regions, 

each obeying the Darcian approach. We assumed instantaneous exchange between the two 

regions. Consequently, we assumed that the wetting fronts in the two reservoirs advanced at the 

same rate. Then the different sets combined with the single or dual-permeability porous media 

approaches were tested against numerically synthetics data using HYDRUS and experimental 

data obtained with INFILTRON-exp, a specific large ring infiltrometer" deployed at several 

experimental sites.  

The results indicate that incorporating dual-permeability models enhanced the fitting of 

experimental data obtained from the infiltrometer. Subsequently, the refined dual-permeability 

model was employed to simulate observations from the Wicks Reservoir bioretention basin 

(Melbourne, Australia), encompassing water head levels in the filter layer and outflow rates, 

yielding satisfactory outcomes in terms of filter water head modeling. The results obtained from 

this study will be used to develop the INFILTRON-Mod package that can be easily integrated 

into the LID modeling performance for calculating the infiltration capacity of bioretention 

systems. 

 

Keywords: Infiltration, stormwater, preferential flow, hydrology, Soils, SUDS. 
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4.2.  Introduction 

The projected increase in the urban population is expected to reach 68% of the world's 

population within the next 20 years (Habitat, 2022). Cities need to prioritize the development of 

infrastructure at an increased rate to accommodate the growing population and urban 

developments, which may increase impervious surfaces. This highlights the urgent need for 

managing wastewater due to urbanization. Additionally, climate change is anticipated to bring 

more intense and shorter-duration rainfall (Lenderink and Fowler, 2017; O’Gorman, 2015). 

Historical data has already shown an increase in the intensity and frequency of extreme rainfall 

events (Fischer and Knutti, 2016; Lenderink and Fowler, 2017). More and more frequent and 

intense precipitation events, as meteorological features of climate change, lead to higher rates of 

runoff and increased flood frequency in impervious cities and periurban areas, which inhibits 

water infiltration into the soil (Min et al., 2011).  

Sustainable urban stormwater management or smart stormwater management (Webber et al., 

2020) is an essential approach for mitigating the negative impacts of urbanization. Its primary 

objective is to control urban stormwater flooding, thereby preserving the integrity of public 

safety, as well as preserving both soil and groundwater quality. In fact, by preventing pollution 

and degradation caused by stormwater runoff and related pollutants transport, smart stormwater 

management plays a critical role in protecting the environment and conserving water resources 

(Bertrand-Krajewski, 2021; Fletcher et al., 2015a).  

The use of ecosystem-based adaptation strategies (known as low impact development (LID) 

controls, SUDS) is highly advised in the Intentional Panel of Climate Change Report 2022 

(GIEC, 2022) to establish a source of fresh water in urban and suburban areas and create a green 

corridor with a cooler temperature in future cities (Pörtner et al., 2022). The efficiency of low-

impact development practices can be determined by assessing their hydrological function and 

their ability as “Sinks” to intercept pollutant fluxes (Ahiablame et al., 2012; US-EPA, 2000). 

Stormwater carries a variety of pollutants, micropollutants, and suspended matter (Göbel et al., 

2007; Tedoldi et al., 2016).  

Infiltration-based LID systems such as swales, rain gardens, infiltration basins, or bioretention 

systems are commonly used due to their suitability for integration within urban areas where 

hydrogeological conditions promote the ability of soil- or media-based SUDS to retain, degrade 

or pollutants removal as the result of various physical, physicochemical and biological processes 

that occur during water infiltration into the soil or other reactive porous medium (Tedoldi et al., 
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2016). Soil macroporosity and preferential pathways may be due to the lithological heterogeneity 

of the soil or engineered substrate used to support the filter-based LID (Ben Slimene et al., 2015) 

or, in other cases, bioturbation including the actions of macrofauna and plant root systems. The 

vegetation roots thriving in a filter media can create large porous interstices that permit the 

development of preferential pathways and allow contaminants to move quickly and to deeper 

soil layers (Alaoui, 2015; Ben Slimene et al., 2015; Brunetti et al., 2020; Goutaland et al., 2013; 

Liu and Fassman-Beck, 2017; Morvannou et al., 2013; Roulier et al., 2008, 2007; Winiarski et 

al., 2013). Preferential paths present within the infiltration-based LID can enhance the risk of 

contaminants reaching the subjacent vadose zone, potentially leading to significant impacts on 

groundwater quality (Clark et al., 2010).  

The potential for non-equilibrium mass flow can be influenced by the presence of macropores 

and large features like voids or cracks in soils (Allaire et al., 2009; Chen and Wagenet, 1992; 

Flury et al., 1994a; Germann and Beven, 1982a; Greco, 2002; Hendrickx and Flury, 2001; Jarvis, 

1998; Jarvis and Ga, 2003; Köhne et al., 2006). Preferential flow occurs when water moves more 

quickly through certain parts of the soil profile, creating non-uniform wetting fronts and 

shortening the travel time of pollutants, increasing the risk of soil and groundwater 

contamination in urban and peri-urban environments (Hendrickx et al., 1993; Dekker et al., 1999; 

Flury et al., 1994; Wang et al., 1998). These issues have already been addressed in the literature 

for hydrological and hydrogeological modeling of karstic aquifer basins (large-scale 

hydrological studies) (Bakalowicz, 2005; Bonneau et al., 2017; Bresinsky et al., 2023; Delbart, 

and; Fleury et al., 2007; Robineau et al., 2018). Physically-based models are extensively utilized 

for hydrological analysis, groundwater management, and predicting pollution infiltration.  

These modeling approaches can be classified into two main categories: (1) numerical 

modeling, which involves dividing soil systems into two or three-dimensional mesh and 

necessitates the assignment of hydraulic parameters to each node, and (2) lumped models which 

conceptualizes physical processes at the scale of the entire soil system without explicitly 

considering spatial variability or separate compartments in the soils (Fleury et al., 2007). 

Several different process-based models have been developed and may been employed for the 

modeling of LID performance, each with a different level of complexity like SWMM, MUSIC, 

RECHARGE, CNAOE, MIDUSS, STORM, GIFmod, RISURSIM, Hydrus, Macro, etc. (Elliott 

and Trowsdale, 2007; Niazi et al., 2017). Within the range of models employed for modeling 

LID, the infiltration module can be categorized into two groups.  
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The first category includes finite-element variably-saturated models that numerically solve 

Richards’ equation for the prediction of the movement of water in unsaturated soils and for some 

of them, their extension to the case of dual-permeability soils like the Macro model (Alaoui, 

2015) or the dual-permeability module implemented in Hydrus (Nimmer et al., 2010), These 

models can estimate the influence of macroporosity and preferential flow on water infiltration. 

However, their implementation requires a thorough knowledge of the unsaturated hydraulic 

properties of the soil, which can be challenging to measure accurately in field conditions (e.g., 

Lassabatere et al., 2014). 

The second category of physically-based water infiltration models utilized in LID modeling 

comprises straightforward empirical equations such as Hortonian, Green-Ampt, or Curve-

Number (Roesner et al., 2010a; Rossman, 2010). These equations are frequently employed in 

models such as SWMM (Sage et al., 2020). Despite their utility, these models have been found 

to be less precise in estimating the infiltrated water budget due to their lack of consideration for 

the impact of preferential flow, which plays a major role in the modeling of the infiltration 

compartment. 

Numerical modeling of systems with their heterogeneity presents intricate challenges. 

However, limited studies found in the literature have specifically addressed the modeling of 

preferential flow in infiltration-based LID facilities (Ben Slimene et al., 2015; Brunetti et al., 

2016; Dawson et al., 2009; Goutaland et al., 2013; Liu and Fassman-Beck, 2017; Roulier et al., 

2008; Winiarski et al., 2013). 

Infiltration is a crucial factor of hydrological response of LID systems, as well as the water level 

present in the filter and the system outflow fluxes. It is, therefore, important to develop a 

physically-based infiltration model, capable of considering the soil heterogeneity and related 

preferential flow pathways in LID and SUDS.  

The objective of this study is to validate and improve the understanding of infiltration flow 

mechanisms within LID through flow simulations employing a double medium approach. The 

results of this study can be used to improve the flow simulations in LID, which may, in turn, 

bring help to LID design and monitoring. 

4.3.  Theory and modeling       

Recent advancements in stormwater management have centered around infiltration-based 

urban management systems. A key element of these approaches is restoring water balance at a 

small scale, utilizing LID, which intercept runoff from impervious surfaces and promote water 
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loss (evapotranspiration, storage), infiltration, and water quality improvement. A typical LID is 

a plant-based system such as rain gardens and bioretention basins, which reduce stormwater 

volume and peak flow (Brown et al., 2010; Davis et al., 2009; Roy-Poirier et al., 2010). The 

purpose of bioretention cells is to collect and filter stormwater runoff, which is then exfiltrated 

into the surrounding soil (and eventually into groundwater aquifers), discharged to receiving 

waters (for systems with underdrains) or absorbed by plants (i.e., by evapotranspiration, ETP) 

(Fletcher et al., 2015a; Lisenbee et al., 2021b). Bioretention has been shown to be effective in 

reducing the impacts of development on urban hydrologic regimes according to the results of a 

study comparing field-scale bioretention facilities (Bonneau et al., 2021; Davis, 2008; Dietz and 

Clausen, 2005; Hunt et al., 2006). 

Bioretention system modeling is essential to accurately predict the hydrological and water 

quality performance of bioretention systems and verify the adequacy of current guidelines. The 

development of improved bioretention hydrologic will lead to improved water quality modeling, 

as the amount, peak, and timing of flows have a direct impact on contaminant loads, plant uptake, 

and microbiology. There are only a few models available to describe the hydrology and 

hydraulics of bioretention cells (Davis, 2008; Jefferson et al., 2017; Wilson et al., 2015). 

RECHARGE, HEC-RAC, Hydrus, MUSIC, and SWMM are among the most important models 

that works on hydrological process of bioretention systems at the event scale (Dotto et al., 2011; 

Dussaillant et al., 2003; Heasom et al., 2006; Li et al., 2018; Meng et al., 2014; Roesner et al., 

2010b). As the complexity of a model grows, the number and complexity of inputs also grow. 

An ideal model will balance between assumptions, simplification, and input parameter 

sophistication requiring less time and effort from the end-user. Bonneau et al. (2021a) have 

developed a simplified physically-based model to model the bioretention systems with 

application to field monitoring data provided by the Wicks project in Australia (Bonneau et al., 

2021a).  

As already discussed formerly, bioretention systems have been used to reduce stormwater 

runoff and eliminate pollutants carried by stormwater. An important factor that has been seen to 

impact the retention of pollutants is the impact of macropores (and related preferential flows). 

These are large continuous openings in soil, that are formed by the macrofauna or plants and can 

result in the rapid downward movement of solutes and pollutants through the soil profile 

(Germann and Beven, 1982b). The result of model simulations by Bonneau et al. (2021a) was 

found to be particularly sensitive to bioretention soil drainage properties and antecedent soil 
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water content. Although the model produced useful total outflow estimates, the prediction of 

water levels in the filter remained poor for most storms. We expect such discrepancy by the 

existence of preferential flow paths within the soil media in the bioretention system, which would 

allow a fraction of the influent to reach the underdrain structure without any delay. This study 

aims to give more insight into the impact of preferential flow on the crucial component of the 

water budget which is ‘the infiltration component’ and on the hydraulic performance of 

bioretention cells. Our objective in this paper is to develop a more accurate model for the 

simulation of hydrological processes by incorporating preferential flow while keeping an easy-

to-calibrate hydrological model. 

4.3.1.  Model development and mathematical approach 

In the following, we remind the main principles and equations associated with the dual-

permeability approach (in addition to the concepts presented in the first chapter). The concept of 

dual permeability can be described as a concept that considers porous media in terms of two 

distinct pore systems, which can be treated as homogeneous media with separate hydraulic 

properties. In this conceptual model, the permeable interface acts as a boundary between the two 

porous media. The exchange of flow between these media is controlled by the pressure difference 

and follows Darcy's law.  

The flow rate is influenced by a shape factor that takes into account the shape and size of the 

matrix blocks and the fracture/macropore network between the matrix blocks. Since dual-

permeability media exhibit two different hydraulic conductivities, pressure heads, and water 

contents at any point in time or space. It is hypothesized that a dual permeable medium will have 

two water retention functions, one in the matrix and one in the fracture pore system, 𝜃𝑓(ℎ𝑓) and 

𝜃𝑚(ℎ𝑚), as well as two hydraulic conductivity functions:  𝐾𝑓(ℎ𝑓) and 𝐾𝑚(ℎ𝑚).  

The preferential flow or fast-flow (subscript f) and matrix (subscript m) flow equations are 

given by assuming 𝑉𝑡.𝑓 as the volume of fracture medium, and 𝑉𝑡 as a per unit volume of the 

medium. The volume fraction occupied  by the fracture pore system, 𝜔𝑓 is obtained as follows 

(Hilten et al., 2008): 

 
𝜔𝑓 =

𝑉𝑡.𝑓 

𝑉𝑡
 

(4-1)            

𝜃𝑓 =
𝑉𝑤.𝑓 

𝑉𝑡.𝑓
 (1-2a) 𝜃𝑚 =

𝑉𝑤.𝑚 

𝑉𝑡.𝑚
 (4-2) 

As a result, the bulk soil water content 𝜃 [𝐿3𝐿−3] is then calculated by the following equation: 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 4. PHYSICALLY BASED DUAL-PERMEABILITY MODEL FOR MODELING AND MANAGEMENT THE SUSTAINABLE URBAN DRAINAGE SYSTEMS 

100 

 𝜃 = 𝜔𝑓 𝜃𝑓 + (1 − 𝜔𝑓)𝜃𝑚 (4-3) 

Where 𝜃𝑚 and 𝜃𝑓 [𝐿
3𝐿−3] are respectively the volumetric water cotenant of matrix and fracture 

pore systems, the water flow at any given depth can also be expressed in the form: 

 𝑞 =  𝜔𝑓𝑞𝑓 + (1 − 𝜔𝑓)𝑞𝑚 (4-4) 

This shows that q represents the area-weighted water flux, assuming identical water pressure 

head in the matrix and the fracture pore system, The equality in fluxes leads to the expression of 

the bulk soil hydraulic conductivity:  

 𝐾2𝐾(𝜃) = 𝜔𝑓 𝐾𝑓(𝜃𝑓) + (1 − 𝜔𝑓) 𝐾𝑚(𝜃𝑚) (4-5)  

Further, by assuming that the densities of the fluid and solid phases are constant, ignoring the 

effects of swelling and shrinking, assuming no hysteresis in the hydraulic properties, and 

considering that the effect of temperature, air pressure and solute concentration on water flow 

are negligible, the concatenation of the mass conservation and Darcy’s law at the scale of each 

pore system leads to the following one-dimensional (1D) equation that governs water flow in 

dual-permeability systems: 

 𝜕𝜃𝑓

𝜕𝑡
=

𝜕

𝜕𝑧
[𝐾𝑓(𝜃𝑓)

𝜕ℎ𝑓

𝜕𝑧
−𝐾𝑓(𝜃𝑓)] −

𝛤𝜔

𝜔𝑓
−𝜑𝑓 (4-6) 

And 

 𝜕𝜃𝑚

𝜕𝑡
=

𝜕

𝜕𝑧
[𝐾𝑚(𝜃𝑚)

𝜕ℎ𝑚

𝜕𝑧
− 𝐾𝑚(𝜃𝑚)] +

𝛤𝜔

1−𝜔𝑓
− 𝜑𝑚 (4-7) 

where 𝜃𝑚 and 𝜃𝑓 [𝐿3𝐿−3] denote water contents in the matrix and fracture pore systems, 𝐾𝑚 and 

𝐾𝑓 [𝐿𝑇−1] are hydraulic conductivities in the matrix and fracture pore systems, respectively; ℎ𝑚 

and ℎ𝑓 [𝐿] are the pressure heads in the matrix and fracture pore systems, 𝛤𝜔 [𝑇−1] is water 

exchange between the matrix and fracture pore systems, 𝜑𝑚  [𝐿
3𝐿−3] and 𝜑𝑓  [𝐿

3𝐿−3] are sink–

source terms in the two regions 𝑧 are the Cartesian coordinates, corresponding to the vertical 

coordinate oriented downwards. The exchange rate of water between the preferential flow and 

matrix regions, 𝛤𝜔, is assumed to be proportional to the difference in pressure heads (Gerke and 

van Genuchten, 1993a):  

 𝛤𝜔 = 𝛼𝑤(ℎ𝑓 − ℎ𝑚) (4-8) 

Where 𝛼𝑤 is the first-order mass transfer coefficient. For well-defined geometries of the matrix 

blocks, the first-order mass transfer coefficient, 𝛼𝑤, can be defined as (Gerke and van 

Genuchten, 1993a): 

 𝛼𝑤 =
𝐵𝑎
𝑑2
𝐾𝑎𝛾𝜔 

(4-9) 
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Where 𝐵𝑎  (dimensionless) is a shape factor that depends      on the geometry of the fractures (3 

for rectangular matrix blocks equally spaced orthogonal fractures, 8 for solid cylinders,  and 15 

for spheres, Gerke et al., 1996), d is a characteristic length of matrix elements, 𝐾𝑎 is the 

interfacial hydraulic conductivity, and 𝛾𝜔 is a scaling factor. Then the interfacial hydraulic 

conductivity 𝐾𝑎 may be computed using a single arithmetic average of hydraulic conductivities 

corresponding to water pressure heads in the matrix and fracture pore system ℎ𝑓 and ℎ𝑚:  

 
𝐾𝑎(ℎ) =

1

2
[𝐾𝑎(ℎ𝑓) + 𝐾𝑎(ℎ𝑚)] 

(4-10) 

The use of Equation (4-10) implies that the medium contains geometrically well-defined 

rectangular or other types of elements (Haverkamp et al., 1990; Van Genuchten and Dalton, 

1986).  

 
Figure (4.1): Conceptional physical nonequilibrium models for water flow and solute transport. In the figures, θ is 

the water content; 𝜃𝑚 and 𝜃𝑓 are the water contents of the matrix and macropore (fracture) domains, respectively. 

Panel A) represents the Dual permeability and B) represents the Dual porosity approaches. 

To ease the computation, we set the interfacial hydraulic conductivity to a null value to ensure 

that water does not transfer between the two pore systems, as suggested by Lassabatere et al. 

(2014). Therefore, the infiltration into the dual-permeability medium can be derived from 

infiltration into the two single-permeability domains, i.e., the matrix and fracture pore systems. 

As a result, water infiltrates independently in the two-pore systems and then can be modeled 

with any analytical model dedicated to water infiltration into single-permeability systems. In 

addition, infiltration fluxes into dual-permeability media can simply be written as a linear 

combination of fluxes into individual regions with proportionality coefficients that correspond 

to their respective surface fractions (Lassabatere et al., 2014). Considering the surface and 

volume fractions are considered equivalent (isotropic porous media), the bulk infiltration can be 

described by Equation (4-10) as proposed by Lassabatere et al. (2014): 

 𝐼1𝐷.2𝐾(𝑡) =  𝜔𝑓𝐼1𝐷.𝑓(𝑡) + (1 − 𝜔𝑓)𝐼1𝐷.𝑚(𝑡) (4-11) 
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In Equation (4-10), Lassabatere et al. (2014) replaced  𝐼1𝐷.𝑓(𝑡) and 𝐼1𝐷.𝑚(𝑡) with the quasi-exact 

implicit formulation proposed by Haverkamp et al., (1994). If the infiltration of water is done 

separately in the two-pore systems without any interaction, one can expect a much deeper 

wetting front to be formed in the fracture pore system. The depth of the wetting front in both 

pore systems 𝑧 [𝐿] can be estimated using the assumption that the movement of water into the 

soil is driven by a piston-like displacement. The volume of water that enters the soil 𝐼(𝑡)  has 

the shape of a piston with 𝑧 [𝐿] as height and the difference between final and initial water 

contents as width. The depth of the wetting front can be expressed in units of length, leading to 

the following equation (Lassabatere et al., 2019): 

 𝑧=
𝐼(𝑡)

(𝜃𝑠−𝜃𝑖)
 (4-12) 

Where 𝜃𝑠  [𝐿
3𝐿−3] and 𝜃𝑖  [𝐿

3𝐿−3] are the final and initial water contents, respectively. By 

applying these equations to each system (matrix and fracture network), the following equations 

come out:  

𝑧𝑓 =
𝐼1𝐷.𝑓(𝑡)

(𝜃𝑠.𝑓−𝜃𝑖.𝑓)
 (4-13a) 𝑧𝑚 =

𝐼1𝐷.𝑚(𝑡)

(𝜃𝑠.𝑚−𝜃𝑖.𝑚)
 (4-13b) 

In which 𝑧𝑓 [𝐿] is the position of the wetting front for the fracture pore system, 𝑧𝑚[𝐿]  is the 

position of the wetting front for the soil matrix, 𝐼𝑓(𝑡) and 𝐼𝑚(𝑡) are cumulative infiltrations over 

the fracture and matrix pore systems, respectively, 𝜃𝑠.𝑓 and 𝜃𝑖.𝑓 [𝐿3𝐿−3] is the saturated (final) 

and initial water contents in the fracture pore system, and where 𝜃𝑠.𝑚 and 𝜃𝑖.𝑚 and [𝐿3𝐿−3]  in 

the soil matrix.  

Now, we consider the opposite hypothesis stating that the water exchange between the two 

regions is infinite meaning water exchange instantaneously compensates for the difference in 

water pressure head between the two pore systems. Under those circumstances, wetting fronts 

move downwards together, as is referenced by the high interaction between intra and inter-

aggregated pores in the well-developed coarse soil structure. Therefore, 𝑧𝑓 = 𝑧𝑚, and then the 

combination with Equation (4-14) demonstrates that the cumulative infiltration in the fracture 

pore system can be calculated as: 

 𝐼1𝐷.𝑓 = 𝐼1𝐷.𝑚
(𝜃𝑠.𝑓 − 𝜃𝑖.𝑓)

(𝜃𝑠.𝑚 − 𝜃𝑖.𝑚)
 (4-14) 

This equation may be rewritten as: 

 𝐼1𝐷.𝑓 = 𝐼1𝐷.𝑚  ×
(𝜃𝑠.𝑓−𝜃𝑖.𝑓)

(𝜃𝑠.𝑚−𝜃𝑖.𝑚)
= 𝐼1𝐷.𝑚 × 𝑅∆𝜃 (4-15) 
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Where 𝑅∆𝜃  is a dimensionless ratio of water content difference between the two regions. The 

equation of cumulative infiltration can be rewritten by substituting the following equation into 

Equation (4-13), leading to:  

 𝐼1𝐷.2𝐾(𝑡) =  (𝜔𝑓 𝑅∆𝜃  + 𝜔𝑚) 𝐼1𝐷,𝑚(𝑡) (4-16) 

Where 𝜔𝑚=1-𝜔𝑓 (volume fraction occupied by the matrix). Now, the total cumulative 

infiltration of each section can be separately calculated as follows: 

 𝐼1𝐷.𝑓(𝑡) =
𝑅∆𝜃 𝐼1𝐷.2𝐾(𝑡)

(𝜔𝑓 𝑅∆𝜃  + 𝜔𝑚)
 𝐼1𝐷.𝑚(𝑡) =

𝐼1𝐷.2𝐾(𝑡)

(𝜔𝑓 𝑅∆𝜃  + 𝜔𝑚)
  (4-17) 

The previous set of Equation (4-17) allows the determination of cumulative infiltration into 

each pore system as a function of the total cumulative infiltration. Doing so helps with the use 

of the analytical CH models presented in Chapter 3. Let's consider that each pore system has a 

specific function that defines infiltration rate as a function of cumulative infiltration, 𝑞1𝐷(I(𝑡)), 

the following developments come out: 

 𝑞1𝐷,2𝐾(𝑡) = 𝜔𝑓 𝑞1𝐷.𝑓(𝑡)  + 𝜔𝑚𝑞1𝐷.𝑚(𝑡) (4-18a) 

 𝑞1𝐷,2𝐾(𝑡) = 𝜔𝑓 𝑞1𝐷.𝑓 (𝐼𝑓(𝑡))  + 𝜔𝑚𝑞1𝐷.𝑚(𝐼𝑚(𝑡)) (4-18b) 

We deduce the final relationship as: 

 𝑞1𝐷.2𝐾(𝐼) = 𝜔𝑓 𝑞1𝐷.𝑓 (
𝑅∆𝜃𝐼𝑡𝑜𝑡𝑎𝑙

(𝜔𝑓 𝑅∆𝜃 +𝜔𝑚)
)  + 𝜔𝑚𝑞1𝐷.𝑚 (

 𝐼𝑡𝑜𝑡𝑎𝑙

(𝜔𝑓 𝑅∆𝜃 +𝜔𝑚)
) (4-19) 

Where 𝑞1𝐷.𝑓 and 𝑞1𝐷.𝑚 stand for the studied model 𝑞1𝐷(𝐼) (i.e., CH3) applied to the fracture and 

matrix pore systems, respectively. 

This model will serve as a starting point for us as it proved to be the best model among the 

proposed alternatives (see Chapter 3). The CH3 model is based on: CH3 based on the 

reformulation of GA by rewriting ℎ utilizing initial and final water contents and the soil depth, 

𝑧𝑠𝑜𝑖𝑙, seems promising. Reformulating the GA model in such a way is compatible with the typical 

“linear reservoir” models that are easily implemented in modeling tools. The application of the 

model to the fast-flow compartment leads to: 

 

𝑞𝐶𝐻3.𝑓(𝐼𝑓) = 𝐾𝑠.𝑓 × (1 +
[ℎ𝑎.𝑓+𝑧𝑠𝑜𝑖𝑙.𝑓(

𝜃𝑠.𝑓−𝜃𝑖.𝑓

𝜃𝑠.𝑓
)](𝜃𝑠.𝑓−𝜃𝑖.𝑓)

𝐼𝑓
 ) (4-20) 

The 𝑞𝐶𝐻3.𝑓 is the infiltration rate in the preferential flow region for the CH3 model, ℎ𝑎.𝑓 is the 

water pressure head on the preferential flow region, which is the same for the matrix, ℎ𝑎.𝑚 =
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ℎ𝑎.𝑓 =ℎ𝑎. The application of the CH3 model to the matrix region leads to the following equations 

and developments: 

 𝑞𝐶𝐻3.𝑚(𝐼𝑚) = 𝐾𝑠.𝑚 × (1 +
[ℎ𝑎.𝑚+𝑧𝑠𝑜𝑖𝑙.𝑚(

𝜃𝑠.𝑚−𝜃𝑖.𝑚
𝜃𝑠.𝑚

)](𝜃𝑠.𝑚−𝜃𝑖.𝑚)

𝐼𝑚
 ) (4-21) 

 𝑞𝐶𝐻3.2𝐾(𝐼) = 𝜔𝑓 𝑞𝐶𝐻3.𝑓(𝐼𝑓)  + 𝜔𝑚 𝑞𝐶𝐻3.𝑚(𝐼𝑚) (4-22) 

 𝑞𝐶𝐻3.2𝐾(𝐼) = 𝜔𝑓 𝑞𝐶𝐻3.𝑓 (
𝑅∆𝜃 𝐼

𝜔𝑓 𝑅∆𝜃 +(1−𝜔𝑓)
) + (1 − 𝜔𝑓) 𝑞𝐶𝐻3.𝑚 (

𝐼

𝜔𝑓 𝑅∆𝜃 +(1−𝜔𝑓)
) (4-23a) 

 𝑞𝐶𝐻3.2𝐾(𝐼) = 𝜔𝑓 𝑞𝐶𝐻3.𝑓 (
𝑅∆𝜃 𝐼

𝜔𝑓 𝑅∆𝜃 +(1−𝜔𝑓)
) + (1 − 𝜔𝑓) 𝑞𝐶𝐻3.𝑚 (

𝐼

𝜔𝑓 𝑅∆𝜃 +(1−𝜔𝑓)
) (4-23b) 

This last equation relates the infiltration rate, 𝑞𝐶𝐻3.2𝐾, to the the bulk cumulative infiltration 

into the dual-permeability media, 𝐼. It corresponds to the CH3 model in Chapter 3, with 

adaptation to the dual-permeability behavior dedicated to the modeling of preferential flows. In 

the following, we study its properties and capability to reproduce analytically generated data and 

to invert experimental data. 

4.3.2.  Application of CH3-2K infiltration model to the Bioretention 

modeling 

4.3.3.  Preferential flow in bioretention model 

The modeling of preferential flow in soils and soil infiltration dual-permeability approach at 

the scale of the basin watershed has been investigated for the non-saturated zone as part of the 

hydrological study of the karst basin (Birkholzer and Tsang, 1997; Fleury et al., 2007; Robineau 

et al., 2018). In urban hydrology, the application of dual permeability for water infiltration to 

evaluate the performance of SUDS has already been studied (Ben Slimene et al., 2015; Coutinho 

et al., 2015; Goutaland et al., 2013). Physically-based representations of preferential flow in 

hydrological models have the potential to help understand and evaluate how these complex 

physical processes can affect natural base stormwater system hydrologic behavior under 

different land use and climate conditions. Accordingly, the objectives of this study were to 

develop and evaluate a dual-permeability description for variably non-saturated flow in soils for 

the modeling of bioretention systems. The formulation presented in the last section was 

incorporated into the bioretention model developed by Bonneau et al. (2021) to model data from 

the Wick bioretention system with the final aim to predict accurately water outflow and water 
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level in the filter medium at the same time. Indeed, Bonneau et al. (2021) had tremendous 

difficulties to mimic properly the two signals at the same time, suggesting that the physical 

processes were not well represented. 

4.3.3.1.  Governing equations of the bioretention model 

The hydrological behavior of the bioretention basin was extensively modeled in Bonneau et 

al., (2021) using the hydrologic model implemented in R-codes. The authors provide a detailed 

description of the modeling approach in their paper. The model used in this study is a process-

based computational hydrological model, based on the interconnected reservoirs concept. The 

model incorporates physical processes, such as precipitation, evaporation, and infiltration, to 

predict water flow and fluxes within the system. The schematic of the hydrological model used 

for modeling the bioretention basin is shown in Figure (4.1). The equations used in the model 

have been discretized using a first-order, explicit numerical scheme and a fixed 6-minute 

timestep to match observed data.  

The modeling of subsurface flow involves two primary reservoirs: the ponding zone and the 

filter medium. A water balance model is used to simulate the filling and emptying of the surface 

basin (ponding zone) and the filter media which predicts the time-dependent depth of water 

ponded at the basin surface Equation (4-24) and water height in the filter Equation : 

 𝐴
𝑑𝐻𝑖
𝑑𝑡

= 𝑄𝐼𝑁𝑖−1 −𝑄𝑂𝑉𝐸𝑅𝑖−1 − 𝑄𝐼𝑁𝐹𝑖−1 (4-24) 

 𝐴𝜃𝑠
 𝑑𝐹𝑖

𝑑𝑡
= 𝑄𝐼𝑁𝐹𝑖−1 − 𝑄𝐸𝑋𝑖−1 − 𝑄𝑂𝑈𝑇𝑖−1 −𝑄𝐸𝑇𝑃𝑖−1 (4-25) 

Where 𝐹𝑖  is the water height available in the filter within the given time 𝑖,  𝑑𝐹𝑖= 𝐹𝑖 −  𝐹𝑖−1 and 

 𝑑𝐻𝑖=𝐻𝑖 −  𝐻𝑖−1. The 𝑄𝐼𝑁𝐹 is the recharge flux from the ponding zone into the filter media, 

𝑄𝑂𝑉𝐸𝑅 denote the overflow in surface of the basin, 𝑄𝐼𝑁 is the imported water in the basin, 𝑄𝐸𝑋 is 

the exfiltration of water by infiltration into the surrounding native soil, 𝑄𝑂𝑈𝑇 is the outflow from 

the underdrain, 𝑄𝐸𝑇𝑃 is the potential evapotranspiration rate, and 𝑑𝑡 = ∆𝑡 is considering a fixed 

6 min time step. The infiltration component of bioretention was evaluated in this study using the 

first-order Canoe Hydrobox model (CH1), as described in more detail in (Asry et al., 2023). 
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 Figure (4.2): Conceptual schematic of the hydrological model used for modeling the bioretention basin.  

4.3.3.2.  Modification of Bioretention Modeling for Current Study 

To accurately represent site-specific conditions in our study, we have made several 

modifications to the bioretention modeling approach. In the original version proposed by 

Bonneau et al. (2021), the overflow was calculated by comparing the water level in the ponding 

zone with a predetermined threshold. However, we have revised this approach in our new 

version. 

Instead of calculating the overflow based on the difference between the inlet flow and 

infiltration rate, we now directly utilize the water level in the ponding zone. This new calculation 

takes into account the mass balance in the ponding zone. This modification was necessary 

because, for certain scenarios, when the filter is already ponded with water, the infiltrated water 

can exceed the inlet flow rate. This situation could potentially result in a negative value for the 

overflow which is unrealistic regarding the real world, therefore model returns zero in the same 

situation, even if the overflow is present. By implementing this modification, we can accurately 

represent the behavior of the bioretention system and improve the reliability of our modeling 

results in capturing site-specific conditions. The preliminary test, which involved modifying 

only the overflow term, revealed that the model's performance remained largely unchanged, 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 4. PHYSICALLY BASED DUAL-PERMEABILITY MODEL FOR MODELING AND MANAGEMENT THE SUSTAINABLE URBAN DRAINAGE SYSTEMS 

107 

particularly in terms of modeling water height in the filter. In the second step, the infiltration 

model with dual-permeability porous media was implemented. 

The hydrological processes in Wick's model are described by the following mathematical 

equations: The evapotranspiration (ET) from the filter media is calculated using potential 

evapotranspiration (assuming a crop factor of 1.0) and is modulated with a linear function 

between the wilting point and field capacity (Francés, 2008; Van der Lee and Gehrels, 1990): 

 𝑖𝑓 𝜃 <  𝜃𝑤, 𝑄𝑒𝑡𝑟 = 0 

𝑖𝑓 𝜃𝑤 < 𝜃 <  𝜃𝑓𝑐 , 𝑄𝑒𝑡𝑟 =
𝜃 − 𝜃𝑤 

𝜃𝑓𝑐 − 𝜃𝑤
𝑄𝑒𝑡𝑝 

𝑖𝑓 𝜃 >  𝜃𝑓𝑐 , 𝑄𝑒𝑡𝑟 = 𝑄𝑒𝑡𝑝 

(4-26) 

Where 𝜃𝑤 and 𝜃𝑓𝑐 are the wilting point and the field capacity, respectively, taken as usual valued 

for sandy soil (FAWB., 2009; Payne et al., 2015), 𝑄𝑒𝑡𝑟 is the real evapotranspiration rate 

and 𝑄𝑒𝑡𝑝 the potential evapotranspiration rate, sourced from a nearby meteorological station of 

the Australian Bureau of Meteorology (BoM, 2021; SILO, 2020). 

In this model, the surface storage” ponding zone” and overflow are assumed to be a rectangular 

empty box. To account for the presence of a culvert weir at the surface of the storage, the user 

sets a threshold level. When the water level in the storage exceeds this threshold, the excess 

water is diverted, resulting in an overflow rate Equation (4-27): 

 
𝑖𝑓 ℎ𝑝𝑜𝑛𝑑 < ℎ𝑤𝑒𝑖𝑟 , 𝑄𝑜𝑣𝑓 = 0 

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝑄𝑜𝑣𝑓 = ℎ𝑝𝑜𝑛𝑑 − ℎ𝑤𝑒𝑖𝑟 

(4-27) 

Where ℎ𝑝𝑜𝑛𝑑  is the water level in the surface storage, ℎ𝑤𝑒𝑖𝑟 the height of the overflow 

weir, 𝑄𝑜𝑣𝑓 the overflow rate.  

Exfiltration from the filter to the surrounding soil and the groundwater is dependent on the 

hydraulic conductivity of the surrounding soil and the wetted surface area of the filter. It is 

calculated as follows: 

 𝑄𝑒𝑥𝑓 = 𝐾𝑠 𝑖𝑛𝑓  𝑆𝑤𝑒𝑡  (4-28) 

Where 𝐾𝑠 𝑖𝑛𝑓 is the saturated hydraulic conductivity of the surrounding soil and 𝑆𝑤𝑒𝑡 is the 

wetted area of the filter storage, i.e. the contact surface between water and the surrounding soil. 

The flow is considered gravity-driven since it is expected to be entirely saturated. Outflow 
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through the underdrain can be described as an orifice equation (thus assuming the pipe itself 

does not limit flow), involving the hydraulic head in the filter: 

 𝑄𝑜𝑢𝑡,𝑖 = 𝐶𝑜𝑢𝑡√2𝑔𝐻𝑖−1 ∗ 𝐴 (4-29) 

Where 𝐶𝑜𝑢𝑡 is an orifice coefficient to be calibrated, g is the acceleration due to gravity, and H 

is the difference between the water level in the filter 𝐹𝑖  and the level of the underdrain orifice. 

The water height in the filter at the time step (𝑖 − 1) can be calculated using:  

 𝐹𝑖−1 =
𝑉𝐹𝑖−1
𝜃𝑠 × 𝐴

 (4-30) 

Where 𝑉𝐹𝑖−1 is the volume of water in the filter and A the horizontal surface considered to 

compute the volumes. 

Dual-permeability porous media infiltration modeling is used for modeling the infiltration 

from the ponding zone into the filter media. The proposed model assumes that wetting fronts 

move downward at the same rate and simultaneously in both pore systems, matrix, and fracture 

as stated above (see Equation 4-14).  

During the considered time step, no more than the volume of water available in the surface 

storage can infiltrate. In addition, no more than the volume available in the filter can be filled by 

the infiltrating water. These two conditions impose two limitations. Finally, the discharges from 

the ponding zone 𝑄𝑖𝑛𝑓 (𝑖) into the filter media was obtained using the following equation: 

 

𝑄𝑖𝑛𝑓 (𝑖) = 𝑚𝑖𝑛

{
 

 
𝑄2𝐾,𝐶𝐻3(𝐼) = 𝜔𝑓𝑄𝑓 + 𝜔𝑚𝑄𝑀  (𝑎. )

(𝐹𝑚𝑎𝑥 − 𝐹𝑖−1)
𝐴

∆𝑡
𝜃𝑠                      (𝑏. ) 

  ℎ𝑝𝑜𝑛𝑑,𝑖−1 ×
𝐴

∆𝑡
+ 𝑄𝑖𝑛,𝑖                (𝑐. ) }

 

 
 (4-31) 

Equation (4-31) in the function “min” corresponds to the application of the dual-permeability 

infiltration model and Equation (4-31b-c) is set to respect the mass balance of the system. 

Equation (4-31b) enables to computation of infiltration rate when the storage capacity within the 

filter is limiting the amount of water allowed to infiltrate (typically at the end of an event). 

Equation (1-30a) enables us to compute infiltration rates when all the ponded water can infiltrate 

during time step i, typically at the start of an event with dry initial conditions. In the proposed 

CH3-2K equation, as shown in the Equation (4-17), 𝐼𝑡𝑜𝑡𝑎𝑙 is given by the cumulative infiltration 

depth since the beginning of the rainfall event, then: 

 

𝐼𝑡𝑜𝑡𝑎𝑙,𝑖(𝑖) = ∑ 𝑄inf(𝑖) ∗ ∆𝑡𝑖
𝑛
𝑖=1  

𝐼𝑚,𝑖 =
𝐼𝑡𝑜𝑡𝑎𝑙,𝑖(𝑖)

𝑅∆𝜃×𝜔𝑓+(1−𝜔𝑓)
 

 

(4-32) 
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𝐼𝑓,𝑖 = 𝐼𝑚,𝑖 × 𝑅∆𝜃 

 

Then the total flux, 𝑄2𝐾,𝐶𝐻3(𝐼), can be computed using Equation (4-32 a) and considering the 

definition of specific cumulative infiltration computed with (4-31). The following model for 

preferential flow was tested to evaluate the outflow and water level in Wicks' Bioretention filter 

media. 

4.3.4.  Model performance assessment 

The performance of the model has been evaluated for two study scales. a) at the infiltration 

scale: Firstly, the results of the synthetic infiltration generated using numerical modeling 

(Hydrus-2K) for three saturation scenarios (Hydrus-2K model) were compared to the predictions 

by our CH3-2K model. Secondly, the CH3-2K model was used to invert real experimental data 

corresponding to the 6-infiltration data collected in the field. b) at the scale of the bioretention 

system: the performance of the model in terms of prediction of the water fluxes in the 

bioretention system was calculated. To evaluate the effectiveness of the model's 

predictive capability, four indices are used: the root-mean-square error (𝑅𝑀𝑆𝐸) to assess a type 

of standard deviation of the difference between observed and modeled data, the percent bias 

(𝑃𝐵𝐼𝐴𝑆%), the NSE-Sutcliffe Efficiency (𝑁𝑆𝐸) (Nash and Sutcliffe, 1970), and coefficient of 

determination (𝑅2). By applying the indices, we can compare the observed (𝑂𝑖) and modeled 

(𝑆𝑖), values, which enables us to calibrate and validate the model (D. N. Moriasi et al., 2007, 

2015; Khan et al., 2013) 

 
𝑁𝑆𝐸 = 1 − 

∑ (𝑂𝑖 − 𝑆𝑖)
2𝑛

𝑖=1

∑ (𝑂𝑖 − 𝑂)
2𝑛

𝑖=1

 

𝐾𝐺𝐸 = 1 − √(𝑟 − 1)2 × (𝛼 − 1)2 × (𝛽 − 1)2 

 

 

𝑃𝐵𝐼𝐴𝑆 =

1
𝑛
∑ (𝑂𝑖 − 𝑆𝑖)
𝑛
𝑖=1

𝑂
  

𝑁𝑅𝑀𝑆𝐸 =
√1
𝑛
∑ [𝑂𝑖 − 𝑆𝑖]

2𝑛
𝑖=1

√1
𝑛
∑ [𝑂𝑖 − 𝑂]

2𝑛
𝑖=1

  

𝑅2 =
𝑐𝑜𝑣(𝑂, 𝑆)2

𝑉(𝑂) 𝑉(𝑆)
  

(4-33) 

Where n is the total number of paired values, 𝑂 refers to the mean of the variable 𝑂𝑖, and where 

𝑟 is s the linear correlation coefficient between 𝑂𝑖 and 𝑆𝑖 , 𝛼 is the variability ratio or ratio 

between the standard deviation of simulated values and standard deviation of observed 
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values and 𝛽 is the ratio between the mean of the simulated and observed values (Althoff 

and Rodrigues, 2021). The chosen evaluation indices cover three major categories of model 

evaluation techniques, standard regression, dimensionless, and error index. Standard regression, 

measured by 𝑅2, assesses the linear relationship between modeled and measured data and 

describes the model's ability to explain the observed data's variance. An 𝑅2 value above 0.50 is 

considered acceptable. The dimensionless NSE-Sutcliffe efficiency evaluates how well the plot 

of observed against modeled values by comparing the relative magnitude of the residual 

variance, with NSE values above 0.6 indicating an acceptable performance. Moriasi et al. (2007) 

provided criteria for satisfactory, good, and very good performance for each index for watershed-

scale models, although they may not perfectly fit the evaluated model here. For example, NSE > 

0.35, > 0.5, and > 0.65 for satisfactory, good, and very good performance, respectively (Moriasi 

et al., 2015; Moriasi et al., 2007). The Kling-Gupta Efficiency (KGE) index, introduced by 

(Gupta et al., 2009), is a valuable metric that allows for a comprehensive assessment of three 

key components: correlation, bias, and measure of variability, ensuring that the model captures 

the observed variations in different basins more accurately during the optimization process 

(Wöhling et al., 2013). The KGE index ranges from -inf to 1, where a value of 1 indicates a 

perfect match between the simulated and observed values. Higher values of KGE indicate better 

model performance in capturing the variability, timing, and magnitude of the modeled variable. 

Conversely, lower values indicate poorer model performance. The error indices, including 

𝑅𝑀𝑆𝐸, and 𝑃𝐵𝐼𝐴𝑆, quantify the error in the units of observed values. As stated above, 𝑅𝑀𝑆𝐸 

quantifies a kind of standard deviation between the model and the observations. The index 

𝑃𝐵𝐼𝐴𝑆 has an optimal value of 0% with positive values indicating that the model tends to 

overestimate and negative values indicating that the model tends to underestimate (Moriasi et 

al., 2007; Moriasi et al., 2015). 

4.4.  Material and Methods: Site study and field data 

To validate the proposed models, this study made use of a big-data base including several types 

of data, observed experimentally or numerically generated.      
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4.4.1.  Application of CH3-2K in infiltrometer scale 

4.4.1.1.  Direct modeling - illustrative examples 

In this study, the model's performance was evaluated using the blind test direct approach under 

various saturation scenarios. The results were then compared with synthetic numerical 

infiltration data from Hydrus 1D-2K. The initial input parameters used for modeling are detailed 

in  Table (4.1). The study assumed that 10% of the entire domain was occupied by the fracture 

pore system (𝜔𝑓 = 10%), with zero residual water content in the preferential flow region (𝜃𝑟.𝑓 =

 0.0) and high porosity (𝜃𝑠.𝑓 =  0.60) based on the work by Lassabatere et al. (2014). Other 

parameters were obtained according to the absolute pressure head required to activate the pores 

in the fracture pore system, which is determined by the average pore size 𝑟𝑚𝑎𝑥  [𝐿]. The hydraulic 

conductivity in the fracture was adopted from Lassabatere et al. (2014), with 𝐾𝑠.𝑓 = 3.13  𝑚𝑚/𝑚𝑖𝑛. 

A soil depth of one meter is assumed for the matrix while for the macropores, the soil depth is 

assumed to be three times that of the matrix soil depth. The initial water content in the soil is 

estimated based on the soil saturation, using the formula 𝜃𝑖.2𝐾 = (𝜃𝑠,2𝑘 − 𝜃𝑟,2𝑘) × 𝑆𝑒 + 𝜃𝑟. The 

distribution of initial water content in each region is estimated based on the partition coefficient 

(𝜔𝑓) and the following assumptions. It is assumed that the initial water content in the fractures 

is very low 𝜃𝑖.𝑓 = 𝜃𝑟.𝑓 + 0.001. The soil water content in the matrix can then be determined 

from mass balance consideration 𝜃𝑖.𝑚 =
𝜃𝑖.2𝐾 −𝜔𝑓×𝜃𝑖.𝑓

1−𝜔𝑓
. 

 Table (4.1): Hydraulic parameter for modeling the dual permeability of loamy soil with large and intermediate 

pores (Carsel and Parrish, 1988a; Lassabatere et al., 2014a). 

Parameter 
Matrix 

unit Source 
Preferential flow 

region unit Source 

Loam 𝑝𝑜𝑟𝑒 𝐷𝑖𝑎. = 𝑟1000 

ℎ𝑎 5 𝑚𝑚 Assumed 5 𝑚𝑚 Assumed 

𝜃𝑟 0.078 - 
(Carsel and 

Parrish, 1988) 
0 - 

(Gerke and van 
Genuchten, 1993) 

𝜃𝑠 0.43 - 
(Carsel and 

Parrish, 1988) 
0.5 - 

(Gerke and van 
Genuchten, 1993) 

𝜃𝑖 
𝜃𝑖.2𝐾−𝜔𝑓 × 𝜃𝑖.𝑓

1 − 𝜔𝑓
 - Estimated 𝜃𝑖.𝑓 = 𝜃𝑟.𝑓 + 0.001 - Estimated 

𝐾𝑠 
17× 10−2 

 
mm

𝑚𝑖𝑛⁄  
(Carsel and 

Parrish, 1988) 
3.13 mm

𝑚𝑖𝑛⁄  
(Lassabatere et al., 

2014b) 

𝑧𝑠𝑜𝑖𝑙  1000 𝑚𝑚 Assumed 3 × 𝑧𝑠𝑜𝑖𝑙.𝑚 𝑚𝑚 Assumed 

4.4.1.2.  Inverse modeling using Monte Carlo 

The CH3-2K model was evaluated using data from six infiltration experiments conducted on 

the ENTPE campus. The inverse modeling approach was utilized to determine the relevant 
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hydraulic parameters and soil properties as often performed in the literature (Kim et al., 2015; 

Köhne et al., 2006; Vrugt et al., 2008). Specifically, for fitting the CH3-2K model, the hydraulic 

properties of the matrix and fractures 𝐾𝑠.𝑓 and 𝐾𝑠.𝑚 were optimized using the Monte Carlo 

optimization technique and NSE objective function, while other parameters were either derived 

from field measurements or fixed a priori using pedotransfer functions. One million sets of 

parameters were generated based on plausible intervals of values, and the NSE objective function 

was computed for all sets. The set of parameters that maximized the NSE function was selected 

as the "best one". For more details, please refer to Table (4.2). Note that we considered a large 

value of 𝑧𝑠𝑜𝑖𝑙 to simulate water infiltration into a quasi-infinite soil. 

Table (4.2): Model parameterization using the measured and optimization for indirect modeling.  

 Matrix Preferential flow region 

Ex. 
ℎ𝑎  
(𝑚𝑚) 

𝜃𝑖 𝜃𝑠 
𝐾𝑠 

(𝑚𝑚/𝑚𝑖𝑛) 

𝑧𝑠𝑜𝑖𝑙  

(𝑚𝑚 ) 
ℎ𝑎  (𝑚𝑚) 𝜃𝑖 𝜃𝑠 

𝐾𝑠 
(𝑚𝑚/𝑚𝑖𝑛) 

𝑧𝑠𝑜𝑖𝑙  

(𝑚𝑚) 

 
Field 

Measure      
Field 

Measure      

Field 
Measur

e      
O

p
tim

ized
(M

C
) 

Fixed      
Fi     eld 
Measure      

Fixed      Fixed      O
p

tim
ized

(M
C

) 

Fixed      

1 58 0.37 0.5184 

10000 
 

58 

0.01 0.6 
10000 

 

2 75 0.37 0.5184 75 

3 53 0.37 0.5184 53 

4 30 0.40 0.5184 30 

5 53 0.40 0.5171 53 

6 83 0.40 0.5171 83 

4.4.1.3.  Numerical data with Hydrus 

Our study used the HYDRUS-1D software for modeling vertical Dual-Permeability porous 

media infiltration processes (Šimůnek and Genuchten, 2008). A finite-element software package 

known as HYDRUS-1D is designed to solve the Richards equation numerically for saturated-

unsaturated water flows. HYDRUS-1D offers the opportunity to use the hydraulic parameters 

listed in the Carsel and Parrish database for the description of most types of soils. We selected 

van Genuchten (1980) for the description of the water retention curve combined with the 

Mualem condition (𝑚 = 1 −
1

𝑛
) with Mualem's (1976) capillary model for the prediction of 

hydraulic conductivity. To mimic different scenarios (initial wet or dry soil), we used a 5 mm 

water pressure head at the soil surface and uniform initial .This means HYDRUS assumes two 

different mobile domains to account for preferential flow. 

The theory of that approach describes the preferential flow in the way that the effective flow 

space is decreased due to the immobile fraction and thus the same volume flux is forced to flow 
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through this decreased flow space, resulting in higher porewater velocities and consequently also 

in a deeper percolation of water and solutes (Šimůnek and van Genuchten, 2008). For the 

parameterization of these two domains, we select an immobile soil water content 𝜃𝑟.𝑓 of 0 and 

hydraulic conductivity between two regions are considered as 𝐾𝑠𝑎 =  ∞. Indeed, such 

hypothesis corresponds to the hypothesis of identical wetting front progression in the matrix and 

the fracture pore systems.   

4.4.1.4.  Field Experiments data using Infiltrometers 

The INFILTRON project utilized infiltrometers to measure the infiltration of grassed soils at 

the ENTPE campus in Vaulx-en-Velin, France. Sampling the soil at two different locations on 

the site, the average water content and dry bulk density were determined, resulting in an 

estimated porosity of 53.1% and 54.6%, respectively. The field experiment measurements reveal 

that the hydraulic conductivity of the soil medium within a bioretention SUDS can vary 

significantly, up to six orders of magnitude (Kanso et al., 2018), across different spatial areas 

(Asleson et al., 2009). This variability can be attributed to the impact of macropores formed by 

vegetation and the age of the bioretention system post-development. Consequently, when 

measuring soil infiltration, it is highly recommended to employ infiltrometers with larger 

diameter rings. The larger ring size increases the likelihood of encountering larger macropores, 

thereby providing a more accurate assessment of infiltration rates (Rose, 2004). 

 

Figure (4.3): Map of field infiltration experiment locations and the right panel is the dual reservoir large ring 

infiltrometer that was used for the experiments 
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The Infiltron project aimed to design a large-ring infiltrometer for the assessment of the 

filtration and infiltration functions (infiltron.org). Within this framework, a specific infiltrometer 

was designed with a ring of a diameter of 50 cm and two large reservoirs to supply the volume 

of water needed to provide a total cumulative infiltration of 250-300 mm. As explained above, 

six water infiltration experiments were performed under intermediate dry conditions (initial 

water around 38-40%). A water height of around 5-10 cm was maintained at the soil surface and 

the level of water in the reservoirs was monitored to compute the cumulative infiltration into the 

soil. Meanwhile, regular-size ring infiltrometers were deployed on the site (Concialdi et al., 

2020), but this work is not detailed in this study. 

4.4.1.5.  Field experimental data from Wicks Reserve infiltration basin  

The field monitoring data presented in this study were collected in the Wicks Reserve 

Infiltration Basin, also known as "the Wicks Infiltration Basin". The Wicks Reserve Infiltration 

Basin is located in the eastern suburbs of Melbourne, Australia  Figure (4.4). Constructed in 

2011, the basin covers a surface area of 1,800 m2 and serves three main purposes: 1) to reduce 

the frequency and intensity of high runoff flows, 2) to improve the quality of the discharged 

stormwater, and 3) to infiltrate the stormwater locally to recharge the groundwater and improve 

the base flow of the nearby Dobsons Creek. In terms of topography, it is anticipated that the 

infiltrated stormwater will naturally follow the slope from the basin to Dobsons Creek, which is 

approximately 75m away. The slope is estimated to be approximately 10% (Bonneau et al., 

2020). It receives an average annual rainfall of 730 mm and has a potential evapotranspiration 

(PET) of 1050 mm. This catchment has a quick response to rainfall, with a time response of 30-

45 minutes. A traditional stormwater drainage system in the catchment collects and drains runoff 

from approximately 5 hectares of impervious surfaces, which is then discharged into the basin 

via inlet pipes. The infiltration basin is covered with a variety of vegetation, including prickly 

shrubs, sedges, swamp grasses, and common spike rush.  

An overflow weir is installed to allow excess water from rainfall events to exit the basin 

without being filtered. Stormwater percolates through the 0.8 m deep filter medium of loamy 

sand and scoria gravel and then empties into a discharge pit with an elevated orifice. When the 

water level in the basin is below the orifice level, no water leaves through the underdrain, and 

only infiltration and evapotranspiration help to reduce the water level in the basin. For a period 

of two years, the flow rate, water level, and rainfall of the basin were monitored at a 6-minute 
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time step. From this data, 22 rainfall-runoff events were selected for the calibration (2 events) 

and validation (20 events) of the model (Bonneau et al., 2021). The inflow and outflow of the 

basin were monitored, and the flow rate and water levels in the ponding zone were measured 

with a low-cost sensor. The water level stored in the filter media was also measured with a 

piezometer. All details regarding basin information, calibration, and data collection are 

explained in detail in (Bonneau, 2018; Bonneau et al., 2020).  

 

Figure (4.4): The upper panel (a) displays a map of the catchment that supplies water to the bioretention basin, as 

adopted by Bonneau et al. (2021). The lower panel (b) presents a schematic representation of the bioretention basin, 

adopted from Melbourne Water (2020) 

 

a) 

b) 
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4.5.  Result and discussion 

4.5.1.  Model sensitivity assessment: setting up and limitations of the 

model 

To begin with, the initial phase involves an evaluation of the proposed model concerning 

infiltration in both matrix and macropores reservoirs. Through these analyses, it is possible to 

demonstrate that there are disparities in flow between the two reservoirs, both in terms of volume 

and water flux. While the wetting front is assumed to progress simultaneously through the 

reservoir and matrix (with an indefinite exchange between the two reservoirs), the volume of 

infiltration is slightly in relation to different values of ∆𝜃 in the macropore and the matrix. 

This can be mathematically represented by the Equation. (4-17) and (4-18). The equation 

below allows us to determine how the infiltration in each region can be altered by two 

fundamental coefficients in a Dual-Permeability porous media medium: 𝜔𝑓 =
𝑉𝑡,𝑓 

𝑉𝑡
, the volume 

fraction occupied by the fracture pore system, and 𝑅∆𝜃 =
(𝜃𝑠,𝑓−𝜃𝑖,𝑓)

(𝜃𝑠,𝑚−𝜃𝑖,𝑚)
 the ratio of the water content 

between pore systems. The system of equations is defined above Equation. (4-17) leads to the 

following expressions for the ratios of respective infiltrations and the total infiltration. 

 𝐼1𝐷,𝑚(𝑡)

𝐼1𝐷,2𝐾(𝑡)
=

1

 (𝜔𝑓 𝑅∆𝜃 +(1−𝜔𝑓))
=

1

 1+𝜔𝑓( 𝑅∆𝜃−1)
= 𝑖𝑛𝑓𝑚 

𝐼1𝐷,𝑓(𝑡)

𝐼1𝐷,2𝐾(𝑡)
=

𝑅∆𝜃

 (𝜔𝑓 𝑅∆𝜃 +𝜔𝑚)
=

𝑅∆𝜃

 1+𝜔𝑓( 𝑅∆𝜃−1)
= 𝑖𝑛𝑓𝑓 

 

 (4-34) 

For 𝜔𝑓 = 0.1, 𝑖𝑛𝑓𝑚 ranges from 0.55 to 1. This behavior indicates that when 𝑅∆𝜃=1, the 

cumulative infiltration in the matrix is equal to the total cumulative infiltration. As 𝑅∆𝜃 increases, 

implying an increase in the initial water content in the matrix, 𝑖𝑛𝑓𝑚 “exponentially” decreases. 

For 𝑅∆𝜃 = 10, 𝑖𝑛𝑓𝑚 reaches approximately 0.55, indicating that the cumulative infiltration in 

the matrix is equal to half of the total cumulative infiltration. Similar patterns are observed for 

other values of 𝜔𝑓, but with more intensity for larger values. 

In the fracture pore system, the ratio of water infiltration into the system to the total water flow 

increases. The cumulative infiltration in the fracture varies, reaching up to five times the 

cumulative infiltration. Assuming any value for 𝑅∆𝜃 (𝑅∆𝜃= 2.5 is considered in Figure (4.5), 

when 𝜔𝑓 increases, the total water flow in the matrix decreases, while the total water flow in the 

fracture increases. 
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Figure (4.5): Analytical assessment of infiltration ratio between matrix and fracture and the total infiltration as a 

function of ratio 𝑅∆𝜃 and 𝜔𝑓.      

 

To gain a deeper understanding of the model's behavior concerning various parameters, an 

analytical demonstration of the infiltration rate in the matrix and fracture regions in response to 

changes in the parameters can be provided. Let's consider the following parameters: the ratio of 

water content deficit 𝑅∆𝜃 =
(𝜃𝑠,𝑓−𝜃𝑖,𝑓)

(𝜃𝑠,𝑚−𝜃𝑖,𝑚)
, hydraulic conductivity 𝑅𝑘𝑠 =

𝐾𝑠𝑓

𝐾𝑠𝑚 
, volume fraction 

occupied by the fracture, 𝜔𝑓 and soil depth 𝑅𝑧𝑠𝑜𝑖𝑙 =
𝑍𝑠𝑜𝑖𝑙𝑓

𝑍𝑠𝑜𝑖𝑙𝑚
. 

As the ratio of water content deficit increases, meaning the water content deficit in macropores 

is greater compared to the matrix, the infiltration rate in both the matrix and fracture regions 

increases Figure (4.6). Consequently, the overall infiltration rate in the system is enhanced. In 

this part, we considered a moderate ratio of water content deficit, in agreement with regular 

values and common scenarios (𝑅∆𝜃 ∈ [0,2.8]). Note that in the previous figure, we considered 

larger values of 𝑅∆𝜃 (Fig. 1.2, 𝑅∆𝜃 ∈ [0,10]). The values of 𝑅∆𝜃 should be bounded by the value 

1

(𝜃𝑠,𝑚−𝜃𝑖,𝑚)
. Indeed, the initial water content in the fracture pore system cannot be lower than zero 

and the maximum water content cannot exceed 1. Very large values of 𝑅∆𝜃 may be obtained 

when the initial water pressure head is just below the value needed to activate the fracture pore 

system. In that case, the matrix is expected to be quasi-saturated while the fracture pore system 

is expected to be dry. The application of the final water pressure head may trigger a slight change 

in water content in the matrix, (𝜃𝑠,𝑚 − 𝜃𝑖,𝑚) ≃ 0 versus a large drop of water content in the 

fracture pore system, (𝜃𝑠,𝑓 − 𝜃𝑖,𝑓) ≃ (𝜃𝑠,𝑓 − 𝜃𝑟,𝑓), leading to large values of 𝑅∆𝜃 =
(𝜃𝑠,𝑓−𝜃𝑖,𝑓)

(𝜃𝑠,𝑚−𝜃𝑖,𝑚)
. 
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As the fracture volume increases, the infiltration rate in the fracture pore system tends to 

increase Figure (4.6). However, the infiltration rate in the matrix region may decrease due to 

reduced available volume for infiltration. The overall impact on the final infiltration rate depends 

on the relative magnitudes of the fracture volume and matrix volume. Note that for both input 

parameters, 𝑅∆𝜃 and 𝜔𝑓, their impact on infiltration can be related to their impact on the 

distribution of infiltration between the matrix and the fracture pore system. The system decreases 

water infiltration in the two regions Figure (4.6), whereas 𝑅∆𝜃 decrease, the infiltration into the 

matrix but increase it for the fracture pore region. 

The ratio of hydraulic conductivity between the matrix and macropores does not significantly 

affect the infiltration rate in the matrix by design since we consider the hydraulic conductivity 

of the matrix as constant. Conversely, the hydraulic conductivity ratio does impact the infiltration 

rate in the macropores Figure (4.6). Consequently, the final infiltration rate in the combined 

matrix and fracture pore system is influenced by the hydraulic conductivity contrast, with a large 

increase when 𝐾𝑠 increases. 

Lastly, regarding the parameter 𝑍𝑠𝑜𝑖𝑙, if the soil depth in the macropores exceeds one times 

the soil depth in the matrix, the infiltration rate in the matrix decreases. Conversely, the 

infiltration rate in the macropores increases. The balance between these two rates determines the 

overall change in the final infiltration rate. 
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Figure (4.6): Sensitivity analysis of infiltration rate in matrix and fracture regarding the change in the parameters 

4.5.2.  Preliminary results 

4.5.2.1.  Analysis of the accuracy of CH3-2K models using numerically generated 

data 

The performance and domain validity of the dual-permeability model in different saturation 

conditions using synthetic infiltration data from 𝐻𝑦𝑑𝑟𝑢𝑠_2𝐾 is investigated in this study. The 

hydraulic parameters of loamy soil were for the matrix using a pedotransfer assumption 

approach, as presented and explained in detail in section 4.4.1.1.  
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The volume fraction occupied by the fracture pore system was set at 10% and the other 

hydraulic parameters of the 2K system are described in  Table (4.1). Preferential flow can be 

induced by a variety of factors, and one of these factors is antecedent moisture conditions and 

water pressure head conditions applied at the surface (Torres, 2002). The rate of water infiltration 

can change from a slow displacement process to a much faster acceleration rate relative to the 

initial water content, which is closely related to the occurrence of preferential flow. A small 

change in soil water pressure head in the near-zero range can activate soil water movement and 

store it in larger macropores, creating favorable conditions for preferential flow (Tymchak and 

Torres, 2007).       

 

Figure (4.7): Result of direct infiltration modeling using the (CH1_1𝐾, CH3-1K, CH3-2K) models for Loam 

compared to numerical infiltration modeled using Hydrus-2K for three different saturation scenarios (Dry soil 

(Se=0.1), intermediate soil (Se=0.5), saturate soil (Se=0.9)) 

 

To determine the validity of the model, the impact of preferential flow on water infiltration 

rate was studied by considering three different degrees of initial saturation and a positive water 

pressure head at the surface. Figure (4.7) displays the result of a physically-based infiltration 

model (𝐶𝐻1, 𝐶𝐻3_1𝐾, 𝐶𝐻3_2𝐾) that were tested for loamy soils, amended with macropores 

with three different saturation levels (dry, intermediate, and saturated) and their comparison with 

reference numerically generated data (Hydrus_2K). 

The results present three key outcomes. Firstly, the initial version of the infiltration model 

(𝐶𝐻1) was unable to replicate the shape of synthetic infiltration curves for any saturation 

scenarios, as indicated by low 𝑅2, NSE values and a high value of 𝑃𝐵𝐼𝐴𝑆 of 99-100%, which 

means this model missed around 99-100% of the average of synthetic data Table (4.3). On the 

other hand, the last version of the Infiltration model set in simple permeability 𝐶𝐻3_1𝐾 which 

is a reformatted Green-Ampt model, closely matches the physics of water infiltration into soils, 

with the onset of infiltration decreasing as a function of cumulative infiltration, highlighting the 

importance of model evaluation (more detail can be found in Asry et al., (2023)). Secondly, the 
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figure compares 𝐶𝐻3_1𝐾 and 𝐶𝐻3_2𝐾 in terms of their agreement with the physics of 

infiltration and agreement with the reference numerically generated data. The static analysis 

shows a high degree of model agreement 𝑅2 between (0.87 to 0.95) for the model 𝐶𝐻3 in both 

homogeneous and heterogeneous modeling in terms of shape: it decreases all the time. Even if 

most users consider the single permeability approach to model water flow in soils, most cases 

involve heterogeneous soils, requiring the use of dual-permeability media. 𝐶𝐻1_1𝐾 and 

𝐶𝐻3_2𝐾 in terms of agreement with the Hydrus 2K data, which can be used to represent real 

soil media, underestimate the infiltration for the two lower degrees of saturation Figure (4.7). 

Finally, the 𝐶𝐻3_1𝐾 model exhibits a negative 𝑁𝑆𝐸 for soil at intermediate and high degrees 

of saturation and a high value of  𝑁𝑅𝑀𝑆𝐸 indicating a poor fit. Additionally, the model's 

significantly negative PBIAS indicates that it consistently underestimates the reference 

infiltration curve. In contrast, the 𝐶𝐻3_2𝐾 model, designed to account for soil heterogeneity in 

dry and intermediate soils, performs well with an 𝑁𝑆𝐸 of 0.87 and 𝑁𝑅𝑀𝑆𝐸 of 40%.  However, 

𝑃𝐵𝐼𝐴𝑆 analysis shows that the model still underestimates infiltration values by around 28% for 

dry soils. The 𝐶𝐻3_2𝐾 model seems appropriate for loamy soil conditions with median and dry 

conditions, making it useful for hydrological modeling to simulate preferential flow impacts in 

such types of soil. The comparison with reference analytically generated data shows that 

𝐶𝐻3_2𝐾 overestimates infiltration values for the saturated condition, which may be due to the 

imperfect parametrization of fractured reservoirs. These findings are supported by the results 

presented in Figure (4.7) and Table (4.3).  

The 𝐶𝐻3_2𝐾 model is an appropriate model for median and dry saturation conditions in a 

coarse filter medium. This allows for its use and integration in hydrological modeling to simulate 

the impact of preferential flow in such systems. The results are in line with the study of (Bond 

and Thompson, 2013; Tymchak and Torres, 2007) who shows in the experimental stand for the 

loamy soil, the wetting front can move forward at the same time. 

In cases where the initial water content of the soil is low, the activation of macropores in 

bimodal soil media occurs more rapidly. This leads to a higher level of infiltration, as indicated 

by the results obtained from the HYDRUS 2K model. Additionally, the performance of the 

𝐶𝐻3_2𝐾 model, which incorporates more complex permeability characteristics, demonstrates a 

better fit compared to the simple permeability model. 
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Table (4.3): Statistics of the goodness of fits (𝑁𝑆𝐸, 𝑅2, 𝑁𝑅𝑀𝑆𝐸, and 𝑃𝐵𝐼𝐴𝑆) for the assessment of the 

capability of CH1, CH3_1K, and CH3_2K models to fit the simulated infiltration rates for synthetic soils 

depicted in Figure (4.7) (considered as the reference). The lines highlighted in grey delineate the best models 

for each case. The value of the statistics corresponding to a perfect fit (model = observations) or to a model that 

provides only null values were added). 

 
 𝑁𝑆𝐸 𝑁𝑅𝑀𝑆𝐸 % 𝑃𝐵𝐼𝐴𝑆 % 𝑅2 

Perfect model 1 0 0 1 

𝑆𝑒𝑖 = 0.1  𝐿𝑜𝑎𝑚 𝑎𝑛𝑑 𝑟𝑎𝑣𝑟𝑎𝑔𝑒  (1000μm) 

𝑞(𝐼)𝐶𝐻3_2𝐾 0.33 81.8 -55.4 0.95 

𝑞(𝐼)𝐶𝐻3_1𝐾 0 99.9 -80.6 0.95 

𝑞(𝐼)𝐶𝐻1_1𝐾 -0.23 110.7 -100 0.15 

𝑆𝑒𝑖 = 0.5  𝐿𝑜𝑎𝑚 𝑎𝑛𝑑 𝑟𝑎𝑣𝑟𝑎𝑔𝑒  (1000μm) 

𝑞(𝐼)𝐶𝐻3_2𝐾 0.83 40.7 -28.2 0.94 

𝑞(𝐼)𝐶𝐻3_1𝐾 -0.02 100.8 -76.9 0.94 

𝑞(𝐼)𝐶𝐻1_1𝐾 -0.46 120.8 -99.9 0.23 

𝑆𝑒𝑖 = 0.9  𝐿𝑜𝑎𝑚 𝑎𝑛𝑑 𝑟𝑎𝑣𝑟𝑎𝑔𝑒  (1000μm) 

𝑞(𝐼)𝐶𝐻3_2𝐾 -9.95 330.7 140.2 0.87 

𝑞(𝐼)𝐶𝐻3_1𝐾 -0.17 107.9 -61.2 0.87 

𝑞(𝐼)𝐶𝐻1_1𝐾 -0.68 129.6 -99.8 0.71 

 

4.5.3.  Inverse modeling with CH3-2K model using experimental data 

The CH1 model does not match the experimental data in all cases, and the statistics measuring 

the model's fit to the data are poor. In contrast, the 𝐶𝐻3_1𝐾 model effectively replicates the 

typical decrease in infiltration rate with cumulative infiltration, consistent with the principles of 

water infiltration into soils. The 𝐶𝐻3_1𝐾  models accurately depict some experimental data but 

may underestimate observations at the end of the infiltration for other data sets. However, the 

statistics measuring the fit of the 𝐶𝐻3_1𝐾  model to the data (𝑁𝑆𝐸,𝑁𝑅𝑀𝑆𝐸, and 𝑃𝐵𝐼𝐴𝑆) 

indicate moderate performance, with very low NSE values, high 𝑁𝑅𝑀𝑆𝐸 values, and high 

absolute values of PBIAS. The CH3_2K model shows an improvement compared to the 

𝐶𝐻1 model, as seen in the increased coefficient of determination (𝑅2) values in Table (4.4) and 

in Figure (4.8). 

Overall, the 𝐶𝐻3_1𝐾 model is considered a strong candidate with good fits in the context of 

SUDS hydrological simulations. Despite this, the 𝐶𝐻3_1𝐾 model is easy to calibrate (only two 

parameters) and performs well for both direct and inverse simulations. Assumptions during 

modeling, such as considering soil as homogenous instead of heterogenous, can result in 

inadequate goodness of fit statistics and also bad values of estimates. 
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Figure (4.8): Infiltration rate simulated using inversion modeling for six experiments 

The comparison between 𝐶𝐻3_1𝐾 and field data in six infiltrations showed that the 𝐶𝐻3_1𝐾 

model underestimates the observed infiltration, which may be explained by the presence of 

macroporosity and preferential infiltration flow. 

On the other hand, 𝐶𝐻3_2𝐾, as shown in Figure (4.8) achieved accurate fits in all infiltration 

scenarios and provided good results in terms of goodness of fit Table (4.4). However, CH3-2K 

had an underestimation at the beginning of the curve in cases ENTPE1-1, ENTPE1-3, and 

ENTPE2-1 which may be related to the error of data measurement in the first point of infiltration, 

given the very slight decrease in infiltration rate at the beginning of the infiltration. In conclusion, 

the 𝐶𝐻3_1𝐾  model, which is an improved version of the dual permeability model, is a strong 

candidate for use in SUDS in which soils are prone to preferential flows. The statistics of the 
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goodness of fit, with high NSE values, low 𝑁𝑅𝑀𝑆𝐸 values, and low absolute values of 𝑃𝐵𝐼𝐴𝑆, 

prove that the 𝐶𝐻3_2𝐾 model provides satisfactory results.  

The 𝐶𝐻3_2𝐾 model may be an important and effective physically-based model candidate for 

preferential infiltration modeling in field conditions and SUDS. It is relatively simple to calibrate 

since only 4 parameters are needed. It also performs well for both direct and inverse simulations. 

When using the 𝐶𝐻3_2𝐾  model for SUDS hydrological simulations, we considered that 𝑧𝑠𝑜𝑖𝑙 

was equivalent to the total soil layer of the SUDS. Only 2 parameters need to be estimated for 

each region, the initial water content, and the saturated hydraulic conductivity, making it an 

efficient option for modeling. 

Table (4.4): Results of the optimization process–optimization of the saturated hydraulic conductivity in the fracture 

pore system and the matrix); statistics of the goodness of fits (𝑁𝑆𝐸, 𝑅2, 𝑁𝑅𝑀𝑆𝐸, and 𝑃𝐵𝐼𝐴𝑆) for the fits with 

models (CH3-2K, CH3-1K, CH1_1K). Underlined values denote inaccurate fits for the statistics of the goodness of 

fit and when the optimized values equal the lower limits of the optimization interval.  

    ENTPE1_1 
ENTPE1_

2 

ENTPE1_

3 

ENTPE2_

1 

ENTPE2_

2 

ENTPE2_

3 

𝑵𝑺𝑬 

CH3-2K 0.83 0.85 0.76 0.8 0.84 0.87 

CH3-1K -23.04 -0.03 -22.76 -77.47 0.03 -0.44 

CH1-1K -1.48 -0.18 -1.69 -2.07 -0.25 -0.12 

𝑵𝑹𝑴𝑺𝑬% 

CH3-2K 45.3 84.9 54.3 52.7 87.6 62.7 

CH3-1K 485.1 100.8 480.8 881.5 98 119.5 

CH1-1K 155.8 107.9 161.7 174.4 111.3 105.5 

𝑷𝑩𝑰𝑨𝑺% 

CH3-2K -0.9 -8.9 -1.7 -0.3 -8 -8.4 

CH3-1K -51.3 -27.4 -48.1 -66.9 -27.5 -37 

CH1-1K -1.8 -2.2 -2.1 -1.1 -2.4 -1.2 

𝑹𝟐 

CH3-2K 0.82 0.76 0.77 0.72 0.96 0.9 

CH3-1K 0.81 0.756 0.766 0.72 0.95 0.89 

CH1-1K 0.58 0.16 0.71 0.45 0.41 0.5 

CH3-1K 𝑲𝒔 36.78 24.07 53.08 13.92 26.25 6.48 

CH3-2K 
𝑲𝒔.𝑭 3663.2 1328.7 4755.2 1834 1113.1 526.3 

𝑲𝒔.𝑴 1.2 0 2.1 0.4 0 0.3 

 
 

When using CH3-2K models to invert infiltration data, it is important to remember that these 

models are designed for 1D water infiltration in soil. However, in reality, water infiltration is 

3D, with both vertical and horizontal flow. For large rings like the 50--in diameter rings used in 

our study, the horizontal component of infiltration is considered negligible, and the infiltration 

can be considered 1D. That is the reason why we fitted our 1D model to our experimental data. 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 4. PHYSICALLY BASED DUAL-PERMEABILITY MODEL FOR MODELING AND MANAGEMENT THE SUSTAINABLE URBAN DRAINAGE SYSTEMS 

125 

4.5.4.   Model calibration and parameters adjustment in bioretention 

modeling 

The main focus of this chapter is to present our findings on three key objectives: evaluating 

the hydrological performance of the bioretention model, adjusting the model to match 

measurement data, and assessing how changes in its parameters impact the model's output. We 

developed infiltration models that incorporate the concept of preferential flow and applied them 

to the case of bioretention modeling to simulate outflows and water level dynamics using data 

collected from the Wicks Reserve Bioretention Basin. The primary objective of the model is to 

accurately replicate the measured outflows, as this is the variable of one of greatest concern for 

stormwater managers. The behavior of soil medium is affected by seven parameters, of which 

the parameter 𝐶𝑜𝑢𝑡 related to the underdrain and the hydraulic parameters of matrix and 

macropores, 𝐾𝑠.𝑚, 𝐾𝑠.𝑓 are primary and four soil characteristic parameters 𝜃𝑠.𝑚 , 𝜃𝑠.𝑓 and,  𝜃𝑖.𝑚 

, 𝜃𝑖.𝑓 are secondary. The primary parameters directly affect the water balance of the bioretention 

basin and have readily observable and dynamic effects, while the other four model parameters 

have much less effect on the mass balance.  

The soil bulk porosity was derived from basin physical characteristics and allowed us to set 

the saturated water contents in the matrix, assuming a value of 0.6 for the saturated water content 

in the fracture pore system. The values of  𝜃𝑠.𝑓 , 𝜃𝑠.𝑚 was calibrated using 2 rainfall events out 

of 22, meaning 1/11 of the dataset to fit observations.  In addition,  𝜃𝑖.𝑚 was yielded from the 

initial water level present in the system and 𝜃𝑖.𝑓 was set to a very low value, assuming no 

capillarity in the fracture pore system.  

The soils surrounding the basin involve a clay matrix with extremely low hydraulic 

conductivity, determined through the application of rising stage slug tests in nearby piezometers 

(Bouwer and Rice, 1976). As a result,  𝐾𝑠.𝑖𝑛𝑓 was set to a value less than 1 mm/day. In this study, 

it was assumed that the ponding zone was initially dry before the beginning of a storm. The 

primary parameters were determined by calibration by comparing the computed values of the 

outflow rate 𝑄𝑜𝑢𝑡 by checking the overall mass balance.  

The calibrated events were selected to represent a range of precipitation levels, including both 

small and high levels. The remaining data was then used to evaluate the model's accuracy and 

robustness by comparing simulated results to actual measurements. Then, a significant number 
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of random parameters (primary) sets are generated, and the model is run using each set of 

parameters. The results of the simulation are compared to the observed data, and the set of 

parameters that gives the highest match, as determined by the value of 𝑁𝑆𝐸𝑄, is selected. These 

parameters were adjusted to simulate outflows, but the model's ability to replicate the dynamics 

of water levels was also evaluated to determine its accuracy in capturing the hydraulic gradient 

dynamics within the filter.  

Table (4.5): Bioretention basin parameters for model calibration 

Parameters Values Source Unit 

Filter depth  1 Visual observation 𝑚 

Area of the ponding zone  900 Visual observation 𝑚2 

Wilting point 𝜃𝑤 0.1 FAWB 2015 - 

Field capacity 𝜃𝑓𝑐 0.2 FAWB 2015 - 

Surrounding soil hydraulic conductivity 1.5 × 10-7 Measured 𝑚

𝑠
 

Area of the filter  1800 Visual observation 𝑚2 

Filter porosity 𝜃𝑠.𝑚 0.45 Measured - 

Filter porosity 𝜃𝑠.𝑓 0.6 (Gerke & VG, 1993) - 

Saturated filter media hydraulic conductivity Ks.m       3. 72 × 10−7 Calibarted 𝑚

𝑠
 

Saturated filter media hydraulic conductivity Ks.f  4.8 × 10−4 Calibarted 𝑚

𝑠
 

volumetric weighting factor 𝜔𝑓 0.1 Assumed - 

Initial hydraulic conductivity 𝜃𝑖.𝑓 (
𝐹1

𝐹𝑚𝑎𝑥
× 𝜃𝑠.𝑓) Calculated - 

Initial hydraulic conductivity 𝜃𝑖.𝑚 (
𝐹1

𝐹𝑚𝑎𝑥
× 𝜃𝑠.𝑚) Calculated - 

Orifice coefficient Cout 2.3 × 10−3 Calibarted - 

4.5.4.1.  Model calibration  

The calibration process is a critical step, particularly when dealing with highly non-linear 

processes like unsaturated flow modeling (Ritter et al., 2003). Calibration of the model was 

conducted by evaluating the goodness of fit between model predictions and field observations 

over a range of plausible parameter values from the literature. Bonneau et al. (2021) used the 

systematic Monte Carlo (MC) approach for model calibration with the NSH as the optimization 

objective function.  Figure (4.9) represents the space of response using the Monte Carlo 

approach. 

However, as the number of parameters increases, the uniform Monte Carlo sampling approach 

becomes computationally inefficient and is unable to maintain an adequate sampling density, 

which can lead to unreliable results.  

As a result, the MCMC (Markov chain Monte Carlo) sampler approach is an attractive method 

for the evaluation of the uncertainty of the model parameters in continuous multi-variable 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 4. PHYSICALLY BASED DUAL-PERMEABILITY MODEL FOR MODELING AND MANAGEMENT THE SUSTAINABLE URBAN DRAINAGE SYSTEMS 

127 

problems (Vrugt and Bouten, 2002). To avoid any uncertainty regarding the multiple local 

optima, the nonlinear interactions between the model parameters, and the complex shape of the 

response surface defined by the objective function (Feyen et al., 2007), the Bayesian approach 

has been recommended in the literature for the hydrological model calibration (Bertrand-

Krajewski et al., 2021; Laloy et al., 2010; Yang et al., 2017). 

 
 Figure (4.9): Schematic of the surface of response reproduced by Monte Carlo for two calibration events, with 

respect to the NSE-Sutcliffe Efficiency (NSE), The values of 𝐶𝑜𝑢𝑡 was selected within the range of of 0.0001 to 

0.01, while  𝐾𝑠.𝑚 was varied between 10−10 to 10−4 𝑚/𝑠, and  𝐾𝑠.𝑓 was varied between 10−5 to 10−3  𝑚/𝑠 

An inverse problem can be effectively addressed using Bayesian inference, as it allows 

rigorous determination of nonlinear quantitative uncertainty distributions of parameters treated 

as random variables rather than point estimates (Dosso et al., 2009). The self-adaptive Monte 

Carlo Markov chain (MCMC) approach is a useful method for sampling from a posterior 

probability density function (PDF). By conducting a random walk within the Markov chain, it 

explores the prior space and provides an approximate estimation of the posterior probability 

distribution (Vrugt et al., 2003). During the random walk, new parameter values are proposed 
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based on the current state of the chain, and their acceptance or rejection is determined by the 

posterior probability. 

The likelihood function refers to the probability of observing a set of data given a specific 

model and its parameter values. Bayesian inference goes beyond maximum likelihood estimation 

by incorporating prior information into the analysis. In this study, a multi-objective optimization 

approach was employed to optimize modeling objectives, specifically for estimating flow or 

water height in the filter media. It considers both the outflow and filter depth as objectives. The 

Differential Evolution Adaptive Metropolis (DREAMzs) algorithm, a Bayesian optimization 

technique, was utilized to calibrate the three parameters: 𝐶𝑜𝑢𝑡 ,  𝐾𝑠.𝑚 and  𝐾𝑠.𝑓. DREAMzs 

dynamically adjusts the proposal distribution's scale and shape based on the chain's past 

performance, aiming to improve exploration and convergence properties over time. Two chains 

of modeling and 25,000 iterations were carried out. A prior probability distribution is formed for 

the model parameters by assuming a uniform distribution over the range of data intervals. The 

values of 𝐶𝑜𝑢𝑡 were tested between 0.0001 to 0.01, while  𝐾𝑠.𝑚 was varied between 10−9 to 

10−4 𝑚/𝑠, and  𝐾𝑠.𝑓 was tested between 10−5 to 10−3 𝑚/𝑠. The parameters 𝐶𝑜𝑢𝑡 reached a 

threshold of around, 2.8 × 10−3. 

The calibrated orifice coefficient 𝐶𝑜𝑢𝑡 was found to be within the expected range based on 

literature values for perforated PVC pipes. However, estimating this value accurately in real-

world scenarios can be challenging. The expected value of the orifice coefficient for perforated 

pipes would be 0.064. Nevertheless, the field conditions in the Wicks study deviated from ideal 

conditions due to the possibility of plant roots penetrating the orifices and an unknown degree 

of clogging in the PVC pipe. Consequently, the literature value could not be relied upon, and 

calibration of the orifice coefficient was necessary. It is important to note that there is some 

uncertainty surrounding the design value for 𝐶𝑜𝑢𝑡, but the calibrated value appeared to align well 

with the characteristics of the site. Similarly, while soil properties of fine sandy loam are 

generally established in the literature, a site-specific value was required for calibration purposes 

in this study. The parameter of  𝐾𝑠.𝑓 and  𝐾𝑠.𝑚 reached 4.48 10-04 (𝑚/𝑠) and 3.72× 10−7 (𝑚/𝑠)  

respectively.  

To assess the convergence of Bayesian statistics using the Markov chain Monte Carlo 

(MCMC) method, the Gelman-Rubin indicator is used. A Gelman indicator value of 1.04 and 

1.1 indicates that the MCMC chains have achieved convergence and the sampling process has 

reached a stable state. Generally, a value less than 1.1 is considered indicative of convergence, 
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while values greater than 1.1 suggest that further iterations may be required to achieve 

convergence.  

Table (4.6): The result of model calibration using Monte Carlo for two events derived by two chains and two events 

Calibration 

Event 

Mean 

inflow 

(𝑙/𝑠) 

Mean 

outflow 

(𝑙/𝑠) 

Mean    

water 

height (𝑚) 

Initial 

water 

height (𝑚) 
Optimization 

Objective 

 𝐾𝑠.𝑓 

(𝑚/𝑠) 
 𝐾𝑠.𝑚 
(𝑚/𝑠) 

𝐶𝑜𝑢𝑡 
Gelman-

Rubin 

(Event 2) 

2013/9/18 
4.89 3.795 0.661 0.5357 Multiobjective 3.60e-04 5.60e-08 0.0032 1.04 

(Event 14) 

2015/4/24 
1.63 0.939 0.540 0.4809 Multiobjective 5.36e-04 6.88e-07 0.0024 1.1 

 

4.5.4.2.  The sensitivity of the model regarding the  𝑪𝒐𝒖𝒕 

In previous studies of basin hydrology, the estimation of the weir coefficient was commonly 

based on established hydraulic formulas. For two calibration events, the model behavior using 

different values of 𝐶𝑜𝑢𝑡 are examined through the goodness of fit for outflow and water level in 

the filter media Figure (4.10). The mean of optimal value for  𝐶𝑜𝑢𝑡 was 2.8× 10−5 gives an 

overall best fit for both high- and low-peak events calibration regarding satisfying the objective 

of 𝑁𝑆𝐸𝑄 and 𝑁𝑆𝐸𝐻. We then can see that we can find a value of  𝐶𝑜𝑢𝑡 that provides high values 

of NSE functions for both water heights in the filter and water fluxes. This is the first step towards 

optimizing at the same time water fluxes and water height in the filter. That was one of the 

drawbacks of the modeling proposed by Bonneau et al. (2021). These authors reproduced 

accurately water fluxes but with a poor fit of water heights. By implementing the dual-

permeability model, we expected to improve the modeling of both parameters, indicating an 

improvement in the simulation of physical processes. 
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Figure (4.10): NSE-Sutcliffe Efficiency (NSE) values for overflow rate (Q) and water level in filter medium (H), 

for calibration of orifice coefficient (𝐶𝑜𝑢𝑡) (with 𝐾𝑠.𝑚 and  𝐾𝑠.𝑓 held constant at 4.48× 10−4 m/s and 3.72e-07 𝑚/𝑠 

respectively) for the rainfall events 2 and 14     . 

4.5.4.3.  The impact of  𝑪𝒐𝒖𝒕 on model estimation 

The orifice coefficient 𝐶𝑜𝑢𝑡, which controls the outflow through the culvert pipe, plays a 

significant role in regulating the water level in the filter media. which is in line with those of 

(Bonneau et al., 2021b). By increasing 𝐶𝑜𝑢𝑡, the culvert discharge can be increased, allowing 

more water to flow out of the basin. This directly affects the water balance within the basin and 

produces observable and dynamic effects. 

The study results demonstrated that the orifice coefficient had a more substantial impact on 

the model's performance compared to the hydraulic conductivity of the matrix and macropores 

reservoirs. This suggests that accurate calibration and optimization of this parameter are crucial 

for accurately simulating and predicting the behavior of the system. To gain a deeper 

understanding of the model's behavior with respect to the orifice parameter, a sensitivity analysis 

was conducted. In Figure (4.11), the influence of the orifice coefficient on the dynamics of 

outflow for two specific events has been investigated. By systematically adjusting the value of 

𝐶𝑜𝑢𝑡 and observing its impact on the model outputs, insights were gained into the sensitivity and 

responsiveness of the system to changes in the orifice parameter.  
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 Figure (4.11): Sensitivity analysis for two calibration rainfall events (top/bottom), Left: Modeled and observed 

outflows, right: Modeled and observed water level in the filter medium depending on  𝐶𝑜𝑢𝑡  (hydraulic 

conductivity for matrix and porosity are fixed to calibrated values). 

The calibrated value of  𝐶𝑜𝑢𝑡 = 2.8 × 10−3 for high- and low-peak events, provides the best 

overall fit, and gives a realistic peak flow time. As shown in  Figure (4.11), a higher value of 

orifice coefficient at 0.01 results in peak-outflow values that are higher than observed, but also 

causes the filter media to empty quickly through the culvert, lower peak-water water level in the 

filter; the model initially overestimates the peak flow and then rapidly decreases after the peak 

due to the quick drainage of the structure. A smaller value of  𝐶𝑜𝑢𝑡, specifically 0.001, leads to 

an underestimation of peak outflow and results in a higher water level within the filter media. 

The model predicts a larger accumulation of water within the basin until the filter media becomes 

saturated. Once saturation occurs, the water starts to pond at the surface, leading to the 

combination of ponded water and water within the filter. This behavior transforms the system 

into a pool-like state, where the outflow and potential overflow discharge (if the ponded water 

exceeds a specific threshold) govern the water dynamics in the system. The anomaly observed 

in Event 2, at the  𝐶𝑜𝑢𝑡=0.001, indicates that the ponded water in the system exceeded the 

threshold level, leading to an overflow. Over time, the modeled water height in the filter exceeds 

the height of the filter itself, indicating complete saturation of the filter. After this point, all the 

incoming water is stored in the ponding zone. When the filter water level reaches the height of 

internal water storage, the underdrain controls the whole system. This response of the model 
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aligns with findings from other studies, which could be attributed to the construction of the basin 

(Bonneau et al., 2021b; Fournel et al., 2013). This behavior can be attributed to the hydraulic 

characteristics and design elements of the basin, including the presence of an internal water 

storage system and the configuration of the underdrain (a pipe outflow with an upturned outlet 

to form IWS). 

4.5.4.4.  The impact of  𝑲𝒔.𝒇 and  𝑲𝒔.𝒎 on model estimation 

In this section, the impact of hydraulic conductivity of macropores on the system response has 

been studied. After determining the optimum values for the parameters,  𝐶𝑜𝑢𝑡  and  𝐾𝑠.𝑚 were 

fixed, and then the 𝐾𝑠.𝑓 was systematically changed to observe its impact on the model response. 

As shown in the Figure (4.12), choosing a small value for  𝐾𝑠.𝑓 leads to less infiltration in the 

system. Even though the matrix is unable to infiltrate more water, the outflow and the water level 

in the filter are smaller than expected. In Event 14, an anomaly can be observed in the curve 

when the infiltration decreases.  

This anomaly indicates that when infiltration decreases, water accumulates, and in this case, 

the water surpasses the threshold. Choosing a higher conductivity value for  𝐾𝑠.𝑓  does not result 

in any change in the plot because, although it increases infiltration, the model regulates the 

infiltration based on the mass balance Equation (4-24) instead of applying Darcy’s law (or 

equivalently the dual-permeability equation). In that case, the value of the saturated hydraulic 

conductivity does not play any role. The variation in the small pores does not appear to have a 

significant impact on the model's response. This is because the macropores have a high 

infiltration capacity that can be controlled primarily through the drainage coefficient.  
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 Figure (4.12):  The sensitivity analysis of the model regarding the conductivity hydraulic of macropores and matrix  

 

4.5.5.  Comparison against validation data 

The performance of the model was evaluated using several metrics, including KGE, NSE, R2, 

and RMSE, for both outflow and water height in the filter media. The summary of the model's 

performance can be found in Table (4.7) and a visual representation of the results is presented in 

Figure (4.13). The outflow is of great interest due to its significant impacts on water quality and 

the flow patterns of receiving waters (DeBusk et al., 2011). 
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 Figure (4.13): Distribution of the NSE Sutcliffe efficiencies, PBIAS, and RMSE for outflows for all the rainfall 

events 
 

Table (4.7): The summary result of goodness of fit for outflow and filter water height 

NSE-Q NSE-H KGE-Q KGE-H RMSE-Q PBIAS-Q 

Median: 0.76 Median: 0.51 Median: 0.65 Median: 0.66 Median: 0.62 Median: 0 

Mean: 0.56 Mean: 0.10 Mean: 0.68 Mean: 0.21 Mean: 0.67 Mean: -0.002 

 

Regarding the outflow simulation, the model showed a slight improvement in comparison to 

the further developed model in the study of Bonneau et al. in 2021, in terms of the NSE criterion, 

with a mean value of 0.76  Figure (4.13). In most events, the model was able to reach and 

represent the observed curve more accurately. However, there were some events where the 

overflow was shown to be non-satisfactory, which can be attributed to the simplification of the 

equation used to calculate the overflow discharge. To assess the accuracy and variability of the 

model predictions, the KGE metric also was estimated. A mean KGE value of 0.68 suggests that, 

on average, the model captures approximately 68% of the variability and patterns observed in 

the data. Additionally, the RMSE criterion showed a median value of 0.62 l/s and a PBIAS of 0, 

indicating a good fit between the model and the observed data.  
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Figure (4.14): Observed and modeled outflow hydrographs for the studied 22 rainfall events (black line with points 

= measured; red line = simulated with the proposed model) 

The simulation of water height in the filter media significantly improved with the new model 

that incorporated the dual-permeability porous media infiltration model. The median NSE value 

was 0.51, the KGE value was 0.68, and the mean NSE value was 0.10. However, the model 

tended to underestimate the water high, as indicated by a median PBIAS of -22%  Figure (4.13). 

To improve the representation of observed water levels, additional complexity, such as adding 

new soil layers of modeling soil or capturing soil hydrodynamic parameters, would be necessary. 

However, obtaining such detailed information is not always feasible or readily available (Fournel 

et al., 2013). 

One plausible explanation for the observed outcomes is the development of preferential flow 

paths. The mentioned cases were observed in temperate climates, and it is speculated that 

preferential flow in green roofs could be more prevalent in dry-summer subtropical/tropical 

climates (Guo and Luu, 2015). However, further research is necessary to monitor water 

movement in field configurations and gather solid evidence regarding the occurrence and 

characteristics of preferential flow. 
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Figure (4.15): Illustration of the comparison between observed and modeled water levels in the filter. The black line 

with points represents the measured data, while the green line represents the simulated water levels using the 

proposed model, and the blue line corresponds to the ponded water depth 

4.6.  Discussion and conclusion 

In this study, we focused on enhancing and developing the (CH3) model, (see Asry et al., 2023) 

for dual-permeability porous media modeling in a bioretention basin, based on modified Green 

Ampt modeling. The model was tested for three saturation scenarios (dry, wet, medium) and 

compared to the numerical model using Hydrus. The results demonstrated that the model 

effectively represented the dual-permeability porous media approach, particularly for dry and 

medium initial saturated soils. Subsequently, the model was inverted for six infiltration 

experiments conducted on the campus of the ENTPE using a specific large-ring infiltration 

device.  

The results confirmed that the dual permeability modeling proposed in this study accurately 

represented infiltration through the calibration of two parameters (hydraulic conductivity in 

matrix and macropores). The simplified physically-based infiltration model in this study showed 

its capability to account for complex aspects of infiltration, including the position of the wetting 

front during the infiltration process and the influence of preferential flow, however, the model 

needs just three calibration parameters. The infiltration model implemented in the hydrological 
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modeling proposed by Bonneau et al. in 2021 has been enhanced with the new dual permeability 

module. Contrary to SWMM or RECHARGE which needs more than 16 parameters for 

calibration, this model requires fewer parameters, with only three principal parameters needing 

optimization and the other parameters used in the bioretention modeling are physically 

measurable field parameters, making the model practical and applicable. The new version of the 

bioretention model, incorporating the dual permeability module, was initially calibrated using 

two specific events and validated using the remaining 20 events. This calibration and validation 

procedure ensured that the model's parameters were appropriately adjusted to accurately reflect 

the observed data.  

The results of the modeling demonstrated a slight improvement in Outflow and an interesting 

improvement in simulating the filter water height in comparison with the simple-permeability 

approach. It is important to note that 𝐶𝑜𝑢𝑡, is a key parameter controlling the hydrologic 

performance of the model, which may influence the design of bioretention systems. The use of 

an elevated underdrain outflow pipe, by producing an internal saturated zone, simulates a pool-

like system where the outflow coefficient becomes the hydraulic control of the system.  

Nonetheless, the rapid arrival of the wetting front in the internal saturated zones occurs so 

quickly that the current 6-minute time steps are inadequate to observe its progression during 

infiltration. To accurately model the advancement of the wetting front, a finer time step is 

required to capture the intricate dynamics and movements (Lassabatere et al., 2009, 2014). It is 

suggested that using a non-elevated outflow pipe would allow for the observation of how 

different soil infiltration parameters affect system performance. 

Additionally, the Mean and Median of NSE (NSE-Sutcliffe efficiency coefficient) for the filter 

water height were influenced by certain events that resulted in negative NSE values.  

In event 13, there was a notable and rapid rise in water level within the filter. This increase can 

be attributed to the maturation of Wick's system which has been more pronounced in the absence 

of soil tillage. This leads to the soil water repellency and activation of macropores which are 

connected to the soil surface, facilitating a significant volume of water infiltration in the system. 

This finding is consistent with observations by researchers such as (Doerr et al., 2006; Hallett et 

al., 2004), who have shown that water repellency is more evident in undisturbed no-till arable or 

permanently vegetated soils like grassland, where macropores often extend continuously to the 

soil surface. 
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Furthermore, the initial water content in the system was observed to be below field capacity, 

which aligns with the results of (Edwards et al., 1993) who found that water flow in earthworm 

channels under no-till maize was highest during intense storms that occurred on initially dry soil 

(water shrinkage impact). While our model did not accurately simulate soil shrinkage and water 

repellency in the system, and considered that wetter soils will generate more macropore flow 

(Jarvis, 2007), then, it attempted to capture the overall curve. Therefore, it is recommended to 

model dry and wet events separately, considering the previous water content in the system as 

highlighted by Guo and Luu, (2015). 

Another aspect that was not considered was the preexisting ponded water in the system (Wang 

et al., 2019). Despite our initial assumption of a precedent ponded water height of zero, the actual 

measurement data revealed a different scenario. This discrepancy had a noticeable impact on the 

model's performance for specific events (e.g., events 3, 6, 13).  

As a result, our simplified model necessitates additional refinement and the incorporation of 

specific inputs to effectively replicate the curve, taking into account water repellency and soil 

shrinkage phenomena. To address these concerns, we suggest testing the proposed model using 

data with a finer time step and considering the spatial aspects for the bioretention without the 

IWS (Internal Water Storage) zone at the bottom of the filter. 

Moreover, we have also suggested introducing more complexity by adding additional soil 

layers to the filter. However, this brings challenges in terms of handling a larger number of input 

parameters, as recommended by (Dussaillant et al., 2005). 
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Chapter 5.  Model uncertainty and sensitivity analysis  

 

 

Preface 

This chapter provides an overview of model uncertainty and sensitivity analysis for the models 

presented in Chapter 3. It aims to assess the reliability and robustness of these models by 

exploring the impact of uncertainties and variations in input parameters. Through sensitivity 

analysis, the chapter examines how changes in these parameters affect the output of the model. 

Examining model uncertainties and carrying out sensitivity analysis provide a deeper 

understanding of the reliability and limitations of the models, allowing more informed decision-

making based on their results. It helps also to define the best strategies for its use in inverse mode 

(fitting experimental data).  
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Abstract 

Cities across the globe are progressively embracing Low Impact Development strategies (LID) 

to restore the urban hydrological cycle and combat the impacts of global changes. Advanced, 

eco-friendly stormwater techniques effectively reduce runoff per numerous modeling studies, 

but knowledge gaps persist in hydraulic functionality and modeling. The study globally assesses 

the sensitivity of INFILTRON-Mod, a set of three physically-based infiltration models for LID 

modeling. It examines parameter changes' impact on the model output, enhancing understanding 

of reliability and limitations for informed decision-making. Multivariate Global Sensitivity 

Analysis using Extended Fourier Amplitude Sensitivity Test (FAST) is employed to assess the 

influence of INFILTON-Mod parameters on model estimation. Coupling FAST with the 

Bayesian interface conducts an uncertainty analysis of the model's parameters and evaluates its 

ability to replicate real LID hydraulic behavior. Bayesian inference proves useful in refining the 

model's parameters and enhancing reliability. The study's findings offer valuable insights for 

urban hydrologists on the statistical accuracy and computational efficiency of the studied 

models. It addresses influential and non-influential parameters, reducing uncertainty, and 

simulation time, and highlighting model limitations. Our results will also help to define an 

optimized strategy for the design of inversion algorithms for our models. 
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5.1.  Introduction 

Cities across the globe are progressively embracing Low Impact Development strategies (LID) 

to restore the urban hydrological cycle and combat the impacts of global warming. Advanced, 

eco-friendly stormwater techniques effectively reduce runoff per numerous modeling studies 

(Brattebo and Booth, 2003; Davis et al., 2009), but gaps of knowledge persist in hydraulic 

functionality and modeling. The efficacy of individual infiltration based-LID cells and the 

consequences of various design factors can both be better understood by site-scale modeling 

(Brown et al., 2013; Ding et al., 2019; Li and Davis, 2008; M. Li et al., 2017).  

The key principle of LID modeling is soil infiltration. Richards' equation is frequently regarded 

as the most complete infiltration model and was used as the basis for several numerical tools like 

HYDRUS (modeling water fluxes in soil profiles) (Šimůnek and van Genuchten, 2008), GIFmod 

(Massoudieh et al., 2017), and DRAINMOD (infiltration based-LID modeling) (Brown et al., 

2013, 2010).  

The soil water characteristic curve (SWCC) and the unsaturated hydraulic conductivity curve 

(HCC) K(θ) are two soil functions that are required for modeling water fluxes but that are 

difficult to characterize (Angulo-Jaramillo et al., 2016). These numerical models present a series 

of equations for the soil hydraulic functions (SWCC and HCC),  as demanded by Richards' 

equation, including Van Genuchten-Mualem (1980), modified Van Genuchten, Brooks Corey 

(1964), and Kosugi  (1996) equations. The ROSETTA tool can be used to infer the input data 

for these equations from particle size distribution or texture data (Šimůnek and van Genuchten, 

2008). Based on readily accessible soil textures, ROSETTA calculates the water retention 

parameters needed in the Van Genuchten flow equations (Schaap et al., 2001). However, 

acquiring water retention parameters in the field proves to be quite intricate, and the calibration 

of these parameters amplifies the uncertainty in the model outcomes. This heightened complexity 

in the model's output uncertainty could pose challenges for decision-makers, as it may entail 

substantial uncertainty to contend with. 

There is a direct correlation between the number and complexity of input variables and model 

complexity. We need to strike a balance between intricate models that incorporate a multitude 

of complex input variables and simplistic models with only a few inputs that fail to capture the 

intricacies of the modeled physical processes. The complexity of the model directly relates to 

the number and complexity of the input variables (Sage et al., 2020). Given so, numerous models 

opt to use the simpler Green-Ampt equation as opposed to the more intricate Richards' equation.  
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The input requirements and computing demands are reduced by the Green-Ampt equation 

(Lisenbee et al., 2021b; Zhang and Chui, 2019). This simplification comes with some 

assumptions, such as one-dimensional vertical flow and complete saturation behind a clear 

piston-like wetting front. Although infiltration based-LID cells function in a variety of saturated 

and unsaturated contexts, these assumptions can occasionally be unappropriated (Barbu and 

Ballestero, 2015; Brown et al., 2013).  

In theory, a physically-based model uses field-measurable parameters to represent processes 

(Niehoff et al., 2002; Zégre et al., 2010). Practically speaking, the model needs to be calibrated 

when data for the particular case study is lacking. The Green-Ampt infiltration model is a 

physical-empirical model that needs physical inputs like the initial water contents as well as 

typical soil characteristics like porosity, field capacity, and wilting point (Zhang and Chui, 2019). 

Determining the parameter of pressure head on the wetting front in the Green-Ampt equation 

can be challenging and not easily obtained from field experiments, especially due to the 

heterogeneity of soil and the dynamic nature of water movement over time (Kale and Sahoo, 

2011; Ogden and Saghafian, 1997). This study introduces the INFILTRON-Mod, (see Chapter 

3. for more results) which comprises three physically-based parsimonious models designed for 

simulating infiltration in LID. These models consider soil physics and have demonstrated 

effectiveness in accurately simulating infiltration rate and underdrain outflow. In limited 

infiltration, these modules can be easily calibrated using inversion approaches. The users need 

to comprehend the level of detail required for each infiltration model specific to their modeling 

application. It is crucial to establish a domain of model validity for parameter calibration and 

determine the model sensitivity within the calibration interval, which can be applied to these 

models. Additionally, understanding the sensitivity of the model to different parameters, 

especially input variables defining the state of the system, is important. In order to quantify and 

compare the effect of uncertain parameters or input variables on a given model's output, modelers 

must use global sensitivity analysis. By considering these factors, the user can make informed 

decisions during parameter calibration and ensure the model's reliability and applicability under 

both direct and inverse modes.  

The majority of physically-based models contain a large number of input parameters, which 

causes an important challenge for implementing these since parameter estimation becomes a 

high-dimensional and mostly nonlinear problem (Vrugt and Sadegh, 2013). To overcome this 

problem, numerous optimization algorithms have been developed (Beven and Binley, 2014; 
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Vrugt et al., 2003). The Generalized Likelihood Uncertainty estimate (GLUE) frameworks have 

frequently been encouraged for parameter forecasting due to their simplicity and adaptability. 

Nevertheless, unlike Bayesian approaches, these techniques do not necessitate assumptions 

about error structure. This absence of requirements enhances their accessibility and versatility 

(Beven and Binley, 2014; Sage et al., 2017).  

Furthermore, the equifinality problem (Beven, 2006), where different parameter combinations 

might produce equivalent results, is frequently encountered in environmental optimization 

investigations. This problem is made more difficult when there are many parameters and little 

knowledge of how they interact and affect the output of the model. Although certain model 

parameters can be measured or approximated, others may not always need to be included in the 

optimization process. The primary aim of this research is to explore multivariate sensitivity 

analysis techniques in conjunction with the INFILTON-Mod module. The study follows a 

specific approach to address the research objective. Firstly, Multivariate Global Sensitivity 

Analysis using Extended Fourier Amplitude Sensitivity Test (FAST) is applied and compared to 

assess the influence of INFILTON-Mod parameters on modeled infiltration data and parameter 

calibration. Then, this study couples FAST with the Bayesian approach to conduct an uncertainty 

analysis of the model's parameters and evaluate the model's ability to replicate the hydraulic 

behavior of LID. The research also includes a comparison of results between Monte Carlo and 

Bayesian methods.  

Moreover, the integration of multivariate variance-based sensitivity analysis (E-FAST) with 

the Bayesian approach provides valuable information for urban hydrologists concerning the 

statistical accuracy and computational efficiency of their models. This approach could lead to 

significant advancements in understanding and managing infiltration-based LID within urban 

environments. 

5.2.  Material and Methods 

The INFILTRON-Mod is the hydrological infiltration model which has been tested against a 

dataset comprising experimental infiltration rate, cumulative infiltration data, and numerically 

generated data (Hydrus outputs). The models used in INFILTRON-Mod are concise and based 

on physical governing processes. These models will be incorporated into the Hydrobox module 

of the Canoe model (Chocat, 2013) to facilitate their utilization in urban water infiltration 

modeling.  
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The infiltration models integrated into INFILTRON-Mod encompass parameters that are 

readily available in the field. However, when field parameters are lacking, the inversion (more 

information in Chapter 3. ) of the subsequent models continues to be the optimal approach for 

deducing soil parameters from data readily gathered in the field. 

In this study, the Monte Carlo Inversion (MCI) method was initially applied to the data (see 

Chapter 3) for inverse problem-solving. The MCI method involves generating model outputs by 

randomly selecting input parameters within predetermined upper and lower bounds. Each 

generated output is then compared to the available data using the NSE criteria, which was used 

in this study (Beven, 2006). Then, the set of input parameters corresponding to the best fit is 

selected. 

Monte Carlo filtering is relevant when dealing with inversion models that contain ill-defined 

parameters and are thus referred to as overparameterized models (Draper and Smith, 1998). 

When dealing with ten or fewer unknown parameters, utilizing a simple deterministic grid search 

with MCI can be practical and efficient (Cambridge and Mosegaard, 2002). (Vrugt, 2016) has 

also pointed out that standard Monte Carlo simulation methods are computationally inefficient, 

except for very low-dimensional problems. However, we have also explored a Bayesian 

approach in relation to model uncertainty and the ill-posed nature of inverse modeling with MCI. 

This approach has already facilitated its implementation in the dual permeability approach. An 

inverse problem becomes ill-posed when the identified parameters are correlated to each other 

or exhibit instability or non-uniqueness. The process of estimating parameters of unsaturated soil 

hydraulic functions through inverse problems is often ill-posed but can be converted into a well-

posed problem through well-designed experiments for homogeneous soils with minimal 

measurement and model errors (Hopmans and Simunek, 1999).  

The lack of identifiability arises when various parameter combinations result in a similar 

system response, thereby rendering it unachievable to obtain a singular solution. Then, additional 

information is required to decorate input variables. Stability is achieved when optimized 

parameters remain insensitive to measurement errors, such that small errors in system response 

do not lead to significant changes in optimized parameters. To tackle this issue, first, the model 

uncertainty and sensitivity assessment are conducted. Finally, one possible solution is to abandon 

the search for a single optimal parameter combination and instead utilize the Bayesian theorem. 
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5.2.1.  Uncertainty and sensitivity assessment  

Our understanding of how computer models represent physical reality is improved significantly 

by quantifying model uncertainty. Parameter uncertainty and model discrepancy are the two 

main sources of uncertainty that contribute to the differences between a computer model and the 

actual physical system. The model discrepancy results from the absence of some physical 

components and other errors in the computer model, whereas parameter uncertainty is caused by 

unknown calibration parameters within the computer model (Ghanem et al., 2017).  

A technique for measuring and quantifying uncertainty in model outputs that results from 

ambiguities in model parameters is known as uncertainty quantification. Uncertainty 

quantification gives each model parameter a distribution of possible values as opposed to 

deterministic models, which assume fixed parameter values (as shown in Figure (5.1 A). A 

distribution of potential outcomes for the model output results from this propagation of 

uncertainty in the model's parameter values (as shown in Figure (5.1 B). This method enables a 

more thorough comprehension of the range of potential outcomes and the corresponding 

uncertainties in the model predictions.  

The Monte Carlo simulation (see Chapter 3) is a straightforward method for solving stochastic 

partial differential equations. It involves generating a significant number of random realizations 

of parameter fields, which are equally probable. For each realization, deterministic infiltration 

rate equations are solved, and the results are averaged across all realizations.  

 
Figure (5.1): Illustration of uncertainty quantification of a deterministic model (adopted from Tennøe et al., 2018) 
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This process allows us to obtain sample moments of the solution (Giles, 2015; Lu and Zhang, 

2003). In the context of uncertainty associated with real-valued measurements of a system, it is 

frequently assumed that the parameters follows a normal probability distribution. This 

assumption of normality enables the distribution to be characterized by the mean (μ) and variance 

(𝜎2) of the normal distribution.  

 
Figure (5.2): The distribution of performance measures defines a range of potential values and the likelihood that a 

specified target value will be exceeded. The shaded area under the density function on the left represents the 

probability that the target value will be exceeded. This probability is shown in the probability of exceedance plot 

on the right 

 

The uncertainty can be represented by a percentage confidence interval, which indicates the 

range within which the measurement is likely to fall with a certain probability. The uncertainty 

of the model studied by the elliptical confidence zone of a variable represented by a bivariate 

normal distribution is illustrated in Figure (5.3) (Balas et al., 2009; Friendly et al., 2013). 

  
Figure (5.3): The uncertainty in a complex variable can be represented by a bivariate normal distribution creating 

an elliptical uncertainty area in the real imaginary space. A) The probability distribution of a real-valued univariate 

variable with its 95% confidence intervals. B) The elliptical confidence area of a complex variable represented by 

a bivariate normal distribution. Adopted from (Jacobs et al., 2018) 
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When we rely on a single set of fixed parameter values despite the presence of uncertainty, it 

becomes challenging to assess the reliability of the model results. Uncertainty quantification is 

essential in accounting for the effects of uncertain parameters and determining the level of 

confidence we can place in the model output (Deletic et al., 2012). By incorporating uncertainty 

quantification, we can effectively model the inherent variation in system parameters, thereby 

enhancing our understanding of how these uncertain parameters influence the model output. 

Moreover, conducting an uncertainty quantification allows for more informative comparisons 

between two model outputs or between model output and experimental results, as we gain insight 

into the distribution of the model output and can quantify their similarity or dissimilarity (Marino 

et al., 2008).  

Sensitivity analysis plays a crucial role in understanding the relationship between input 

variables, parameters, and model outputs, providing valuable insights into how each parameter 

impacts various aspects of the model. It guides experimental focus by identifying parameters 

with high sensitivity, requiring accurate measurement, while parameters with low sensitivity can 

be estimated with less precision (Mishra, 2009).  

Sensitivity analysis (SA) finds utility in model reduction scenarios and parameter estimation 

tasks, enabling the identification of parameters that have minimal impact on the variance of the 

model output, thus allowing them to be fixed at any value within the explored distribution. By 

leveraging sensitivity analysis and uncertainty quantification techniques, we gain a deeper 

understanding of the model, enhance the interpretability of results, and make informed decisions 

about parameter estimation and model reduction strategies (Zi, 2011).  

SA methods can be categorized according to their scope, applicability, and characteristics. The 

two primary classifications are local SA and global SA, which have been widely discussed in 

the literature (Saltelli, 2004; Saltelli and Annoni, 2010). These classifications provide a basic 

and commonly used framework for understanding SA methodologies. Analyzing the effects of 

unknown inputs close to a certain point or base case is the main goal of local SA. Within a 

specific range, it seeks to comprehend how changes in these inputs impact the model's output. 

While considering a wider variety of input variations, global SA focuses on analyzing the effects 

of uncertain inputs over the whole input space. A more thorough knowledge of the system is 

made possible by Global SA, which offers insights into the general behavior and sensitivity of 

the model to various input combinations (Tian, 2013). 
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The Monte Carlo filtering is often coupled with the local sensitivity analysis. The LSA (Local 

Sensitivity Analysis) generally requires two tasks: (a) a qualitative description of the system 

behavior and (b) a binary classification of the model output that divides solutions into two 

behavioral and non-behavioral groups. However, the main drawback of the LSA is that no 

higher-order analysis is performed and thus interactions between parameters are not investigated.  

The 'one-at-a-time' (OAT) method is a frequently employed sensitivity analysis technique in 

the field of environmental sciences. In this strategy, each parameter's value is changed while the 

values of the other parameters are held constant (Rezaei et al., 2016; Wesseling et al., 2020). 

However, the results of an OAT analysis can be inconsistent when a model considers interactions 

between parameters. This is so that parameter interactions can only be discovered when several 

parameters are changed at once. As a result, the OAT analysis may not fully account for 

parameter interactions, producing incomplete and sometimes inaccurate sensitivity estimates. In 

hydrological modeling applications, global SA (GSA) methods are commonly preferred due to 

their inherent advantages over local SA methods (Song et al., 2015) and several studies have 

highlighted their advantages (Baroni and Tarantola, 2014; Makler-Pick et al., 2011). GSA 

methods offer a broader perspective by considering the entire input space, enabling the 

identification of parameter interactions and nonlinear effects that may be missed by LSA. GSA 

provides a more comprehensive understanding of the system's behavior and enhances the ability 

to capture complex relationships between inputs and outputs. 

In this study, a two-step approach is employed for sensitivity analysis. Firstly, LSA is 

combined with a basic Monte Carlo filtering technique, this last being the chosen protocol for 

the selection of sets of input parameters. The objective of this step is to identify behavioral 

regions in the parameter space and reduce uncertainty in the subsequent parameter estimation 

step using the same sample and runs of the LSA. The objective function (NSE and RMSE) values 

are calculated for each parameter set. Based on these values, potential solutions are divided into 

two groups: behavioral solutions with NSE > 0.0 and non-behavioral solutions with NSE < 0.0. 

After the filtering step, uncertainty analyses are performed on the filtered sample. The relative 

cumulative probability distribution is then calculated against the parameter values. Finally, a 

variance-based method is employed for the sensitivity analysis. Various variance decomposition 

techniques, such as Sobol's method, the Fourier Amplitude Sensitivity Test (FAST), and the 

extended FAST methods, can be utilized for this purpose. The variance-based approach is 

considered global as it simultaneously varies all sources of uncertainties. It is also regarded as a 
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model-free method, as it can compute sensitivity indices without relying on assumptions about 

the linearity, monotonicity, or other generic properties of the underlying model. Within this 

approach, the first-order sensitivity indices (Si) and total-order sensitivity indices (ST) are 

estimated using: 

𝑆𝑖 =
𝑉[𝐸(𝑌|𝑋𝑖])

𝑉(𝑌)
 (5-1) 

𝑆𝑇 =
𝐸[𝑉(𝑌|𝑋~𝑖])

𝑉(𝑌)
 (5-2) 

In the sensitivity analysis, the first-order sensitivity index (𝑆𝑖) and total-order sensitivity index 

(𝑆𝑇) are used to quantify the importance of input variables. The notation 𝑋~𝑖 represents the array 

of all inputs except for the variable 𝑋𝑖. The variance (𝑉) and expectation (𝐸) operators are used 

in the calculations. Higher values of S indicate higher sensitivity. First-order sensitivity indices 

assess the significance of an individual input variable in isolation.  

This index quantifies the importance of a single input by itself. Total-order sensitivity indices 

measure the overall importance of a specific input, considering its interactions with all other 

possible inputs. Global sensitivity analysis is commonly employed in models that have 

multivariate or functional outputs. In such cases, conducting separate sensitivity analyses on 

each output individually or on a few specific scalar functions of the output may not provide 

sufficient information, as highlighted by Campbell et al., (2006). Instead, it becomes more 

valuable to perform sensitivity analysis on the multivariate output as a whole. This necessitates 

the development of criteria and methods tailored specifically for the sensitivity analysis of 

multivariate or functional outputs. 

To perform sensitivity analysis on a multivariate dynamic model, the "multisens" package in 

R is utilized (Lamboni et al., 2011). This package is specifically designed to handle sensitivity 

analysis of dynamic models. Since the infiltration rate is a dynamic variable, the "multisens" 

package offers suitable tools and methods to conduct sensitivity analysis on such models. By 

using this package in R, researchers can effectively analyze the sensitivity of the infiltration rate 

in a multivariate dynamic model and gain valuable insights into its behavior and interactions 

with other variables.  
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5.2.1.1.  Bayesian parameter inference 

This approach relies on the idea of integrating a priori knowledge of the system in the statistical 

inference, to combine it with the observed data (i.e., measurements of soil water content, matric 

potential, and outflow) to derive the posterior probabilities of model parameters. In a hydrologic 

context, this method is admirably suited for systematically addressing and quantifying the 

various error sources within a single cohesive, integrated, and hierarchical manner (Vrugt et al., 

2003; Liu and Gupta, 2007).  

The Markov Chain Monte Carlo (MCMC) methods or Bayesian inversion have been given 

more attention over the past decades by geophysicists and soil physicists for soil parameter 

derivation. It is the preferred model for both optimization and uncertainty estimation (Sambridge 

and Mosegaard, 2002). The inverse problem is solved by incorporating both prior knowledge of 

the model and observed data, resulting in a posterior probability density function (PDF) for the 

model parameters. This PDF is considered the "complete solution" to the problem (Gelman et 

al., 2013). In addition, it is a controversial issue as to whether prior information can be adequately 

represented probabilistically (see Scales and Snieder [1997] and Gouveia and Scales [1998] for 

a discussion). Note that probabilistic prior information is often called “soft” and differs from 

strict inequalities on the model parameters, which are referred to as “hard” prior information. 

Within a Bayesian context, then, the emphasis is less on optimization and more on sampling the 

most probable regions.  

In contrast to the MCI model utilized earlier in this study, the Bayesian approach employs 

important sampling to identify the most probable regions of parameter space based on the 

posterior PDF. While the MCI model focused on exploring the acceptable regions of parameter 

space as defined by data and prior constraints (Sambridge and Mosegaard, 2002). In the context 

of an optimization framework, the results of the GSA can be used to extract useful information 

about the problem structure. The GSA preliminarily identifies the subset of input factors that 

drive most of the variation in the model output; to establish their optimal values, these sensitive 

parameters can be further investigated by using a Monte Carlo filtering approach. Filtering 

techniques are used to explore the parameter space about the single or multiple optima. This is 

particularly relevant when dealing with mechanistic models that almost always contain ill-

defined parameters and are thus referred to as overparameterized models (Draper and Smith, 

1981).  

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 5. MODEL UNCERTAINTY AND SENSITIVITY ANALYSIS 

 

153 

In this study, we employed the Markov Chain Monte Carlo (MCMC) of Bayesian inference. 

The MCMC approach generates candidate samples independently, allowing for easy distribution 

of sampling across multiple processors. The Metropolis algorithm, the foundation for many 

MCMC samplers, is a simple yet effective method for generating samples (Liu, 2001). In the 

Metropolis algorithm, samples are generated from a proposal distribution, and a probabilistic 

decision is made to accept or reject each candidate sample based on its probability relative to the 

current state of the process. The procedure for generating samples using the proposal PDF is: 

Algorithm: Rejection sampler 

• For 𝑖 = 1,2,3, … , 𝑁 

repeat 

1. Generate 𝜃′ from the prior distribution P(𝜃) 

2. Simulate 𝑌 from the model, 𝑌 = H(𝜃′|. ) 

3. Where 𝜖 → 0 

Until the distance function is smaller than 𝜖   

𝝆(𝑺(�̂�), 𝑺(𝒀(𝜽))) = |𝒎𝒆𝒂𝒏(�̂�) −𝒎𝒆𝒂𝒏(𝒀(𝜽))| ≤ 𝝐 

Set 𝜃𝑖 = 𝜃′  

End for 

 

Figure (5.4): Metropolis algorithm schematic: The 

depicted image demonstrates how the Metropolis 

algorithm generates samples using a random walk. 

The samples that are rejected are displayed in gray. 

If a candidate sample gets rejected, the current 

sample in the Markov chain is duplicated, and the 

frequency of duplicated models is indicated by the 

numbers. 

If the probability of the target for a candidate sample is higher than that of the current sample, 

it will be accepted. Nevertheless, even if the probability is lower, it could still be accepted based 

on the value of a random variable. This characteristic permits the random walk to transition 

between peaks of a multimodal posterior probability density function (PDF) by accepting both 

better and worse models.  

The plausible prior range of all evaluated parameters is shown in Table (5.1) for the studied 

CH models. Generally, increasing the number of parameters in a model can improve its goodness 

of fit, regardless of the model's complexity (Brunham 2002). However, this also increases the 

uncertainty or variance of the model. To strike a balance between the bias and variance of a 

model, the principle of parsimony dictates that the model should have "the smallest possible 

number of parameters for adequate representation of the data" (Anderson and Burnham, 2004). 

Therefore, in the present study, some available and obtained parameters are fixed for modeling, 

but the parameters that should be optimized in the response spaces are assumed to vary in the 

following priority range mentioned in Table (5.1). 
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Table (5.1): Ranges of parameters used in the Bayesian computation. 

The Bayesian statistical analysis developed for this thesis was run using the MCMC function in 

the R package MCMC DREAMzs algorithm (Markov chain Monte Carlo) (Joseph and 

Guillaume, 2013). Two Markov Chains were simultaneously executed, each comprising 60,000 

iterations, following the specification of a prior distribution for the parameters. Running multiple 

Markov chains (usually more than 1 chain for simpler models) is recommended to explore the 

entire range of possible parameter values.  

The Bayesian method generates a sequence of samples for the parameter values in each 

iteration. It considers the previous result to generate a new sample that is closer to the 

observations based on the range of possible parameter values. This enables the method to update 

its prior guess about the parameters to the posterior, considering the new data (van de Schoot et 

al., 2021). The algorithm first sets a prior distribution for each parameter and then selects a value 

from these distributions for each parameter. Next, the algorithm uses one of the models (CH1, 

CH2, CH3, GA) to compute data. After this, the likelihood of this set of parameters is determined 

by calculating the probability of the difference between the simulated and observed data. To 

accomplish this, the appropriate probability density function is used to represent the distribution 

of differences more accurately, and the normal distribution is commonly selected as there is 

limited prior information available. Finally, the posterior distribution is obtained by multiplying 

the prior distribution by the likelihood function and normalizing the result. The resulting 

distribution is referred to as the posterior distribution.  The Markov chain will reach a stable state 

where the parameter values remain within the stable distribution. The initial iterations of the 

chain before reaching its steady-state distribution are typically disregarded, which is referred to 

as “burn-in”(van de Schoot et al., 2021).  

Fixed (Soil parameters measured on the field) Variables 

Experiment 𝐡𝐚 [𝐦𝐦] 𝜽𝒔 𝜽𝒊 𝜽𝒓 𝝉 𝑲𝒔 [𝒎𝒎/𝒉] 𝒎 𝜽𝒊(𝐂𝐇𝟑) 
𝒉𝒈 [𝒎𝒎] 

(GA) 

ENTPE1_1 58 0,5184 0,3778 0 0.5 Lower  Upper  Lower  Upper  Lower  Upper  Lower  Upper  

ENTPE1_2 75 0,5184 0,3778 0 0.5 

30 10000 0,0476 0,8 0 0.51 2900 30000 

ENTPE1_3 53 0,5184 0,3778 0 0.5 

ENTPE2_1 30 0,5184 0,4001 0 0.5 

ENTPE2_2 53 0,5171 0,4001 0 0.5 

ENTPE2_3 83 0,5171 0,4001 0 0.5 
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Achieving convergence to the desired distribution is crucial for obtaining precise estimates of 

parameter values. Theoretically, a chain's duration in a particular area of the parameter space 

will be proportional to its posterior probability. Thus, a chain that is long enough and exhibits 

good behavior will closely approximate the posterior distribution. To ensure that the algorithm 

is functioning correctly, and since we are limited in practice by the finite number of iterations, 

we execute multiple chains and verify that they all converge to the same distribution, despite 

being initialized with different starting values (Muth et al., 2018). Running multiple independent 

chains can help identify potential convergence issues and ensure that the MCMC algorithm 

effectively generates samples from the target distribution. 

5.2.1.1.1.  Model evaluation 

To determine the parameters of the (CH1, CH2, CH3, GA) models, we need to run the MCMC 

approaches code with two chains and 60,000 iterations. The convergence of the models can be 

assessed by examining the R̂ diagnostics, which should be greater than one for all chains, and 

the experimental data from the infiltration test. The Gelman Rubin statistic,  �̂� −Statistics the 

potential scale reduction factor is the most frequently used method to evaluate the convergence 

of a Markov chain to its stationary distribution. This statistic measures the ratio of the within-

chain variability to the between-chain variability (Gelman et al., 2013), considering N different 

chains. This diagnostic compares for each parameter j ¼ {1,…,d} the within-chain (Gelman and 

Rubin, 1992): 

𝑊𝑗 =
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and between-chain variance: 
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 Where T signifies the number of samples in each chain, and 𝜎+̂
2(𝑗)

is an estimate of the variance 

of the jth parameter of the target distribution: 

𝜎+̂
2(𝑗) =

𝑇 − 2

𝑇
𝑊𝑗 +

2

𝑇
𝐵𝑗 

(5-6) 

To officially declare convergence, the value �̂�𝑗 ≤ 1.2 for each parameter, j ∈{1,…,d}, the 

value of T should be increased and the chains run longer. As the N different chains are launched 

from different starting points, the �̂� −Diagnostic is a relatively robust estimator. If this is not the 

case, increase the value of T and run the chains for a longer period. The �̂� −Diagnostic is a fairly 

robust estimator since the N chains are initialed from different starting points (Vrugt, 2016). 

If the behavior and convergence of all chains are similar, then the variance between the chains 

is expected to be approximately equal to the average variance within chains, resulting in an 

estimated �̂� Close to 1. In practice, it is commonly recommended that �̂� be less than 1.1 for all 

model parameters, which indicates that the model has converged. Failure to achieve convergence 

may result from insufficient iterations. If increasing the iterations fails to resolve the issue and 

non-convergence persists, it may be due to poor parameter initialization or a need to reconsider 

and revise the model. 

Once convergence and sampling quality have been assessed by R̂ diagnostics, the posterior 

predictive fit of the model should be verified. This can be achieved by using the efficiency 

criteria function. The posterior prediction of the model parameters should be compared with the 

measured data to conclude the efficiency of the model and its fit to the data. Many verification 

criteria can be checked to confirm that the parameters give the best fit. The most commonly used 

in hydrology are the NSE-Sutcliffe model efficiency criteria (NSE), Normalized Root Mean 

Square Errors (NRMSE), the coefficient of determination (R2), and the P-Bias indicator (PBIAS) 

are studied: 
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𝐶𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ [(𝑂𝑖 − �̅�) − (𝑆𝑖 − 𝑆̅)]

2
𝑛

𝑖=1
  

Where 𝑆𝑖 is the simulated value, 𝑂𝑖 is the observed value, �̅� is the mean observed value and 𝑛 

is the number of simulations. The 𝛿𝑠 and 𝛿𝑂 are the standard deviations of the simulated and 

observed data, respectively. The coefficient of determination, 𝑅2, is the square of the Pearson 

correlation (R). The maximization of the NSE coefficient corresponds to the minimization of the 

difference between observed and simulated values; it describes the model's dynamic. As for the 

NSE coefficient, the 𝑅2 value for a perfect fit is 1. 

On the contrary, NRMSE and PBIAS give values in percent, and the perfect fit would give a 

value of  0% for both criteria. The PBIAS criterion indicates whether the model is underestimated 

or overestimated on average compared to the observed data, while the NRMSE criterion describes 

the distribution of errors in the model (regarding the modeled data). If the value of PBIAS is 

negative, the model underestimates the observation. Conversely, if it is positive, the model 

overestimates the observations. According to (Moriasi et al., 2015), a value of PBIAS inferior or 

equal to 10%, between 10% and 15%, denotes very good and good respectively, and over 25% 

is unsatisfactory. For the NRMSE criteria, a value inferior to 60% is considered valid. The 

centered root-mean-square error (CNRMSE) difference between the simulated and observed 

patterns is proportional to the distance to the point on the x-axis identified as  "observed." 

Finally, a visual approach to quickly assess the model's validity with its optimal parameters is 

to superimpose the observed and simulated data on a graph and assess how well they overlap. 

This last method is the best to assess the capability of the model to simulate the dynamics of the 

process. However, it shouldn't be the only way to check the optimization. 

 

5.3.  Result and discussion 

5.3.1.  Assessment of uncertainty and sensitivity 

 

The CH1, CH2, CH3, and Green Ampt models were estimated using the Monte Carlo 

algorithm for over 60,000 iterations. For the event ENTPE2-2, the NSE, PBIAS, and NRMSE 

were calculated for the ensemble of iterations, comparing the simulation results to the 

measurement data. The uncertainty analysis was performed for the input series that resulted in 
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NSE values greater than 0 (behavioral solutions), using the multivariate Student's t-distribution, 

as depicted in the Figure (5.3). The figure also illustrates the statistical scores for the infiltration 

rate estimated by different models and parameter sets. The selection of parameter sets was 

performed using a Monte Carlo method based on a normal distribution for all the parameters. 

The inversion results obtained through the Monte Carlo approach for the CH1 model in the 

behavioral space solution had an average NSE of approximately 0.073, an uncertainty ellipse 

spanning two standard deviations with a length of about 0.15, and a mean NRMSE of around 95 

mm with an uncertainty of about 9 mm. These findings suggest that the CH1 model is not a 

suitable choice for modeling infiltration. The ellipse, or probability contour, is in the Figure (5.5). 

represents the parameter sets encompassing a 95% probability under the assumption of a normal 

distribution. This depiction visually illustrates how the ranges, lengths, and orientations of the 

ellipses change depending on the chosen confidence level and the specific model. The confidence 

ellipses, based on the provided confidence levels, can be employed to assess the bivariate Normal 

nature of a given distribution (Friendly et al., 2013). The uncertainty analysis of the model was 

conducted using the Monte Carlo approach, which involved selecting random input values. 

These inputs, which may include parameter values, were then utilized in a model or transfer 

function to obtain distributions or statistical measures of the resulting outputs. Uncertainty 

analyses are commonly employed to make general inferences, such as estimating the mean and 

standard deviation of the outputs, determining the probability of a performance measure 

surpassing a specific threshold, assigning a reliability level to a function of the outputs (e.g., the 

range of function values likely to occur with a certain probability), describing the likelihood of 

different potential outputs from the system, and estimating the relative impacts of uncertainties 

in input variables (Ghanem et al., 2017; Liu and Gupta, 2007; Wesseling et al., 2020). 
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Figure (5.5): The depiction of confidence (error) ellipses at a confidence level of 95% or (2*Standard deviation). These ellipses 

are generated based on the cases where the random variables are obtained using the Monte Carlo algorithm for experiment 

ENTPE 2-2. Each model approach is represented by ellipses, which follow the multivariate Student's t-distribution according to 

(Fisher, 1970) 

 

In this study, behavioral output results were specifically chosen for uncertainty assessment. 

The obtained output distributions can describe the potential range of outputs that the system may 

produce at a certain probability level and provide the probability of the output exceeding a 

specific threshold or target performance measure. 

 

Figure (5.6): Uncertainty and exceedance probability distribution curve of a range of potential values and the 

likelihood parameters range for CH1, CH2, CH3, and GA models, in this figure NASH=NSE and exceedance 

probability is defined as the probability of the statistics values exceeds a given value “x”: Fc(x) = P(X > x) 
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Figure (5.6) illustrates that both models CH2 and CH3 have an equal probability of achieving 

an NSE-Sutcliffe Efficiency (NSE) greater than 0.7. On the other hand, the GA model 

consistently demonstrates a higher probability of achieving an NSE greater than 0.75. It is 

important to note that the maximum NSE value achievable is approximately 0.8 for the GA 

model. However, for NSE values greater than 0.8, the results show even better performance for 

models CH2 and CH3. Then the set of parameters which are chosen for each model, are evaluated 

regarding the data.  

To provide a summary of the results, Taylor diagrams are utilized to assess the level of 

agreement between the modeled and observed data, based on three statistics: the Pearson 

correlation coefficient, the centered root-mean-square error, and the normalized standard 

deviation. These scores are calculated for all infiltration events, resulting in a single value for 

each model (CH1, CH2, CH3, and GA). Their values provide a global assessment for all the 

infiltration tests.  

Normalized standard deviation of models CH2 and CH3 reveals that their results are very close. 

However, model CH3 demonstrates an improvement when comparing the normalized standard 

deviation and the centered root mean square score. This suggests that model CH3 performs better 

in terms of capturing both the variability and overall agreement with the observed data. By 

comparing the Taylor diagrams (as shown in Figure (5.7)) and considering the statistics 

presented in Table (5.2), it is evident that the CH3 and GA model approaches accurately replicate 

the infiltration rate curve with similar precision. The parameters used for producing the 

simulation reaching the best score are presented in Table (5.3). These parameters can be 

considered as optimized parameters. 
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Figure (5.7): Taylor diagrams for infiltration rate modeling by CH1, CH2, CH3, and GA models. The Pearson 

correlation coefficient, the centered root-mean-square error (CRMSE), and the normalized standard deviation are 

summarized in this diagram. The perfect situation is represented by the green square 

 

 

 

 

Table (5.3): Parameters chosen via model calibration within the Monte Carlo approach (max NSE) 

 Model 𝜃𝑠 
𝐾𝑠 

(mm/h) 
𝑚 𝑡𝑎𝑢 𝜃𝑖 ℎ𝑎(mm) 

𝑍𝑠𝑜𝑖𝑙  
(mm) 

𝑁𝑆𝐸 

E
N

T
P

E
2
_
2
 

CH1 0.5171 4952.601 0.5 0.5 0.45 53 2576 0.24 

CH2 0.5171 232.85 0.5 0.5 0.448 53 9254.7 0.91 

CH3 0.5171 55.93 0.5 0.5 0.45 53 4757.56 0.95 
GA 0.5171 90.13 0.5 0.5 0.45 53  - 0.81 

 

After considering the score, consistency, and uncertainty analysis of the chosen parameters, 

sensitivity indices for each parameter were examined using the FAST method. The global 

sensitivity analysis results revealed that in the CH1 model, the parameter 𝑍𝑠𝑜𝑖𝑙 exhibited high 

sensitivity (Figure (5.8) and However, overall, the CH2 model exhibited higher sensitivity to 𝐾𝑠. 

Regarding the CH3 model, as mentioned earlier, 𝐾𝑠 was identified as the most important 

parameter in terms of sensitivity, followed by soil layer depth as the second influential parameter.  

Table (5.4). During the primary sensitivity analysis, it was noted that while holding all other 

factors constant, variations in 𝑍𝑠𝑜𝑖𝑙 had an insignificant influence on the model's results. 

Nevertheless, in conjunction with other parameters, 𝑍𝑠𝑜𝑖𝑙 exhibited a noteworthy impact on the 

model's output. Notably, the model demonstrated low sensitivity to parameter m, with a global 

index of <0.1. 
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Figure (5.8): Global and main sensitivity analysis results for the CH1, CH2, and CH3 models. The light grey 

pattern represents the main sensitivity or analysis or first-order indices, while the dark grey color represents the 

global sensitivity analysis or total indices 

 

In contrast, the CH2 model was highly sensitive to hydraulic conductivity (GSI>0.4), and soil 

layer depth was the most influential parameter for both the CH2 and CH1 models (GSI>0.5). 

Specifically, for the CH2 model, the sensitivity index (MSI) for soil depth was higher than that 

for hydraulic conductivity. However, overall, the CH2 model exhibited higher sensitivity to 𝐾𝑠. 

Regarding the CH3 model, as mentioned earlier, 𝐾𝑠 was identified as the most important 

parameter in terms of sensitivity, followed by soil layer depth as the second influential parameter.  

Table (5.4): Global and main sensitivity analysis indices for the CH1, CH2, and CH3 models. 

Model Parameters 

Main 

sensitivity 

indices 

Total 

sensitivity 

indices 

GSI 

CH1 

𝑍𝑠𝑜𝑖𝑙  0.0553 0.5557 

𝐾𝑠 0.0544 0.5490 

𝜃𝑖  0.0333 0.1143 

m 0.0053 0.0580 

GSI 

CH2 

𝑍𝑠𝑜𝑖𝑙  0.0740 0.5830 

𝐾𝑠 0.0511 0.396 

𝜃𝑖  0.0333 0.114 

m 0.0053 0.058 

GSI 

CH3 

𝐾𝑠 0.0823 0.328 

𝑍𝑠𝑜𝑖𝑙  0.0333 0.114 

𝜃𝑖  0.0053 0.058 

 

 

The model did not show significant sensitivity to 𝜃𝑖 (GSI<0.1), which aligns with the findings 

of the CH2 model. Consequently, during the calibration of the model (performed in the previous 
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section), parameters m = 0.5 and 𝜃𝑖 were kept fixed, since they have very little impact on the 

model, and thus estimating them by inverting data would lead to very imprecise estimations. 

 

Figure (5.9): Evolution of the FAST main sensitivity indices of the three-infiltration model (CH1, CH2, and CH3) 

model from I = 8mm to I = 298mm. The upper subplot shows the extreme, inter-quartile (grey), and median (bold 
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line) output values at all time steps. The lower subplot represents the sensitivity indices at all time steps for the main 

effects and the first-order interactions 

These results of model sensitivity for model CH3 for Dual-Permeability porous media are 

presented in the Chapter 4. These results are consistent with the sensitivity assessment of the 

CH3 model for simple permeability, where it was found to be sensitive to 𝐾𝑠  and particularly to 

𝐾𝑠,𝑓, the hydraulic conductivity of the fracture compartment in spatial terms. To assess the 

sensitivity of the model to parameter selection, we conducted Bayesian inference on the model 

parameterization. This approach was employed to mitigate the uncertainty associated with model 

parameterization and improve its accuracy for CH1, CH2, and CH3 in simple and CH3 in dual-

permeability. 

5.3.1.  Bayesian inference applied to the studied models  

The parameters were estimated using 60,000 iterations using the MCMC algorithm. A range 

for each parameter is given in Table (5.1). To verify the estimates' reliability, the MCMC samplers' 

convergence must be confirmed. The convergence of each model was assessed using the Gelman 

and Rubin criterion. The results presented in Table (5.5) indicate that the parameters estimated by 

Bayesian inversion converge for CH1, CH3, and GA in all experiments, as their values are less 

than (1.1). However, there was no convergence for the CH2 model in any of the experiments. 

The non-convergence can be due to poor parameter initialization or due to too few iterations (van 

de Schoot et al., 2021). For this purpose, the number of iterations is increased with more 

iterations (200,000) in the case (one experiment, ENTPE1_2), but the Gelman value remained 

above (𝑅2 ≥ 1.1), which indicates the non-convergence of MCMC model. These non-

convergences are then attributed to an overly restricted prior parameter range, specifically the 

𝑧𝑠𝑜𝑖𝑙 parameter which has a prior range of 2900 to 30000 mm. A range of at least 2900 mm is 

necessary for the correct functioning of the CH2 model and the avoidance of errors in the 

calculation of 𝑞𝐶𝐻2. Additional investigations would be required to change the strategy of 

variation of model parameters. 
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Figure (5.10): curve fit for the optimized parameters by using the Bayesian inference 

 

The CH1 model cannot correctly capture the infiltration curve spatially for the recession phase 

or the decrease remains very slight or negligible. As a result, the improvement in terms of shape 

can be considered to be marginal, with a shape that is still not adequate. This first phase describes 

the water that quickly infiltrates into the soil because it has not yet reached saturation, and the 

hydraulic gradient is high at the beginning of the experiment. Conversely, the pattern described 

by the CH1 model is likely to occur where there is an exceptionally high degree of water 

repellency or water infiltration into hydrophobic soils (Abou Najm et al., 2021), but not for water 

infiltration under regular conditions. As depicted in Figure (5.10), the CH2 also, as the CH1 

model, presents a pattern that is not valid for representing the transient state of water infiltration. 

The typical shape of the CH2 model involves a two-step decreasing-increasing pattern, that could 

be more in line with water infiltration into soils with weak water repellency, as observed in 

water-repellent stratified profiles by Beatty and Smith, (2013). It can be seen in the cases of 

experiments ENTPE1_1, ENTPE1_3, and ENTPE2_1 in Figure (5.10). CH3 and GA models are 

those that best describe the observed data in terms of infiltration curve shape: at the beginning, 
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the infiltration rate is high, then decreases as the soil becomes saturated to reach a constant rate 

at saturation (𝐾𝑠). These differences in shape will be taken into account in the interpretation of 

verification criteria. Table (5.5) presents the results with 60,000 iterations and a computation 

time of 25 minutes. Note also that we have investigated the dual-permeability behavior and its 

capability to improve the fits (See Chapter 4). 

Table (5.5): Result of the optimization process with Bayesian inference (60 000 iterations) 

  
NSE NRMSE (%) PBIAS (%) 𝑅2 Gelman 

𝐾𝑠  
𝑚𝑚/ℎ 

ENTPE 1-1 

CH1 0.125 92.500 0.000 0.138 1.011 4743.572 

CH2 -3.011 198.100 -8.200 0.367 1.215 749.658 

CH3 -1.694 162.400 -7.300 0.812 1.018 278.597 

GA 0.812 43.000 0.000 0.812 1.003 365.804 
Hydrus 0.714 52.900 -2.300 0.794 N.A. 351.000 

ENTPE 1-2 

CH1 -0.007 99.900 -0.400 0.188 1.010 1927.787 

CH2 0.786 46.100 -0.700 0.787 1.334 545.954 

CH3 0.756 49.200 0.100 0.756 1.009 106.809 

GA 0.756 49.200 0.000 0.756 1.003 106.809 

Hydrus 0.703 54.300 -3.900 0.774 N.A. 128.000 

ENTPE 1-3 

CH1 0.236 86.200 -0.100 0.246 1.011 6259.952 

CH2 -2.950 196.000 -7.500 0.290 1.246 804.389 

CH3 -1.292 149.300 -5.800 0.766 1.013 372.892 

GA 0.766 47.800 0.000 0.766 1.005 474.446 
Hydrus 0.671 56.500 -3.300 0.764 N.A. 468.000 

ENTPE 2-1 

CH1 0.259 85.600 -0.100 0.260 1.009 2377.745 

CH2 -18.223 436.300 -16.30 0.230 1.785 294.668 

CH3 -19.079 445.900 -18.90 0.721 1.015 113.883 

GA 0.707 53.800 -0.200 0.721 1.003 183.309 

Hydrus 0.697 54.800 -1.800 0.735 N.A. 181.000 

ENTPE 2-2 

CH1 0.209 88.600 0.000 0.209 1.020 1726.783 

CH2 0.904 30.800 -1.400 0.916 3.494 124.361 

CH3 0.958 20.400 0.000 0.958 1.013 88.722 

GA 0.958 20.400 0.000 0.958 1.007 88.711 

Hydrus 0.892 32.700 -6.300 0.933 N.A. 102.000 

ENTPE 2-3 

CH1 0.030 98.100 -0.500 0.189 1.035 735.870 

CH2 0.746 50.200 -4.600 0.807 1.282 488.243 

CH3 0.832 40.800 -5.200 0.897 1.010 39.555 

GA 0.897 32.000 -0.100 0.897 1.002 47.725 

Hydrus 0.867 36.300 -6.100 0.888 N.A. 48.600 

 

Model fitting to the observed data was carried out to estimate the unknown parameters of the 

following models using the Bayesian approach. The fit of the model is evaluated according to 

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0095/these.pdf 
© [A. Asry], [2023], INSA Lyon, tous droits réservés



CHAPTER 5. MODEL UNCERTAINTY AND SENSITIVITY ANALYSIS 

 

167 

NSE, NRMSE, PBIAS and 𝑅2 criteria. The models CH3 and GA perform better than CH1 and 

CH2 in terms of the 𝑅2 criterion, which describes the shape of the model and its agreement with 

the observed data. 𝑅2 for CH1 gives a low value on average (0.3) which may be explained by 

the shape of the curve, which does not simulate the transient phase of water infiltration. The 𝑅2 

for CH2 does not reveal a good fit for experiments ENTPE1-1, ENTPE1-3, and ENTPE2-1. This 

is due to the slope of the curve at the end of the graph. As the shape is more realistic (closer to a 

typical infiltration curve) for the remaining experiments, the criterion is increased to 0.9. In each 

experiment, CH3 and GA have a high value for 𝑅2. This is because these models can follow the 

shape of the observed curve. 

The NSE coefficient provides an assessment of the model dynamics. It is a good criterion for 

comparison with the real curve shape. For example, the NSE is never greater than 0.259 and can 

be negative (-0.007) for the CH1 model. This result is similar to those provided with R2. It can 

be interpreted in the same way. Furthermore, an NSE close to 0 means that the simulated values 

are similar to the mean of the observed values, i.e., the model is not better than assigning the 

average values at all times and with no gains in terms of explanation of the variable dynamic 

(time-evolution). CH1 follows well the steady state phase where most of the observations were 

made but misses the three or four initial higher values describing the transient state. Another 

strength of the NSE is that it can assess the actual shape of the curve but also considers the 

difference between estimated and measured values. For example, in experiment ENTPE2_1, the 

R2 for the CH3 model is 0.72, which can lead to the conclusion that the fit is good, whereas the 

NSE is -19, which is a very poor result for this criterion. Whereas R2 only quantifies the 

correlations between the model and observations, NSE assesses the equality between modeled 

and observed data. The CH3 simulation shows a classical shape for the infiltrate curve but 

completely misses the observations because of its lower value (e.g., Figure (5.10), ENTPE1_1). 

On the contrary, experiments ENTPE2_2 and 2_3 both have very good results with low values 

of NSE for the CH2, CH3, and GA models. The GA model gives the best results for all 

experiments with values between 0.707 and 0.958, and it is even better than the Hydrus model 

in each case. 

The PBIAS criterion quantifies whether a model tends to overestimate or underestimate 

observations' averages. For the majority of models, there is a tendency to underestimate the 

uncertainty associated with their predictions.  
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Indeed, the PBIAS values are predominantly negative (or at least 0). The sole exception is 

ENTPE1_2, where PBIAS stands at 0.1% for CH3. For ENTPE2_1, it applies to CH2 and CH3, 

with 92% classified as excellent (below 10%), while 8% fall within the satisfactory range, 

encompassing two values ranging from 15% to 25%. 

The NRMSE is a statistical error indicator that compares the model predictions with the actual 

values and expresses the difference as a normalized root mean square error. Thus, if the value of 

NRMSE is less than 60%, the model is accurate for this criterion. Table (5.5) shows that CH2, 

CH3, and GA have satisfactory NRMSE when experiments have many observations. Indeed, the 

higher NRMSE for ENTPE1_3, ENTPE2_2, and ENTPE2_3 is 50%. The criterion rises to 445% 

for CH3 in ENTPE2_1 from the time when the tests are less well performed. Regardless of the 

experiments, it is never less than 60% for the CH1 model, proving that this model is inadequate. 

Based on these findings, CH1 doesn't model the turnaround well because it completely ignores 

the decrease during the transient period. Nevertheless, as stated above, it may be used in the case 

of water-repellent soils with string water repellency. The relevance of the CH2 model can be 

questioned by analyzing the curve and the verification criteria. There are many uncertainties. 

The curve cannot be explained as an infiltration curve because it tends to rise during the 

saturation phase. Therefore, the very physics of the model needs to be re-examined. This could 

be investigated in the context of water-repellent soils displaying strong hydrophobicity. A 

comparison of the CH3 model to Hydrus and GA could be undertaken using a broader set of 

observations, including ENTPE1_2, ENTPE2_3, and ENTPE2_4 (Figure (5.10) and Table 

(5.5)). 

5.3.2.  Assessment of model convergence for parameter uncertainty 

KDE (Kernel density estimation) plots are employed to locate areas with a high density of 

behavioral solutions. This is accomplished using a non-parametric probability density function 

(PDF) estimator for a given random variable (Silverman, 1981). Using kernel density estimation, 

a non-parametric smoothing method that approximates a probability density function, it is 

possible to compare the prior distribution with the posterior distribution (van de Schoot et al., 

2021). We may have a look at the parameter estimation when the optimized parameter results 

from the Bayesian approaches for the different models are logical or not. In this section, the 

parameters, i.e., the saturated hydraulic conductivity 𝐾𝑠, have been studied. The range of 

parameters for each experiment is given in Table (5.5) to allow comparison with Hydrus. 
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The range of 𝐾𝑠 According to Hydrus is between 48 and 351 mm/h. Bayesian inference using 

the CH1 model gives a minimum of 736, and a maximum of 6259 mm/h, for the 6 experiments 

Table (5.5) which is not realistic compared to the reference value obtained by (Carsel and Parrish, 

1988), for example, and has a saturated hydraulic conductivity of 290 mm/h, which is one of the 

highest possible values. The values of 𝐾𝑠  for CH1 are therefore overestimated, as the model 

struggles to compensate for the missing recession phase, and 𝐾𝑠  has to be increased substantially 

to produce a curve close to the observations. The straightforward calculation of uncertainty 

bounds is one of the advantages of Bayesian inverse modeling. The probability distribution of 

𝐾𝑠 Figure (5.11) provides information on the uncertainty of the parameter. The CH2 

overestimates the 𝐾𝑠  in most of the experiments with a minimum of 124 and a maximum of 804 

mm/hr. Finally, CH3 is the model that tends to agree more with those obtained using Hydrus and 

GA. The saturated hydraulic conductivities calculated range from 40 mm/h to 373 mm/h. These 

findings seem correct and in accordance with the Hydrus model, considered as the reference 

data. The uncertainty in 𝐾𝑠  for CH3 and GA is significantly lower than for CH1 and CH2, as 

can be seen from the previous results. The kernel prior and posterior distribution for 𝐾𝑠 are 

illustrated below for one infiltration experiment for the four models Figure (5.11). This figure 

shows that the posterior distribution of 𝐾𝑠 for CH1 model is narrow and presents only one peak, 

but the density remains low (0.03), indicating that the model doesn't fit the observation. In the 

posterior probability distributions of the CH3 and GA models (depicted in subfigures b and c), a 

prominent single peak of dense concentration (falling between 3 and 3.5) is evident. This 

signifies the program's strong confidence in the computed values and affirms the alignment of 

prior knowledge with the recently acquired data. It is consistent with the performance of CH3 

and GA models, as discussed Table (5.5) previously. 𝐾𝑠−𝐶𝐻2 is more uncertain because its 

posterior distribution is not clustered with several peaks Figure (5.11 b). The shape of the 

distribution is an indication of the lack of convergence in the estimation process. The results of 

this model are also less reliable as the density is lower (around 0.0012). 
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Figure (5.11): Distribution of probability on prior (green) and posterior (pink) values of 𝐾𝑠 for experiment 

ENTPE2_2 with CH1 (a), CH2 (b), CH3 (c) and GA (d) 

5.4.  Conclusions  

The study focuses on conducting an uncertainty analysis of both parameterization and output 

sensitivity for the INFILTRON-Mod package model. The research initiates by investigating the 

model's behavior with simple permeability to comprehend uncertainties tied to model validity 

and potential errors in model fitting. The findings indicate that model CH1 demonstrates limited 

behavioral response while models CH2, CH3, and GA exhibit acceptable behavioral responses 

within the same number of iterations. On the other hand, the CH1 model lacks certainty due to 

its oversimplified nature, struggling to capture the physical process of the exponentially 

decreasing infiltration rate. This limitation is evident in the error estimation shown in the Taylor 

diagram. The uncertainty surrounding the model is depicted within confidence and exceedance 

curves, failing to achieve an NSE value exceeding 0.2. However, the CH1 model shows 

promising estimations for an entrenched bioretention basin with an IWS zone at its base, 

necessitating further study on hydraulic functionality and model compatibility. In addition, side 

applications are envisioned for the case of water-repellent soils. 

Global sensitivity analysis, utilizing multivariate variance-based FAST analysis was used to 

evaluate INFILTRON-Mod models' sensitivity to input parameters. This analysis is conducted 

based on six experiments at the ENTPE campus. The results underscore hydraulic conductivity 

as the predominant sensitive parameter across all models, with shape parameters (m) showing 

minimal influence thus requiring it to be fixed at a typical value. The analysis exposes strong 

(c) 

(a) 

(d) 

(b) 
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parameter interactions and nonlinearity in all three models, particularly in the CH1 and CH2 

models. Among all uncertainty assessments for the simple permeability model considering Zsoil,  

𝜃𝑖, and m, CH2, and CH3 models stand out as robust candidates. Sensitivity analysis emerges as 

a dependable and computationally efficient preliminary step before model calibration, offering 

insights before more quantitative Bayesian analysis. It is important to highlight that the CH2 

model yields favorable results when its sensitive parameters (𝐾𝑠 and  

𝑍𝑠𝑜𝑖𝑙) are calibrated. When 𝑍𝑠𝑜𝑖𝑙   remains constant, this model could be a suitable candidate for 

non-repellent soils. As for the CH1 model, its specific shape for specific cases points more to 

the dynamics of water infiltration into water-repellent soils.  

Given the models' sensitivity to hydraulic conductivity, as confirmed through Bayesian 

inference, it is suggested that field quantification of parameters would enhance model calibration 

precision, although parameter heterogeneity (𝐾𝑠) remains a challenge (Kanso et al., 2018). 

Comparing Monte Carlo (MC) inversion with Bayesian inversion for CH3 model calibration 

reveals similar outcomes, indicating that these models, despite their simplifications and fewer 

than 10 parameters, are not ill-posed. Addressing heightened parameter uncertainty requires 

additional measurements to constrain the model. Bayesian techniques and physically-based 

optimal experimental design assist in selecting data to minimize model uncertainty, particularly 

for influential parameters such as hydraulic conductivity, which consistently emerges as the 

principal influencing parameter.  

By combining accurate modeling tools, reliable measurements, and modern statistical 

techniques, physically-based models may be developed for LID, leading to broader adoption of 

LID. Future studies should prioritize reducing parameter uncertainty, optimizing data 

information content, and comprehending uncertainty propagation in Low Impact Development 

(LID) modeling on a catchment scale. Integrating the INFILTRON-Mod module into watershed-

scale models for urbanized basins is then proposed, taking into account the insights gained from 

parameter uncertainty and sensitivity analyses. Specifically, the CH3 module could be a valuable 

addition to the hydrological modeling of urbanized basin slopes, replacing empirical models like 

Horton and SCS that require calibration with non-physical parameters and thus introducing 

additional uncertainty.  
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Chapter 6.  General discussion and conclusion  

 

Urbanization has the potential to disrupt the natural water cycle in watersheds, emphasizing the 

importance of implementing SUDS for infiltrating water into soils. SUDS aims to manage 

stormwater runoff, promote sustainability, and mitigate the adverse effects of impermeabilization 

and global warming. While watershed-scale modeling provides sustainable solutions for urban 

environmental issues, site-scale modeling focuses on evaluating SUDS cells and their design 

implications. Prominent models for urbanized watersheds include SWMM and MUSIC. 

Improving predictions and stormwater management relies on accurately considering soil 

infiltration in hydrological modeling. While Richards' equation is comprehensive, it can be quite 

complex, thus limiting its use and simpler models like Green-Ampt have their limitations. 

Nevertheless, obtaining Green-Ampt characteristics can still be challenging due to the complexity 

of soil and dynamic water movement and the difficulty of fixing the GA model parameters 

properly. 

The main goal of this thesis was to create a complete model based on physical equations at the 

crossroads of Soil physics and Urban hydrology to depict water movement inside the soil filter 

medium of SUDS. The proposed models make use of easily accessible soil parameters to try to 

balance simplicity and accuracy. 

The research was structured into four chapters: Chapter 2 encompassed a comprehensive literature 

review. In Chapter 3, a set of physically-based models was proposed and studied with regard to 

their capability to model water infiltration in SUDS under both direct and indirect modes. Chapter 

4 aimed at implementing the dual permeability approach to the models pointed out in Chapter 3 

dedicated to single permeability soils, to account for soil microporosity and heterogeneity and 

subsequent preferential flow paths. The model's sensitivity was examined in Chapter 5 along with 

parameterization and several calibration techniques. In this last chapter, I highlight the thesis' main 

conclusions, go over their theoretical and practical implications, and suggest some possible 

directions for further investigations. 
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6.1.  Summary  

6.1.1.  Overview of the analysis of infiltration modeling through SUDS 

The literature analysis done for this work demonstrates a discrepancy between hydrological 

modeling of urbanized watersheds and physically-based soil physics models, particularly when it 

comes to the application of SUDS in response to urbanization and climate change adaptations. 

Although physically-based urban water management software is theoretically designed based on 

measurable parameters, it faces difficulties during calibration due to the complexity of 

measurements, the abundance of parameters, and the incorporation of multiple SUDS in urban 

catchments. Additionally, the presence of preferential flow paths in SUDS can have a big impact 

on how pollutants move during infiltration processes and the related risk of groundwater pollution. 

This study emphasizes the need for improved models for SUDS application and urban water 

management at the crossroads of soil science and urban hydrological modeling. In general, this 

research looks at strategies to enhance SUDS infiltration modeling and addresses the difficulties 

of including soil characteristics and SUDS complexity in hydrological models, which could 

potentially improve urban water management and planning.  

6.1.2.  Proposed sets of infiltration models for modeling SUDS 

In this chapter, the INFILTRON-Mod module is developed and tested to explore alternative 

formulations of hydrological infiltration models. The module utilizes a substantial dataset 

comprising both Hydrus outputs and experimental data of infiltration rates and cumulative 

infiltration. This physically-based module can be easily calibrated using readily available field 

data, making it suitable for integration into the hydrological modeling of SUDS. 

Based on the framework introduced by Bonneau et al. (2021), which led to the initial CH1 model, 

two alternative models, CH2 and CH3, were proposed and examined. In a few words, CH2 and 

CH3 changed the expression of the hydraulic gradient, and CH3 replaced the description of the 

unsaturated hydraulic conductivity with the value for the saturated hydraulic conductivity. The 

models were also tested against the Green-Ampt (GA) approach. Furthermore, six infiltration 

experiments were conducted on campus soil using the twin reservoirs and a large ring infiltrometer 

setup at the ENTPE campus. While the fits were less satisfactory for 1K, the results indicated the 

necessity of dual permeability (2K). These outcomes substantiate the credibility of the dual 

permeability model proposed in this study. Through the evaluation process, it was found that the 

GA and CH3 models demonstrated the highest accuracy among the studied models, specifically 
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for directly simulating water infiltration into the soil. However, the CH1 and CH2 models 

exhibited certain limitations and inaccuracies in their direct mode predictions, primarily due to 

specific design issues related to equivalent hydraulic gradients and conductivity. Despite the 

shortcomings of the CH1 and CH2 models, they still provide valuable foundations for future 

development, particularly when simulating water repellence during water infiltration. The CH3 

model, which is based on a reformulated GA model, showed significant improvements in both 

direct and inverse modes. By fixing the equivalent hydraulic conductivity to the saturation 

hydraulic conductivity, the CH3 model effectively addressed issues with the non-decreasing 

feature of the infiltration rates predicted by CH1 and CH2.  

Nonetheless, there's potential for enhancing the equivalent hydraulic gradient, given the existing 

disparities between CH3 and reference numerical synthetic infiltration rates. We aim to enhance 

the physical model by transitioning to the dual permeability approach in our efforts to improve it. 

6.1.3.  Implementation of the dual-permeability approach to the CH 

model suite 

 In this chapter, we implemented the dual-permeability approach to the previously designed CH3 

model to account for preferential flow. The goal of this method is to improve bioretention basin 

modeling in terms of soil biological activity (bioturbation and creation of macropores). 

The model was evaluated under three saturation circumstances (dry, wet, and medium) and 

compared to a numerical model using Hydrus to determine its efficacy. In particular for dry and 

medium initial hydric conditions, the findings showed that the model well reproduced the 

reference synthetic data. For the validation against real experimental data, we used the same set of 

experimental data and the reference synthetic data to test the new version of the CH3 model, CH3-

2K. The model accurately reflected infiltration, including the position of the wetting front during 

the process and the impact of preferential flow, by calibrating just two parameters (hydraulic 

conductivity in matrix and macropores). Following that, the enhanced infiltration model was 

integrated into the hydrological modeling proposed by Bonneau et al. in 2021, resulting in a 

considerable reduction in the number of calibration parameters compared to other models such as 

SWMM or RECHARGE. The only two parameters that must be optimized for this useful and 

relevant model are the hydraulic conductivity and the depth of soil, and the other parameters are 

taken from field data that is easily accessible. 

The results of the modeling showed marginal improvements in Outflow and interesting gains in 

simulating the filter water height. Careful consideration was paid to the parameter 𝐶𝑂𝑢𝑡, which 
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corresponds to the orifice feature, regulates the model's hydrologic performance, and affects the 

design of bioretention systems. The use of a raised underdrain outflow pipe mimicked a pool-like 

system, with the outflow coefficient serving as the hydraulic control. Our results also indicate the 

need for improving the time step. More frequent time steps are advised for reliable observation, to 

better describe the wetting front’s quick arrival time in the internal saturated zones. Smaller time 

steps may allow a better description of processes, in particular at the beginning of rainfall events. 

In general, the chapter introduces a novel method for comprehending infiltration through 

macropores in soil used in bioretention systems, providing important new information about the 

efficiency and layout of bioretention systems. 

6.1.4.  Summary of model uncertainty and sensitivity analysis  

The study delves into an uncertainty analysis of parameterization and output sensitivity for the 

INFILTRON-Mod package model. The initial investigation involves assessing the model's 

behavior with simple permeability, revealing limitations in model CH1's response and 

oversimplification in capturing infiltration rate curves. However, CH2, CH3, and GA models 

display acceptable behaviors. Global sensitivity analysis highlights hydraulic conductivity as a key 

parameter, while CH2 and CH3 models emerge as robust options in uncertainty assessments. 

Sensitivity analysis proves useful for preliminary insights before quantitative Bayesian analysis. 

Field-based parameter quantification is recommended to enhance model calibration precision, 

despite challenges posed by parameter heterogeneity. Reducing parameter uncertainty and 

integrating INFILTRON-Mod into urban basin models are recommended, enhancing hydrological 

modeling. Particularly, the incorporation of the CH3 module holds the potential as a valuable 

enhancement for the hydrological modeling of urbanized basin slopes.  

This could supplant empirical models such as Horton and SCS, which necessitate calibration 

with non-physical parameters, consequently introducing supplementary uncertainty and sources 

of errors. The study also introduces Bayesian inference as a powerful statistical method for inverse 

modeling which aims to determine the parameter set that best fits the observed data, and estimate 

distribution, while considering uncertainty and prior knowledge.  

6.2.  Perspectives 

All of these studies have provided evidence for supporting the effectiveness of physically-based 

infiltration modeling in understanding the principal hydraulic and water movement in SUDS. The 

challenge lies in developing physical models with fewer and easily obtainable parameters. 
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Nevertheless, infiltration, particularly regarding soil heterogeneity, remains a key aspect of all 

hydrological models. These modules should be easy to calibrate and integrate into the watershed 

scale of urbanized areas. The model has undergone thorough testing across various scenarios, 

including changes in scale, time steps, calibration methods, and soil parameters. Chapter 5 

highlighted the significant impact of scale on model performance and calibration techniques. The 

choice of scale and calibration strategy in the model should be driven by the intended application, 

considering factors like prioritizing output volumes or targeted hydraulic performances. 

The perspective of this study is to focus on refining the input of initial conditions, specifically 

the parameter representing precedent ponded water height in the system. The improved version 

will be implemented in a dedicated framework for modeling all infiltration-based SUDS. The 

INFILTRON-Mod suite will be adopted to incorporate more complex physics that influence water 

infiltration in real soils, such as air entrapment, water repellency, and preferential flow, even if we 

offer here the first step towards the implementation of preferential flows. 

In addition, there is room for the improvement of the prediction of water fluxes and water height 

in the filter at the same time. In other words, the optimization of parameters using water fluxes or 

water height degrades the prediction of the other variable. Following the establishment of the dual 

permeability platform, specific circumstances led to unfavorable NSE (NSE-Sutcliffe Efficiency) 

values for the filtered water height in bioretention modeling. This was primarily attributed to the 

inclusion of initial water content below field capacity, causing the activation of macropores and 

resulting in a notable increase in infiltration volume. While the model attempted to capture the 

overall curve, further refinement is necessary, particularly when considering preexisting water 

ponds in the system. 

Enhancing the simplified model demands further meticulous development and fine-tuning of input 

parameters to faithfully mimic both water infiltration and water height dynamics within the 

system. This undertaking acknowledges the intricate nature of real-world phenomena. Subsequent 

experimentation involving finer time intervals, especially concerning bioretention systems without 

the presence of an Infiltration Water Storage (IWS) zone at the filter's base, deserves exploration. 

Furthermore, it is advisable to introduce heightened complexity by considering a greater number 

of soil layers within the filter structure, despite the potential augmentation of input parameters. 

This approach would facilitate a more accurate representation of the system's behavior and 

layering (due to clogging at the surface) and typical feature
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Appendix 

 

1. Appendix 1 

Inversion and model calibration 

Inverse modeling is a mathematical methodology employed to identify unknown causes by 

analyzing their effects. It is commonly utilized to ascertain soil model parameters for system 

characterization (Arora et al., 2011; Hopmans et al., 2002; Ines and Droogers, 2002; Majdalani et 

al., 2008; Sambridge and Mosegaard, 2002; Vrugt et al., 2008). 

In a common inverse problem, considering a model ∅ in which the discrete time evolution of the 

state vector 𝜑𝑡is described by. 

𝜑𝑡 = ∅(𝜑𝑡−1, 𝜃
∗, �̌�) (0-1) 

Where �̌� represents the observed forcing (initial or boundary condition), 𝜃∗is the vector of the 

parameters value and t denotes the time step. In the current context, ∅ is the physical infiltration-

based model presented in the following article. Assume that realistic upper and lower bounds of 

each parameter set of models 𝜃∗ = {𝜃1
∗, … . . , 𝜃𝑖

∗} can be specified as a priory, thereby defining the 

feasible space of solutions: 

𝜃∗ ∈ 𝜃 ⊆ 𝑅𝑝 (0-2) 

If the �̂�(𝜃) = {�̂�1(𝜃), … . . , �̂�𝑛(𝜃)}  is the vector of model simulation output performed by model 

∅, and n is the total number of observations (Vrugt et al., 2008). These output predictions are 

directly related to the model state according to: 

�̂� = Ω(𝜑𝑡) 
(0-3) 

The measurement operator Ω(𝜑𝑡) maps the state space into measurement or model output space. 

Finally, the error vector can be defined by:  

𝐸 = 𝑓(�̂�(𝜃∗), 𝑌) = {𝐸1, … . . , 𝐸𝑛} 
(0-4) 

here 𝑌 is the measurement vector of data on the field, the aim of parameters estimation or model 

calibration now becomes finding the best value of 𝜃∗ such that, and we forced 𝑓 as RMSE is the 

statistics of the measure 𝐸, is in some sense forced to be as close to 0 as possible. 
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Bayes’ theorem 

Bayesian statistics is founded upon the mathematical principle known as Bayes' theorem: 

𝑓(𝜃|𝑦) =
𝑓(𝑦|𝜃) ∗ 𝑓(𝜃)

𝑓(𝑦)
∝ 𝑓(𝑦|𝜃) ∗ 𝑓(𝜃) (0-5) 

𝑓(𝜃|𝑦), is the “posterior” PDF incorporating both the subjective judgment and observed data (the 

posterior probability) describing the plausibility of all models, given our observations, is 

proportional to both the likelihood of these data, given those models, and the probability of the 

models themselves. 

𝑓(𝑦|𝜃) = 𝐿(𝜃|𝑦), is the “likelihood” function, which is the conditional probability of observing 

the additionally available data, y, given specific values of 𝜃 

𝑓(𝑦), is the probability of observation. 

𝑓(𝜃), is the “prior” probability density function (PDF) (the prior probability distribution), which 

is related to the initial knowledge about 𝜃. 

In this study, the proposed models (CH1, CH2, CH3) are stand to likelihood function, and our 

objective is to fit the model to the observed data to estimate the unknown parameters of these 

models. Although these models are a simplification of physical processes in the soil found in 

infiltration systems, they aim to capture the primary factors of the underlying soil physics system 

that we wish to improve our understanding of, which leads to cumulative infiltration that we 

observe on the field. Models may differ substantially in their complexity, taking into account the 

many possible factors or mechanisms that act on the underlying system and sources of stochasticity 

and variability resulting in the given data we observe. Fitting the models to the observed data 

permits the estimation of the model parameters or functions of these, leading to an improved 

understanding of the system and associated underlying factors. 

Within the Bayesian model-fitting framework, probabilities are assigned to the model 

parameters, describing the associated uncertainties. In Bayesian statistics, the focus is on 

estimating the entire posterior distribution of the model parameters. Unfortunately, the expression 

for the posterior distribution is typically only known up to a constant of proportionality, a constant 

term in the posterior distribution that is not a function of the parameters and, in general, cannot be 

explicitly calculated. We note that this intractability of the posterior distribution was the primary 

practical reason why many scientists in favour of frequentist statistics discarded Bayesian 

statistics.  
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MCI or monte Carlo filtering provides a uniform distribution of input parameters space (section 

0) for exploring optimum solutions; which may be the source of uncertainty of parameters, thus 

referred to as over-parameterization models (Brunetti et al., 2016c; Draper and Smith, 1998). 

Instead of a grid search used in MCI, we must obtain samples from the posterior probability density 

function (PDF). Sampling from a PDF requires a different approach, requiring samples distributed 

proportionally to the posterior PDF density. This implies that we require more samples in high-

probability regions and fewer samples in low-probability regions. Algorithms can generate random 

samples from certain simple probability density functions (PDFs) directly. However, in most 

cases, the process of generating random samples involves Markov Chain Monte Carlo simulation, 

which entails generating random samples from a known distribution (i.e., the proposal PDF), 

adjusting the weights of those samples based on their probability in the target distribution, and 

then determining whether to accept the proposed sample based on a probabilistic decision rule. 

Although this process eventually produces samples that follow the target PDF, it can be 

computationally intensive and inefficient (van de Schoot et al., 2021).  
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2. Appendix 2. Uncertainties on optimized parameter 𝑲𝒔 curves 
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Appendix 1. Uncertainties on the rest of the optimized parameters 
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