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Abstract

Dialogue Systems (or simply chatbots) are in very high demand these days. They enable

the understanding of user needs (or user intents), expressed in natural language, and on

fulfilling such intents by invoking the appropriate back-end APIs (Application Program-

ming Interfaces). Chatbots are famed for their easy-to-use interface and gentle learning

curve (it only requires one of humans’ most innate ability, the use of natural language).

The continuous improvement in Artificial Intelligence (AI), Natural Language Process-

ing (NLP), and the countless number of devices allow performing real-world tasks (e.g.,

making a reservation) by using natural language-based interactions between users and

a large number software enabled services.

Nonetheless, chatbot development is still in its preliminary stage, and there are several

theoretical and technical challenges that need to be addressed. One of the challenges

stems from the wide range of utterance variations in open-end human-chatbot interac-

tions. Additionally, there is a vast space of software services that may be unknown at

development time. Natural human conversations can be rich, potentially ambiguous,

and express complex and context-dependent intents. Traditional business process and

service composition modeling and orchestration techniques are limited to support such

conversations because they usually assume a priori expectation of what information

and applications will be accessed and how users will explore these sources and services.

Limiting conversations to a process model means that we can only support a small frac-

tion of possible conversations. While existing advances in NLP and Machine Learning

(ML) techniques automate various tasks such as intent recognition, the synthesis of

API calls to support a broad range of potentially complex user intents is still largely a
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manual, ad-hoc and costly process.

This thesis project aims at advancing the fundamental understanding of cognitive ser-

vices engineering. In this thesis we contribute novel abstractions and techniques fo-

cusing on the synthesis of API calls to support a broad range of potentially complex

user intents. We propose reusable and extensible techniques to recognize and realize

complex intents during humans-chatbots-services interactions. These abstractions and

techniques seek to unlock the seamless and scalable integration of natural language-

based conversations with software-enabled services.
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Résumé

Les Systèmes de Dialogue (ou simplement chatbots) sont très demandés de nos jours. Ils

permettent de comprendre les besoins des utilisateurs (ou intentions des utilisateurs),

exprimés en langage naturel, et de répondre à ces intentions en invoquant les APIs

(Interfaces de Programmation d’Application) appropriées. Les chatbots sont connus

pour leur interface facile à utiliser et ils ne nécessitent que l’une des capacités les plus

innées des humains qui est l’utilisation du langage naturel. L’amélioration continue de

l’Intelligence Artificielle (IA), du Traitement du Langage Naturel (NLP) et du nombre

incalculable de dispositifs permettent d’effectuer des tâches réelles (par exemple, faire

une réservation) en utilisant des interactions basées sur le langage naturel entre les

utilisateurs et un grand nombre de services.

Néanmoins, le développement de chatbots est encore à un stade préliminaire, avec

plusieurs défis théoriques et techniques non résolus découlant de (i) la variations d’énoncés

dans les interactions humain-chatbot en libre échange et (ii) du grand nombre de ser-

vices logiciels potentiellement inconnus au moment du développement. Les conversa-

tions en langage naturel des personnes peuvent être riches, potentiellement ambiguës et

exprimer des intentions complexes et dépendantes du contexte. Les techniques tradi-

tionnelles de modélisation et d’orchestration de processus et de composition de services

sont limitées pour soutenir de telles conversations car elles supposent généralement

une attente a priori de quelles informations et applications seront accédées et com-

ment les utilisateurs exploreront ces sources et services. Limiter les conversations à

un modèle de processus signifie que nous ne pouvons soutenir qu’une petite fraction

de conversations possibles. Bien que les avancées existantes dans les techniques de
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NLP et d’apprentissage automatique (ML) automatisent diverses tâches telles que la

reconnaissance d’intention, la synthèse d’appels API pour prendre en charge une large

gamme d’intentions d’utilisateurs potentiellement complexes est encore largement un

processus manuel et coûteux.

Ce projet de thèse vise à faire avancer la compréhension fondamentale de l’ingénierie

des services cognitifs. Dans cette thèse, nous contribuons à des abstractions et des

techniques novatrices axées sur la synthèse d’appels API pour soutenir une large gamme

d’intentions d’utilisateurs potentiellement complexes. Nous proposons des techniques

réutilisables et extensibles pour reconnaître et réaliser des intentions complexes lors

des interactions entre humains, chatbots et services. Ces abstractions et techniques

visent à débloquer l’intégration transparente et évolutive de conversations basées sur

le langage naturel avec des services activés par logiciel.
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1.1 BACKGROUND, MOTIVATIONS AND AIMS

Chapter 1

Introduction

Contents

1.1 Background, Motivations and Aims . . . . . . . . . . . . . . 1

1.2 Research Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Access to heterogeneous information sources . . . . . . . . . . 4

1.2.2 Support complex users-chatbots-services interactions . . . . . 5

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3.1 Reusable Abstractions and Patterns for Recognizing composi-

tional conversational flows . . . . . . . . . . . . . . . . . . . . 6

1.3.2 Context Knowledge-aware Recognition of Composite Intents

in Task-oriented Human-Bot Conversations . . . . . . . . . . 7

1.3.3 Process-oriented Intents for Superimposition of Natural Lan-

guage Conversations over Composite Services . . . . . . . . . 8

1.4 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1 Background, Motivations and Aims

In the past, the notion of having a virtual assistant or chat companion system with

adequate intelligence seemed like a far-fetched concept that only existed in the realm

of science fiction. However, with the emergence of conversational Artificial Intelligence
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1.1 BACKGROUND, MOTIVATIONS AND AIMS

(AI) and its instantiation in the form of messaging, this concept is no longer an illusion

[49,112]. The development of natural language processing (NLP) and machine learning

(ML) techniques has paved the way for the creation of human-computer conversation

systems that can act as our personal assistant or chat companion [49,53,258]. Building

dialogue systems, also known as virtual assistants, conversational agents, conversational

AI or simply chatbots, has become increasingly relevant in facilitating human-computer

interactions. These conversational AI based services enable the understanding of user

needs, expressed in natural language (text or voice), and on fulfilling such needs by

invoking the appropriate back-end services [248].

Dialogue systems have attracted increasing attention due to their promising potentials

and commercial values. Conversational AI is already recognized as a strategic priority

for modern enterprises [115]. Increasingly organizations have started or plan to use

capabilities arising from advances in conversational AI. This has led to the rise of

virtual personal assistants and sophisticated chatbots, which have become an integral

part of our daily lives. With popular personal assistants like Microsoft Cortana, Google

Assistant, Amazon Alexa, and Apple Siri being used by millions of users worldwide [62],

chatbots have gained immense popularity. Apart from the popular personal assistants,

many other chatbots are being developed, such as those allowing data scientists to

assemble data analytic pipelines (e.g., Analyza [66]) and those that act like humans

(e.g., Replika [93]). These chatbots have found applications in different domains such as

healthcare, finance, marketing, and customer support. We can use them for generating

source code, controlling home appliances, and even testing theories [37,71,75,141]. At

the time of writing, the company OpenAI [12] has developed a new chatbot, called

chatGPT [3], which has opened up new possibilities and revolutionize the way we

communicate and learn, making it easier and faster to access information and get the

help we need [117, 144]. In less than 2 months, the artificial intelligence ChatGPT

has reached 100 million monthly active users, making it the fastest-growing consumer

application in history [68, 117, 144]. Its success is a testament to the importance and

potential of chatbots in today’s and future world.

Nonetheless, despite the advances in various research areas and the greater availabil-
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ity of data and services, developing task-oriented chatbots remains a challenging task.

One of the key challenges is the translation of user utterances to intents. Human lan-

guage can be rich, potentially ambiguous, and express ambiguous and complex intents,

which poses a difficulty for chatbots to understand user requests accurately [37,71,108].

Furthermore, with the continuous development of software-enabled services and the

increasing availability of new APIs (Application Programming Interfaces), chatbot de-

velopment needs to scale in terms of how effectively they can be integrated with APIs.

However, from an engineering perspective, the integration of chatbots and software-

enabled services has not kept pace with the ability to deploy individual devices and

services [244]. The lack of effective support for a wide range of possibly complex user

intents and the inability to leverage the large and growing number of services hinder

the design and development of effective techniques that allow users to interact natu-

rally with software-enabled services. Current solutions for chatbot development rely

heavily on experts’ understanding of APIs and on the availability of massive amounts of

annotated data. Using existing NLP and ML techniques for recognizing complex user

intents will require laborious, costly and hard-to-acquire training datasets. In addition,

each time a new complex intent is identified, extending or producing a new dataset is

needed as well. Therefore, more advanced and flexible techniques are required to cater

for complex intent recognition and chatbot development. After all, the value of conver-

sational AI heavily depends on their ability to easily integrate and reuse concomitant

capabilities across a large number of heterogeneous and evolving APIs [244,248].

In this thesis, we contribute novel abstractions and techniques focusing on the synthesis

of API calls to support broad range of potentially complex user intents. We propose

reusable and extensible techniques to recognize and realize composite intents during

humans-chatbots-services interactions. The abstractions and techniques seek to unlock

the seamless and scalable integration of natural language-based conversations with

software-enabled services.
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1.2 Research Issues

In this section, we will discuss important issues regarding the management of complex

and composite interactions between users, chatbots, and services.

1.2.1 Access to heterogeneous information sources

Dialogue systems require access to information stored in various data sources and ser-

vices in order to fulfill user intent and provide relevant responses. This includes in-

formation from conversation history, user profiles, and external sources such as docu-

ments [108]. Such information is in many cases scattered across different, heterogeneous

and complex information silos [53, 227]. While existing techniques in information re-

trieval and indexing [76, 230, 234] have produced promising results that are certainly

useful, more advanced techniques that cater for managing information and complex in-

teractions between users, chatbots, and services are needed to effectively support users

requests.

A core challenge is the lack of latent knowledge about user intents and APIs (e.g.,

relationships between intents and APIs elements), which makes it hard to effectively

support dynamic synthesis of services and reason about potentially complex user in-

tents (e.g., ambiguous natural language user utterances, context-specific user tasks).

Incorrect inference of conversation flows arises from uncertainty about intent slot val-

ues and relationship between API elements across heterogeneous APIs (e.g., one intent

uses city as a parameter while another use location as a parameter). In this context,

there is a need for more advanced techniques that focus on augmenting intents with

knowledge that facilitates the superimposition of natural language conversations over

process and software-enabled services to effectively support users’ requests.
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1.2.2 Support complex users-chatbots-services interactions

Developing chatbots capable of handling complex conversations spanning multiple top-

ics and domains is an ongoing area of research. There are still major challenges, includ-

ing that building such chatbots requires rich abstractions to capture user intents that

may be context-depends and complex [37, 71]. For instance, the realization of a user

intent may require composition of multiple APIs to control IoT (Internet of Things) de-

vices using one user utterance. Imagine a scenario where a user wants to go to sleep and

says "I am going to sleep" to the chatbot. The chatbot recognizes this as a composite

intent and triggers multiple APIs to perform the necessary actions, such as turning off

the TV, lights, and any other devices that may interfere with sleep. The chatbot could

also adjust the temperature and humidity levels, set an alarm for the next morning,

and lock the doors for security. This example illustrates the potential of chatbots to

provide context-aware assistance in managing complex tasks, but it also highlights the

challenges of integrating multiple APIs and recognizing composite intents.

While existing advances in NLP and ML techniques have made significant progress in

automating various tasks such as intent recognition [50], the synthesis of API calls to

support broad range of potentially composite user intents remains largely a manual and

costly process [247]. In addition, using these techniques require massive amounts and

hard to acquire training datasets. The latent knowledge required to integrate intents

and APIs until now is rarely codified and used to recognize composite intents and

translate them into APIs and their compositions. Therefore, there is a need for more

advanced and flexible techniques that cater for composite intent recognition to build

robust virtual assistants and provide a better user experience.

1.3 Contributions

Our main goal is to support composite user intents by dynamically and incrementally

synthesizing executable conversation models from natural language conversations. To

achieve this, we build upon advances in ML and NLP techniques, as well as conver-
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sation modeling and knowledge graph approaches. We contribute innovative concepts

and techniques to enable automatic recognition and realization of composite and com-

plex user intents during natural language conversations with software enabled services.

The proposed concepts and techniques include: (i) reusable abstractions and patterns

for recognizing compositional conversational flows, (ii) context knowledge-aware recog-

nition of composite intents in task-oriented human-bot conversations, and (iii) process-

oriented intents for superimposition of natural language conversations over composite

services. We investigate and develop software architectures, prototypes, and evaluation

studies to assess the proposed models and techniques.

1.3.1 Reusable Abstractions and Patterns for Recognizing composi-

tional conversational flows

Natural user conversations can be rich, potentially ambiguous, and express composite

user intents. The latter may be context-dependent and complex. Therefore, its real-

ization may require the composition of multiple APIs (e.g., triggering multiple APIs to

control IoT devices using one user utterance) and sophisticated context management. A

key distinguishing feature of task-oriented conversational services is dialogue patterns,

the multi-turn interaction styles needed to fulfill user intents (e.g., a chatbot-to-user

question to resolve the value of a missing intent parameter, an invocation of an API by

the chatbot to resolve the value of a missing parameter, or extracting an intent param-

eter value from the user-chatbot conversation history). Instead of relying on low-level

scripting mechanisms to manage interactions, we argue that models for describing nat-

ural language interactions between users, chatbot, and services should be endowed with

intuitive constructs that can be used to specify a range of dialogue patterns. In [248],

we proposed the concept of conversation state machines as an abstraction to represent

and reason about dialogue patterns.

In this contribution, we propose to extend the conversation state machines model by

identifying and characterizing a set of composite dialogue patterns (e.g., data flow be-

tween API methods, nested API methods, dependency constraints between API meth-
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ods) to identify complex user intents. These composite dialogue patterns endow chatbot

platforms with reusable functionality to recognize compositional conversational flows

that would otherwise have to be implemented by bot developers (i.e., reduce the devel-

opment complexity).

1.3.2 Context Knowledge-aware Recognition of Composite Intents in

Task-oriented Human-Bot Conversations

Ideally, a virtual assistant should detect user intents and infer missing slot values with

the least possible interactions with the user (i.e., the virtual assistant asks the user for

a missing value only when it cannot infer it from other sources). A key challenge to

achieve this objective is devising robust intent recognition and slot inference despite

the potentially ambiguous and complex utterances. An utterance may not always

follow a simple conversation pattern, where the chatbot recognizes a basic intent and

infers all required slot values from the utterance. The user intent can be composite

and its realization may require the chatbot to break it down into a list of atomic

actions and infer potentially missing values from different sources, not directly from

the utterance. Existing NLP and ML techniques have produced promising and useful

results to recognize basic intents. However, ML based techniques rely on the availability

of massive amounts of annotated data. Using these techniques to recognize composite

intents requires laborious, costly and hard to acquire training datasets. In addition,

each time a new composite intent is identified, extending or producing a new dataset

is needed as well. Therefore, more advanced and flexible techniques that cater for

composite intent recognition are needed.

In this contribution, we propose reusable and extensible rule-based technique that uses

a sophisticated context service to recognize and realize composite intents. We believe

that our approach charts novel abstractions that unlock the seamless and scalable

integration of natural language-based conversations with software-enabled services. We

devise a novel composite intent recognition that allows the incremental acquisition

of rule templates to identify composite intents from basic dialogue acts and context
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features. The contextual knowledge required at run-time to recognize composite intents

and infer slot values from user-chatbot conversations is extracted from conversation

history, enriched entities, intents and API schemas and represented in graph structure.

1.3.3 Process-oriented Intents for Superimposition of Natural Lan-

guage Conversations over Composite Services

Integrating task-oriented conversational assistants and process-enabled automation in-

volves advanced machine learning, entity recognition, and NLP techniques. A key NLP

task in this context is intent recognition, i.e., (i) understanding user utterances in nat-

ural language and recognizing user intent corresponding to tasks that the user wants

to accomplish, (ii) extracting relevant intent input slot values from user utterances,

and (iii) trigger commands that process user intents and perform conversations with

users. Orchestrating human–machine conversations over composite services requires

rich abstractions and knowledge to: (i) interact with a multi-step processes using nat-

ural language utterances, (ii) automatically recognise nuanced, context sensitive and

possibly ambiguous process-aware user intents including starting a new task, inquiring

about task progress, switching from one task to another and exceptional behavior such

as canceling or updating tasks.

In this contribution, we focus on the superimposition of task-oriented assistants over

composite services. Specifically, we identify fine-grained Human-bot-Process (HP) in-

teraction acts (or process-oriented user intents) that are relevant to represent natural

language conversations between the user and multi-step processes. We devise an ap-

proach that combines recognition of these process-oriented intents from user utterances

with additional context and process knowledge to enable human users to perform tasks

by naturally interacting with service orchestrations.
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1.4 Thesis structure

The structure of the thesis follows the research approach presented in Figure 1.1 and

consists of five chapters. Chapter 2 provides essential background knowledge and re-

views state of the art approaches in the field. The next three chapters (Chapter 3,

4, and 5) present the related work to the study reported in each chapter to moti-

vate the research and illustrate its relevance. Specifically, Chapter 3 proposes and

presents reusable dialogue patterns for recognizing compositional conversational flows

to support increased complexity and expressivity during human-chatbot-services con-

versations. Chapter 4 proposes and presents a novel approach to recognize and realize

composite user intents. Chapter 5 proposes and presents the concept of Human-bot-

Process interaction acts. These interaction acts are relevant to represent natural lan-

guage conversations between the user and multi-step processes. Finally, Chapter 6

provides concluding remarks and discusses future research directions.

Chapter 2

Review of background and state of the art approaches

Chapter 3

Composite Dialogue
Patterns:

Reusable Abstractions and
Patterns for Recognizing

compositional conversational
flows

Chapter 5

Process-oriented Intents:
Process-oriented Intents for Superimposition of Natural

Language Conversations over Composite Services

Chapter 4

Recognition of Composite
Intents:

Context Knowledge-aware
Recognition of Composite
Intents in Task-oriented

Human-Bot Conversations

Chapter 6

Conclusion and Future Directions

Figure 1.1: Research Approach.
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Chapter 2

Background and State of the art
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Dialogue systems have garnered increasing attention in recent years due to their ability

to understand and respond to natural language inputs. This chapter is divided into
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four sections. In Section 2.1, we discuss the main concepts related to dialogue systems.

In Section 2.2, we delve into the state of the art and discuss dialogue management

techniques. In Section 2.3, we explore different knowledge sources used in task-oriented

chatbots for dialogue state tracking. In Section 2.4, we summarize dialogue management

approaches and knowledge sources in task-oriented chatbots and then we identify some

research issues.

2.1 Background

In this section, we discuss the background of dialogue systems. This section is divided

into four main parts: In Section 2.1.1, we define dialogue systems and their different

types. We then focus on task-oriented dialogue systems, which are the focus of this

thesis. In Section 2.1.2, we define intents and slots and present the natural language

understanding component, which is one of the main components of task-oriented dia-

logue systems. In Section 2.1.3, we define the dialogue management component, which

is another important component of task-oriented dialogue systems. Finally, in Section

2.1.4, we provide an overview of techniques used to generate human-like responses,

which is the third and final component of task-oriented dialogue systems. Overall, Sec-

tions 2.1.2, 2.1.3, and 2.1.4 provide a comprehensive overview of the three components

that make up a task-oriented dialogue system.

2.1.1 Dialogue systems

Dialogue systems, also known as chatbots, are programs that allow the user to converse

with a computer in natural language [34, 49]. These systems take a natural language

utterance (in form of text or voice) as input and generate an appropriate natural lan-

guage response (in form of text or voice) as output [49,112]. Figure 2.1 shows a simple

representation of a dialogue system. Dialogue systems are generally divided into two

categories [49, 112]: (i) non-task-oriented dialogue systems, and (ii) task-oriented dia-

logue systems. In what follows, we define each of these categories.
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Dialogue
System

Natural Language
Utterance

(text or voice)

Natural Language
Response

(text or voice)

INPUT OUTPUT

Figure 2.1: Simple representation of a dialogue system.

2.1.1.1 Non-task-oriented dialogue systems

Non-task-oriented dialogue systems are chit-chat systems that focus on conversing with

a human on open domains [49, 118]. They are designed for extended conversations

to mimic the unstructured conversations or "chats" characteristic of informal human-

human interactions [49,108]. They do not have a predefined goal for the conversation.

These systems are mainly designed for entertainment, but also for making task-oriented

dialogue systems more natural [29, 242]. For example, a study conducted by Bickmore

and Cassell [29] showed that people were much more motivated to buy real estate

through a task-oriented dialogue system that integrates some chit-chat about topics

unrelated to real estate than through a dialogue system that only engaged in task-

oriented conversations.

The first chatbot, called Eliza [216], emerged in 1966 from MIT (Massachusetts Insti-

tute of Technology). Eliza used a rule-based method where pre-defined outputs were

given based on identified patterns in the user utterance. This chatbot was created to

simulate psychotherapists1 by discussing with patients and reformulating most of their

statements into questions as shown in Figure 2.2. Recent chatbots include Replika [13]

and Mitsuku [11], which are designed to provide emotional support to users through

natural language interactions. A more recent chatbot, called ChatGPT [3], emerged

in 2022 from OpenAI company [12]. This ChatGPT is designed to assist users with

a wide variety of tasks, such as providing information, helping with making decisions,

or answering questions on a wide range of subjects, from general knowledge to specific

programming concepts. All these recent chatbots have been developed with advanced

1a person who treats mental conditions by verbal interaction.
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Men are all alike.

In what way

They’re always bugging us about
something or other.

Can you think of a specific example

Well my boyfriend made me come here.

Your boyfriend made you come here

He says I’m depressed much of the time.

I am sorry to hear you are depressed

Figure 2.2: Sample Eliza dialogue from Weizenbaum (1966) [112].

machine learning (ML) techniques and have the ability to handle more complex in-

teractions, making the conversation more natural. In general, three major approaches

have been developed for non-task-oriented dialogue systems: (1) rule-based methods,

(2) generative methods, and (3) retrieval-based methods.

1. Rule-based methods: These methods use a set of pre-defined rules to determine

how the chatbot should respond to a given utterance. The rules consist of defining

a set of pattern and response pairs. When a user utterance matches an existing

pattern, the chatbot sends the corresponding response [23,46,195,216].

2. Generative methods: These methods use machine learning techniques to generate

proper responses during the conversation. The chatbot is trained on a corpus, and

the goal is to generate responses that could have never appeared in the corpus [76,

89,207]. An example of these methods is sequence-to-sequence models [150,167],

which generate an entire response word by word during the conversation.

3. Retrieval-based methods: These methods learn to retrieve information from repos-
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itories (e.g., datasets of human-human conversations). They use selection algo-

rithms to select a proper response for the current conversation from a reposi-

tory [104,230,234].

Natural Language
Understanding (NLU)

Natural Language
Generation (NLG)

Dialogue State
Tracking (DST)

Dialogue Policy
(DP)

Dialogue
Management

User Context
Knowledge

System
Knowledge

Figure 2.3: Common components of task-oriented chatbot.

2.1.1.2 Task-oriented dialogue systems

Unlike non-task oriented dialogue systems, task-oriented dialogue systems2 aim to com-

plete specific tasks for users (e.g., send a message, schedule a meeting) based on the

information provided during the user-bot conversation. These chatbots allow users to

interact with software-enabled services in natural language to accomplish users’ goals.

A number of techniques have been proposed to build task-oriented chatbots, including

rule-based [23] and probabilistic models [100]. Main platforms such as Chatfuel [2]

and FlowXO [6] provide flow-based solutions to develop chatbots with zero coding

using user interface (UI) elements. Other platforms such as DialogFlow [5], Wit.ai [17],

Rasa [169], Amazon Lex [1] and IBM Watson Platform [10], on the other hand, provide

machine learning based solutions. In addition to these solutions, a variety of machine

learning models have emerged in research following two common architectures: pipeline

and end-to-end. End-to-end models, including end-to-end memory networks [253] and

sequence-to-sequence models [150], read directly from a user utterance and produce a

2Since this thesis focuses on task-oriented dialogue systems, in the rest of the
manuscript, the term "chatbot" refers to this type of dialogue system for simplicity.

Page 14 of 148



2.1 BACKGROUND

response. A pipeline-based model, on the other hand, is built with a set of components,

each responsible for a specific task [51, 174, 198]. Figure 2.3 shows these components

together with their interaction flow according to a pipeline architecture [50]. This

architecture has been widely adopted by most traditional dialogue systems and still

used underlying modern commercial and research systems [77].

In a pipeline architecture, the task-oriented chatbot first uses the Natural Language

Understanding (NLU) component to convert the user utterance into a structured rep-

resentation that can be used by chatbot [119]. We will detail this component in Section

2.1.2. Then, the information of this structured representation is fed into the second

component, which is the Dialogue Management component. The dialogue management

component aims to control the conversation flow, to check user inputs, and to choose

next actions to perform [34]. A typical dialogue management component has two sub-

components: the Dialogue State Tracking (DST) and the Dialogue Policy (DP) [34,49].

The DST decides how to infer missing information and maps a given structured rep-

resentation into a suitable dialogue state [227]. Based on the dialogue state, the DP

chooses the next action to perform (e.g., invoking an API method) [255]. In Section

2.1.3, we will discuss dialogue management component and in Section 2.2, we will unfold

existing techniques and approaches for DST and DP components. The last component,

the Natural Language Generation (NLG) component, aims to generate a human-like re-

sponse based on the outcome of the dialogue management component [119,184]. Later,

in Section 2.1.4, we will overview NLG techniques.

2.1.2 Natural Language Understanding

The Natural Language Understanding (NLU) component has two fundamental con-

cepts, which are intent recognition and entity recognition.

User Intents. One of the main objectives of chatbots is to respond to user intents.

An intent refers to the user’s goal or purpose. In general, intents are specified using

short names including a verb and a noun such as "schedule-meeting", "book-restaurant".

Intents are defined by bot developers before starting conversations with users. Then,
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"I am looking for a french restaurant in Paris"

Utterance

Entity
(food)

Entity
(city)

Intent: search-restaurant
verb noun

Figure 2.4: An utterance belongs to an intent and contains entities.

during the conversation, the chatbot has to recognize the intent based on the user’s

utterance. For example, the user utterance "Please, remind @Boualem that we have

meeting tomorrow by 10AM" corresponds to the intent "send-reminder". There are often

several different ways of expressing the same intent. For example, the two utterances

"I am looking for a restaurant" and "is there any place to eat" correspond to the same

intent, which is "search-restaurant". Thus, increasing the quality, variety, and quantity

of utterances can help to improve intent recognition.

Entities / Slots. In order to fulfill user intent, chatbots often need to extract impor-

tant information from the user’s utterances. Such information, known as entities or

slots, is used to provide a relevant response. For example, in the utterance "I am look-

ing for a french restaurant in Paris", the term "Paris" is an entity of type city. Figure

2.4 shows an example that illustrates the relationship between utterances, intents, and

entities. An utterance belongs to an intent and contains entities.

There are several approaches for recognizing user intents and extracting entities. In

the following sections, we will discuss existing approaches for NLU component.

2.1.2.1 Rule-based approaches

Rule-based approaches involve defining a set of handcrafted rules in the form of pat-

tern/response pairs as shown in Figure 2.5. These rules perform NLU, dialogue man-

agement, and NLG tasks at once by taking as input the user utterance and producing

the corresponding response.
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+ pattern: Hello 
-  response: Hi human! 

+ pattern: my name is <name> 
-  response: Nice to meet you, <name>! 

+ pattern: How are you? 
-  response: I am fine, how about you? 

Figure 2.5: Example of Rivescript code.

The set of rules is fully specified by developers or domain experts by using various

languages. The first language that was used to develop chatbots is the Artificial In-

telligence Markup Language (AIML) [211]. It is based in XML (Extensible Markup

Language), and it is open-source. Eliza [217] and its successor Alice [211] are the first

chatbots that leverage AIML language. This language is built using two core units: cat-

egories and topics. Categories are blocks of rules consisting of a (i) pattern defining user

input (i.e., user utterance), and (ii) template defining chatbot response. On the other

hand, topics are collections of categories. Figure 2.6 shows an example of rules writ-

ten by AIML. Other rule-based languages include Rivescript [14] and Chatscript [4].

In RiveScript’s syntax, the symbol "+" indicates a user input, while "-" denotes the

chatbot response. This language provide clearer structure and easier to follow syntax

compared to AIML as shown in Figure 2.6.

+Hello chatbot 
- Hi human! 

+my name is <name> 
- Nice to meet you, <name>! 

+ How are you? 
-  I am fine, how about you? 

<aiml> 

<category> 
<pattern>Hello chatbot</pattern>
<template>Hi human!</template>

</category>

<category> 
<pattern>my name is *</pattern>
<template>
Nice to meet you <set name="name"><start/></set>
</template>

</category>

<category> 
<pattern>How are you?</pattern>
<template>I am fine, how about you?</template>

</category>

</aiml>  A B

Figure 2.6: Rules written by AIML (A) and Rivescript (B) scripting languages.
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Overall, rule-based approach can be a good choice for specific use cases where the

scope of the conversation is small and unlikely to grow. An important advantage of a

rule-based approach is that it is easy to implement and does not require any training

data. However, this approach is not robust to variations in the way people express

themselves, thus it lacks flexibility. Additionally, the rule-based approach requires

considerable effort from developers to encode rules. As the number of rules grows,

finding overlaps and conflicts between rules causes a laborious maintenance cost.

2.1.2.2 Machine learning-based approaches

Machine learning-based approaches can be classified into two categories: (i) classification-

based approaches and (ii) deep learning-based approaches.

Classification-based approaches. These approaches consider intent recognition as a

classification problem. They aim to analyze the user utterance and to determine which

pre-defined intent it belongs to. They involve training a machine learning model on

a large dataset of user utterances, each annotated with the corresponding intent and

entities (as shown in Figure 2.7). The model is then used to predict the intent and

extract entities of new user utterances. Different classification algorithms can be used

for recognizing user intents, such as Naive Bayes, MaxEntropy and Support Vector

Machine (SVM) [187]. For instance, RasaNLU [169], a natural language processing

service, uses SVM algorithm to recognize intent from user utterances.

Deep learning approaches. Deep learning has been utilized effectively for intent

recognition due to its consideration of long dependencies between words in utter-

ances [64, 206, 237]. These deep learning approaches convert utterances (from training

dataset) into a sequence of numbers where each number refers to an indexed word in

the vocabulary dictionary. This vocabulary dictionary is built from the training dataset

to store unique words. Then, the sequence of numbers is used by a neural network to

learn about the sequence pattern of words for each intent. Different variations of neu-

ral networks were used to recognize intents and extract entities. For example, works

like [95,106,191] applied convolutional neural networks (CNN) to automate features ex-
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{ 
"utterance: "Tell me what events I have scheduled in my calendar for the 13th of this month.", 
"intent": "get-events", 
"slots": [ 

{
"slot": "event_date", 
"value": "13th of this month", 
"start": 60,
"exclusive_end": 78

}
]

}, 

{ 
"utterance: "I need to pick up a rental car at 1 in the afternoon. Find me something in Sacramento, CA.", 
"intent": "rental-car", 
"slots": [ 

{
"slot": "pickup_city", 
"value": "Sacramento, CA", 
"start": 75,
"exclusive_end": 89

},
{

"slot": "pickup_time", 
"value": "1 in the afternoon", 
"start": 34,
"exclusive_end": 52

}
]

} 

Figure 2.7: An excerpt of training dataset for classification-based intent recognition models.

traction for query classification. The work [171] used recurrent neural network (RNN)

approach for intent and entity extraction tasks. In [91], authors proposed to apply

recursive neural networks (RecNN) for training of intent recognition task.

Entity recognition is a task in natural language understanding that involves labeling

specific information, or slot , within an utterance. It is considered as a challenging

problem and is often approached as a sequence labeling problem, where a semantic

label is assigned to each word [49]. The goal is to take an utterance as input and

produce a sequence of slots, one for each word. Researchers have used various methods

to tackle this problem, including deep belief networks (DBNs) [64, 65] and recurrent

neural networks (RNNs) [156,185,239,240]. Named Entity Recognition (NER) models

are also used to extract entity values from sentences [130]. These models typically

use a combination of natural language processing techniques, including tokenization,

part-of-speech tagging, and chunking to identify named entities in text such as per-

son names and cities. Many different libraries and natural language processing tools

have pretrained NER models that can be imported, used and modified according to

requirements [190].
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Figure 2.8: Feature categories and examples used to define rules for entity extraction [59].

2.1.2.3 Hybrid approaches

These approaches combines both rule-based and machine learning-based methods for

natural language understanding task. For example, Dialogflow service [5] simultane-

ously uses both of rule-based grammar matching and machine learning matching al-

gorithms to recognize the intent by choosing the best result. The work [59] proposed

a chatbot to schedule meetings that utilize predefined rules (shown in Figure 2.8) in

addition to classification models to extract relevant information from emails such as

meeting duration or time options. This approach exploits both NER models and a

set of rules to extract entities from emails (e.g. date, meeting duration). In addition,

the work [59] uses crowdworkers to help the chatbot to classify the intent if the model

makes a mistake. In other words, if the chatbot is not able to classify an utterance into

the corresponding intent, a worker is asked to provide classification given the utterance.

Then, the provided class (from the worker) and the given utterance are used to re-train

the classification model.

2.1.3 Dialogue Management

Typically all existing chatbots are able to perform simple tasks that can be completed

with just one response, with no need for any further questions or exchanges. In other

words, these tasks are completed within a single-turn style conversation. A turn in

a conversation is marked by one back-and-forth interaction as shown in Figure 2.9.

This means that the user utterance carries all required information (i.e., slots values)

to fulfill the user intent (e.g., "Send a text to Sophia, tell her that I’ve just left so

I’ll be there in 10 minutes."). However, studies on human-bot dialogue patterns [107]

reveal that conversations are multi-turn, which means that there may exist missing
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Send a text to Sophia

Intent fulfilled

Turn 1

What would you like to say to Sophia?

Turn 2
Tell her that I’ve just left so I’ll be

there in 10 minutes.

Your text to Sophia has been sent.

Intent fulfilled

Your text to Sophia has been sent.

Send a text to Sophia, tell her that I’ve
just left so I’ll be there in 10 minutes.

Turn 1

Single-Turn
Conversation

Multi-Turn
Conversation

Figure 2.9: Example of single-turn and multi-turn conversations.

information (e.g., text) in user’s initial utterance (e.g., "Send a text to Sophia") that

needs to be inferred by the chatbot in order to fulfill the user intent. Figure 2.9

illustrates an example of single-turn and multi-turn conversations. To support multi-

turn conversations, the component dialogue management has been embedded within

chatbots. This component aims to keep track of conversation information that is entered

explicitly or implicitly and manages complex interactions with users [34,171]. In Section

2.2, we discuss main approaches that have been adopted to implement the dialogue

management models.

2.1.4 Natural Language Generation

Natural Language Generation (NLG) is another component in task-oriented chatbot

architecture (Figure 2.3). This component aims to generate a human-like response

based on the outcome of the dialogue management component [119, 184]. Two main

approaches are used to implement the NLG: (i) template-based approaches, and (ii)

generative approaches. In what follows, we discuss each of these approaches.
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2.1.4.1 Template-based approach

In the template-based approach, the domain experts define a set of templates, then these

pre-written templates are used to generate natural language responses [80, 197, 210].

These responses are generated by replacing placeholders in the templates with data re-

turned by the dialogue management (e.g., data obtained by invoking the OpenWeather

API to obtain weather forecast details). This approach is often used in specific tasks

such as get-weather, book-restaurant, and other such intents where the information to

be conveyed is predictable and structured [80]. An example is illustrated in Figure

2.10, where the template includes placeholders for the city, weather condition, and

temperatures, which are filled with data to generate the chatbot response.

NLG Template

Dialogue management ouput

Today's forecast for [city] is [weather_condition]. The high will be
[htemperature] degrees and the low will be [ltemperature] degrees.

city : Paris 
weather_condition : cloudy 
htemperature : 6 
ltemperature : 2

Today's forecast for Paris is cloudy. The high will be 6
degrees and the low will be 2 degrees.

Response

Figure 2.10: Example of a template-based approach.

The template-based approaches are relatively simple to implement for specific domains.

However, the main drawback of these approaches is the cost to write and maintain

templates, and adapting them to new domains. In addition, these approaches may not

be able to handle unexpected input or generate novel responses, as the templates are

pre-determined [197,210].

2.1.4.2 Generative approach

The limitations of template-based approaches have prompted researchers to consider

generative approaches to implement NLG component [76, 89, 207]. These approaches
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consist of training machine learning models on a large dataset to produce sentences on

the fly. During the training, the model learns patterns and relationships between the

words and sentences in the dataset [149]. After the training, the model can generate

new sentences by sampling from the probability distribution of words it learned during

training. For example, given the two sentences "The cat jumped over the" and "The

dog chased after the", the model can learn that "cat" and "dog" are nouns that come

after "the", and "jumped" and "chased" are verbs that come before "over" and "after",

respectively. Thus, given the words ["under", "the", "ran", "mouse"], the model can use

the patterns it learned during the training phase and generate the new sentence "The

mouse ran under the".

Several models are used for generative approach such as neural network to predict the

next word given the preceding words in a sequence [27], RNN models based on the

Encode-Decoder architecture [56], and LSTM-based model [218] that takes as input a

dialogue act (i.e., sentence that serves a function in the dialogue such as inform or ask)

and generates a response based on the given dialogue act.

2.2 Dialogue Management in Task-oriented Chatbots

This section summarize the work on dialogue management approaches presented in

[34]. Based on the analysis of a wide range of literature, we uncovered three main

approaches that have been adopted to implement the dialogue management models

(i.e., Dialogue State Tracking (DST) and Dialogue Policy (DP)). Figure 2.11 shows the

three approaches, namely handcrafted approaches, data-driven approaches and hybrid

approaches. In what follows, we discuss each one of these approaches.

2.2.1 Handcrafted approaches

Handcrafted approaches rely on programs and models that are fully specified by chatbot

developers to track the dialogue state and define the policy (i.e., choose the next action
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Dialogue Management
Approaches

Handcrafted Approaches

Data-Driven Approaches

Hybrid Approaches

Finite State-based

Rule-based

Activity-based

Supervised Learning

Reinforcement Learning

Frame-based

Figure 2.11: Dialogue management approaches.

to do) [113]. We distinguish between four kinds of handcrafted approaches (illustrated

in Figure 2.11), namely rule-based (discussed in Section 2.1.2.1), finite state-based,

activity-based, and frame-based approaches.

2.2.1.1 Finite state-based approach

In finite state-based approach, the user is taken through the dialogue via following a

sequence of predetermined states [42,113,154]. Transitions between states are triggered

as a result of recognizing a pattern that matches a user utterance. For example, Figure

2.12 represents a dialogue management model defined using a finite state machine

(FSM), for a "flight booking" scenario. When the chatbot is in the "One-way trip"

state, it will choose the next state based on the user’s answer: (i) "Yes" moves to "Get

final confirmation" state, (ii) "No" moves to "Return date" state. Notable research

chatbots following this approach include Ava [110], Iris [71], Devy [36], Diasy [128] and

DialogOS [123].

Origin? Destina- 
tion?

Departure 
Date? 

One-way  
trip? 

Return 
date? 

Get final
confirma- 

tion 

Origin
matched!

Destination
matched!

DepDate
matched!

RetDate
matched!

Rejection
matched!

Confirmation

matched!

Figure 2.12: Example of dialogue management modeled using a FSM.
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The finite state-based approach has the same advantages and limitations as a rule-

based. However, it comes with other shortcomings such as versatility and robustness

in situations where a user does not follow predefined sequences of states [155].

2.2.1.2 Activity-based approach

The activity-based approach allows the development of dialogue management model by

defining workflows [193]. While finite state-based approach is a declarative approach

that provides a high-level specification of the dialogue management behavior in terms of

possible states that may occupy during the conversation, the activity-based model is a

procedural approach that provides a concrete implementation of dialogue management

by precisely specifying the workflow that it may go through during the conversation.

I would like to buy an apparel

Hello! What would you like to buy?

What kind of apparel are you interested in?

Pants Shirts Jackets

Quick Reply

Figure 2.13: Example of a Quick Reply.

There are various platforms that developers can use to build activity-based chatbots

such as Chatfuel [2], FlowXO [6], and ManyChat [8]. These platforms provide canvas

design to draw conversations using visual elements such as Quick Reply. Quick replies

are short instant messages that contain possible user responses in the form of buttons

as shown in Figure 2.13. The workflow, which is defined by drawing elements in the

canvas, is then converted into a list of rules (e.g., Rivescript rules) to deploy a chatbot.
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2.2.1.3 Frame-based approach

This approach is based on the concept of frames, which are knowledge structures pre-

senting the different types of information that the chatbot is designed to acquire from

the user in order to fulfill a given task (e.g., book travel) [113]. A predefined frame may

include a dialogue domain (e.g., travel), an intent (e.g., book travel), and a collection

of required slots (e.g., destination, departure date). The goal of a frame-based chatbot

is to fill all required slots in its frame with accurate values. The chatbot asks questions

to the user until it can fill all slots needed to perform the desired task. It might attach

rules to slots to reduce monotony (e.g., if a user has specified a flight destination city,

the chatbot can automatically fill the hotel destination slot with the same value). Once

all required slots values of a frame are collected, the dialogue management reports back

the results of the action associated with the frame to the NLG. This latter relies on a

template-based generation to produce the final answer to the user [113].

Compared to finite state-based and activity-based approaches, the frame-based offers

more flexibility thanks to its ability to efficiently process over-informative inputs from

users while allowing them to fill in the slots in different orders and different combi-

nations. However, considerable testing efforts are needed to ensure that the chatbot

would not ask an inappropriate question under any conditions unforeseen at design

time. Despite that, the frame-based approach is still until now underlying modern

chatbots such as Apple Siri, Amazon Alexa, and the Google Assistant [113].

2.2.2 Data-driven approaches

In contrast to handcrafted approaches where the dialogue management logic has to be

defined by hand, data-driven approaches were proposed to learn the dialogue state and

the next action to do from data. They involve mainly machine learning approaches,

including supervised learning and reinforcement learning as shown in Figure 2.11. In

what follows, we discuss each one of these approaches.
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2.2.2.1 Supervised learning approaches

The supervised learning approach learns from a corpus of labeled data, then choose the

next action to do depending on what the model learned. A variety of supervised learning

models have recently been applied to the dialogue state tracking (DST), dialogue policy

(DP), or both as a single module exposed either independently from NLU and NLG

components or jointly leading to the emergence of so-called end-to-end chatbots [49,253].

In what follows, we first discuss supervised learning approaches for DST and then we

move on to those for DP.

Supervised learning based DST. Earliest supervised learning approaches to DST

rely on statistical models, including conditional random fields (CRF) [125, 177] and

maximum entropy models [157,220,221]. These approaches heavily rely on handcrafted

features to learn dialogue state representations. More recently, research has been relying

on neural-based approaches, which started to receive more attention, especially with

the adoption of deep learning models that have significantly contributed to dialogue

management performance improvement. Most of these approaches consider merging

NLU and DST into a single model that acts directly on user utterances to update

the dialogue state. Notable deep learning models that were initially adopted for DST

include multi-layer perceptrons (MLP) [98], recurrent neural networks (RNN) [99,159],

and convolutional neural networks [158]. They are used to learn feature representations

for user utterances and the associated slot-value pairs. More recent deep learning

models [54, 260] adopted graph neural networks (GNN) with attention mechanisms to

incorporate slot relations (e.g., similarity) in DST, as a solution to alleviate the data

sparsity problem.

We can classify the above DST approaches into two categories: (i) predefined ontology-

based where a predefined ontology is provided in advance to define all slots and their

values in each domain [54, 158], and (ii) open-vocabulary candidate-generation that

estimate the slot value candidates from conversation history and/or language under-

standing outputs, without any predefined ontology [84, 226, 260]. While predefined

ontology-based approaches have been shown to be accurate as they reason over a known
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candidate set of each slot, their applicability in practice is still threatened and depends

on the ontology coverage. Open-vocabulary approaches, on the other hand, provide

a key step toward a DST with zero-shot generalization, whereby adding new intents,

slots or even domains do not require the need for collecting new data.

Supervised learning based DP. There are two approaches to applying supervised

learning for the DP. The first one considers DP component as a pipelined module,

trained independently of DST and NLU modules. In this approach, the DP takes as

input the dialogue state to output the next chatbot action. The most widely used

supervised learning models to implement a DP are neural networks, bidirectional long

short-term memory (BLSTM), convolutional neural networks (CNN) or a combination

of the two above (i.e., BLSTM and CNN) [153,198,219]. For instance, in [198], authors

represented DP as a neural network with one hidden layer and an output layer consisting

of two softmax partitions and six sigmoid partitions (refer to Figure 2.14). For the

softmax outputs, one is for predicting dialogue acts (i.e., request, offer, confirm, select),

and the other for predicting the associated slots (e.g., food, pricerange, area, none).

The sigmoid partitions are used to determine a binary prediction for offer slots (i.e.,

slots the chatbot can mention, such as area, phone number and postcode).

Figure 2.14: Dialogue Policy Network [198].

The second approach is to implement a DP as an end-to-end model that reads directly

from a user utterance and produces a chabot action. The sequence-to-sequence model

is the main model used in this approach. Such a model is based on the encoder-decoder
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architecture which takes a sequence as input and generates another sequence as output.

In a chatbot, the source sequence is a user utterance along with a dialogue history, and

the target sequence is a corresponding action (e.g., API call, database query).

2.2.2.2 Reinforcement learning approaches

The reinforcement learning (RL) approach treats dialogue management as an opti-

mization problem. It focuses on optimizing the learning over time through experi-

encing with users by using a series of rewards or punishments and then the chatbot

chooses the next action that has the higher reward. Typically, the reward is defined

using a function that captures a set of dimensions, such as accomplishment of the task,

user satisfaction, dialogue duration. Dialogue management is generally modeled as

Markov Decision Process (MDP) [45, 77, 154], where there is a set of dialogue states

interconnected with transition probabilities. Another important approach to model

RL-based dialogue management is the Partially Observable Markov Decision Process

(POMDP). Compared to MDP that relies on the assumption that the dialogue state is

fully observable (i.e., is always known to the chatbot with certainty), POMDP caters

for unobserved dialogue states [101,138,243]. This makes it able to deal with uncertain-

ties in user utterances [138, 225]. More particularly, the dialogue state is defined as a

distribution over all possible states, including the wrong ones arising from an incorrect

interpretation or misunderstanding of user utterances.

Recently, research works [52,61,72,137] have applied deep learning models to enhance

the performance of RL methods. This leads to a new approach known as deep re-

inforcement learning (DRL). These improvements, however, made RL methods only

able to support simple conversations because they basically operate in flat state-action

space, hence they have been known as flat RL methods. According to numerous stud-

ies [40, 165], flat RL methods are not able to learn well and be data-efficient in large

domains and especially where the conversation tasks are complex. These challenges

motivate the study of the so-called Hierarchical RL [24] which is now being actively

explored in order to avoid the curse of state-action space. HRL provides a principled
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approach for learning dialogue policies over complex conversation tasks by decomposing

complicated conversation tasks (e.g., travel planning) into a sequence of sub-tasks (e.g.,

book-flight, book-hotel). For example, in [165], authors proposed a dialogue manage-

ment that has two layers: a top-level layer selects which subtasks to complete, and a

low-level layer chooses primitive actions to execute the selected subtask.

Data-driven approaches, including supervised leaning and reinforcement learning based

models, contribute to reduce the development and maintenance cost of dialogue man-

agement by automatically learning the dialogue state and policies [154]. However, these

approaches heavily rely on the quantity and quality of data used for training models.

2.2.3 Hybrid approaches

Hybrid approaches combine either handcrafted or/and data-driven approaches in order

to capitalize on the benefits of each. In what follows we discuss (i) hybrid-based DST

approaches and (ii) hybrid-based DP approaches. Then, we discuss the advantages and

limits of these approaches.

Hybrid-based DST. Hybrid-based DST approaches can be summarized into two

categories: (i) combining a rule-based model with a supervised learning model, or (ii)

combining multiple supervised learning models. The first approach relies on applying

a rule-based model in parallel with a supervised learning model and taking the outputs

union of both as a final dialogue state [199, 208, 209]. The second hybrid-based DST

category combines the benefits of both using predefined ontology-based methods and

open-vocabulary methods that either dynamically generate a candidate set of slot values

or pointing them directly from input utterances [78, 84, 126, 212, 232, 252]. The aim is

to allow DST over unknown slot values that are not defined in a domain ontology. In

doing this, it seeks to mitigate the scalability issue suffered from the ontology-based

method and the low performance of the open-vocabulary method in certain cases.

Hybrid-based DP. There are two methods commonly adopted to learn the dialogue

policy using a hybrid approach. The first method consists of integrating a supervised
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learning model with handcrafted domain knowledge and rules. The motivation behind

this is that some simple operations like sorting a list of database results would be better

implemented in a few lines than using thousands of dialogues to learn them [223]. The

second method relies on applying multiple DP models simultaneously, whereby the

next system action is decided by the policy model that predicts it with the highest

confidence [170].

Overall, hybrid-based dialogue management approaches can be considered as an im-

portant step to improve the performance of dialogue management and increase its

capability to generalize. It has been proven that they can reach performances compa-

rable to purely machine learning models with less training data. While such a hybrid

approach may require an amount of developer effort, it can be seen as very useful in

practical settings where collecting realistic dialogues for a new domain can be expensive.

Approaches combining multiple ML/rule models can provide a potentially stronger di-

alogue management solution. However, applying multiple ML models at the same time

may amplify the need for training data and powerful resource settings.

2.3 Context Knowledge in Task-oriented Chatbots

The work presented in this thesis focuses on the dialogue state tracking (DST) compo-

nent, which is a crucial aspect of task-oriented chatbots. DST is responsible for un-

derstanding the user’s intent and extracting specific information (referred to as "slots")

required to complete a task. In order to accomplish this, chatbots rely on a variety of

external knowledge sources, including user context knowledge, crowdsourced informa-

tion, domain knowledge, and knowledge graphs.

There are two main types of knowledge used in task-oriented chatbots for state track-

ing: (i) User Context Knowledge, and (ii) System Knowledge as shown in task-oriented

chatbot architecture (Figure 2.3). User Context Knowledge refers to any information

extracted from the user side and leveraged by the chatbot to infer the dialogue state,

such as conversation context and user profile. System Knowledge, on the other hand,

Page 31 of 148



2.3 CONTEXT KNOWLEDGE IN TASK-ORIENTED CHATBOTS

User Context Knowledge System Knowledge

Conversation context

User profiles

Environment context

Schema-guided DST

External knowledge

Structured knowledge (e.g., knowledge graphs)

Unstructured knowledge (e.g., documents)

Visual environment (e.g., images)
Working task (e.g., code development)

External environment (e.g., sensors)

Structural representation of intents, entities,
services, APIs and their relationships

Window-size conversation history
Whole conversation history

Emotion-awareness
User preferences

Personality-awareness

Composite Dialogue Patterns

Composite Dialogue Pattern are used to
recognize and realize complex intents.
This is the main contribution of this thesis.

NEW

Figure 2.15: Dialogue State Tracking Knowledge.

consists of the knowledge leveraged from the system side to infer the dialogue state.

This includes entities and relationships extracted from structured and unstructured

data sources, and knowledge graphs, as well as external knowledge such as domain-

specific or commonsense knowledge used to complement user context knowledge.

In order to effectively track the dialogue state, the DST component must be able to

combine and utilize both User Context Knowledge and System Knowledge. Figure 2.15

shows main user context and system knowledge types. In what follows, we discuss these

types of knowledge.

2.3.1 User Context Knowledge

User context knowledge can be defined as any information extracted from the user side

and leveraged to fulfill user intent. Existing context knowledge types mainly include

conversation context, user profiles, and environment context as shown in Figure 2.15.

In what follows, we present each one of these context knowledge types.
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2.3.1.1 Conversation context

Also known as conversation history, the conversation context includes information that

was discussed in the past conversation turns. This conversation context consists of

the whole or window-size of the dialogue history to predict the dialogue state. Deep

learning models including HRNN (Hierarchical Recurrent Neural Network) [85], LSTM

(Long-Short Term Memory) [79] and BERT (Bidirectional Encoder Representations

from Transformers) [250] are utilized to encode the dialogue history.

Some approaches [47, 96, 120, 160, 260] consider only the previous dialogue states to

predict the current state instead of taking the whole history. However, this renders

them only tailored in pairwise utterance exchanges. They are not very useful for long-

dependency dialogue state tracking [235].

Other approaches [86, 127, 178, 189, 227, 233, 251] leverage on the whole conversation

history from the first conversation turn up to the last one. In general, an LSTM

model over past conversation turns is commonly used to encode the conversation history

because of its ability to model long-term dependencies. Concatenating all conversation

turns implies one of the reasons that result in increased computational cost [235].

Addressing issues of both kinds of approaches, recent work [92,235] use fine-grain turns

instead of the last or the whole conversation turns. For example, granularity can be the

number of conversation turns spanning from a certain dialogue state in the conversa-

tion to the current one (e.g., the 3 or 4 last conversation turns) [235]. In [235], authors

conducted studies to explore how the conversation history at different granularities af-

fects the DST. The work presented in [235] showed that there are significant differences

in state tracking at different granularities. They found that the determination of the

granularity (i.e., number of turns to take into consideration to infer the dialogue state)

is according to the characteristics of the used model and dataset. For instance, models

with generative decoding, such as TRADE [227], prefer larger granularity because they

require more information to track the dialogue state [235].

More advanced approaches [105, 163, 241] focused first on the learning of slot depen-
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dencies from the history, allowing them to infer slot values from similar slots. Other

advanced approaches [71,94,139,175,204] leveraged linguistic patterns that are drawn

mainly from human-to-human conversations to handle some complex intents and infer

their slots. For example, IRIS [71] draws on dependent questions (i.e., one question

depends on the answer to some subsequent questions), and anaphora (i.e., expressions

that depend on previous expressions) to allow sequencing of intents. These approaches,

however, are not enough to capture complex intents that naturally emerge when con-

versing with services. For example, while the utterance "Can you book a table for 2

people at Mirazur restaurant for the next public holiday?" refers to a complex intent re-

quiring a composition of two actions (i.e., getting the next public holiday, then booking

the restaurant), it cannot be recognized by IRIS [71]. The reason is that IRIS can rec-

ognize composition based only on linguistic features (e.g., a composition is recognized

when a user answers with a new intent to the chatbot question for a missing slot).

2.3.1.2 User profiles

A user profile in chatbots is a data structure where the information related to a given

user is stored [182]. The information of a user profile can be general user attributes,

which include personal information (e.g., gender, age, current language, preferences,

hobbies), general statistics (e.g., the number of sessions, dialogues and dialogue turns,

the date of the last interaction with the chatbot), or usage statistics that correspond

to actions over the system that a user performs [43, 182, 228]. Typically, personalized

chatbot models use user profiles to be able to capture users’ personal preferences and

return personalized responses.

The first benchmark dataset for personalized chatbots was proposed by [111]. They

used a Memory-based neural networks model (MemNN) to encode the user profile [111].

They also extended the original MemNN by dividing the memory of the model into two

memories: (i) profile memory and (ii) conversation memory. Similarly, [145] introduced

a personalized MemNN, which learns distributed embeddings for user profiles and the

dialogue history from users with the same gender and age. Likewise, [249] proposed to
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incorporate a retrieval module into the MemNN model, which improves the performance

by retrieving the relevant responses from other users. The above approaches assume

that complete user profiles can be obtained by asking users to fill in all blanks in user

profiles, which may be unrealistic in practice.

Other approaches [129, 202, 203] focus on inferring missing information in user pro-

files (e.g., inferring information from previous conversations), then apply one of the

above models. However, these approaches have to train a model to infer missing user

profiles before starting the conversation, thus inference errors may happen during the

conversation. Recent work [164] proposed a cooperative MemNN, which introduces a

cooperative mechanism to enrich user profiles gradually as dialogues progress, which

improves response selection based on enriched profiles simultaneously. While the above

approaches focus on single-domain tasks, a recent work [214] proposed a generator-

reranker framework, using GPT-2 as generator and BERT as reranker, to support

personalization across a wide range of tasks in multi-task conversations.

Leveraging user profiles in task-oriented chatbots is an area that has more than what

we are discussing in this thesis [73,90,140,147,196]. For instance, there are empathetic

dialogue systems, which are proposed to improve the perception and expression of

emotional states and personal preferences [147]. Empathy refers to the capability to

imagine oneself in the other’s situation and to experience the emotions that she/he is

experiencing [162]. Emotion-awareness [132, 133] and personality-awareness [129] are

two key features that underpin empathetic dialogue systems [147].

2.3.1.3 Environment context

An environment context is related to the task that the user is working on and what the

chatbot can get from this environment without asking the user [20,38,116,161,186].

For example, a chatbot can retrieve information from a working task environment

[38,161]. In [38], authors proposed Devy chatbot to provide automated support in De-

vOps processes. Devy relies on domain-specific services that keep track of information
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related to the user task working environment (e.g., code development), including active

projects, issues, code reviewers, etc. The main goal is to infer the required slots for

performing DevOps actions without developer involvement. For instance, after a de-

veloper completes a code, she/he can say "I’m done". Thanks to the information it has

been able to keep from the user task environment, Devy is expected to complete auto-

matically the remaining DevOps actions including committing code changes, pushing

them to a remote repository, assigning reviewers, etc., without any intervention from

the developer side.

Figure 2.16: Example Multimodal Conversation [20].

Chatbots can also retrieve information from visual environment [20, 63, 124, 186, 205].

For example, in [20], authors proposed an approach to support multimodal conversation

and infer slots values from a shared visual context (e.g. a device screen) and fulfill user

intent. For instance, when a user browsing to shop for tables on a speech-enabled smart

TV says: "what is the price of the white round table?", the chatbot should be able to

identify the right product based on its visual characteristics and then responds with

the price [20]. Figure 2.16 shows an example of multimodal conversation. The user can

refer to visual entities by attributes such as color (e.g., "the white one") or shape (e.g.,

"airplane one"). She/he can also refer to the visual elements using associated metadata

such as prime-eligibility (e.g., "is it prime eligible?").

Another source of environment can be sensors. For example, in the work [186] authors
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proposed a museum chatbot that utilizes exhibition sensors to guide visitors to different

exhibits based on their current location within the museum. When a visitor asks the

chatbot "where does it go on?", the exhibition sensor data is used to determine their

current location and provide directions to the next exhibit on the tour. This allows the

chatbot to provide a more personalized and relevant experience for the visitor by using

sensor data to understand and respond to the visitor’s current context [186].

2.3.2 System Knowledge

System Knowledge consists of the knowledge leveraged from the system side to infer the

dialogue state. This include entities and relationships extracted from structured and

unstructured data sources, knowledge graphs, and external knowledge such as domain-

specific or commonsense knowledge used to complement user context knowledge. In

what follows, we first discuss end-to-end approaches (Section 2.3.2.1), then we discuss

DST approaches that leverage schemas for capturing the structural representation of

conversation data to predict the dialogue state (Section 2.3.2.2), finally we discuss DST

approaches that use external knowledge in addition to schemas to improve the chatbot

understanding (Section 2.3.2.3).

2.3.2.1 End-to-end approaches

Some chatbots use end-to-end systems [102] that rely on user context knowledge and

generative models to generate answers (e.g., question and answering services). These

systems consider NLU, DST, and DP as a single module. End-to-end models can be

considered as "black-boxes" that accept user utterances as input and return new system

states/actions as output. The sequence-to-sequence model [150] is the main model used

in this approach. Such a model is based on the encoder-decoder architecture which takes

a sequence as input and generates another sequence as output. In chatbots, the source

sequence is a user utterance along with a dialogue history, and the target sequence

is a corresponding action (e.g., API method call). The sequence-to-sequence model is

initially implemented using RNN with LSTM cells, where the hidden state of RNN is
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utilized as the representation of a dialogue state. This model is later augmented with an

attention mechanism to improve its ability to handle long-term dependency [150,257].

Using end-to-end memory networks is another alternative to build end-to-end models.

Compared to the pipelined policy, the key advantage of the end-to-end approach is

inferring the representation of the dialogue state which avoids the design of its related

features. However, this requires a lot of training data that may be expensive to collect.

Thus, schema-guided DST approaches were proposed.

Figure 2.17: Schema example for a wallet service [173].

2.3.2.2 Schema-guided Dialogue State Tracking approaches

Most of task-oriented chatbots leverage schemas capturing the structural representa-

tion of conversation data to predict the dialogue state. For instance, the work [173]

introduced a unified schema defining a service or API as a combination of intents and

slots. Figure 2.17 shows an example of this schema for a digital wallet service. A

BERT-based state tracking model then takes this schema as input to enable the recog-

nition of intents and inferring their slot-value pairs. The captured knowledge (i.e., the

unified schema), however, can only help in the recognition of basic intents.

Works like [53, 136, 229] use a slot-level schema graph that captures dependencies be-
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taxi-destination hotel-name hotel-book_people

taxi-departure

restaurant-name restaurant-food

restaurant-book_people

Figure 2.18: Domain specific slot-level schema graph [53].

tween slots. The aim is to allow the state tracking model to infer slot values from similar

slots. For instance, Chen et al. [53] proposed two step-based state tracking model that

first relied on a graph attention matching network (GAMT) to learn contextual fea-

tures for each slot by fusing information from both slot-domain schema graph and

utterance. Then it utilises a recurrent graph attention network that takes the obtained

slot features and a slot schema graph capturing relations amongst all slots, to infer

the slot value. An example of domain specific slot-level schema graph is represented

in Figure 2.18. The nodes of this schema graph consist of all slots (e.g., hotel-name,

taxi-destination). There is an edge between slots that belong to the same domain,

and slots that may share the same values. For example, in Figure 2.18, there is an

edge between taxi-destination and restaurant-name because a taxi-destination can be

a restaurant-name.

Other efforts like [135] leverage the backend database schema in state tracking model

to allow slot inference from the database entities. These methods, however, work with

chatbots integrated only with databases, where the inferred slot-value pairs are used

to frame the query.

To improve the accuracy of state tracking, chatbots use various additional sources

of knowledge to reason about potentially ambiguous user intents and match them to

underlying services (e.g., databases, APIs) that realize such intents. In the Section

2.3.2.3, we discuss another system knowledge type.
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2.3.2.3 Content-based approaches

There are dialogue state tracking approaches that use external knowledge in addition

to schemas. External knowledge, including domain-specific or commonsense knowl-

edge, is usually used to complement user context knowledge with additional back-

ground [131,147,147]. Retrieving and representing a large-scale knowledge base remains

challenging [131]. This knowledge can be classified into two main categories based on

if the knowledge is structured or not.

Which actor voiced the Unicorn
in The Last Unicorn?

Mia Farrow

And Alan Arkin was
behind . . .?

Schmendrick

Who did the score?

Jimmy Webb

So who performed the songs?

America

Genre of this band’s music?

Folk rock, Soft rock

Figure 2.19: Example of fact-centric questions conversation and its corresponding knowledge
subgraph [57].

Structured knowledge allows a chatbot to represent and retrieve relational informa-

tion about different kinds of entities [147]. Examples of structured knowledge include

databases and knowledge graphs (KG) [57,58,136,229]. In this context, efforts like [57]

proposed an approach, called CONVEX (CONVersational KG-QA with context EX-

pansion), to handle incomplete fact-centric questions in a conversation. Figure 2.19

illustrates an example of such conversation, which is typically characterized by a com-

plete initial fact-centric question with an incomplete follow-ups, an initial and often

central entity of interest (e.g., "The Last Unicorn"), and slight shifts in focus (inquiry

of the band America’s genre). The proposed system answers such questions by using a

KG and maintaining context using entities and predicates seen in previous questions.
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Authors [57] use the initial question to identify a small subgraph of the KG for re-

trieving answers (example of such subgraph is represented in Figure 2.19). Then, they

dynamically expend the context in the form of a subgraph as the conversation proceeds.

The core of the approach is a graph exploration algorithm that expands a frontier to

find candidate answers for the current question.

Some other work [67,87,131,143,259] focused on unstructured knowledge, such as exter-

nal documents and online reviews, to retrieve more knowledge. Since this unstructured

knowledge is usually in the form of plain texts, sequence encoders [83] are mostly used

to encode this knowledge.

2.4 Summary and Discussion

In this section, we summarize the state of the art, then we discuss some research issues.

2.4.1 Summary

In this section, we summarize dialogue management approaches (Table 2.1), knowl-

edge sources in task-oriented chatbots (Table 2.2), and the most well-known chatbot

development tools (Table 2.3).

2.4.1.1 Summary: Dialogue Management in Task-oriented Chatbots

As shown in Table 2.1, dialogue management approaches can be classified into three

categories: handcrafted approaches, data-driven approaches, and hybrid approaches. In

what follows, we provide a summary of strengths and weaknesses of these approaches.

• Handcrafted approaches offer a simple way to design dialogue management

which is helpful for quickly creating chatbots. They work particularly well in
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conversation scenarios with clear structure and objectives. One important ad-

vantage of handcrafted methods is the conversation flow traceability which helps

to track the interpretation of user utterances and chatbot actions for further fix-

es/improvements. However, these methods lack flexibility because users cannot

express their utterances in any way they desire (i.e., there may not be a rule that

corresponds to the user utterance). In addition, these methods require a signifi-

cant amount of development and maintenance effort due to the need to manually

design features such as rules and interaction models.

• Data-driven approaches offer a cost-effective solution for developing and main-

taining dialogue management. By leveraging deep neural models and word em-

bedding techniques, these approaches can automatically learn policies and dia-

logue state features, such as slots and slot values, without the need for a pre-

defined ontology. This makes dialogue management more scalable and adaptable

to changing dialogue domains, as it can handle the addition of new slots and val-

ues not present in the training data. Despite their benefits, existing data-driven

approaches are heavily dependent on the quality and quantity of training data.

Additionally, they may not provide clear integration of API invocations.

• Hybrid approaches involving diverse combinations of handcrafted and data-

driven models can be considered as an important step to improve the performance

of dialogue management and increase its capability to generalize. In particular,

approaches combining ML model with a set of rules grant more flexibility to ap-

plication developers to control conversation flow and ensure that it is adequately

aligned with business rules. In addition, it has been proven that they can reach

performances comparable to purely ML models with less training data. While

such a hybrid approach may require an amount of developer effort, it can be seen

as very useful in practical settings where collecting realistic dialogues for a new

domain can be expensive. However, applying multiple ML models at the same

time may amplify the need for training data and powerful resource settings.
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2.4.1.2 Summary: Context Knowledge in Task-oriented Chatbots

Table 2.2 summarize main knowledge sources in task-oriented chatbots including user

context and system knowledge. In what follows, we provide a summary of each of these

knowledge sources.

• User Context Knowledge can be defined as any information extracted from

the user side and leveraged to fulfill user intent. Examples of this knowledge are:

– Conversation Context includes information that was discussed in the

past conversation turns. This conversation context consists of the whole

or window-size of the dialogue history to predict the dialogue state. We

noted that the conversation history has been the widely covered feature in

the DST state-of-art approaches. Leveraging the conversation history has

proven essential to hold complex and multi-turn conversations, as processing

missing information in the dialogue state may require the DST model to go

beyond multiple previous turns up to the last turn.

– User Profiles refer to the collection of information related to a given user

such as user personal information and preferences. This information is used

by the chatbot to personalize the conversation and improve the user ex-

perience by providing tailored responses. User profiles are created during

the initial conversation and updated over time to reflect changes in the

user’s preferences. Models such as memory-based neural networks model

(MemNN) and cooperative MemNN are used to enrich user profiles gradu-

ally as dialogues progress.

– Environment Context is related to the task that the user is working on

and what the chatbot can get from this environment without asking the

user. For example, a chatbot can retrieve information from a working task

environment (e.g., development environment), from a visual environment

(e.g., a video), or even from sensors (e.g., getting user location by using

sensors such as GPS).
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• System Knowledge consists of the knowledge leveraged from the system side

to infer the dialogue state. This include entities and relationships, and external

knowledge such as domain-specific or commonsense knowledge used to comple-

ment user context knowledge. Examples of this knowledge are:

– Schema-guided DST approaches leverage schemas capturing the struc-

tural representation of conversation data to predict the dialogue state. Typ-

ically, a schema consists of defining different elements (such as domains,

intents, slots and services) and relationships between these elements.

– Content-based approaches use external knowledge in addition to schemas.

External knowledge, including domain-specific or commonsense knowledge,

is usually used to complement user context knowledge with additional back-

ground. This knowledge can be classified into two main categories: struc-

tured knowledge such as knowledge graphs and databases and unstructured

knowledge such as external documents and online reviews. Leveraging ex-

ternal knowledge was the less covered feature in chatbots.

2.4.1.3 Summary: Chatbot development tools

Over the past decade, a number of companies have launched cloud-based NLU tools,

with the goal of enabling developers to enhance their existing NLU products or develop

new conversational assistants more easily. In this section, based on works [19, 44],

we summarize most well-known chatbot development tools as shown in Table 2.3. We

identify six main chatbot development platforms: (1) Google’s DialogFlow [5], (2) Rasa

[169], (3) Facebook’s wit.ai [17], (4) Microsoft LUIS [10], (5) IBM Watson Platform [7],

and (6) Amazon Lex [1]. In Table 2.3, we compare between these platforms based on

10 features, ranging from usability to pricing:

• Usability indicates the perceived ease of use of the platform. From high (simple

and intuitive for a developer) to low (difficult to use).
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• Natural Languages indicates how many natural languages the platform supports.

• Programming Languages indicates how many programming languages the plat-

form supports.

• Pre-build Entities reports how many pre-build entities the NLU tool offers.

• Pre-build Intents reports how many pre-build intents the NLU tool offers.

• Default Fallback Intent indicates whether the platform has a fallback mechanism

for intents which allows the proper classification of utterances that are not rec-

ognized as part of existing intents.

• Automatic Context indicates whether the platform can automatically manage the

context in a conversation.

• Online Integration indicates which third-party integrations are available.

• Webhook/SDK Availability indicates whether a developer can integrate his/her

chatbot with other software.

• Price indicates the pricing for using the platform.

The selected platforms utilize machine learning algorithms that are totally transparent

for the bot developers. While they share certain functionality such as being cloud-based

and supporting multiple programming languages and natural languages, they also differ

in other aspects. In what follows, we describe the main characteristics of each platform.

• Dialogflow is a NLU cloud platform owned by Google. It provides a free-to-

use conversational interface and supports different languages and programming

languages. It also provides context management to let developers control con-

versation flows. Moreover, DialogFlow offers a range of built-in integrations with

other chatbot-based platforms, including Telegram, Google Assistant, and Ama-

zon Alexa. In addition, developers can insert answers directly into the web inter-

face or use an ad-hoc server applications through the webhook mechanism enabled

by the DialogFlow APIs.
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• Rasa is an open-source machine learning framework for building chatbots that

offers a high degree of flexibility and customizability. Rasa is popular among

developers who prefer open-source tools and want full control over the chatbot’s

behavior and performance. Rasa has a large and active community of contributors

and users, and it offers various integrations and plugins to enhance the chatbot’s

functionality.

• Wit.ai is a NLU cloud platform owned by Facebook. It offers support for multi-

ple natural languages but only three programming languages. Unlike other NLU

tools, Wit.ai focuses on extracting entities from single sentences, functioning as

a NLU parser rather than a complete NLU platform. Wit.ai does not offer any

chatbot-based platform integration, web interface for handling conversations, or

context management tools. Therefore, developpers must realize any desired inte-

gration, conversational aspects, or other features within their own code.

• LUIS (Language Understanding Intelligent Service) is the NLU cloud platform

of Microsoft, part of the Azure cloud services. Being integrated into Azure, LUIS

shares the pricing schema with it and can access some additional features. It

supports various languages, but only four SDKs are available. LUIS is based on

the active learning technology and offers a set of programmatic REST APIs that

can be used to automate the application creation process.

• Watson Platform is the NLU cloud platform of IBM, part of IBM Bluemix

cloud services. Like LUIS, Waston Assitant shares Bluemix pricing schema and

may access to additional features. It supports multiple programming and natural

languages. Watson Platform utilizes two contexts (i.e., conversation history and

a corpus that is available to it) to gain a degree of confidence in interpreting

questions and for finding responses.

• Amazon Lex is the NLU platform part of the Amazon Web Services (AWS). It

shares the pricing schema with AWS and may access to additional features. It

supports various programming languages but only 7 natural languages. It pro-

vides the advanced deep learning functionalities of automatic speech recognition
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(ASR) for converting speech to text, and NLU functionalities to extract intents

and entities from user utterances.

2.4.2 Discussion

Despite the aforementioned achievements, creating scalable and robust dialogue man-

agement techniques that can emulate human-like conversations remains a deeply chal-

lenging problem. In this section, we will discuss some research issues in this field.

• Data control and quality. The success of data-driven and hybrid approaches

largely relies on the availability of high-quality training data, which still an open

issue. Obtaining high-quality training data requires effective methodologies and

processes for selecting, pipelining, tuning, and controlling data acquisition tasks.

This represents a key research area that has a significant impact on the perfor-

mance of dialogue management and subsequently improving the chatbots.

• Handling conversation breakdowns. Persistent concerns such as misunder-

standings, disagreements, inappropriate responses, complaints, and rejection of

offers can lead to breakdowns in conversations, resulting in negative impacts on

the user experience. Chatbots are currently incapable of managing these break-

downs due to the diverse nature of user utterances and the ambiguity of natural

language. To overcome this, it is crucial to endow dialogue management tech-

niques with efficient strategies that can detect and fix potential conversation

breakdowns automatically.

• Automated generation and formal verification of dialogue management

models. Handcrafted approaches are still the suitable choices for conversations

where user inputs can be known a prior and for any application domain where

determinism property is required. However, current approaches suffer from high

development and maintenance costs. Thus, having automated mechanisms that

better leverage existing resource models (such as ontologies, knowledge graphs,

business processes) is a key step toward semi or even fully automated generation
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of handcrafted dialogue management models. Furthermore, formal verification of

such models may still be required to ensure their reliability.

• Towards explainable conversations. Explainability is an important aspect to

make the conversation more human-like. In this context, the dialogue manage-

ment must be capable of justifying its actions and decisions. This is beneficial not

only for developers to evaluate their models but also for end-users to gain greater

transparency and ask questions about a chatbot’s decision-making process.

• Supporting composite user intents. Developing chatbots capable of han-

dling complex conversations spanning multiple topics and domains is an ongoing

area of research. However, building such chatbots presents significant challenges,

particularly in the need for rich abstractions to capture complex user intents, and

the integration of latent knowledge required to recognize composite intents and

translate them into APIs and their compositions. As of now, this knowledge is

rarely codified and utilized in chatbot development. In this context, there is a

need for more flexible techniques that cater for composite intent recognition.

In this thesis, we focus on addressing the research issue of supporting complex/compos-

ite user intents. While research from the previous efforts is certainly complementary

and some elements are adopted in our contributions, most of them do not focus on aug-

menting intents with knowledge that facilitates the superimposition of natural language

conversations over process and software-enabled services and use of such knowledge to

support dynamic synthesis of services. To the best of our knowledge, the work pre-

sented in this manuscript is the first to identify and characterize a set of composite

dialogue patterns to recognize and realize different classes of composite intents. We

proposed to build upon advances in ML techniques to enable the recognition of basic

intents, but contribute a new approach to recognize composite intents. This approach

will be detailed in the next chapters.
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Chapter 3

Composite Dialogue Patterns
Reusable Abstractions and Patterns for
Recognizing compositional conversational flows
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The content of this chapter is an extension of the work presented in [33]. In this work,

we identified and characterized a set of composite dialogue patterns and extended a

conversational model [248] to represent them. These patterns endow bot platforms
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with reusable functionality to recognise compositional conversational flows, that would

otherwise have to be implemented by bot developers.

The rest of this chapter is organized as follows: We start with an introduction in Sec-

tion 3.1. In Section 3.2 we discuss related work. In Section 3.3 we explain how human-

chatbot conversations are formulated. In Section 3.4 we present a conversational model

that we adopted and extended to represent the identified composite dialogue patterns.

In Section 3.5 we characterize these composite dialogue patterns in the adopted model.

Section 3.6 presents validation of the proposed patterns, and finally we provide a con-

clusion in Section 3.7.

3.1 Introduction

Task-oriented chatbots emerged as a paradigm to naturally access services and per-

form tasks through natural language conversations with software-enabled services and

humans [34]. They enable the understanding of user utterances, expressed in natural

language, and on fulfilling such needs by invoking the appropriate backend services

(e.g., APIs) [34]. Fulfilling a user request consists of: (1) understanding the user

utterance expressed in natural language (e.g., "what is the weather in Paris?"), (2)

recognizing the user intent corresponding to task(s) that the user wants to accomplish

(e.g., get-weather), (3) extracting relevant slot-value pairs (e.g., location: Paris),

(4) invoking the corresponding backend service that fulfills the user intent (e.g., call

OpenWeatherMap API method to get weather condition), and (5) returning a natural

language response (e.g., "we have light rain in Paris").

Ideally, a chatbot should detect intents and infer slot values with the least possible

interactions with the user (i.e., the chatbot asks the user for a missing value only when

it cannot infer it from other sources). A key challenge to achieve this objective is

devising robust intent recognition and slot inference despite the potentially ambiguous

and complex utterances. An utterance may not always follow a simple conversation

pattern, where the chatbot recognizes a basic intent and infers all required slot values
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from the utterance, as in the previous example.

Natural user conversations can be rich, potentially ambiguous, and express composite

user intents [71, 245]. In a basic intent the chatbot infers all required slot values

from the user utterance and calls the corresponding service to fulfill the intent. The

realization of a composite intent, however, requires the chatbot to break it down into

a list of atomic actions and infer potentially missing values from different sources, not

directly from the utterance. For example, given the utterance "Can you book a table

for 2 people at Mirazur restaurant for the next public holiday?", the chatbot should

be able to infer the information such as number of people and restaurant name from

this utterance; however, it also needs to search when will the next holiday be. Also, a

human may omit required slot values in an utterance because some of this information

can be naturally inferred from other sources, such as conversation history, commonsense

knowledge, or user preferences [121]. Failing to support such composite intents can lead

to repetitive and less natural interactions affecting the user experience [109].

Traditional business process and service composition modeling and orchestration tech-

niques are limited to support such conversations because they usually assume a priory

expectations of what information and applications will be accessed and how users will

explore these sources and services. Limiting conversations to a process model means

that we can only support a small fraction of possible conversations [142]. While ex-

isting advances in Natural Language Processing (NLP) and Machine Learning (ML)

techniques automate various tasks such as intent and slot recognition [50], the synthesis

of API calls to support broad range of potentially complex user intents is still largely a

manual, ad-hoc, and costly process [247]. Our goal is to bridge this gap by dynamically

and incrementally synthesizing executable conversation model from NL conversations.

Informed by prior research and literature on conversational systems [50], in this chap-

ter, we identify and characterize different types of conversation patterns to translate

complex user utterances into operations that create composite (nested) states in a con-

versational state machine model [248]. These patterns mimics how a developer would

have constructed workflows, leveraging conversation knowledge (i.e., slot values and
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API element vectors), to realise some complex and decomposable user intents. More

specifically, contributions in this chapter are summarized as follows:

• We identified a set of reusable composite dialogue patterns that naturally emerge

when conversing with services.

• We extend an existing conversational model [248] to characterize state machine

transformation patterns to support complex user intents.

• We provide validation and evaluation of the composite dialogue patterns presented

in this chapter.

3.2 Related work

A number of techniques have been proposed to build task-oriented chatbots, including

rule-based [23] and probabilistic models [100]. Main platforms such as Chatfuel [2]

provide flow-based solutions to develop chatbots with zero coding using user interface

elements. Research in this context includes the work by Lopez et al. [142], who propose a

system that takes a business process model and generates a list of dialogue management

rules to deploy the chatbot. Other platforms such as DialogFlow [5], on the other hand,

provide ML based solutions. In addition to these solutions, a variety of ML models

have emerged in research following two common architectures: pipeline and end-to-end.

A pipeline-based model is built with a set of components, each responsible for a specific

task such as tracking of intent/slot during conversations [51,174]. End-to-end models,

including end-to-end memory networks [253] and sequence-to-sequence models [150],

read directly from a user utterance and produces a system action.

We identified a set of main limitations in the works above: First, rules-based approaches

lack flexibility and require considerable development effort. Second, the use of existing

probabilistic approaches and ML models such as memory networks becomes prohibitive

due to the need for collecting huge and high quality training data. Third, flow-based ap-

proaches require the explicit definition of workflow, which is clearly unrealistic in large
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scale and evolving environments. Furthermore, while ML approaches and platforms

provide sophisticated support in term of intent/entities recognition and state tracking,

they still far to handle conversations as either structured or unstructured processes.

This is because they do not yet automatically support complex and decomposable user

intents, where handling of intent requires information that is resulted from other in-

tents either already processed or need to be. In addition, handling conversations as

processes requires an advanced understanding of conversation context towards natural

and straightforward dialogue experiences.

Similar to our approach, some advanced techniques like Devy [36], Iris [71], and Lu et al.

[51] focus on more understanding of context especially by tracking required slots values

from conversations history. However, since these slots values are derived only from

conversation utterances they do not consider the knowledge of the heterogeneous APIs

being used to converse with a wide variety of software-enabled services. This aspect

is crucial to perform slot values inference accurately. In addition, these works do not

propose any pattern that automates the identification of composite conversation flows.

In summary, these efforts do not focus on augmenting conversations with knowledge

that is essential for the superimposition natural language interactions over large number

of evolving APIs. We therefore propose to consider API knowledge in the context and

extend a conversational model to support a set of composite dialogue patterns that

naturally emerge when conversing with services.

3.3 Human-Chatbot conversations

Conversations between a user and a chatbot are formulated as a sequence of utterances

and responses. The conversation proceeds as a back-and-forth exchange. For example,

a user might say to a chatbot, "Send a message to @Sophia, tell her that I’ve just left so

I’ll be there in 10 minutes". The chatbot would respond by "Your message to Sophia

has been sent". As we discussed in Chapter 2, in order to answer user utterances,

chatbots require to understand user intent (e.g., send-message) and extract slot-value

pairs expressed by user (e.g., (contact, Sophia) and (message, I’ve just left
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so I’ll be there in 10 minutes)) [49].

Studies on human conversation patterns [107,146,176] have shown that human-chatbot

conversations can be divided into three types as shown in Figure 3.1.

Single Turn
Single Intent

Multi Turn
Single Intent

Multi Turn
Multi Intent

- Conversation topic is limited to one
- User provides required information in separate utterances

- Conversation topic is limited to one
- User is forced to provide all required information at once

- User can talk to chatbot about multiple topics
- User provides required information in separate utterances

More natural
conversation

Less natural
conversation

Figure 3.1: Types of human-chatbot conversations - from less to more natural [248].

Single Turn - Single Intent. The interactions between the user and the chatbot

are straightforward. The user is expected to provide all required slot values in her/his

utterance to fulfill her/his intent, thus the chatbot responds with a single, straightfor-

ward answer. For example, a user might ask a chatbot for a restaurant "Show me some

Italian restaurants near the Tower of Pisa", and the chatbot would simply respond

with a list of options that match the user’s requested criteria. Each user utterance is

treated separately without using any knowledge from the conversation history. If any

slot value is missing in the user utterance (e.g., location), the chatbot will not be able

to fulfill the user intent. This type of conversation is single intent which means that the

user and the chatbot converse only about one specific intent (e.g., search-restaurant)

during the whole conversation.

Multi Turn - Single Intent. It is common for people to omit information in their

daily conversations. This could happen for a variety of reasons, such as assuming

the other person already knows the information, or simply forgetting to mention the

information. For example, while chatting with a friend we may ask, "Do you have any

suggestion for a good Italian restaurant?" without specifying the place where we are at

(e.g., "the Tower of Pisa"). In order to answer our question, the friend needs to get

more details by asking a question, "Where are you?". Similar to this example, chatbot
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needs to collect information that is scattered across multiple utterances to fulfill user

intent. Thus, in this type of conversation, there are multiple turns to accomplish a

specific user intent. Dialogue management component is responsible to maintain the

conversation context and keep dialogue state to support multi-turn conversations.

Multi Turn - Multi Intent. Switching between intents or topics during conversations

is a natural behavior for people. This can happen for a variety of reasons, such as a

new idea or thought that comes up, or a desire to change the subject. Thus, in this

type of conversation the user’s intent continuously changes during the conversation.

However, participating in a multi-intent conversation where information is scattered

into multiple utterances, is a challenging task for chatbots. In the work [248], we

proposed a conversational model to support multi-intent and multi-turn conversations.

In the following sections, we first present this model (Section 3.4), then we explain how

we extend this model to support composite user intents (Section 3.5).

3.4 State Machine Conversational Model

In order to support multi-turn multi-intent conversations, we proposed in the work [248]

to represent User-Chatbot-Services conversations using an extended Hierarchical State

Machines (HSM) model [238]. HSM is a well-known model that have been widely used

to describe reactive behaviors of complex systems in a wide variety of areas [238]. This

model is defined as a state machine where states can be ordinary states or composite

states which are state machines themselves.

The proposed state machine based conversation model contains a set of states called

intent-states representing user intents (e.g., find-restaurant), their slots (e.g., city,

food) and actions such as API invocations (e.g., call Yelp-SearchBusinesses API

method) to realize them. Each intent-state characterizes the fulfillment of specific user

intent. Inside an intent-state, there can be nested states that represent situations that a

chatbot may occupy in a given conversation (e.g., a chatbot-to-user question to resolve

the value of a missing intent slot). Transitions between states are triggered when actions
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2. infer

1. New intent

3. fulfilledAsk user
State

Get Weather
State

Figure 3.2: Ask user composite intent-state to fulfill get-weather intent.

are performed (e.g., a chatbot asks a question to a user to resolve a missing slot value)

or upon detecting a new intent (i.e., switch from one intent-state to another). In the

following, we describe the different types of states and transitions in this model:

Basic Intent State: We consider a state as a basic intent-state, when a user utterance

carries all the required slots’ values to fulfill the user intent. In other words, the chatbot

has everything needed to perform the required action (e.g., API call). For example,

given a user utterance (e.g., "what is the weather in Paris?") with an intent (e.g.,

get-weather), chatbot invokes an API (e.g. OpenWeatherMap API) and returns a

response to a user (e.g., "we have light rain in Paris").

Nested Intent State: If a user utterance (e.g., "what is the weather?") has a missing

slot value, the chatbot needs to infer this missing value (e.g., value of the slot location)

before it performs further actions to fulfill the intent. In this situation, the intent-

state becomes composite intent-state and relies on other nested states to complete the

intent. For example, as shown in Figure 3.2, the nested state Ask user is used by the

chatbot to ask the user for the missing value of the slot location related to the intent

get-weather.

New intent transition: This transition type refers to the movement between intent-

states. The state machine transits to a new intent-state if the new user utterance

corresponds to a new intent (i.e., detecting intent switch in conversations). For example,

assuming that the state machine is in send-msg intent-state, then the user asks for
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cinema. The user utterance "I am also looking for cinema" triggers a transition to

move from the current intent-state send-msg to the new intent-state find-cinema.

Nested transition: This transition represents the movement of a state machine to a

nested state. The state machine moves to a nested state if there is a missing slot value.

The chatbot infers the missing value either from the context or by asking the user for

it (i.e., Ask user nested state). For example, in Figure 3.2, the transition infer is a

nested transition.

The motivation behind adopting the state machine conversational model is to reduce

the complexity that may be caused by the number of states that are needed to specify

interactions between users, chatbots, and services. Leveraging HSMs helps to factor out

the common behaviors to reuse them across many states [238]. Thus, HSMs provide a

very efficient way of sharing behavior so that they reduce the number of states needed

for specifying User-Chatbot-Services interactions. In the next section we explain how

we extend this conversational model to support a set of composite intents.

3.5 Composite Dialogue Patterns

In computer science, a pattern is defined as a reusable solution to a common problem

within a specific context [97,200,213]. For example, design patterns are templates that

can be applied to software design to solve recurring issues [97,200,213]. Every pattern

has three main elements [200], which are: a pattern name, a context (or also called a

problem), and a solution (or also called a description).

Pattern name. It is a descriptive term or label used to describe a specific problem

and its solution. The pattern name lets us design at a higher level of abstraction.

Context. The context (or also known as a problem) describes a recurring set of

situations in which the pattern can be applied. It explains the problem and its context.

Generally, the context describes when to apply the pattern.

Description. It provides an abstract description of the pattern that can be applied
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Where are you?

INTENT: send-msg: (text, let’s meet at Poni restaurant), (tel, ?)

I am in Paris
Poni restaurant serves good french restaurant. The address is 2 Street Audran Paris.

Send a message to my friend Sofia, tell her: let’s meet at Poni restaurant.

I sent the message “let’s meet at Poni restaurant” to Sofia's phone number 078342505.

I am also looking for cinema
I found UCG cinema. The address is 17 Bd Macdonald Paris.

I need a taxi to commute between Poni restaurant and UCG cinema at 5pm.

Just one last thing, can you start the playlist called My Happy Melodies
Sure, starting playlist ...Done.

I booked a taxi from 2 Street Audran Paris to 17 Bd Macdonald Paris at 5pm.

INTENT: find-restaurant: (restaurant-area, ?), (food, french restaurant)

Oh, I also need a taxi to go from Eiffel Tower to 21 Rue Maximilien Paris at 7 pm

INTENT: find-restaurant: (restaurant-area, Paris), (food, french restaurant)
API-METHOD: Yelp-SearchBusines: (location, Paris), (term, french), (name, Poni), (address, 2 Street Audran Paris)

API-METHOD: contacts-get: (contact, Sofia), (phoneNbr, 078342505), (email, b.sofia@gmail.com)
twilio-SendMessages: (tel, 078342505) (msg, let’s meet at Poni restaurant)

INTENT: find-cinema: (cinema-area, ?)
API-METHOD: Yelp-SearchBusines: (location, Paris), (term, cinema), (name, UCG), (address, 17 Bd Macdonald Paris)

INTENT: book-taxi: (depAddress, ?), (destAddress, ?), (depTime, 5pm)
API-METHOD: taxicode-booking: (pickup, 2 Street Audran Paris), (destination, 17 Bd Macdonald Paris), (time, 5pm)

INTENT: start-playlist: (playlist_id, ?)
API-METHOD: Soptify-Search: (q, My Happy Melodies) (item, playlist) (spotify_id, 59ZbFPE)

 Soptify-Player: (spotify_id, 59ZbFPE)

I booked a taxi from 5 Av. Anatole France Paris to 21 Rue Maximilien Paris at 7pm.
INTENT: book-taxi: (depAddress, ?), (destAddress, 21 Rue Maximilien Paris), (depTime, 7pm)
API-METHOD: taxicode-booking: (pickup, 2 Street Audran Paris), (destination, 17 Bd Macdonald Paris), (time, 7pm)

I am looking for a good french restaurant.

Figure 3.3: Example of multi-turn multi-intent conversation. After each turn, we
illustrate the intent, its slot-value pairs, and the API call(s). The red slots/parameters
are required input slots/parameters, the blue parameters are output parameters, and
the green values are inferred values from different sources.

to resolve the problem. The solution does not describe a particular concrete design,

instead, the pattern provides an abstract description of a design problem.

Inspired by existing workflow management systems and linguistic theory, in this section,

we identify and characterize a set of reusable composite dialogue patterns that naturally

emerge when conversing with services. These patterns mimics how a developer would

have constructed workflows to realize some complex and decomposable user intents. In

what follows, for each composite dialogue pattern, (i) we explain the problem that led

us to propose the pattern, (ii) we give a description of the pattern, and (iii) we explain
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through an example how we characterize the pattern in the conversational state machine

model presented in Section 3.4.

3.5.1 Slot-value-flow pattern

Context. People are not always precise during their conversations. Sometimes they

assume that their interlocutor already knows certain information from their previous

conversations. Retrieving information from previous conversations can be obvious to

human beings, however, it is difficult for chatbots to handle it. Incorrect inference of

conversation flows arises from uncertainty about slot values and relationship between

API elements across heterogeneous APIs (e.g., one API method uses city as a param-

eter while another use location as a parameter) and complex conversations. There

are several parameters among multiple heterogeneous APIs methods that can share

all or some of their values during the conversation [227]. Inspired by process models

and workflow management where some of process activities’ inputs are outputs from

previous ones [69], we propose to enhance the chatbot to infer missing slot values from

outputs of previous API calls.

Description. The composite pattern slot-value-flow allows the chatbot to resolve a

missing value of an intent slot by extracting it from values of other parameter calls

(e.g., an output parameter value of an already called API method). In other words,

this pattern allows resolving a missing value of an intent slot by extracting it from a

conversation history.

Example. Figure 3.4 illustrates an example of how the slot-value-flow pattern is

represented in the conversational state machine model. Considering the user utter-

ance "I need a taxi to commute between Poni restaurant and UCG cinema at 5pm"

in Figure 3.3, the chatbot detects two missing slots’ values (i.e., depAddress and

destAddress) in the intent book-taxi. The chatbot leverages a context knowledge

service to infer these missing values from the conversation history (e.g., it infers the

value of Taxi-depAddress from Restaurant-address value). The chatbot creates a

slot-value-flow composite intent-state in the conversational model as shown in Figure
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2. infer

1. New intent

3. fulfilled
Conversation
Context State Book Taxi

State

Figure 3.4: Slot-value-flow composite intent-state to fulfill book-taxi intent.

3.4. This composite intent-state relies on the Conversation Context nested state to

infer the missing values and fulfill the intent book-taxi.

3.5.2 Nested-method pattern

Context. Sometimes, chatbots are repetitive and ask the user for missing information

that can be retrieved by calling an API method. Similar to what is done in functional

languages, some parameters are functions by themselves, which means that to get the

value of a parameter, we need to call another function. Thus, instead of asking the

user to provide missing information, the chatbot needs to check if it can retrieve it by

calling an API method.

Description. The composite pattern nested-method allows the chatbot to resolve a

missing value of an intent slot by triggering an API method to reuse its output values.

Example. Figure 3.5 illustrates how the nested-method pattern could be represented

in the conversational state machine model. Considering the user utterance "Send a

message to my friend Sofia, tell her: let’s meet at Poni restaurant" in Figure 3.3,

the chatbot detects that the value of tel slot is missing in the intent send-msg. The

chatbot does not have to ask the user for the phone number to send the message because

it can infer it by calling the API method contacts-get. Thus, the chatbot creates a

nested-method composite intent-state in the conversational model as shown in Figure
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1. New intent

2. call

Nested Method
State

SendMsg
State

3. fulfilled

(contacts-get)

Figure 3.5: Nested-method composite intent-state to fulfill send-msg intent.

3.5. This composite intent-state relies on a nested state, called Nested Method State,

to infer the value of the phone number and fulfill send-msg intent.

3.5.3 API-calls ordering pattern

Context. In REST API design, some methods require an API generated string, called

“id”, as an input parameter to trigger methods. This id is an output of another

method in the same API. To support these methods, bot developers have to implement

an intermediately method that combines the sequence of API calls. Implementing new

methods may resolve the problem, but in some cases, bot developers are constrained

to implement multiple new methods that can combine more than two methods which

is time consuming for them.

Description. The composite pattern API-calls ordering allows the chatbot to au-

tomatically map a user intent to a sequence of API calls to satisfy order constraints

between methods of the same API.

Example. Figure 3.6 illustrates an example of how the API-calls ordering pattern is

represented in the conversational state machine model. Considering the user utterance

"can you start the playlist called My Happy Melodies" in Figure 3.3, the user wants to

start a playlist, but the API method Spotify-Player requires a spotify_id as input

to start the playlist which is missing. On the other hand, Spotify-Search is another
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1. New intent

2. call

Dependent Method
State

Start Playlist
State

3. fulfilled

(Spotify-Search)

Figure 3.6: API-calls ordering composite intent-state to fulfill start-playlist intent.

Spotify API method that takes as input an item type (e.g., playlist, albums) and a

keyword (e.g., "My Happy Melodies") and returns an item Spotify Catalog information

(e.g., owner, Spotify id, etc.). Thus, the chatbot first needs to call Spotify-Search to

get the spotify_id then use this id to call Spotify-Player method. When the chatbot

detects an API-calls ordering pattern, it creates an API-calls ordering composite intent-

state in the conversational model as shown in Figure 3.6. This composite intent-state

relies on a nested state, called Dependent Method State, to infer the value of the id.

3.5.4 Entity-enrichment pattern

Context. Humans are not always precise; they might refer to an entity mention that

is common knowledge to inform a slot value. Thus, we believe that chatbots must have

access to external data services to understand this common knowledge.

Description. The composite pattern entity-enrichment allows the chatbot to resolve

a missing value of an intent slot from an external data service.

Example. Figure 3.7 illustrates an example of how the entity-enrichment pattern is

represented in the conversational state machine model. Considering the user utterance

"I also need a taxi to go from Eiffel Tower to 21 Rue Maximilien Paris at 7 pm" in

Figure 3.3, the chatbot detects that the value of depAddress slot is missing in the

intent book-taxi. The chatbot does not have to ask the user for the precise departure
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2. infer

1. New intent

3. fulfilled
External data

service
State

Book Taxi
State

Figure 3.7: Entity-enrichment composite intent-state to book-taxi intent.

address because it can enrich the "Eiffel Tower" entity with additional information,

such as its address, from an external data service (e.g., Google-PlaceSearch).

3.6 Validation

In this section we describe a study aiming at understanding the need, benefits, and

effectiveness of supporting the proposed patterns. We investigate whether the proposed

patterns naturally occur when conversing with services and perform a comparative

analysis with alternative approaches focusing on the user experience.

3.6.1 Methods

Participants. Participants were recruited from our extended network of contacts,

including students, colleagues and research groups. Invitations were sent via email,

asking for volunteers to participate of the experiment. A total of 12 participants ac-

cepted to participate and completed the experiment as requested. This included master

students, PhD students and senior researchers.

Experimental design. We followed a within-subjects design1 to evaluate the proposed

dialogue patterns and supporting services. Participants were tasked with interacting

1Study materials and in-depth results available at https://tinyurl.com/25ad8jv6
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with two different chatbots, which were developed to capture the following experimental

conditions:

− DF-Baseline : The baseline implements the standard conversational management

support of traditional chatbot development platforms. It is developed using the

underlying techniques of DialogFlow [5], including the DialogFlow NLU model,

conversational model, and the Input-Output context mechanism.

− SM-Patterns : It supports the new proposed composite dialogue patterns and

relies on the State Machine conversational model.

Besides the differences highlighted above, the two chatbots were built on the same

foundation. They supported 15 intents collected from the DSTC8 dataset [174]. The

DSTC8 dataset was chosen because it includes intents spanning multiple domains (e.g.,

Flights booking, Taxi booking, Finding places) which actually represents a challenging

task for today’s chatbots. In addition, these intents represent the most common tasks

that users request in daily life and involve sequencing, nesting, API constraint, entity

enrichment patterns as well. For the two chatbots, we use DialogFlow NLU service as

NLU model because it is one of the most complete NLU models [44] to train chatbots.

We devised four main tasks, each comprising representative scenarios that catered to

the proposed dialogue patterns:

T1 Slot-value-flow pattern: In this task2, we requested participants to pick at least

one of the following scenarios (a) planning a trip abroad, (b) planning a day

program, or (c) paying back to a friend. These scenarios required orchestrating

different services that would benefit from leveraging the ongoing context of the

conversation (e.g., same locations or date).

T2 Nested-method pattern: Here, we asked participants to schedule a doctor’s ap-

pointment on the first available spot. The dependency between the involved

2In the first task participants were asked to pick one of three available scenarios.
Here we focus on planning the day program, as it was performed by all participants.
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services (e.g., need to identify the doctor and check his/her availability before

booking) favored the use of a nested-method pattern.

T3 API-calls ordering pattern: This task invited users to look for a restaurant with

good ratings, thus requiring them to interact with two services (search for restau-

rants, and obtain reviews) linking the output of one to the input of the second.

This scenario was designed to highlight the benefit of the automatically identify-

ing these associations to serve more natural dialogue pattern.

T4 Entity-enrichment pattern: In this task, we asked participants to book a taxi to

or from a known place (e.g., eiffel Tower) without giving the precise address. This

scenario was designed to highlight the benefit of automatically inferring values

from a external data services.

It is important to note that each scenario suggested the need for relevant services

without imposing any specific conversation style or order.

Procedure. The study was conducted online with the support of an online form

aggregating all the instructions. Before starting, participants provided their consent to

participate and for their interactions with the chatbots to be recorded. After providing

background information, participants then proceeded to perform the tasks with the two

chatbots in a randomised order to avoid positional bias. For each task, participants

were asked to describe the pros and cons of their experience with each chatbot, and

to specify which one provided the better experience and why. The duration of the

experiment was between 45-90 minutes.

Data processing and analysis. We performed a qualitative analysis of the experience

with each chatbot. We performed a thematic analysis [39] of the open-ended participant

feedback so as to identify emerging themes in their experience with the chatbots, and

better characterise the reasons behind their preferred design. The conversation logs

were also analysed to understand if participants naturally engage in conversations that

leverage the proposed dialog patterns.
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3.6.2 Results

T1. Slot-value-flow pattern. The large majority of participants (9/12) reported

having a superior experience when interacting with the SM-Patterns chatbot as com-

pared to the DF-Baseline . The qualitative analysis of participant feedback revealed

two main reasons behind this preference. The dominant theme was the efficiency of

interactions (9 participants), with participants expressing the SM-Patterns chatbot

being “quicker in getting an answer" (P12) and being able to correctly infer missing

values (e.g., “I liked that it correctly understood my destination and I didn’t have to

input the address [from a previous turn]", P10). Another salient theme was the ability

to enable more natural conversations (6 participants), with participants explicitly

stating the “experience of the conversation [being] more natural and human-like" (P14).

Participants also suggested improvements, notably in terms of being transparent (2

participants) about what information the chatbot was inferring from the context (e.g.,

“render it clear what assumptions it is making, and allowing the user to accept / modify

the values", P1).

The analysis of the conversation logs showed that the majority of participants (9 par-

ticipants) engaged in conversations styles that took full advantage of this pattern,

successfully referencing the context at least twice. Interestingly, the participants who

showed preference towards the other chatbot engaged in conversation styles that to a

lesser degree benefited of the slot-value-flow pattern, and instead formulated utterances

that provided actual slot values in the requests (e.g., U: “I want a taxi to [address]")

instead of leveraging the context.

T2. Nested-intent pattern As in the previous task, the majority of participants

expressed their preference for SM-Patterns (9/12 participants). The qualitative anal-

ysis of the feedback identified four main themes behind this preference. Participants

referred to the chatbot’s ability to keep track of the user goal (6 participants),

stating that when engaging in a nested intent “[the chatbot] remembered that I wanted

to book appointment with a dentist (user goal)" (P4) while the baseline would “forget

totally [what] I wanted" (P3). Providing a natural flow was another emerging quality
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attribute (4 participants), with participants expressing that the experienced “flow felt

natural" (P6) while the baseline would force them to plan ahead (e.g., “[DF-Baseline ]

would force me to think ahead about what services to call and in what order, as if defin-

ing a plan, instead of just interacting naturally with the chatbot and reacting to the

information that is requested as the dialog progresses", P1). The chatbot was also per-

ceived as efficient (5 participants), requiring “less input for a correct answer" (P14),

while for a few it simply came down to being effective (2 participants), i.e., able to

complete their task with the conversation styles they engaged in “[SM-Patterns ] was

able to answer to my questions" (P8).

An analysis of the conversation logs revealed that most participants (7/12) had natu-

rally described a nesting-intent pattern in their interactions. Looking into the conver-

sation logs of those who expressed preference for the baseline (3 participants) provided

further insights. Interestingly 2 of these participants had not actually engaged in a

nested-intent pattern, while the one who did had experienced problems in the formu-

lation of the nested intent (i.e., the framing of the nested intent was not recognised by

the NLU). Understandably, the preference of these participants was shaped by being

unable to benefit from the proposed pattern. This highlights the need for integrating

conversation repair strategies into this pattern.

T3. API-calls ordering pattern. All participants (12/12) reported having a bet-

ter experience with the SM-Patterns chatbot describing it as being “easier to follow

up on related services" (P1). Not surprisingly, the majority of participants (8 par-

ticipants) commented on the ability to hide technical details as one of the main

reasons for their preference, one participant citing that in the proposed scenario “it

successfully understood that I wanted a review from the selected restaurant without ask-

ing for the business ID" (P7), whereas the technical details of the service as exposed

by the baseline chatbot made it “difficult to understand for someone who doesn’t know

what that means" (P3). Providing a smooth conversation flow was another theme

that emerged from the feedback on SM-Patterns , with participants mentioning that

in comparison, interacting with the baseline chatbot felt like being “caught in a loop"

(P8). Some participants summarised the positive experience by simply stating that the
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chatbot was effective, working correctly or as expected (“it gave the reviews correctly",

P10).

The analysis of conversation logs showed that all but one participant (who deviated

from the proposed scenario) described interactions that benefited from the API-calls

ordering pattern. What this tells us is this pattern greatly aligns with the conversation

styles and expectations of users.

T4. Entity-enrichment pattern. The majority of participants expressed their pref-

erence for SM-Patterns (10/12 participants). The qualitative analysis of participant

feedback revealed main reasons behind this preference. Participants appreciated the

chatbot’s ability of inferring information from external services “[it] found the address

when I said Eiffel Tower" (P6). In contrast, participants reported having to copy &

paste previous values or google some information during their interactions with the

baseline chatbot.

The analysis of conversation logs showed that all but two participant described interac-

tions that benefited from the entity-enrichment pattern. These two participants spelled

the known place (e.g., “eiffel tower") incorrectly (e.g., “book a taxi to the eifeltower"),

which led to the failure of the pattern detection for inferring values from an external

data service. Therefore, handling mistakes when performing inferences is a situation

that needs to be addressed. A pattern that detects errors in user utterances and fix

them before doing the API call could support in this regard.

3.7 Conclusion

In this chapter we extended a conversational model to represent and reason about

composite user intents. We also identified and characterized different types of dialogue

patterns that endow bot platforms with reusable functionality to recognise composi-

tional conversational flows and reduce the development complexity.

In the next chapter, we will delve into techniques that enable automatic recognition of
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composite intents. These techniques will build on the concepts covered in this chapter,

enabling chatbots to better understand and respond to complex user requests.
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Chapter 4

Recognition of Composite Intents

Context Knowledge-aware Recognition of
Composite Intents in Task-oriented Human-Bot
Conversations
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The content of this chapter is an extension of the work presented in [32]. In this

work, we propose a new approach to recognize and realize composite user intents. The
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proposed approach relies on a new rule-based technique that leverages both (i) natural

language features extracted using existing NLP and ML techniques and (ii) contextual

knowledge to capture the different classes of composite intents.

The rest of this chapter is organized as follows: We start with an introduction in

Section 4.1. In Section 4.2 we discuss related work. In Section 4.3 we detail the context

knowledge service, a service that we propose to provide the dialogue management with

the required knowledge to support composite intent recognition. In Section 4.4, we

present a hybrid approach to recognize and realize composite intents. Section 4.5

presents validation of the proposed approach, and finally we provide a conclusion in

Section 4.6.

4.1 Introduction

Existing Natural Language Processing (NLP) and Machine Learning (ML) techniques

have produced promising and useful results to recognize basic intents [229]. ML based

techniques rely on the availability of massive amounts of annotated data. Using these

techniques to recognize composite intents requires laborious, costly and hard to acquire

training datasets. In addition, each time a new composite intent is identified, extending

or producing a new dataset is needed as well. Therefore, more advanced and flexible

techniques that cater for composite intent recognition are needed.

In the previous chapter, we focused on identifying and characterizing a set of composite

dialogue patterns that naturally emerge when conversing with services. In this chapter,

we focus on the recognition of complex intents in human-bot conversations.

We take the view that complex intent recognition could be significantly improved by

considering composite dialogue patterns in addition to basic intent features. We pro-

pose an approach that relies on (i) existing NLP and ML techniques to extract natu-

ral language features (e.g., basic intents, slots’ values) and (ii) a rule-based approach

that leverages these features together with contextual knowledge, enabled by compos-

ite dialogue patterns and other metadata, to define composite intent recognition rules.
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These rules capture in a generic way different classes of composite intents that may

be expressed in user utterances. They enable a higher-level of abstraction that offers

flexibility for an extensible library of composite dialogue patterns. When a new com-

posite intent class is identified, a new rule template is added to recognize intents of this

class from utterances. This approach requires to capture fairly complex context knowl-

edge in addition to basic intents in order recognize complex intents. Thus, there is a

need for advanced context representation and exploitation techniques that go beyond

conversation history to include information inference that leverage metadata such as

intent and API schemas (e.g, intents, slots, API methods) and relationships between

their elements. Our contributions in this work are summarized as:

• We propose a hybrid approach that combines (i) natural language features, (ii)

composite dialogue patterns, (iii) and contextual knowledge to capture different

classes of composite intents in a generic way.

• We propose a Context Knowledge Service (CKS) to provide the contextual knowl-

edge that is needed for defining the rules to recognize composite intents. This

CKS consists of (i) a context knowledge model represented as a knowledge graph

and (ii) a set of services facilitating the leverage of this knowledge.

• Empirical evidence showing the effectiveness and user experience of the CKS and

composite intent recognition approach. The user study showed that endowing

chatbots with the composite intent recognition allow less redundant and more

natural interactions, as perceived by users and confirmed by performance metrics.

4.2 Related work

The work presented in this chapter is related to the state tracking process that aims

to infer the dialogue state in terms of the user intent and its slot-value pairs during

conversations [173]. Depending on the leveraged knowledge sources, existing state

tracking approaches can be organized into history-based, schema-based, and linguistic

patterns (LPs) based.
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History-based approaches rely on the whole or window-size of the dialogue history

to predict the dialogue state. Deep learning models including HRNN (Hierarchical

Recurrent Neural Networks) [85], LSTM (Long-Short-Term-Memory) [79] and BERT

(idirectional Encoder Representations from Transformers) [250] are utilised to encode

the dialogue history. Other works [48, 179] leverage only on the previous dialogue

states to predict the current state instead of taking the whole history. More advanced

approaches [105, 163, 241] focused first on the learning of slot dependencies from the

history and then incorporated them into the state tracking model, allowing it to infer

slot values from similar slots. Most of the state tracking approaches either focused

on recognizing only basic intents or ignored their recognition at all. Similar to some

of these, we build upon advances in ML techniques to enable the recognition of basic

intents but contribute a new rule-based approach to recognize composite intents.

Schemas-based approaches leverage schemas capturing the structural representa-

tion of conversation data to predict the dialogue state. Works like [55], [136], and [229]

use a slot-level schema graph that captures dependencies between slots. The aim is

to allow the state tracking model to infer slot values from similar slots. Other efforts

like [135] leverage the backend database schema in state tracking model to allow slot

inference from the database entities. These methods, however, work with chatbots in-

tegrated only with databases, where the inferred slot-value pairs are used to frame the

query. Since our context knowledge model integrates API/Service schema, where each

intent is associated with its corresponding API method, our approach can handle flows

supported by software-enabled services.

The work [21] represents the dialogue state as a dataflow graph and the complex user

intent as a dataflow program. For each user utterance, a trained model allows predicting

the corresponding dataflow program. This approach relies on datasets where each

utterance must be annotated with the corresponding dataflow program; however, it is

not intuitive task to annotate utterances with programs.

The closest work to ours is [173] which introduced a unified schema defining an API

as a combination of intents and slots. A BERT-based state tracking model then takes
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this schema as input to enable the recognition of intents and inferring their slot-value

pairs. The captured knowledge (i.e., the unified schema), however, can only help in the

recognition of basic intents. In our work, we devise a context knowledge service mainly

to capture the contextual knowledge that is required to recognize complex intents. In

addition to the conversation history and intent/slot schemas, this knowledge includes

API/Service schemas and enriched entities. The proposed approach exploits both this

knowledge and basic intent features to recognize the complex intents.

LPs-based approaches leverages linguistic patterns that are drawn mainly from hu-

man conversations to handle some complex intents and inferring their slots [71,175]. For

example, IRIS [71] draws on two existing LPs: dependent questions (i.e., one question

depends on the answer to some subsequent questions), and anaphora (i.e., expressions

that depend on previous expressions) to allow composition and sequencing of intents.

These approaches, however, are not enough to capture complex intents that naturally

emerge when conversing with services. For instance, while this utterance "Send the

message ‘I will be at UGC cinema at 3 pm’ to Sophia" refers to a complex intent

requiring a composition of two API methods (i.e., get-contact and send-message), it

cannot be recognized by IRIS. The reason is that IRIS can recognize composition based

only on linguistic features (e.g., a composition is recognized when a user answers with

a new intent to the chatbot request for a missing slot). In contrast to the LPs-based

approaches, we focus on using composite dialogue patterns that cater to the inherent

features in interactions between humans, chatbots, and services in addition to the lin-

guistic ones. These patterns are used to enable the contextual knowledge required by

our approach to recognize complex intents.

4.3 Context Knowledge Service

Context can be defined as any information that can be leveraged from previous turns

or other knowledge [108]. Maintaining the context is necessary in chatbots as it al-

lows to keep continuity in the dialogue and avoid repetition, making interactions more

natural [108]. However, inferring information from the context is challenging due to
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Figure 4.1: Context knowledge graph related to the conversation scenario in Figure 3.3.
For clarity purpose we do not represent all nodes and edges.

multi-turn multi-intent conversations and heterogeneous APIs. To tackle this challenge,

we proposed in [32, 33] a Context Knowledge Service (CKS) to provide the dialogue

management with the required knowledge to support the recognition and realization of

composite intents. The CKS has two main components: A context knowledge model

(Section 4.3.1) and a set of services (Section 4.3.2) to leverage this knowledge.

4.3.1 Context Knowledge Model

The context knowledge model accomplishes the "magic behind the scenes" that enables

chatbot to drive the underlying patterns from conversations and infer the set of infor-

mation required in handling them. This context knowledge model consists of: (i) the

metadata of chatbot schema, user profile and external services and (ii) the data stored

as conversation progresses.

Metadata is represented as a context knowledge graph with a set of nodes and edges.

Figure 4.1 shows an excerpt of a context knowledge graph related to the conversa-

tion in Figure 3.3. We distinguish between 8 node types: Intents, Slots, Methods,
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Parameters, Entity Types, Attributes, External Services, and Profile Attri-

butes. Methods refer to concrete API methods being invoked to fulfill user intents

(e.g., Yelp-SearchBusiness). Parameters designate either input or output parameters

of a method. Entity Types refer to the type of slots, parameters, and attributes

(e.g., string, person). External services refer to external data services (e.g., Google-

PlaceSearch) that can be used to retrieve certain attribute values. Often, a data service

has an input parameter that takes a text query, which in our case will be filled by the

entity mention (e.g., "Eiffel Tower").

The key intuition behind including external data services is to endow the chatbot with

the capability of enriching entities with additional information from these services.

However, an external data service may return several entities for a given mention.

Thus, having a mechanism that links the entity mention to its corresponding entity

in the data service is necessary. This is where the user profile comes into play. User

Profile Attribute such as location and preferences can be used as filters to select the

appropriate entity.

Furthermore, there are 9 edges types: is-realized-by, input, output, has, is-a,

depends-on, same-as, is-retrieved-by, and filtered-by. The edge is-realized-by

denotes that an intent is realized by an API method. The edges input and output

denote that a parameter is an input or an output of a method (e.g., "location" is an

input parameter of "Yelp-SearchBusiness" method). The edge input can also be de-

fined between an external service and its input parameter (e.g., "query" is an input

parameter of "Google-PlaceSearch" service). The edge has denotes that an intent has

a slot (e.g., "find-restaurant" intent has "restaurant-area" as slot), or an entity type

has an attribute (e.g., an "address" entity type has the attribute "city"). The edge

is-a is defined between a slot, an attribute or a parameter and an entity type (e.g.,

location parameter is a string). The edge depends-on denotes that an API method

depends on another method to get the required id parameter value. The same-as edge

is generated between slots, parameters, and attributes if they have the same type (e.g.,

"restaurant-area" slot is same-as "location parameter"). The edge is-retrieved-by is

defined between an entity type and an external service (e.g., the entity type "place"
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can be retrieved by "Google-PlaceSearch" service). The edge filtered-by is defined

between an entity type and a profile attribute, meaning that entities of that entity type

can be filtered by the given attribute (e.g., "place" entities can be filtered by "location"

profile attribute).

The nodes and edges including is-realized-by, input, output, has, is-a are gen-

erated from the chatbot schema. We leverage on word embedding techniques to auto-

matically generate same-as edges [181]. More precisely, we compute the corresponding

vector embedding for each slot, parameter and attribute. Then, we measure the cosine

similarity between each pair of slots, parameters, and attributes [181]. If the similarity

of each pair exceeds a predefined threshold, a same-as edge is generated between them.

The generation of filtered-by edges is based on computing the cosine similarity be-

tween the vector embedding of each pair of entity type attributes and profile attributes.

If the similarity exceeds a predefined threshold, a filtered-by edge is added between

the entity type and the similar profile attribute. For example, assume that a user profile

is defined by this set of attributes (gender, location, dietary) and the entity type

place has the attribute city among others, a filter-by edge will be added between

place and only location since it is similar to city. We assume that the external data

services, the user profile attributes, and the edges is-retrieved-by and depends-on

are specified by the chatbot developer.

Data includes relevant information that should be memorized during user-chatbot

conversations for later reuse. Two memory structures are used to store this data: Local

Context Memory (LCM) and External Context Memory (ECM). The LCM keeps track

of all the traces related to each intent fulfillment. This includes the utterance, the

intent, the method call, alongside with its timestamp, its inputs, and its outputs. The

ECM, on the other hand, keeps track of all entities mentions in user utterances. It

also provides all information that external data services extract to enrich these entities

mentions. We structure ECM in terms of entities; each is associated with its mention

(e.g. "Eiffel Tower"), entity type (e.g., Place), and its retrieved attribute values. The

ECM is continuously updated as new entity mentions are detected or new attribute
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values are retrieved.

4.3.2 CK services

The CKS features a set of services which are devoted to supporting the inference of slot

values and providing the contextual knowledge that is needed to recognize and realize

composite intents. In what follows, we define each of these services:

History search: This service allows inferring slot values from the conversation his-

tory. It is enabled by the endpoint "CKS/history? ms & u" which takes as inputs the

missing slot ms, and the utterance u and returns the value of the slot ms when possible.

First, the service extracts the relevant entity-mention pairs from the utterance. An

entity-mention is relevant if the extracted entity has an attribute same-as the missing

slot. Consider the user utterance "I need a taxi to commute between Poni restaurant

and UCG cinema", the entity-mention (restaurant, Poni) is relevant because the en-

tity restaurant has an attribute address same-as the missing slot taxi-depAddress.

Second, the service rewrites the utterance by replacing each mention with the corre-

sponding attribute’s value. For example, the previous utterance will be "I need a taxi

to commute between [Poni-address] and [UCG-address]". The rewriting is important to

know if the value of taxi-depAddress is the restaurant or the cinema address. The

service then extracts the missing value from the new utterance. If there is no relevant

entity-mention in the utterance, the service returns the most recent value of the pa-

rameters same-as the missing slot. For example, in utterance "I am also looking for

cinema", the slot’s value cinema-area is missing and there is no entity-mention, so the

service returns the value of the restaurant’s area.

Entity enrichment: This service allows enriching entity attributes from external data

services. It is enabled by the endpoint "CKS/invoke_external_service? s & em &

a". Consider the utterance "I also need a taxi to go from Eiffel Tower", the service

takes as inputs: the external data service s: Google-PlaceSearch, the entity-mention

em: (place, Eiffel Tower), and the attribute a: address and it returns the value
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of the attribute a. To obtain the attribute value from the appropriate entity, three steps

are followed. First, the service invokes the external data service related to the given

entity-mention em, which returns a set of entities. Then, it filters the returned entities

by discarding any entity, whose similarity with the entity-mention em is less than a

predefined threshold and it does not contain the target attribute value. The similarity

is computed on the basis of the cosine distance between the embedding vectors of the

entity-mention em and the name of the entity returned by the external service. After

this step, if only one entity is returned, the service retrieves the target attribute value

from it. Otherwise, in order to identify the right entity, the service proceeds a second

filtering step based on the filter attributes related to the mention entity type in the

metadata. This filter step is expected to return one entity that matches the most of

filters while giving a high priority to the location filter. In other words, if the location

attribute is among the filter attributes, all entities that do not satisfy it will be discarded

despite that they may satisfy other attributes.

Nested method identification: This service allows identifying an API method that

needs to be invoked to obtain the missing slot value. It is enabled by the endpoint

"CKS/nested_method? ms & set_em". Consider utterance "Tell Sofia let’s meet at

Poni restaurant". The service takes as inputs the missing slot ms: tel, and the set of

detected entity-mentions set_em: {(person, Sofia)}. It then gets from the metadata

the methods that have an output parameter same-as the slot ms. For example, the

service gets the set of methods {contacts-get, businessDetails-get} where the

missing slot tel is the same-as one of the outputs of contacts-get (i.e., phoneNbr) and

also the same-as one of the outputs of businessDetails-get (i.e., phone). The service

relies on the detected entity-mentions to select the relevant method from the set of

methods. For example, in contrast to the method businessDetails-get, the method

contacts-get has an input parameter contact same-as to one of the detected entity

person. Thus, the service selects contacts-get as the nested method and returns it

along with its input values {(contact, Sofia)} and one of its outputs phoneNbr that

is same-as the missing slot tel.

Page 82 of 148



4.4 COMPOSITE INTENT RECOGNITION RULES

Dependent Method identification: This service allows identifying a dependent

method to get a value of an id. It is enabled by the endpoint "CKS/dependent _method?

i" where i is a given intent. This endpoint first gets the method m1 that realize the in-

tent i. Then, it gets the dependent method m2 where m1 depends on m2. For example, in

utterance "can you start the playlist called My Happy Melodies", the endpoint takes the

intent start-playlist as input and returns: the dependent method Spotify-Search,

its input parameters {q, item}, and its id output parameter spotify_id.

4.4 Composite Intent Recognition Rules

In this Section, we focus on the recognition and realization of composite intents in

human-chatbot conversations. We take the view that composite intent recognition

could be significantly improved by considering composite dialogue patterns in addition

to basic intent features. In [32], we proposed an approach that relies on (i) existing

NLP and ML techniques to extract natural language features (e.g., basic intents, slots’

values) and (ii) a rule-based approach that leverages these features together with con-

textual knowledge, enabled by composite dialogue patterns and other metadata, to

define composite intent recognition rules. These rules enable a higher-level of abstrac-

tion that offers flexibility for an extensible library of composite dialogue patterns. When

a new composite intent class is identified, a new rule template is added to recognize

intents of this class from utterances. In nutshell, these rules capture in a generic way

different classes of composite intents that may be expressed in user utterances.

We express a rule using a combination of natural language features (provided by di-

alogue act functions) and contextual knowledge (provided by context metadata func-

tions). In what follows, we first define functions that we use to specify the rules (Section

4.4.1), then we specify the rule of each dialogue pattern defined in Chapter 3 (Section

4.4.2).
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4.4.1 Functions

Functions are the primitives that we use to define the rules. We consider function input

and output types to be standard data types found in common programming languages.

This includes simple data types such as string and boolean; as well complex data

types such as Tuple or Set. Thus, we can leverage the standard operators designed

for these data types. We distinguish two types of functions: dialogue act functions to

capture natural language features and context metadata functions to capture contextual

knowledge. These functions are offered by the NLU and the CKS, respectively.

Dialogue Act functions are important to identify hidden actions in user or chatbot

messages. Whether the user is providing information, or asking a question, or the

chatbot is asking for a missing information, or providing suggestions, are all hidden acts

in user or chatbot messages. We focus on two dialogue act functions: INTENT_OF(),

which identifies the intent i expressed in a given utterance u, and SLOT_VALUE(), which

returns the value of a given slot s recognized in the utterance u or NULL if no value of

s is recognized in the utterance u.

Context Metadata functions are important to capture the contextual knowledge.

They allow to access and query the metadata graph defined in Section 4.3.1. For

example: GET_SAMEAS_PARA() is a metadata function that returns a set of parameters

that are the same-as a given slot s; DEPENDS_ON() returns a method name mb given a

method name ma where ma depends on mb, or it returns NULL if there is no dependent

method; GET_ATT() returns the set of attributes of a given entity e.

4.4.2 Rules

A rule consists of trigger and action clauses. The trigger clause specifies the conditions

that need to be verified to recognize composite intents. Then, the sequence of operations

specified in the action clause are executed to realize the related composite intent. The

following statement specify a rule:
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Table 4.1: Examples of boolean functions to express triggers

Functions Inputs Description
IS_NEW_INTENT() u: string returns true if the identified intent in the utterance

u is a new intent.
HAS_MISSING_SLOT() u: string

s: string
returns true if the value of the given slot s is not
recognized in the utterance u.

HAS_SAMEAS_PARA() s: string returns true if there is at least one parameter that
is the same-as the slot s.

EXIST_NESTED() s: string returns true if there is at least one output param-
eter that is the same-as the slot s.

IS_DEPENDENT() i: string returns true if the method that realize i depends
on another method.

HAS_SAMEAS_ATT() set_em: set
s: string

returns true if at least one entity in set_em has an
attribute that is the same-as the slot s.

Rule “name of the rule” when trigger then action

Triggers are expressed as boolean conditions over functions, including dialogue act and

metadata functions. Table 4.1 provides examples of boolean functions that are used

to define triggers. Conditions may be combined using conjunction operator (AND). The

action is a sequence of operations. For instance, an operation can be an assignment

of a value to a given variable, or an invocation of a CKS service. In what follows, we

describe the rule of each pattern introduced in Chapter 3:

Slot-value-flow Rule. Figure 4.2 shows the specification of the rule related to slot-

value-flow composite intent. The first condition checks if the identified intent i is a

new intent. The second condition checks if the value of the slot ms is missing (i.e., not

recognized in u). The third condition checks if there is at least one already fulfilled

parameter that is the same-as the slot ms. If the three conditions are satisfied, the

chatbot: (1) invokes the history search CKS service to get the missing value, (2) adds

this value to the set of slot-value pairs of the intent i, and (3) invokes the method that

realize the intent i.

Nested-method Rule. Figure 4.2 shows the specification of the rule related to nested-

method composite intent. The first two conditions are the same as slot-value-flow

rule. The third condition checks if there is at least one output parameter that is the

same-as the slot ms. If the conditions are satisfied, the chatbot: (1) invokes the nested

method identification CKS service to identify: the nested method mnes, its input values
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Figure 4.2: Rules of composite dialogue patterns introduced in Chapter 3.

set_ivnes, and its output parameter ones. Then, the chatbot (2) invokes the method

mnes to get the value of ones, (3) uses this value as a value for the slot ms, and (4)

invokes the method that realize the intent i.

API-calls ordering Rule. Figure 4.2 shows the specification of the rule related to

API-calls ordering composite intent. The first condition is similar to the first condition

of the slot-value-flow rule. The second condition checks if the method that realize the

intent i depends on another method. If the conditions are satisfied, the chatbot: (1)

invokes the dependent method identification CKS service to identify: the dependent

method mdep, its inputs set_idep, and the id parameter iddep. Then, the chatbot (2)

calls GET_VALUES_ASKUSER() to get the input values of the method mdep by extracting

them from the utterance, the history, or by asking the user. After getting the input

values, the chatbot (3) invokes mdep to get the value of iddep, (4) uses this value as a

value for the parameter id, and (5) invokes the method that realize the intent i.

Entity-enrichment Rule. Figure 4.2 shows the specification of the rule related to

entity-enrichment composite intent. The first two conditions are the same as slot-value-

flow rule. Given a set of entities mentions set_em, extracted from u, the third condition

checks if there is at least one attribute of an entity-mention that is the same-as the
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slot ms. If the conditions are satisfied, the chatbot: (1) calls the metadata function

GET_REQUIREMENTS() to get the following information: the related service s, the entity-

mention em, and the attribute a. Note that this function chooses one entity-mention

from set_em based on the one that has an attribute same-as the slot ms. Then, the

chatbot (2) invokes the entity enrichment CKS service to get the value of the attribute,

(3) uses this value as a value for the slot ms, and (4) invokes the method that realize

the intent i.

4.5 Validation

The first objective of the study was to explore the effectiveness and limitations of (i)

the proposed CKS (i.e., its capability of inferring slots’ values correctly and reducing

unnecessary interactions) and (ii) the composite intent recognition approach (i.e., its

capability of recognizing correctly the composite dialogue patterns described in Chap-

ter 3). The second objective was to evaluate the user experience (i.e., naturalness,

repetitiveness, understanding) in interacting with a chatbot improved with CKS and

composite intent rules.

4.5.1 Methods

4.5.1.1 Experimental design

Participants were recruited via email from our extended network of contacts. The call

for volunteers resulted in a total of 20 participants. We prepared an evaluation scenario

that required participants to interact with a set of API methods through a chatbot to

plan an evening activity. Participants were asked to complete four different tasks in

this scenario (T1: checking the weather and searching for restaurants, T2: booking

a restaurant table, T3: booking a taxi, and T4: sending a confirmation message to

the travel partner). The tasks were designed to leverage the type of support provided

by the CKS, if the composite dialogue patterns were to be effectively recognized (T1:
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inferring slot value from conversation history, T2: identifying dependent method, T3:

using an external data source, and T4: identifying nested method). We followed a

within-subjects design,1 tasking participants to interact with two chatbots representing

the following experimental conditions:

• DM-Baseline. The baseline implements a standard conversational management,

without composite dialogue patterns and CKS support.

• DM-CKS. This chatbot is implemented with the composite intent rules and CKS

support.

The two chatbots relied on the same NLU implementation (in DialogFlow [5]), bot

interface, and differed only in the composite intent rules and CKS support.

4.5.1.2 Procedure

The study was conducted online. Participants received a link to an online form that

included an informed consent, all the instructions, links to the chatbots and feedback

required. In the study, participants were introduced to the evaluation scenario and

tasks, and were asked to perform those tasks with the two chatbots. The order in

which the chatbots were presented to users was counterbalanced to avoid positional

bias. For each chatbot, participants were asked to provide open-ended feedback on the

pros and cons of their experience.

The last part of the study then asked participants about their preferred chatbot, the

reason why, and a quantitative feedback on their user experience. We adopted the user

experience questions from the Chatbot Usability Questionnaire (CUQ) [103]., to get

feedback on the perceived naturalness (i.e., ability of the chatbot to fulfill user tasks in

human-like conversations), repetitiveness (i.e., ability of the chatbot to avoid redundant

questions) and understanding (i.e., ability of the chatbot to interpret user requests).

The duration of the study was between 15-20 minutes.

1Study materials and in-depth results available at https://tinyurl.com/
study-materials
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Table 4.2: Chatbot performance for each task according to relevant metrics. Values
in bold denote best performance. Percentages denote the relative performance with
respect to the reference (optimal) scenario.

Task (service) DM-Baseline DM-CKS
M1 (TURNS) M2 (PROMPTS) M3 (SLOTS) M1 (TURNS) M2 (PROMPTS) M3 (SLOTS) M4 (PATTERN)

T1 (history) 59.70% 21.18% 49.24% 98.04% 90% 96.97% 95%
T2 (dependent) 61.18% 42.11% 17.86% 92.86% 95.24% 95.24% 94.44%
T3 (external) 46.97% 32.39% 3.17% 91.18% 88.37% 95.24% 95%
T4 (nested) 52.97% 20% 39.41% 96.55% 80% 96.55% 95%
Mean 55.21% 28.92% 27.42% 94.66% 88.4% 96% 94.86%

4.5.1.3 Data analysis

We performed an analysis of conversation logs so as to assess the effectiveness of the

CKS and the composite intent rules (CIR). These are calculated in relation to optimal

conversation scenarios2 that we designed based on participants conversations. The

CKS effectiveness is calculated by considering the following metrics: number of (M1)

conversation turns, (M2) prompts asking for missing slot values, and (M3) missing slot

values correctly inferred. The effectiveness of the CIR (only available in DM-CKS)

is calculated by considering the number of (M4) composite intents correctly detected.

These metrics are calculated per user conversation, aggregated (mean) and then used

to compute the relative performance against the optimal scenario. We also performed

a qualitative analysis of open-ended responses and conversation logs to contextualise

the results from the metrics and identify limitations.

4.5.2 Results

4.5.2.1 Effectiveness of CKS and CIR

Table 5.2 shows the relative performance by task of both chatbots DM-Baseline and

DM-CKS in relation to the optimal reference scenario. For the four tasks, we can

see that DM-CKS chatbot experienced a boost in performance for M1 and M2 met-

rics (mean across tasks 94.66% and 88.4% respectively), approaching the efficiency in

terms of number of turns and prompts of the reference ideal scenario. This level of

2Scenarios assuming ideal accuracy of slot-value inference and intent recognition.
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performance is possible due to the accuracy of the slot value inference (M3) performed

by the CKS services supporting each task – a mean relative performance across tasks

of 96%. In contrast, not having the support of the CKS services lead the DM-Baseline

chatbot to perform poorly in comparison, with the best performance being at around

37.18% for the metrics considered. These results provide evidence for the benefits and

effectiveness of the CKS support.

Table 5.2 also shows the relative performance of recognizing composite intent (M4) by

the chatbot DM-CKS in relation to the reference scenario. By analyzing the conversa-

tions, we noticed that the recognition error of the composite dialogue patterns is mostly

caused by the detection error of the correct intent by the NLU during the conversation.

For example, if the NLU detects the intent search-restaurant instead of book-taxi,

in the utterance "I want to go to this restaurant", this will lead to an error in detecting

the slot-value-flow pattern that takes the restaurant address as the destination address.

However, for the four tasks, we can see that DM-CKS chatbot is close to the reference

scenario with a mean relative performance across tasks of 94.86%.

4.5.2.2 User experience

All but one participant (19/20 participants) expressed a preference towards the DM-

CKS chatbot as opposed to the baseline. The one exception was due to NLU limitations

in recognizing user expressions that led to the enactment of the wrong services. The

feedback to the specific user experience questions, as well as the open-ended feedback,

highlighted the reasons behind the preference. Participants agreed with DM-CKS in-

teractions describing naturalness (14/20), less repetitiveness (16/20) and understanding

(15/20), whereas the baseline was poorly rated on these fronts (1/20).

Interestingly, these qualities were linked to the CKS support, such as the ability to infer

missing slot values from conversation history (e.g., "saying that the drop-off address was

the restaurant I have just booked was enough", P1), or from external services (e.g., "[it]

found the address when I said Eiffel Tower", P6). The ability to handle composite

intents also emerged as a defining feature (e.g., "[DM-CKS] is capable of undertaking
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complex tasks and retaining previous information", P16). In contrast, participants

reported having to copy & paste previous values or google some information during

their interactions with the baseline chatbot.

4.5.2.3 Limitations

The conversation analysis revealed some limitations in supporting the natural language

interaction described by the users:

Enumerating entities when the number of entities is expected. In the context of T2,

when asked "For how many people do you want to book a table?", some participants

would respond with "For me and my friend". The chatbot could not infer the number

of seats from the participant’s utterance because it expected to extract a number. This

would be an acceptable answer in a natural conversation, and represent as a new type

of inference that needs to be considered.

Introducing typos when providing slot values. When booking a taxi in the context of

T3, some participants spelled "Eiffel tower" incorrectly (e.g., "book a Taxi from the

Eifeltower"), which led to the failure of the CKS service for inferring values from an

external data source. Handling mistakes when performing inferences is a situation that

needs to be addressed.

Coreferences in user utterances not resolved. Another reason why the slot value in-

ference failed at times are limitations inherent to the adopted coreference model. For

example, after booking a restaurant, a participant asked the chatbot "can you get me

a taxi there?". The NeuralCoref model [9] failed to replace "there" by the restaurant

present in the conversation context. Testing alternative coreference models, such as

Stanford’s CoreNLP [151], could improve the slot value inference mechanism.
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4.6 Conclusion

In this chapter, we proposed reusable and extensible rule-based technique that uses a

sophisticated context service to recognize and realize composite intents. We believe that

our approach charts novel abstractions that unlock the seamless and scalable integration

of natural language-based conversations with software-enabled services. We devised

a novel composite intent recognition that allows the incremental acquisition of rule

templates to identify composite intents from basic dialogue acts and context features.

The contextual knowledge required at run-time to recognize composite intents and

infer slot values from user-chatbot conversations is extracted from conversation history,

enriched entities, intents and API schemas and represented in graph structure.

While we focused on interactions between user, chatbot and simple services (Intent-

SingleAPI ), other interactions with composite services (Intent-CompositeAPI ) can be

captured. In the next chapter, we propose a new concept to represent natural language

conversations between the user, the chatbot, and composite services.
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Process-oriented Intents
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The content of this chapter is an extension of the work presented in [31]. This work

focuses on the superimposition of task-oriented assistants over composite services. We

propose Human-bot-Process interaction acts that are relevant to represent natural lan-

guage conversations between the user and multi-step processes. In doing so, we enable

human users to perform tasks by naturally interacting with service orchestrations in-

volving multiple actions.

The rest of this chapter is organized as follows: We start with an introduction in Sec-

tion 5.1. In Section 5.2 we discuss related work. Section 5.3 provides preliminaries,

a motivating scenario and requirements. In Section 5.4, we present the general archi-

tecture. Section 5.5 presents the characterization and recognition of process-oriented

intents. Section 5.6 presents validation of the proposed approach, and finally we provide

a conclusion in Section 5.7.

5.1 Introduction

Task-oriented conversational services (or simply chatbots) emerged as engines for trans-

forming online service-enabled digital assistance and powering natural interactions

between humans, services, and things [192]. Recently, organizations leveraged task-

oriented chatbots in a variety of assistance tasks, including healthcare, education and

e-commerce. For instance, the augmentation of process-enabled automation with AI-

enabled conversational assistants emerged as a promising technology to make process

automation even closer to users (e.g., customers, workers) [25, 35]. This evolution

promises to increase the benefits of automation by simplifying access and reuse of con-

comitant capabilities across potentially large number of evolving and heterogeneous

data sources, applications and things [18, 35]. Integrating AI-enabled task-oriented

Page 94 of 148



5.1 INTRODUCTION

conversational assistants and process-enabled automation involves advanced machine

learning, entity recognition, and Natural Language Processing (NLP) techniques [25].

A key NLP task in this context is intent recognition, i.e., (i) understanding user ut-

terances in natural language and recognizing user intent corresponding to tasks that

the user wants to accomplish, (ii) extracting relevant intent input slot values from user

utterances, and (iii) trigger commands that process user intents and perform conversa-

tions with users.

In the previous chapters, we proposed various techniques for the superimposition of

task-oriented conversational services on top of Application Programming Interfaces

(APIs) [32, 33, 248]. More precisely, we proposed conversation state machines to rep-

resent multi-turn and multi-intent conversations between users and API-enabled ser-

vices [248]. We identified and characterized a set of composite dialogue patterns that

naturally emerge when conversing with services [33]. We proposed a hybrid intent

recognition approach that combines (i) basic intents recognition from natural language

user utterances and (ii) contextual knowledge, including API schemas and API integra-

tion patterns (e.g., data flow between API methods, nested API methods, dependency

constraints between API methods), to recognize different classes of composite intents

like a sequence of API calls and nested API calls [32].

In this chapter, we focus on the superimposition of task-oriented assistants over com-

posite services. In doing so, we enable human users to perform tasks by naturally

interacting with service orchestrations involving multiple actions (e.g., sequence of API

methods). Orchestrating human–machine conversations over composite services re-

quires rich abstractions and knowledge to: (i) interact with a multi-step processes (e.g.,

accessible through a business process language engine or service middleware [69]) using

natural language utterances, (ii) automatically recognise nuanced, context sensitive and

possibly ambiguous process-aware user intents including starting a new task, inquiring

about task progress, switching from one task to another and exceptional behavior such

as canceling or updating tasks. Specifically, we identify fine-grained Human-bot-Process

(HP) interaction acts that are relevant to represent natural language conversations be-

tween user and multi-step processes. In a nutshell, interaction acts are dialogue acts
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that characterise process-oriented intents1 in user utterances expressed in natural lan-

guage. For instance, a task creation interaction act involves creating a new process

instance that performs the requested task; a task cancellation interaction act involves

the cancellation of a previously performed task. These interaction acts should capture

both the expected (e.g., purchase a product) and exceptional behaviors (e.g., return

product) of a process. Our contributions in this work are summarized as follows:

• We propose Human-bot-Process interaction acts as abstractions to characterize

possible process-oriented intents in conversations between users and multi-step

processes.

• We identify common process-oriented intents. We believe that interactions with

process-aware chatbots require more fine-grained intents for accomplishing tasks,

such as initiating, analysing, monitoring and controlling process instances through

natural language utterances. We present these intents and describe their benefits

through practical scenarios.

• We devise an approach that combines user utterance features (e.g., user intents,

HP interaction acts) and process knowledge (e.g., process schema, process in-

stance correlation attributes, information about possible exceptions) to recognize

process-oriented intents from user utterances.

• We discuss both crowd-based and automatic paraphrasing strategies [168] to col-

lect utterance paraphrases and build a dialogue dataset to train process-oriented

intent recognition models.

• Empirical evidence showing the effectiveness of the proposed approach in rec-

ognizing these process-oriented intents as perceived by users and confirmed by

performance metrics.

1In the remainder of this chapter, we use HP interaction acts and process-oriented
intents interchangeably.
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5.2 Related work

A conversational business process chatbot enables process actors to interact with a

business process in natural language [22]. Interacting with a business process includes

intents such as obtaining information about the structure of the process (e.g., inputs and

outputs) or about the progress of a process in execution (e.g., which task is currently

being processed), or performing activities to advance the state of the process (e.g., API

calls, obtain information about the process) [22].

These chatbots were first applied to customer-facing businesses, which involved an-

swering customers’ questions about different businesses. Then, organizations started

adopting task-oriented chatbots to automate tasks in order to reduce the effort required

from customers and workers to do their tasks [75]. While today’s chatbots may auto-

mate some tasks, bot developers have recently started investigating the incorporation

of robotic process automation (RPA) to increase automation [180]. For instance, Devy

chatbot was proposed to provide automated support in DevOps processes [37]. Au-

thors in [152] developed a chatbot for agile software development teams which analyzes

teams’ project data to provide insights into their performance. In [141], authors pro-

posed an approach that automatically builds a chatbot from a process model to query

process structure, such as when the process ends for a particular actor. Another work

proposed a chatbot to query event data allowing users to get insights into specific

process executions and retrieve relevant data [122]. All these works are either about

domain-specific chatbots or about querying the process execution or structure but do

not focus on performing process tasks.

Other works propose approaches to interact with business processes and perform process

tasks through chatbots. For instance, Google proposes the use of a chatbot in so-

called communication-enabled business process applications (i.e., applications able to

orchestrate reactive and proactive communication events) [81]. However, no specific

details about the internals of the chatbot infrastructure are provided. The closest work

to ours is [114], which proposed a methodology that takes a business process model as

input and generates a chatbot to help the users interact with the process. Even though
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Figure 5.1: Example of a Travel Booking Process Model.

they provide a systematic way to develop chatbot, expanding the scope of the chatbot

would require significant coding overhead by developers. In addition, their work does

not focus on the recognition of process-oriented intents. In this chapter, we propose

a set of HP interaction acts to identify process operations from utterances and thus

enable users to perform tasks by naturally interacting with service orchestrations.

5.3 Preliminaries, Scenario and Requirements

In this section, we first introduce some process-related concepts and assumptions (Sec-

tion 5.3.1). Then, we present a scenario illustrating natural language interactions

between a user and multi-step processes (Section 5.3.2). Finally, we define a set of

requirements to enable chatbots to support these kinds of interactions (Section 5.3.3).

5.3.1 Preliminaries

A business process is a collection of coordinated tasks to achieve a concrete goal [69].

For example, a Travel Booking process can offer full vacation packages by combining

several tasks such as Flight and Hotel Bookings. The schema of a process can be

represented in a variety of forms, such as Petri nets, Event-Driven Process Chains
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(EPCs), and Business Process Model and Notation (BPMN) [69]. For simplicity, we

represent the process schema as a directed acyclic graph. Figure 5.1 shows an example

of a Travel Booking Process graph. The process graph nodes represent activities (e.g.,

Flight Booking) and decision points (e.g., do you want to book a flight?).

A process is associated with a set of exception handling policies. Exception handling

policies are directives that model exceptional situations together with a set of actions

that are used to handle exceptions (e.g., cancel a travel booking) [26]. In line with

service-oriented realization of business processes [26], in this chapter, we consider that

a process is realized by a composite service (e.g., sequence of API calls). Further-

more, a composite service is accessible through an API that includes: a main method

to invoke the normal process behavior (e.g., BookTravel method in Figure 5.1), and

exception handling methods to handle exceptional behaviors of a process (e.g., Cancel-

Travel method in Figure 5.1) or an activity (e.g., CancelHotel method in Figure 5.1).

We also consider that a process has a set of correlation attributes that uniquely identify

an instance (i.e., a specific occurrence or execution of a process) [69]. The values of

these correlation attributes act as a key that allow to identify a process instance in a

unique way. A system auto-generated ticket could be an example of such a correlation

attribute.

5.3.2 Scenario

We envision a scenario where a user is able to interact with multi-step processes using

natural language utterances (e.g., through a chatbot). Figure 5.2 shows an example of

a user-chatbot conversation in which the user is interacting with the Travel Booking

process illustrated in Figure 5.1. There are interactions that are triggered by the user

(e.g., user requests to start a task) and others by the chatbot (e.g., chatbot asks for

information needed to fulfill an activity).

In this scenario, the user initiates the conversation by requesting the creation of a new

instance of the Travel Booking process (message 1). In the beginning, the chatbot

does not expect the user to give all the information that is required for all activities.
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[START NEW PROCESS INSTANCE]  1.   USER: I would like to plan a one-way trip from Paris to Montreal 
[ASK FOR INFORMATION]    2.   BOT: What is the departure date? 
[PROVIDE INFORMATION]    3.   USER: 10 July       
[ASK FOR MORE INFORMATION]  4.   BOT: Do you want to book a flight? 
[PROVIDE INFORMATION]    5.   USER: yes 
[PROVIDE INFORMATION]    6.   BOT: Here is the list of flights I found for the given date: [...]. 
[ASK FOR MORE INFORMATION]   Which one do you prefer? 
[PROVIDE INFORMATION]    7.   USER: book the first flight on the list, the one with air Canada 
[PROVIDE INFORMATION]    8.   BOT: Done! I have booked flight tickets. 
[ASK FOR MORE INFORMATION]  Do you want to book a hotel room? 
[PROVIDE INFORMATION]    9.   USER: Yes, please 
[ASK FOR MORE INFORMATION]  10. BOT: What is the check-out date from the hotel? 
[PROVIDE INFORMATION]    11. USER: 5 august 
[PROVIDE INFORMATION]    12. BOT: I found these hotel offers in Montreal from 10 July to 5 August: [...]. 
[ASK FOR MORE INFORMATION]  Which one do you prefer? 
[PROVIDE INFORMATION]    13. USER: book a simple room in Novotel Hotel 
[PROVIDE INFORMATION]    14. BOT: Done! I have booked the hotel room. I sent you details about your travel booking by email. 

[START NEW PROCESS INSTANCE]  15. USER: Can you help me to plan a one-way trip from Montreal to New York on 3 August.  
[ASK FOR MORE INFORMATION]  16. BOT: Do you want to book a flight? 

[PROVIDE INFORMATION]    17. USER: yes 
[PROVIDE INFORMATION]    18. BOT: Here is the list of flights I found for the given date: [...]. 
[ASK FOR MORE INFORMATION]  Which one do you prefer? 

[PROVIDE INFORMATION]    19. USER: with Delta Air Lines 
[PROVIDE INFORMATION]    20. BOT: Done! I have booked your flight ticket.  
[ASK FOR MORE INFORMATION]   Do you want to book a hotel room? 

[PROVIDE INFORMATION]    21. USER: No, thanks 

[PROVIDE INFORMATION]    22. BOT: I sent you details about your travel booking by email. 

[FOLLOW-UP ON PROCESS STATUS] 23. USER: What is the status of my travel? 
[ASK FOR INFORMATION]    24. BOT: What are the departure city and date of this travel? 
[PROVIDE INFORMATION]    25. USER: Paris, 10 July 
[PROVIDE INFORMATION]    26. BOT: The status of your travel from Paris to Montreal on 10 July is completed. You have booked  
         a one-way flight on 10 July and a hotel from 10 July to 5 August. 
[UPDATE AN INSTANCE]    27. USER: Please update my hotel booking for this travel. Change the check-out date to 3 August. 
[PROVIDE INFORMATION]    28. BOT: Done! I updated your hotel booking in Montreal from 10 July to 3 August. 

1-14  
Book Travel

23-26 
Inquire about 
 travel status

27-28 
Update a hotel  

booking

15-22  
Book Travel

Figure 5.2: Example of natural language conversation between a user and a process-
aware chatbot. Interaction acts in blue are triggered by the user and those in green are
triggered by the chatbot.

Instead, it asks for some information that is needed to start the process, such as the

departure date (message 2). Later, the chatbot may ask the user for more information

to perform an activity or even a decision point. For example, to perform the activity

Hotel Booking, the chatbot asks the user for the hotel check-out date (message 10).

Thus, the chatbot does not collect information from the user unless it needs it.

During normal process execution (e.g., booking travel): (i) the chatbot can ask for more

information to fulfill a task (message 10) or provide information about a performed

task (message 6), (ii) the user can provide information (message 11) or inquire about

task progress (message 23). As mentioned before, a process is associated with possible

run-time exceptions. For example, in message 27, the user wants to change the hotel

check-out date. This interaction (changing date) is triggered by the user and involves

the update of a previously performed task. However, exception interactions can also

be triggered by the chatbot. For example, assume that the airline company canceled

the user’s flight. The chatbot can trigger an interaction that involves notifying the user

about the cancellation and proposing alternatives such as changing the travel date. In
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this chapter, we focus on interactions from the user side.

5.3.3 Requirements

Having introduced the scenario and main concepts, we discuss some key requirements

to enable natural language interactions between users and multi-step processes. We

form an understanding of these requirements based on literature, our experience and

experimentation on a range of task-oriented conversation service and business process

tools and techniques [32,33,35,69,247,248].

R1 Identifying the corresponding process: The chatbot must be able to identify

the process to which the user refers to in their tasks. For example, in the pre-

vious scenario, the user refers to the Travel Booking process, however, the user

can switch between several processes (e.g., visa application process) during the

conversation.

R2 Identifying new process instance: The chatbot must be able to identify the

utterance that creates a new instance of a process. For example, in utterance 1,

the chatbot needs to understand that the user wants to start a new instance of

Travel Booking process.

R3 Recognizing process-aware user intents: The chatbot should be able to rec-

ognize possibly ambiguous process-aware user intents, including starting a new

task, inquiring about task progress, and exceptional behaviors such as canceling

or updating tasks.

R4 Handling context: The chatbot must keep track of process executions and must

be able to properly handle the context. For instance, context features are impor-

tant to identify if an utterance concerns the creation of a new process instance or

an inquiry regarding an existing process instance.
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5.4 Architecture

To support natural language conversations with processes, the chatbot needs a set of

services to initiate, monitor, and control task-related conversations. Figure 5.3 shows

the workflow between these services. The Natural Language Understanding (NLU)

service aims to extract HP interaction acts and slot-value pairs from the utterance.

Details on how to detect these interaction acts is presented in Section 5.6.1. The

Process Embedding Service (PES) aims to identify the process that corresponds to

the utterance. The Dialogue Manager (DM) service aims to infer the dialogue state

in terms of the user intent and its slot-value pairs. This DM relies on the Context

Knowledge Service (CKS) to recognize user intent and infer missing information. Once

the DM recognizes the intent and collects all required information, it performs the

corresponding action and sends the results to the Natural Language Generator (NLG).

The NLG uses then predefined templates to generate human-like responses to the user.

In what follows, we describe PES and CKS.

Process
Embedding

Service (PES)

Context
Knowledge

Service (CKS)

Natural Language
Understanding

(NLU)

Identifies process
Stores intent fulfillment
and infers information

Dialogue Manager
(DM)

Recognize and
realize intents

Natural Language
Generator (NLG)

Generates NL
reponses

Detects interaction act and
extracts slot-value pairs

Figure 5.3: General architecture supporting our approach.

5.4.1 Process Embedding Service

Our work builds upon the concept of Word Embedding API element vectors, which

has previously been used to facilitate the integration of APIs and chatbots [246]. In

this work, we propose a novel process embedding service (PES) that enables chatbots

Page 102 of 148



5.4 ARCHITECTURE

HAS

PROCESS

name Description

vector

HAS
PATH

vector

Path1

PATH

vector

Path2

ProcessX

ACTIVITY

vector

Activity1

name Description

ACTIVITY

vector

Activity2

name Description

Figure 5.4: Process Knowledge Graph (P-KG).

to identify processes from utterances during natural language conversations. The PES

has (i) a process knowledge model and (ii) a set of services to leverage this knowledge.

5.4.1.1 Process Knowledge Model

We propose to represent process elements (i.e., process, paths and activities) as vectors

in a vector space model to support natural language interaction with processes [181].

The process knowledge model is denoted as a process knowledge graph (P-KG) with

specific types of nodes and relationships. In particular, nodes can describe Processes,

Paths, and Activities, as shown in Figure 5.4. Part of the information in the P-

KG is the graph representation of what we find in the process model definition. Such

information typically includes the process name, the process description, activity name,

and activity description. This information is added to the P-KG both in textual form

and in vectorized representation as shown in Figure 5.4.

Furthermore, a Process node has 4 types of relationships: is-realized-by denotes

that a process is performed by an API method. For instance, in Figure 5.1, the

process Travel Booking is performed by the method BookTravel. The relationships

has-cancellation-policy and has-update-policy denote that a process has cancel

and update exception policies which are processes by themselves. The Process node

also has a process graph such as the one illustrated in Figure 5.1. The Activity node

can have cancel and update exception policies as well. For instance, in Figure 5.1, the

activity Hotel Booking has a cancellation policy Cancel Hotel Booking.
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5.4.1.2 Process Embedding Services

The PES features three services, which are devoted to (i) generating vector embeddings

for process elements, (ii) identifying the corresponding process of a given utterance, and

(iii) identifying the method that realizes a given process. In what follows, we describe

each of these services:

Vector generation Service: This service is used to construct vector embeddings

for process elements. It is enabled by the endpoint "PES/generate_vector? e" that

takes as input a process element e and generates its vector embedding. It generates:

(i) an activity vector by aggregating the information from activity name and its de-

scription; (ii) a path vector by aggregating vectors of activities in this path; and (iii)

a process vector by averaging the information from process name, process description

and all path vectors in this process.

Process Identification Service : This service aims to identify the corresponding

process of a given utterance. It is enabled by the endpoint "PES/sim? u" that takes

as input an utterance u and returns the process that corresponds to this utterance.

First, it generates the embedding vector of the utterance. Second, it calculates the

cosine similarity between this utterance vector and the vector of each process in the P-

KG. Then, according to a predefined threshold, the processes with similarities greater

than this threshold are kept and ordered. Finally, the service returns the process scoring

the highest similarity with the utterance.

Method Identification Service: This service aims to identify a process API method

that corresponds to a given process intent. It is enabled by the endpoint "PES/process_

method? p & i & a" that takes as input a process p (e.g., Travel Booking), a process

intent i (e.g., canceling a task), and an activity a (e.g., Hotel Booking), and returns

the corresponding API method (e.g., CancelHotel method). Note that the parameter

a is optional, if its value is not indicated, the endpoint returns the method related to

the process (e.g., CancelTravel method instead of CancelHotel method).
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Figure 5.5: Event Data Memory (EDM) Schema.

5.4.2 Context Knowledge Services

In Chapter 4, we proposed the context knowledge service (CKS) that enables to capture

contextual knowledge (from conversation history, external services, intent and API

schemas) to support the inference of intent slot values during conversations. This CKS

has a memory to keep track of all the traces related to each intent fulfillment for a

given user. This includes the utterance, the intent, the slot-value pairs, the method

call, alongside with its timestamp, its inputs, and its outputs.

In this chapter, we extend the CKS to include relevant information about process

instances that should be memorized during conversations for later reuse. More specif-

ically, we include a new memory structure, called Event Data Memory (EDM). This

memory keeps track of information about process execution traces (process instances).

Figure 5.5 shows the schema of EDM memory. It includes a list of processes where

each process has a name and a list of instances. An instance has an id, a status (e.g.,

pending, in-progress or completed), and a list of activities. An activity has a name, a

status, and the method call, alongside with its timestamp, its inputs, and its outputs.

We also extend the core CKS presented in Chapter 4 with two additional services

related to processes:

Process Instance Identification Service: This service returns the list of instances

for a given process. It is enabled by the endpoint "CKS/get_instances? p" that
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takes as input a process p and returns the list of instances of p.

Correlation attribute Value Retrieval Service: This service provides values of

correlation attributes for a given process instance id. It is enabled by the endpoint

"CKS/get_corr_att_val? i" that takes as input an instance id and returns an array

of attribute-value pairs corresponding to correlation attributes values of the instance i.

5.5 Process-aware User Intents

Based on requirements identified in Section 5.3.3, conversations regarding a given

process-aware task may involve several turns (e.g., starting a travel booking, later

inquiring about booking status, modifying travel dates, or canceling the booking). We

propose Human-bot-Process interaction acts to characterize a set of elementary user

intents in conversations between users and multi-step processes. Specifically, we derive

four types of process-oriented intents: start new process instance intent, follow-up on

process status intent, canceling task intent, and task update intent.

To recognize the process-oriented intents, we propose to reuse the hybrid approach

proposed in Chapter 4. This approach involves defining rules that combine the detection

of HP interaction acts from utterances with additional context and process knowledge,

allowing the recognition and realization of the process-oriented intents. The recognition

of these intents can be divided into three general steps: HP interaction act recognition,

process identification, and process instance recognition. In what follows, we describe

each of these steps:

Step 1: HP interaction act Recognition. The first step consists of detecting

the HP interaction act class (i.e., Start New Process Instance class, Follow-up on

Process Status class, Task Update class or Canceling a Task class) expressed in

the utterance u thanks to the NLU service. In Section 5.6.1, we explain how the NLU

service allows to detect these HP interaction acts.

Step 2: Process Identification. The second step consists of identifying the process
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Figure 5.6: Rules to recognize and realize the identified process-oriented intents.

p that corresponds to the utterance u. To identify processes from natural language

utterances, we use the Process Embedding Service (PES) presented in Section 5.4.1.2.

Step 3: Process Instance Recognition. This last step aims to identify the process

instance from the utterance u, then checks if the identified process instance already

exists or not. First, the chatbot invokes the Process Instance Identification CKS service

to retrieve the set of instances set_i of the process p. Then, it extracts the values of

correlation attributes of the instance that the user is referring to. Finally, it compares

the extracted values of correlation attributes with those of instances set_i to check if

the identified process instance already exists or not. For example, if the chatbot detects

canceling task interaction act, the process instance should exist to be able to cancel it.

In what follows, we describe the process-oriented intents and define their rules:

5.5.1 Start New Process Instance

This intent allows to identify whether the user utterance expresses a task that requires

the creation of a new process instance. In general, when users ask for a new task,

they provide general information describing this task, and sometimes they provide

more detailed information about this task. For example, in Figure 5.2 utterance 1,
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the user describes the task book travel and provides additional details about this travel

such as the departure and destination cities. The chatbot needs this information to

identify the process and to check if the utterance concerns the creation of a new process

instance. Figure 5.6 shows the specification of the rule related to start-new-process-

instance intent. This rule consists of trigger and action clauses. The trigger clause

defines three boolean conditions: (1) The condition IS_START() checks if the utterance

u expresses a start new instance HP interaction act. (2) The condition IS_SIM() is

expressed over the Process Identification PES service. This condition checks if the

process p corresponds to the utterance u. (3) The last condition EXIST_INSTANCE()

compares values of the correlation attributes with those of the existing instances to

check if the identified instance does not exist. If the conditions are satisfied, the chatbot

(1) invokes the Method Identification PES service to get the method m and (2) triggers

m to start the process execution.

5.5.2 Follow-up on Process Status

Follow-up on a process can be a complex task by itself, such as querying a process

execution history to get information about run time and performance of a task. We

focus on a specific type of follow-up which is following up on process status that allows

inquiring about process instance status (e.g., pending, in-progress or completed). For

example, in Figure 5.2 utterance 23, the user is inquiring about travel status. Figure

5.6 shows the specification of the rule related to follow-up-on-process-status intent. The

conditions are the same as those defined in the previous rule, except that this rule needs

to detect a follow-up HP interaction act and the process instance should exists. If all

conditions are satisfied, the chatbot (1) retrieves the corresponding instance and (2)

lists the status of this instance.

5.5.3 Task Update

This intent allows to identify whether the user wants to update an existing process

instance. For example, in Figure 5.2 utterance 27, the user wants to update the hotel
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check-out date. A user can request to update an information in the whole process (e.g.,

update travel date), or a specific activity in the process (e.g., update the date of a

hotel booking). We model an activity as an input parameter of the intent task update,

thus the chatbot can extract from the user utterance the activity that the user wants

to update. For example, in utterance 27, the chatbot extracts hotel booking as a value

of activity parameter. Figure 5.6 shows the rule related to task-update intent. The

conditions are the same as those defined in the first rule, except that this rule needs to

detect a task update HP interaction act and the process instance should exists. If all

conditions are satisfied, the chatbot (1) retrieves the corresponding instance, (2) extract

the value of the activity parameter, (3) invokes the Method Identification PES service

to get the the corresponding method m and (4) triggers m to update the corresponding

task (i.e., activity or process).

5.5.4 Canceling a Task

This intent allows to identify whether the user utterance expresses a task cancellation

of an existing process instance. The user can request to cancel the whole process

(e.g., canceling travel bookings), or a specific task in the process (e.g., canceling hotel

booking). The steps to recognize and realize canceling task intent are the same as those

in the task update intent (Figure 5.6).

5.6 Validation

The first objective of the study was to explore the effectiveness of the chatbot improved

with Process Embedding Service (PES) and process-oriented intent rules, i.e., its ca-

pability of recognizing correctly the process-oriented intents and reducing unnecessary

interactions. The second objective was to assess the impact of enabling interaction

with a process as opposed to leaving users to orchestrate services themselves to fulfill

their goals. In what follows, we first discuss different strategies to collect utterance

paraphrases and build a dialogue dataset to train process-oriented intent recognition
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models (Section 5.6.1), then we present the study method (Section 5.6.2), and finally

we discuss the results (Section 5.6.3).

5.6.1 Process-oriented Intent Training Dataset Construction

Due to lack of benchmark training datasets for process-oriented intents, we built train-

ing dataset of utterances about three processes (i.e., Plan Event, Book Travel and

Shopping) and four process-oriented intents. In this section, we discuss how we built

this dialogue dataset and explain how the NLU service allows to detect the HP inter-

action acts (i.e., start new process instance, canceling task, task update, and follow-up

on process status).

The accuracy of NLU detection models depends on the quality (and size) of the dataset

of utterances used for training these models. A well known approach to build dialogue

datasets involves expanding an initial set of seed utterances by means of paraphras-

ing [168]. Paraphrasing is a task that aims to reformulate a given utterance into another

with the same semantic meaning [168]. Crowdsourcing and automatic paraphrasing are

two popular strategies used to generate paraphrases [168]. In a crowdsourced para-

phrasing process, an initial seed utterance is presented as a starting point, and workers

are asked to paraphrase the seed to produce new utterances [168]. In an automated

paraphrasing, there are models that automatically generate paraphrases from a seed of

utterances [28,168]. To build the dialogue dataset, we first crowdsource a set of utter-

ances by starting with a seed that we provided. Then, we paraphrase the obtained set

of utterances using an automatic paraphrasing model to generate more utterances. In

what follows, we explain in detail each of these two steps.

5.6.1.1 Crowd-based paraphrasing

This first step aims to generate a set of utterances, for each of the three processes (i.e.,

Plan Event, Book Travel and Shopping) and each of the four process-oriented intents

(i.e., start new process instance, canceling task, task update, follow-up on process status),
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Figure 5.7: Crowdsourcing sub-task to provide paraphrases for the intent Canceling a
Task.

starting from a seed of utterances that we provide.

We design three crowdsourcing tasks where each task is related to one of the three

processes. Each task provides: (i) a scenario describing the process and explaining

to the workers that there is a virtual assistant that allows them to interact with this

process, and (ii) four sub-tasks related to the four process-oriented intents. Each of

these sub-tasks prompts crowd workers to provide 3 paraphrases for a given seed of 2

utterances (refer to Figure 5.7 for an illustrative example of this sub-task).

We ran the three crowdsourcing tasks on the crowdsourcing platform Toloka [16] and

recruited workers who had passed an English test (set by the platform) and were ranked

top-60%. Each task was assigned to 10 workers, and each worker wrote 3 paraphrases

per intent (sub-task). Workers were paid 0.5 USD per task. This crowdsourcing step

yielded a dataset of 360 utterances where there are 120 utterances per process and 90

utterances per intent. Among these utterances, workers provide some utterances that

do not convey the requested intent. For example, one worker provides the utterance

“please abort booking of the conference center" for the intent task update instead of

canceling task. We have manually labeled the utterances as correct, if the utterance

conveys the requested intent, or not correct, otherwise.
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5.6.1.2 Automatic paraphrasing

This second step expands the paraphrases generated through crowdsourcing by lever-

aging Empath service [70]. Empath is a knowledge base service for generating terms

(e.g., facebook, twitter) given a lexical category (e.g., social media).

In our approach, the utterance paraphrases are expanded as follows: First, (i) for each

utterance, we apply a Part-of-Speech tagging using spacy [15]. Then, (ii) for each

VERB or NOUN token in the paraphrase, we substitute the token with terms returned

by Empath when the token is used an input category. Empath allows increasing the

lexical diversity of the generated paraphrases. A new paraphrase is generated with

each term returned by Empath. For example, if the list of returned items contains

8 terms, we will generate 8 new paraphrases. A further filtering step is necessary to

discard semantically unrelated paraphrases. Thus, (iii) we compute a cosine similarity

score between the Universal Sentence Encoder (USE) embeddings [181] of the initial

utterance and the generated paraphrase to discard paraphrases with a cosine score

below a predefined threshold.

5.6.1.3 Recognizing Process-oriented intents using Classification Model

We split the dataset generated from the crowd-based paraphrasing step into 30% test

dataset and 70% train dataset (train-crowd). Then, we augment the train-crowd

dataset with more utterances by automatically generating paraphrases as described

in automatic paraphrasing step (train-hybrid).

We can use any classification model such as Naive Bayes and Support Vector Machine

(SVM) [148] to classify utterance into a corresponding process-oriented intent class. In

the current implementation, we use a Logistic Regression classifier [148] and we encode

the classifier input based on the distributional semantics of utterances using three

different word and sentence embedding models: Word2Vec, GloVe, and USE [181].
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Table 5.1: HP Interaction Act Detection Accuracy

Start Follow-up Update Cancel Mean
Dataset crowd hyb crowd hyb crowd hyb crowd hyb crowd hyb
W2Vec 0.90 0.91 0.85 0.82 0.81 0.84 0.77 0.84 0.8325 0.8525
Glove 0.62 0.66 0.63 0.61 0.60 0.63 0.64 0.65 0.6225 0.6375
USE 0.94 0.97 0.89 0.94 0.87 0.90 0.90 0.93 0.9 0.935

Table 5.1 shows accuracy2 of process-oriented intent detection using only the crowd-

sourcing method as opposed to the hybrid method (i.e., crowd-based and automatic

paraphrasing methods). For the four process-oriented intents, we can see that the clas-

sifier achieved a great performance, however the USE model performed better accuracy

than Word2Vec and GloVe models. This can be explained by the fact that USE model

takes into account the context of the word in the sentence while Word2Vec and GloVe

models generate a word embedding independently of the context in the sentence. We

can also see that using hybrid method as opposed to the crowd method allows to pro-

duce better accuracy. For example the accuracy produced using USE model and the

hybrid method produced +3.5% of accuracy compared to the one produced using USE

model and only the crowd method. The datasets are available at the following link as

well as the scripts used for computing accuracy and generating paraphrases3.

5.6.2 Methods

5.6.2.1 Experimental design

We recruited participants via email from our extended network of contacts. The call

resulted in a total of 17 participants. The evaluation scenario consisted of planning a

trip to two different destinations, which involved i) booking flights, taxi and accommo-

dations, ii) buying a product needed for the two destinations, and iii) scheduling an

appointment at a local test centre. The scenario required participants to perform tasks

2We use F1-score to rate model’s accuracy. F1-score is defined as the harmonic
mean between precision and recall [148].

3Process Intent Recognition materials: https://tinyurl.com/DAR-Materials
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associated with three underlying processes (Travel Booking, Shopping and Scheduling

an appointment), each processes coordinating two or more activities. Participants were

asked to complete 4 tasks in this scenario:

• T1 : starting new process instances.

• T2 : updating information of process instances.

• T3 : following up on process statuses.

• T4 : canceling process instances.

We followed a within-subjects design tasking participants to complete the above tasks

by interacting with two chatbots representing the following conditions:

• Baseline-chatbot. The baseline implements a standard conversational manage-

ment (provided by DialogFlow [5]), without rules, PES, and CKS support.

• Process-chatbot. This chatbot is implemented with PES and CKS support as well

as the rules. The aim is to assess the performance gain in chatbots in handling

process-oriented intents.

5.6.2.2 Procedure

The study was conducted online. Participants received a link to an online form that

included an informed consent, all the instructions and links to the two chatbots. After

reading the informed consent and agreeing to participate, participants were introduced

to the evaluation scenario and tasks (T1-T4). They were asked to perform those tasks

with the two chatbots, in a counter-balanced design (i.e., the order in which chatbots

were presented was randomized to counter ordering effects). After interacting with

each chatbot, participants were asked: to describe positive and negative aspects of the

chatbots, to select their preferred chatbot, to specify why, and provide quantitative

feedback on their experience along three dimensions: naturalness (ability to fulfill user

tasks in human-like conversations), repetitiveness (ability to avoid redundant questions)

and understanding (ability to interpret user requests).
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5.6.2.3 Data analysis

We performed an analysis of conversation logs so as to assess the effectiveness of our

approach in recognizing the process-oriented intents. These are computed in relation to

optimal conversation scenarios4 that we designed based on participants conversations.

The effectiveness is calculated by considering the following metrics: number of (M1)

conversation turns, (M2) prompts asking for missing information, (M3) process cor-

rectly identified and (M4) process-oriented intents correctly recognized. These metrics

are calculated per user conversation, aggregated (mean) and then used to compute the

relative performance against the optimal scenario.

5.6.3 Results

5.6.3.1 Effectiveness

Table 5.2 shows the relative performance by task of both baseline-chatbot and process-

chatbot in relation to the optimal reference scenario. For the four tasks, we can see

that process-chatbot experienced a boost in performance M1 and M2 (mean across tasks

86,01% and 83,89% respectively), approaching the efficiency of the reference scenario in

terms of number of turns (M1) and prompts (M2), and thus reducing unnecessary inter-

actions. This level of performance is possible thanks to the PES and CKS services and

the defined process-oriented rules that allow to perform a mean relative performance

across tasks for process identification (M3) and intent recognition (M4) of 90,48% and

85,27% respectively. In contrast, not supporting the process-oriented rules leads the

baseline-chatbot to perform poorly in comparison, with the best performance being at

around 36,70% for the metrics considered.

By analyzing the conversations, we noticed that the recognition error of the process-

oriented intents by the process-chatbot is mostly caused by the detection error of the

correct HP interaction act during the conversation. However, for the four tasks, we

4Scenarios assuming ideal accuracy of process-oriented intent recognition.
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Table 5.2: Performance of experimental conditions for each task according to the rele-
vant metrics. Values in bold denote best performance.

Baseline-chatbot Process-chatbot
Task M1 TURNS M2 PROMPTS M4 INTENT M1 TURNS M2 PROMPTS M3 PROCESS M4 INTENT

T1 (new) 54,14% 45,59% 51,75% 95,73% 91,67% 92,86% 88,68%
T2 (update) 31,58% 26,67% 25,00% 85,71% 80,00% 91,67% 83,33%
T3 (follow up) 47,15% 51,28% 27,86% 82,61% 88,89% 85,71% 85,71%
T4 (cancel) 27,27% 18,75% 33,33% 80,00% 75,00% 91,67% 83,33%
Mean 40,04% 35,57% 34,49% 86,01% 83,89% 90,48% 85,27%

can see that the process-chatbot is close to the reference scenario for process-oriented

intent recognition (M4) with a mean relative performance across tasks of 85,27%. These

results provide evidence for the benefits and effectiveness of handling process-oriented

rules during user-chatbot-process conversations. For the four tasks, we can also see

that process-chatbot experienced a boost in performance for M1, M2, M3 and M4

(mean across tasks 86.01%, 83.89%, 90,48% and 85,27% respectively), approaching the

efficiency of the reference ideal scenario in terms of number of turns, prompts, process

identification and intent recognition.

5.6.3.2 User experience

All but two participants (15/17 participants) expressed a preference towards the process-

chatbot as opposed to the baseline-chatbot. The two exceptions were due to interac-

tion acts detection that led to the enactment of the wrong services. The feedback to

the specific user experience questions, highlighted the reasons behind the preference.

The majority of participants reported that process-chatbot interactions described nat-

uralness (11/17), less repetitiveness (11/17) and understanding (12/17), whereas the

baseline-chatbot was poorly rated on these fronts (2/17).

The qualitative analysis of open-ended feedback identified specific qualities behind the

preference for process-chatbot. Participants commented its ability to guide and suggest

next steps (8 participants) (e.g., “[the chatbot] proposed [to] me directly the next action

to do without asking for it", P14), the ability to orchestrate operations with underlying

services (7 participants) (e.g., “[in this chatbot] services are already chained for what is

necessary to plan the trip", P12), and the ability to keep track of the context (6 partici-
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pants) (e.g., “[it] remembers previous answers and use them when asking a new request",

P5). A better user experience also emerged as a salient quality (10 participants) with

“fluid interactions" as the most common adjective.

5.7 Conclusion

In this chapter we proposed process-oriented intents that are relevant to represent nat-

ural language conversations between the user and multi-step processes. We devised an

approach that combines recognition of these process-oriented intents from user utter-

ances with additional context and process knowledge to enable human users to perform

tasks by naturally interacting with service orchestrations.

Our work also comes with its own limitations and space for possible improvements. To

detect all possible process-oriented intents, a more in-depth study is necessary, which

could involve analyzing various business process models. For instance, the intent of

"resuming a process instance" can be considered as a process-oriented intent triggered

by the user during a conversation between a human and a process-aware chatbot. A

user can initiate multiple process instances without completing them, such as starting

a travel request and stopping at a certain point. For example, the chatbot asks the

user to select a hotel, but the user does not respond and switches to another process.

Later, the user returns to the travel request and says "I choose the hotel [hotel-name]

for my travel to Lyon," and the chatbot needs to detect this as a resume intent.
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Chapter 6

Conclusion and Future Directions
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With the ongoing growth and development of task-oriented chatbots, there has been

a surge of interest among users in investigating chatbots usefulness. Nevertheless, the

capability of these chatbots to support composite user intents is a major challenge

and depends on gathering a massive amount of annotated data to recognize these

intents. This thesis identified and characterized a set of composite dialogue patterns

and proposed reusable and extensible techniques to recognize and realize composite

user intents in task-oriented human-bot conversations.

In this chapter we provide a summary of the undertaken research issues (Section 6.1)

and a summary of research outcomes (Section 6.2). We also discuss some future research

directions (Section 6.3).
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6.1 Summary the Research Issues

This thesis presented several novel concepts and techniques to fill critical gaps in con-

necting complex natural language utterances with conversational services. Chapter 2

provided background and identified open issues and the state-of-the-art of approaches

for context and dialogue management. In the first contribution (Chapter 3), we iden-

tified and characterized a set of composite dialogue patterns and extended a conversa-

tional model to represent them. In the second contribution (Chapter 4), we proposed

a reusable and extensible approach that uses a sophisticated context service to recog-

nize and realize composite intents. In the third study (Chapter 5), we focused on the

superimposition of task-oriented chatbots over composite services by introducing the

concept of Human-bot-Process interaction acts.

6.2 Summary of the Research Outcomes

The first outcome, introduced in chapter 3, consists of extending a conversational model

to represent and reason about composite user intents. We identified and characterized

a set of composite dialogue patterns to endow bot platforms with reusable functionality

to recognise compositional conversational flows and reduce the development complexity.

The second outcome, presented in chapter 4, consists of a novel reusable and extensible

approach that uses a sophisticated context service to recognize and realize composite

intents. This approach relies on (i) existing natural language processing and machine

learning techniques to extract natural language features and (ii) a rule-based approach

that leverages these features together with contextual knowledge, enabled by composite

dialogue patterns and other metadata, to capture different classes of composite intents

in a generic way. The contextual knowledge required at run-time to recognize compos-

ite intents is extracted from different sources including conversation history, enriched

entities, intents and API schemas and represented in graph structure. We believe that

the proposed approach charts novel abstractions that unlock the seamless and scalable

integration of natural language-based conversations with software-enabled services.
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Finally, the third outcome, introduced in chapter 5, consists of enabling the superimpo-

sition of task-oriented chatbots over composite services. We proposed process-oriented

intents that are relevant to represent natural language conversations between the user

and multi-step processes. We devised an approach that combines the recognition of

these process-oriented intents from user utterances with additional context and pro-

cess knowledge. This approach enables human users to perform tasks by naturally

interacting with service orchestrations.

6.3 Future Research Directions

While we addressed some issues in this thesis, there are still many further exciting chal-

lenges and opportunities in dialogue systems domain. We take the view that although

concrete user intents are application-specific, in many cases it is possible to capture in

a generic way different classes of user intents that may be composed during a conver-

sation of a user with a software service or process. In what follows, we present some

possible Human-AI-Service Intent Patterns that could be useful to improve chatbots

robustness and effectiveness.

Considering patterns that cater for human-AI interaction breakdowns (e.g., requesting

user to confirm an inferred slot value or to choose between several options), can be

one of the extensions. We argue that dialogue management systems should be endowed

with the ability to systematically manage human-bot communication breakdowns in ac-

cordance with high-level and configurable recovery strategies. In addition to composite

intent recognition, it is interesting to develop a robust breakdown recovery techniques

so that (i) relevant recovery strategies can be constructed systematically and incremen-

tally, and (ii) dialogue management systems continuously adapt behaviour of chatbots

by reasoning and acting upon recovery strategies.

While in this thesis we focused on the traditional intent slots values, it could be inter-

esting to improve chatbots with the ability to extract and understand subjective, or

Quality of Service (QoS), attribute values from user utterances. When people search for
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products (e.g., shoes) or services (e.g., restaurants), they are always facing situations

of choice. Studies show that when people make decisions (i.e., choose a product/ser-

vice), they are prone to rely on subjective information (e.g., delicious food, quietness,

friendly staff) rather than relying on objective information (e.g., food type, price range,

location) [134]. Subjectivity refers to the quality of being based on personal opinions,

feelings, or perspectives, rather than on objective facts or evidence [134]. For exam-

ple, when choosing a restaurant, people are attracted by restaurants that offer great

experiences, such as delicious food, quietness, or helpful waitstaff, in addition to ob-

jective information, such as specific types of food or location [74,134]. Extracting QoS

attributes for intent recognition is challenging because it requires an understanding of

contextual and subjective information (e.g., a user utterance that refers to booking a

quiet restaurant) compared to traditional intent slot values that are factual values (e.g.,

price of a book). To the best of our knowledge there is no dialogue dataset that an-

notates utterances with QoS attributes. Creating QoS recognition models will require

techniques information extraction from potentially noisy user conversations and social

data (e.g., from product reviews, comments, feedback and conversations).

Task-based chatbots often ask users to provide sensitive information, such as personal

identification. It is essential to ensure that these chatbots respect user privacy and

maintain confidentiality. Therefore, the development of privacy-aware task-oriented

chatbots is another important area of research. One possible approach for developing

privacy-aware chatbots is to use NLP techniques to reason about privacy-preserving

conversations. It involves analyzing the interaction between the user and the chatbot

in order to identify potential privacy risks and develop strategies to prevent them (e.g.,

obtaining user consent before collecting sensitive information, avoid asking unnecessary

questions).
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