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Abstract

The problem of self-reconfiguration of micro-robot networks is one of the major challenges of
modular robotics. A set of micro-robots connected by electromagnetic or mechanical links re-
organize themselves in order to reach given target shapes. The self-reconfiguration problem is
a complex problem for three reasons. First, the number of distinct configurations of a modular
robot network is very high. Secondly, as the modules are free to move independently of each
other, from each configuration it is possible to reach a very high number of other configura-
tions. Thirdly and as a consequence of the previous point, the search space connecting two
configurations is exponential which prevents the determination of the optimal schedule of the
self-reconfiguration.

In this work, we propose, firstly, a distributed autonomous self-reconfiguration approach TBSR,
focused on the optimization of movements for a better distribution of tasks. In other words, it
involves distributing the effort made by each robot to reach the final shape.

Secondly, we propose hybrid approaches that take advantage of the advantages of centralized
methods and distributed methods. These approaches make it possible to select the best dis-
tributed algorithm before launching the reconfiguration procedure. A range of distributed al-
gorithms are pre-installed on each modular robot. At the start of the self-reconfiguration pro-
cedure, a coordinator broadcasts to all the micro-robots the data relating to the final shape to
be achieved and the distributed algorithm.

To do this, we determined the relevant characteristics of self-reconfiguration problems allowing
us to identify the most suitable algorithmic approach. A study of the impact of each recon-
figuration method and performance parameters was conducted to establish a knowledge base.
This database records the performance of various algorithms based on different parameters for
a diverse range of self-reconfiguration problem scenarios.

Using a classification system, it is thus possible to establish for each self-reconfiguration method
the characteristics of the self-reconfiguration scenarios for which it is effective. The learn-
ing mechanisms developed by AI (e.g., neural networks) are implemented. A first proposed
hybrid CNNSR approach uses artificial neural networks to predict the optimal approach for
self-reconfiguration. A CNN2SR approach (an improved version of CNNSR), was introduced
for accuracy and error reduction, by refining the classification.

Thirdly, a modeling of energy consumption, resulting from real experiments with physical mod-
ular robots (Catom 2D) was established. This made it possible to implement a third hybrid
CNN3SR approach focused on energy optimization for modular robots.

Keywords : Self-reconfiguration, Distributed algorithms, Learning, Modular robots, Artificial
intelligence.
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Résumé

Le problème d’auto-reconfiguration des réseaux de micro-robots est l’un des défis majeurs de
la robotique modulaire. Un ensemble de micro-robots reliés par des liens électromagnétiques
ou mécaniques se réorganisent afin d’atteindre des formes cibles données. Le problème d’auto-
reconfiguration est un problème complexe pour trois raisons. Premièrement, le nombre de con-
figurations distinctes d’un réseau de robots modulaires est très élevé. Deuxièmement, comme
les modules sont libres de se mouvoir indépendamment les uns des autres, à partir de chaque
configuration il est possible d’atteindre un nombre d’autres configurations lui aussi très élevé.
Troisièmement et comme conséquence du précédent point, l’espace de recherche reliant deux
configurations est exponentiel ce qui empêche la détermination du planning optimal de l’auto-
reconfiguration.

Nous proposons dans ce travail, dans un premier temps, une approche d’auto-reconfiguration
autonome distribuée TBSR, axée sur l’optimisation des déplacements pour une meilleure répar-
tition des tâches. En d’autres termes, il s’agit de répartir l’effort fourni par chaque robot pour
atteindre la forme finale.

Dans un deuxième temps, nous proposons des approches hybrides qui tirent profit des avantages
des méthodes centralisées et des méthodes distribuées. Ces approches permettent de sélection-
ner le meilleur algorithme distribué avant le lancement de la procédure de reconfiguration. Une
gamme d’algorithmes distribués sont préalablement installés sur chaque robot modulaire. Au
début de la procédure d’auto-reconfiguration, un coordinateur diffuse à l’ensemble des micro-
robots, les données relatives à la forme finale à atteindre et l’algorithme distribué.

Pour ce faire, nous avons déterminé les caractéristiques pertinentes des problèmes d’auto-
reconfiguration permettant d’identifier l’approche algorithmique la plus adaptée. Une étude
de l’impact de chaque méthode de reconfiguration et des paramètres de performances a été
menée pour établir une base de connaissances. Cette base consigne les performances des divers
algorithmes en fonction de différents paramètres pour un éventail varié de scénarios de prob-
lèmes d’auto-reconfiguration.

A l’aide d’un système de classification, il est ainsi possible d’établir pour chaque méthode
d’auto-reconfiguration les caractéristiques des scénarios d’auto-reconfiguration pour lesquels elle
se montre efficace. Les mécanismes d’apprentissage développés IA (e.g., réseaux de neurones)
sont mis en œuvre. Une première approche hybride CNNSR proposée fait appel aux réseaux de
neurones artificiels pour prédire l’approche optimale pour l’auto-reconfiguration. Une approche
CNN2SR (une version améliorée de CNNSR), a été introduite pour la précision et la réduction
des erreurs, en affinant la classification.

Dans un troisième temps, une modélisation de la consommation énergétique, issue d’expérimentations
réelles avec des robots modulaires physiques (Catom 2D) a été établie. Cela a permis de mettre
en œuvre une troisième approche hybride CNN3SR axé sur l’optimisation énergétique pour les
robots modulaires.

Mots-clés : Auto-reconfiguration, Algorithmes distribués, Apprentissage, Robots modulaires,
Intelligence artificielle.
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General Introduction

In this chapter, we state the context and the motivations and scope that drove the major
contributions of this thesis. We synthesize the different conducted studies. Then we overview
the organization of the manuscript.

Research topic

A programmable matter system is a collection of distributed modular components that can
self-assemble, disassemble, and move. The modular robots act as elementary atoms in physical
corps. Each module includes sensors, actuators, computational unit, memory capacity, and
communication devices. The aim of such systems is to conceive dynamic self-adaptive robots
or objects that fit a diversity of situations.

Research works concerning programmable matter focus globally on two main challenges. The
first one refers to the conception of the modular robot hardware taking into account the sta-
bility of the links, the reconfiguration responsiveness, energy requirements, and computational
capabilities. The second challenge concerns the conception of software solutions that allow a
high number of modular robots to cooperate in order to reach a given targeted configuration or
shape.

This thesis addresses the second challenge by introducing an original approach for the Modular
Robots Self-Reconfiguration (MRSR). The idea is to exploit the proposed methods in the litera-
ture rather than propose a new method. Indeed, the recent literature on MRSR problem shows
a variety of methods differing in their strategy and the targeted hardware. These works lake
of performance analysis and comparison with the previous methods, which makes it difficult
to understand where (which hardware) and when (which problem instance) a given method is
efficient. We propose to use Machine Learning techniques to identify on the basis of the MRSR
problem formulation which algorithm is expected to produce the best results in terms of success
rate, convergence time, and energy consumption.

1 Problem statement

MRSR problem is formulated as a set of modular robots with just a local knowledge of their
environment that cooperate to form the final shape or organization. In this thesis, we address
the 2D modular robot systems. This means that the set of robots moves within a horizontal
plane like a table or a vertical plane over a ground support.

Even if there are two main approaches for MRSR: distributed and centralized, the centralized
approach cannot manage a huge number of modular robots. In contrast, the distributed ap-
proach is based on the execution of the same algorithm over each modular robot. Therefore,
modular robots use local rules (based on local knowledge and impacting the local area) to de-
termine future actions. The global algorithm behavior is an emergence of the parallel action
of the individual robots. The distributed approach fits the capacity limitation of the modular
robots. However, the efficiency of the algorithm in front of a specific problem instance is less
predictable.

This thesis aims to develop a hybrid approach allying the advantages of both centralized and

FEMTO-ST Institute
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distributed approaches. The objective is to use a centralized pre-processing mechanism based
of Artificial Intelligence (IA) and Artificial Neural Network (ANN) to select the most suitable
distributed algorithm to run over the modular robots. This way, the unpredictability effect of
the distributed approaches is mitigated. More precisely, the goal of this thesis is to develop a
self-reconfiguration AI-based method that can for each self-re-configurable scenario predict the
best approach to be used by the modular robots.

2 Contributions of the thesis

• Design of a new distributed approach for self-reconfiguration: In this first part, we propose
a distributed asynchronous self-reconfiguration approach (TBSR) allowing to distribute
the effort made by each robot to reach the final shape. This makes it possible to extend
the battery life of the micro-robot network.

• Creation of an Artificial Neural Network system to predict the best-suited approach for
self-reconfiguration: In this second part, we present a pre-processing algorithm, called
CNNSR, using a neural network technique for selecting the best distributed MRSR algo-
rithm. The objective is to propose a centralized procedure that allows, depending on the
self-reconfiguration problem, to determine which algorithm is the most suitable, in terms
of complexity.

• Fine-grained improved AI-based approach: In this part, we present an advanced working
scheme for the CNNSR, called CNNSR2, for the prediction of the best-suited distributed
MRSR algorithm. We design this method to be a fine-grained alternative, allowing us not
only to be more precise but also to greatly reduce the impact of the potential mistakes.

• Energy movement and action optimization for modular robots: In this section, we will
introduce a new system that we designed to improve the realism of self-reconfiguration
simulation with a focus on energy consumption based on real-life data and previous tests.
Then we will compare previous approaches using this system before introducing a new
AI-based method to select the best approach when a deep look at the energy consumption
of these approaches is in place.

3 Title of the thesis

(In English) Learning system for self-reconfiguration of micro-robots networks.
(In French) Système d’apprentissage pour le problème d’auto-reconfiguration des réseaux de
micro-robots.

4 Organization of the thesis

4.1 General presentation

This manuscript is organized into four parts. The first part is a general introduction to pro-
grammable matter and self-reconfiguration where we state the different shape that can take
programmable matter, the approaches used to implement them and the methods needed to
interact with.

The second part describes a new approach for self-reconfiguration based on translation for net-
work of modular robots in a hexagonal grid. Here, we will look at this method in the following
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way : i) Space modeling ii) Algorithmic functioning iii) Experimental results iv) Potential up-
grades.

The third part presents three proposed approaches based on neural networks to predict the best
suited distributed self-reconfiguration method for 2d modular robot network in a hexagonal grid.
A chapter will go over each approach following the same steps : i) presenting technically the
considered solution, ii) description of the neural network used, iii) analysing the experimental
results and iv) discussing potential upgrades.

The fourth part provides a summary of the presented contributions, analyses their distinctions
and potential application. This part is also where we provides insights for future approaches.

4.2 Outline : global overview

• General Introduction

• Chapter I : State of the Art

1. Modular Robots

2. Self-Reconfiguration challenge

3. Modular Reconfigurable Robots simulators

• Chapter II : Translation-Based Self-Reconfiguration Approach

4. Translation based self-reconfigurable algorithm

5. Experimental results of TBSR

• Chapter III : Artificial intelligence based approaches

6. Hybrid approach powered by artificial intelligence

7. Fine grained artificial intelligence approach

• Chapter IV : Energy-aware approaches

8. Energy cost model

9. Artificial neural network for CNN3SR

• Chapter V : Conclusions and perspectives

10. Conclusions

11. Perspectives

5 Content of the chapters

I. State of the Art

This chapter is an introduction to programmable matter, self-reconfiguration problem and mo-
dular robots and will shows the context of our specific works, which robot platform was used,
which self-reconfiguration simulator was chosen and explain all of those choices. It is in this
chapter that we will look at the previous work that exist on distributed algorithm, programmable
matter and self-reconfiguration.
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II. Translation based self-reconfigurable approach

This chapter describes an original distributed self reconfiguration approach, TBSR, based on
the principal of mass translation. The objective is to increase the stability of the left to right
distribution of the modular robots over the initial shape and the final built shape. We then
compare TBSR with a rival algorithm that can be used for the same scenarios.

III. Artificial intelligence based approaches

In this chapter, we will do a state of the art on artificial intelligence and more specifically on the
methods that were considered or used in the following chapters like multi-layer perceptron or
convolutional neural network.Then, the chapter will deal with the creation of neural networks
used to predict the right self-reconfigurable class of a scenario.
III.6 Hybrid approach powered by artificial intelligence

We used a first hybrid centralized/distributed modular robots reconfiguration approach, CNNSR.
With this approach, a convolution neural network system is used to estimate the most adapted
distributed reconfiguration algorithm according to the initial shape formed by the modular
robots and the target shape. Two distributed algorithms are studied: C2SR and TBSR. The
designed CNN model allows determining which option is the best for a given reconfiguration
problem.
We applied the Neural Network technique to two self-reconfiguration algorithms: C2SR and
TBSR. The obtained results show that the ML tool succeeds 96.67% of the time to determine
the suitable algorithm based on the initial and the final shape. Consequently, using ML leads
to the reduction of the required number of moves for the reconfiguration.
III.7 Fine grained artificial intelligence approach

We designed a second hybrid approach, CNN2SR, a fine-grained artificial intelligence model
to predict the best suited approach for self reconfiguration and reduce the risk of the worst
outcomes (when the model don’t choose the best approach and choose the worst instead) to
appear.
To do so, we use the data created for the previous chapter and add granularity to it as well as
an overall redesign of the Convolution neural network used before to improve it’s performance,
with a new precision of 97,25%.

IV. Energy-aware based approach

This chapter is where we propose a tool that can help choosing the algorithm the best suited
to the situation based on the level of energy in each robots. To do so, we have add a complex
energy resource system to our simulation based on previous research and real life data. The
new model is able to select the best suited approach 97.88% when we filter the approach by
their energy consumption.

V. Conclusions and perspectives

This chapter will conclude and look at the perspectives of the thesis, what could be done to
expand the work done here.
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Chapter I

State of the Art

This chapter gives a general introduction to the programmable matter, starting from the mo-
tivations behind this technology and its early conceptualizations. Then we delve into various
implementations proposed in this field, examining different approaches and devices. Further-
more, we discuss the strengths and weaknesses of the technologies employed.

1 Introduction

Since the dawn of humanity, we tried to use materials around us to improve our lives. At first,
each tool was only used once before being abandoned until we quickly realised the potential of
keeping them. The time not wasted looking for a new tool for an already solved problem, we
can spare finding better alternatives to improve our toolbox. All that leads to the creation of
better tools that give us more options when interacting with the previous materials and path
to discover new ones, which in turn can end with better tools.

As time went on, we developed many techniques and learned about our world, which allowed us
to access more reliable and efficient processes to model, form, and deform the matter. With the
rise of automation in the last century, research on this topic has resulted in many new complex
operations that shape the matter.

As our control over matter evolved, we realized not only that most of the processes generate
waste, materials not needed at the end of our work, but that we can use our knowledge and
our tools to use those materials for different goals. If we can change the matter around us and
recycle previously unused materials, a new question appears: Can we create a matter that will
always be useful? A modeling clay that isn’t restricted to only being used as a prototyping tool
but that can be used efficiently. We call this technology programmable matter (PM).

The programmable matter was first defined by Toffoli and Margolus in 1991[99] before Goldstein
and Mowry gave a more generalized definition in 2005 [30, 29]. This is how they describe it
as: ”[...] a technology that will allow one to control and manipulate three-dimensional physical
artifacts”[27].

A product made out of programmable matter will be able to change its shape, properties, and
features, allowing us to have incredible tools that can adapt themselves to many situations. But
how to make such material? At first, chemistry, cognitive science, molecular computation, and
robotics were looked at, with the intent of using biological processes to achieve such progress.
In order to do so, the academic research focused on embedding molecules with instruction to
spontaneously assemble into complex structures[48]. The goal was to obtain a matter that can
have the following properties: Evolutivity (be able to change its shape), Programmable (the
change of shape is driven by an externally controlled stimulus), Autonomy (the matter doesn’t
need external help to achieve the shape-shifting) and Interactivity (the matter can give feedback
to the user)[12].

During the last fifty years, miniaturization has been a big trend in computer science. Smaller
and smaller components make it easier to build micro-robots than ever before, allowing us to
move forward on the path to create programmable matter. The idea of programmable matter
can appear far-fetched but when we look at the current trends in technology, we can see it tends
towards a programmable matter environment, especially with the rise of the Internet of Things
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(IoT), or even the Internet of Everything (IoE).

While many technologies exist for programmable matter, the only one that gathers all those
properties is Modular Re-Configurable Robots (MRR) [104]. In this case, the programmable
matter is then composed of a set of modular robots that can interact with the other modular
robots and change the global organization of the system. With that in mind, MRR, with dis-
tributed algorithms especially, soon became the most widely studied branch of programmable
matter research. It is now more popular than other programmable matter branch such as bio-
logical methods[47], 4d printings [6] & smart materials [15] or quantum wellstone[65].

In this thesis, we focus on the use of MRR systems as a way to reach the programmable matter
objective.

The self-reconfiguration problem of MRR system, called MRRSR, consists of defining the soft-
ware solution that allows changing the organization of the modular robots. It could be seen
as a specific application of the Optimal Transport within the robotic field: efficiently move a
distribution of mass, such as a stack or, in our context, a swarm of robots, to another place [9],
[51],[3].

More formally, the MRRSR problem is defined by the current shape of the modular robots and
the desired shape to achieve.

Figure 1: Application scenario of programmable matter in a 6-lattice in 2 dimensions.
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2 Modular Robots

2.1 Modular Robotic Platforms

The concept of modular robotics was first introduced in the late 80’s as a cellular robotic system
by Fukuda and Kawauchi [24]. Modular robotics is a robotic system composed of identical in-
terconnected elements called micro-robots, modular robots, or modules. Each modular robot is
characterized by the ability to move around the others in order to constitute a variety of shapes
or topologies. Kasper Støy and Haruhisa Kurokawa [94] define modular robots as a robotic
system comprised of interconnected electro-mechanical modules capable of re-configuring them-
selves to adapt optimally to their task and/or environment or recover from failures.

In 2002, Seth Goldstein and Todd Mowry started the Claytronics project at Carnegie Mel-
lon University. This research endeavor combines principles from modular robotics, systems
nanotechnology, and computer science, culminating in the realization of a dynamic, three-
dimensional display of electronic information referred to as ”claytronics”. Since 2016, the Femto-
ST Institute has taken the lead on the project [4]. The Claytronics project specified two main
objectives to reach that goal :

• Creating the basic modular building block of the programmable matter called claytronic
atom or catom.

• Designing and writing robust and reliable software programs that will manage the shaping
of ensembles of millions of catoms into dynamic, 3-Dimensional forms.

Many other architectures have been proposed over the years for modular robotics [5]. However,
swarm robotic systems are not considered as modular robots systems [34]. The most funda-
mental difference between modular robots and conventional swarm robots is the virtue of each
individual robot, or module, to remain continuously interconnected within the system. The con-
nectivity of modular robots serves as a crucial basis for communication, synchronization, and
power distribution among the modules. In contrast, swarm robots typically possess complete
autonomy in terms of power and mobility, although certain systems are occasionally denoted as
mobile modular robotic systems, such as Kilobot [85].

Within the Claytronics project, a team of researchers has successfully tested and validated
millimeter-scale cylindrical catoms, which exhibit electrostatic actuation and self-contained
functionality. As a simplified initial approach, the researchers opted to construct cylindrical
catoms, called ”2D Catoms”, instead of spherical ones [45]. Figure 2 shows the 2D Catom pro-
totype. The 2D Catoms have undergone partial validation through the fabrication of a hardware
prototype. Each 2D Catom is composed of a cylindrical shell measuring 6 mm in length and
1 mm in diameter. A high-voltage Complementary metal–oxide–semiconductor (CMOS) die is
affixed within the tube, encompassing a storage capacitor and a basic logic unit. The tube em-
ploys electrodes for power transmission, communication, and actuation. In the current design, a
2D Catom is capable of rolling on a power grid. Theoretical analysis indicates that a 2D Catom
has the potential to complete a full revolution in either 1.67 seconds or 3.35 seconds.

2.2 Modular Robots classification

Some researchers consider modular robotic systems as tightly linked swarm robotics systems.
However, the connectivity constraint impacts strongly the modular robots reconfiguration schemes,
which makes modular robots a separate system case [34, 35, 40].
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Figure 2: 2D Catoms schematics.

Each modular robotic system usually falls under one of two architectural categories. The first
one is the chain-type modular robots where a structure is constructed by forming chains of
interconnected modules, arranged in a tree-like manner. These modules function as joints or
links and possess limited degrees of freedom (DOF). By assembling together, they collectively
contribute to the overall high DOF of the structure. Polybot [103], CONRO [14] and YaMoR
[67] are chain-like modular robot platforms. The second architectural category is the lattice-
type modular robots. In such architecture, the modular system is composed of an ordered
arrangement of modules, residing on a regular structure named a lattice. Modeling of lattice-
based modular robots is easier due to the discretization of the module positions. Besides, they
can be more conveniently controlled in parallel compared to chain-like modular robots. Various
lattice structures exist, each based on specific cellular geometries, differing in packing density,
dimensions, and the number of neighboring positions at a given location. These attributes have
been explored in studies by Naz et al. [72] and Piranda et al. [81]. ATRON [42], M-Block [84]
and Claytronics[33] are lattice-like modular robotic platforms.

Some modular robots present characteristics of both lattice-type and chain-type modular robots,
and they are commonly referred to as hybrid modular robots. M-TRAN [43], SMORES [41]
and Superbot [88] are several examples of such systems. Finally, there are a few exceptions of
modular robots that do not precisely belong to none of these architectures. These cases, such
as the FireAnt system [96], lie outside the scope of the present manuscript.

Other criteria may be used to establish more accurate classification of the numerous modular
robots platforms proposed in the literature [103, 8, 41, 84, 82, 7]. Hereafter a set of three criteria
related to the modular robots’ organizational capabilities.

• compact robots vs. mobile or swarm robots: This feature relates to the presence or the
absence of physical contact between the robots. Kilobot [85] is an example of a contactless
swarm robots platform. The kilobots move using a vibration motor and communicate
using reflected infrared light. In contact-based robots, the robots are linked to each other
in a static or dynamic way. As we said above, the swarm robot systems may be excluded
from the modular robot systems due to the absence of connectivity constraints.

• individual vs. collective motion: The modular robots can be distinguished according to
their motion nature into three types. In the first class such as [85, 84, 82, 1], the robot’s
move may constraint the move of neighboring robots but the robot’s motion is the result
of its own individual action and does not impact the position of the other robots. In
the second class of modular robot motion [8, 41, 42], the individual actions of a given
robot can impact the position of one or several robots. A typical example is the arm-like
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Platform compact regularity motion type topology

ATRON[42] yes yes global impact dynamic
MTRAN3[43] yes yes global impact dynamic
Polybot[103] yes no global impact fix
Roombot[8] yes yes global impact dynamic
Smores[41] yes yes global impact fix
M-Blocks[84] yes yes local impact dynamic
RoboGen[7] yes no global impact fix
SmartBlocks[82] yes yes local impact fix
2D-Catom [1] yes yes local impact dynamic
Catom(Claytronics)[28] yes yes local impact dynamic
Datoms[80] yes yes global impact dynamic
Kilobot [85] no no local impact dynamic
TERMES system [21] no yes local impact dynamic

Table 1: Characteristics of different major robots platforms.

modular robots [59] where the rotation of the robots forming the elbow leads to the lifting
or lowering of the robots forming the hand. The third class of modular robots represents
the case where the robots’ motions need synchronization and cooperation between the
robots to perform a collective move. For instance, in SmartBlocks system [82], a set of
modules, composing a column or a line, are synchronized before shifting together.

• Fixed vs. dynamic neighboring topology: This criterion relates to the ability of each
module to change its neighbors. In fixed neighboring topology, each robot keeps the same
neighbors, even if the relative positions of the neighbors change. In dynamic neighboring
topology, the robots are able to dock/undock each other dynamically.

Figure 3: 4-lattice modular robots organization.

 

Modular robot 

In table 1 we summarize some of the major modular robot platforms and specify their
characteristics.
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Figure 4: examples of modular robots.

3 Self-reconfiguration challenge

The conception of the Self-Reconfiguration algorithm for Modular robots (MRSR) is a very chal-
lenging problem. Indeed, the combinatorial complexity of the problem is enormous. An MRR
networwork can be modeled by a graph G = (V,E) where the vertices of G (V = (v0, v1, ..., vn))
represent the modules while the edges of G (E = (e1, e2, ...ec)) are the connections (neighboring
relationships) between the modules[77], with n the number of modules in the network and c the
number of connections between the modules.

The mass translation corresponds to the collection of moves required to move from one network
representation G1 to another network representation G2. The mass translation is noticed as a
function f : G −→ G. The number of unique network configurations with n modules is 2w×n

where w is the maximum number of simultaneous connections per module. Therefore, if the
translation ofG1 to G2 requires at least s rounds, the algorithm should then find the optimal
translation among 2w×n×s

The sub-optimality of the mass translation solutions found by the Self-reconfiguration algo-
rithms is not just a waste of time, but also a waste of energy that represents a serious threat to
the modular robots’ lifespan. Therefore, conceiving efficient self-reconfiguration algorithms is a
determining factor in the success of a modular robot platform.

Few works in the literature tried to model the MRSR problem by mathematical models. In [31],
the MRSR problem was modeled by the propositional satisfiability problem (PSAT). The pro-
posed model offers many advantages: PSAT is one of the most studied NP-complete problems;
many exact and approximation-solving approaches were proposed and the proposed model is
relatively complete. However, the proposed model is dedicated to the metamorphic modular
robots system [17] and ignores the connectivity constraint of the system. In [61], the MRSR
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Figure 5: Graph representation is not fit the shape-shifting problem as in (b) both graph are
identical but the network shapes in (a) are not the same.

problem is modeled by a Linear Programming system. The model provides a first lower bound
that allows estimating the minimum number of moves needed to reach a target shape start-
ing from an initial shape. However, the proposed LP model does not take into account some
synchronization, connectivity, and friction constraints. In [57], a relaxed version of the prob-
lem (the modular robots are regrouped into a porous meta-module grid) is modeled as a kind
of successive max-flow problem. The problem is then formulated as the conjunction of two
problems:

• association problem consisting of mapping each a starting position in the initial shape
with a destination position in the final shape

• max flow problem consisting of determining how the modular robots are routed in a
competitive way to their respective destination positions with respect to the physical
constraints between modular robots.

The proposed approach suffers from two main disadvantages. First, the authors have intro-
duced a specific modular robot platform, where some robots are fixed and form a porous grid.
Secondly, the robot’s motion ignores the friction between robots.

In Table 2, we summarize the characteristics of the different proposed approaches in the litera-
ture. The features of the proposed MIQP-based self-reconfiguration method are given in the last
row. From this table, we deduce that deterministic approaches are efficient when the initial and
the final shapes respect the feasibility condition of the approach. However such approaches are
difficult to extend to all cases. Conversely, multi-agent approaches are more flexible but suffer
from random convergence performances: number of moves, reconfiguration delay, etc. Central-
ized approaches (similarity-based and optimality-based) use constraints relaxation to manage
the MRSR problem. This relaxation makes the solved problem not realistic and therefore limits
the relevance of the provided reconfiguration plan. The memory, algorithmic, and communica-
tion complexities measure the effort required by modular robots. The last column of Table 2
refers to the ability of the approach to determine if a MRSR problem is feasible or not.
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Table 2: Comparison of Approaches

Method Deterministic Multi-agents Similarity Optimality Our Approach
Distributed approaches based based
approaches [106, 56, 102] approaches approaches
[70][13] [16, 55] [61, 57, 31]

Realistic ✓ ✓ × × ✓
Precalculated × × ✓ ✓ ✓
plan

Convergence Near-optimal Random Random Random Near-optimal

Spatial Low Low Low Low Low
complexity

Algorithmic Average High Low Low Low
complexity

Communication High High Low Low Low
complexity

Constraints on Hard No No No No
the shapes

Feasibility × × × ✓ ✓
prediction

4 Modular Reconfigurable Robots simulators

In order to help in the conception of efficient MRSR algorithms, some works address the con-
ception of a realistic physical and programming simulation environment for modular robots.
VisibleSim [79] is a Modular Robot simulator developed by OMNI team from the FEMTO-ST
Lab. This tool allows to simulation and programming of several MRR systems such as 2d
Catom, Blinky Blocks, and 3D Catom.

Other simulators are proposed and can be used to simulate distributed MRSR running over
robotic modules. ReBots simulator [19] is another efficient simulator that includes the simu-
lation of manipulation and transportation applications using modular robots. The simulator
includes the simulation of passive objects representing the transported or manipulated objects.
ReRobots was successfully used to simulate and validate SuperBots and RoomBots programs.
We can also cite Sim [19], another modular robots simulator offering a lightweight open-source
simulator for modular robot applications.

Our studies illustrated hereafter concern the 2D Catoms system. Simulations are conducted
using VisibleSim tool. However, all the concepts and methodologies described in this manuscript
can be extended with other modular robot platforms.

VisibleSim is a framework tailored to researchers. This C++ framework facilitates the
construction of simulators for lattice-based modular robots that are orchestrated through dis-
tributed programming paradigms. Notably, VisibleSim is equipped with multiple exemplar
modular robot simulators packaged within the software. It is imperative to note that Visi-
bleSim is offered as an open-source project subject to the terms of the AGPLv3 license and is
made accessible through the Github platform.

In order to facilitate the creation of new configuration for self-reconfiguration in a 6-lattice grid,
we developed a tool that allow us to quickly create new mass translation scenarios visually. The
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Figure 6: Screenshot of VisibleSim.

different scenario can be save as file for the script which can load them later and is compatible
with multpiple format such as CSV, XML or XLSX. The tool can also fuse, convert and do
a variety of other operation on each file, making it easier to create new variation of existing
scenarios. The tool was made in python and called VisibleDraw, it is available through the
Github platform. That tool was heavily use for the creation of the multiple datasets presented
in this study.
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Figure 7: Screenshot of VisibleDraw with the Vase to Slope 1 (large size) scenario open.

Figure 8: Screenshot of VisibleDraw on energy simulation mode with the Vase to Slope 1 (large
size) scenario open with template 10 (random energy).
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Chapter II

Translation-Based Self-Reconfiguration Approach

Our objective in this thesis is the elaboration of preprocessing mechanism that helps the mod-
ular robots in the selection of the most suitable self-reconfiguration algorithm according to the
faced problem. To reach this objective, it is important that modules have more than one dis-
tributed algorithm from which to choose. The diversity of MRR platforms makes it difficult
to find different self-reconfiguration algorithms used for the same MRR system with the same
constraints. For instance, the algorithm of Bateau et al. [10] is conceived for 6-lattice cylindrical
robots moving within a horizontal plane such as a table. Therefore, a modular robot can bypass
a block of modules by both sides (see figure 9). In addition, there are no gravity constraints
that impose a given order of construction. However, for 2D Catoms system, modules are piled
up on top of each other starting from the ground level. Therefore, a module cannot reach a
given position if the above positions are not filled.

 

Figure 9: Difference between 6-lattice horizontal catom system (left) and Cylindrical 2d Catom
(right).

In this manuscript, we selected the 2D Catom system as a case study. Only one published
algorithm, called C2SR, was proposed for such a system. Since our objective is to provide
a solution that allows to determine which algorithm is better for a given MRSR problem,
conceiving a challenging algorithm is a priority. We describe, in this chapter, an original dis-
tributed self-reconfiguration approach, TBSR (Translation-based Self-Reconfiguration), based
on the principle of mass translation. The objective is to increase the stability of the left-to-right
distribution of the modular robots over the initial shape and the final built shape. We then
compare TBSR with a rival algorithm, C2SR (Cylindrical-Catoms Self-Reconfiguration), that
can be used for the same scenarios. The objective of this work is twofold: proposing a new
distributed algorithm based on an original idea of effort distribution. Secondly, provide another
self-reconfiguration algorithm for 2D Catom system.

1 Introduction

We assume that the modular robots network is composed of a set of identical micro-robots
communicating by physical contact and moving into a vertical 2D area. Each modular robot
can be in contact with at most 6 regularly distributed modular robots. The modular robots
describe therefore a 6-lattice grid as depicted in figure 10.

We assume also that a modular robot moves by rotating around one of its direct neighboring
robot. The made move does not impact the position of any other robot. The robots communicate
only with their direct neighbors by exchanging asynchronous messages. Therefore, each node
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Figure 10: Modular robots are organized into 6-lattice grid where each modular robot has at
most 6 direct neighbors.

has only local knowledge about its environment, but information such as the number of robots,
current robots’ shape, and relative coordinates are unknown initially. Besides, the modular
robots have to prevent the splitting of the network into several separated components since the
coordination of the reconnection could not be possible.

Recall that the main objective of a modular robots system is to provide a robotic machine able
to change its properties in particular its shape to respond to some topological, operational, or
user needs. Shape-shifting or self-reconfiguration problem refers to the algorithmic procedures
allowing the set of modular robots to reorganize under a given target shape.

Almost all the works on the shape-shifting problem deal with specific cases of initial or final
shapes [54, 63]. Some works attempt to address a wider range of shapes such as [71, 10] since
they are rules-based oriented. In these latter works, the optimization of the reorganization cost
according to the total number of moves which impacts the overall energy consumption, the
maximum number of moves per robot, or convergence speed are ignored. In our work, we put
more emphasis on the energy consumption.

2 Translation based self reconfiguration algorithm

In this section, we describe in details the Translation Based Self Reconfiguration algorithm
(TBSR). First, we start by the space modeling presentation and the formulation of the target
space. Then we explain the procedure of the TBSR algorithm.

2.1 Space modeling

The main feature of the Energy-aware shape-shifting algorithm is the data structure represent-
ing the final shape. First, the final shape is described without explicit reference to absolute
coordinates for all the target positions. Instead, a more compact representation is employed to
avoid managing an extensive volume of positional data. Therefore, the need for geographical
positioning devices is obsolete. The final shape is described by two sets of diagonal; on the floor
diagonals and left-side diagonals (see Figure 11).

This way of envisioning the final form is referred to as the Diagonally-Layered Representa-
tion(DLR). More formally,

Definition 2.1 (DLR Structure). We define DLR data structure as a set of two lists:

DLR = {LOTG,LOTL}
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Figure 11: The final shape is composed of two parts: on the ground side (in black) and the left
side (in orange).

Definition 2.2 (List On The Ground (LOTG)). The ”on the ground” side is described by an
ordered list LOTG of diagonals from the left to the right:

LOTG = {(size0, after0), ..., (sizeg, afterg)}

Each element (sizei, afteri) indicates the size (number of robots diagonally stacked) of the ith

NE-SW diagonal and the number of all the nodes on the right side part of the final shape. The
diagonal of index 0 is the westernmost diagonal starting from the ground line.
It should be noted that:

afteri = Σn
j=i+1sizej

with n = |LOTG|.

For example, in Figure 11, LOTG = {(5, 14), (6, 8), (4, 4), (4, 0)}.

It is worth noting that the first line of the final shape (index 0) and the NE-SW diagonals of
the final shape are continuous (i.e. there are no holes in the final shape after the end of the
algorithm).

We observe that:

Proposition II.1.
afteri = afteri+1 + sizei+1

Proof:

afteri = Σn
j=i+1sizej

= sizei+1 + Σn
j=i+2sizej

= sizei+1 + afteri+1
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Figure 12: Example of values for sizei and afteri. The black node is the bridge node.

with n = |LOTG|.

Definition 2.3 (List On The Left (LOTL)). The left side of the final shape is described by an
ordered list, LOTL, of diagonals from right to left this time:

LOTL = {(start0, size0), ..., (startl, sizel)}

An element (starti, sizei) gives respectively the line index (relatively to the ground) of the lowest
position in the diagonal and the size of the diagonal in terms of number of positions.

For instance, in Figure 11, LOTL = {(1, 5), (2, 4), (3, 3)}.

Figure 13: Example of values for starti and sizei. The black node is the bridge node.

2.2 TBSR Procedure

The Shape-shifting algorithm is composed of 4 consecutive steps. Some steps do not concern
all the nodes.

2.2.1 Initialization step

During the initialization phase, each node determines its relative coordinates and then computes
its evacuation order (as described in the next paragraph). We define the relative coordinates
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Figure 14: DLR for the Block shape of medium size.

of a robot as follows. Using a distributed algorithm, each robot determines its own line and
column indices (li and co) relative to the lowest and leftmost nodes. The distributed algorithm
for relative coordinates is given in Algorithm 1.

Algorithm 1: Distributed computation of the relative coordinates

local variables: l, c, Neighbor(X,Y ): A Boolean function that returns true if there is a
neighbor at the position X and Y , and false otherwise.

messages: sendToAllNeighbors(l, c): send l and c to all neighboring robots.
FromX(l, c): receive l and c from X ∈ {E,SE, SW,W,NW,NE.}
output: li,co
li = 0; co = 0;
if ¬Neighbor(E,NE) ∨ ¬Neighbor(SE, SW ) then

sendToAllNeighbors(li, co);
when the mesg FromEast(l, c) ∨ FromNE(l, c) is received do

if c + 1 > co then
co = c + 1;
sendToAllNeighbors(li, co);

end
when the mesg FromSW (l, c) ∨ FromSE(l, c) is received do

if l + 1 > li then
li = l + 1;
sendToAllNeighbors(li, co);

end

2.2.2 Evacuation step

The evacuation order regulates and schedules the nodes’ motions toward the final shape area.
More precisely, a node, at the evacuation step, moves only if its priority is higher than all
neighboring nodes. The move is done in the clockwise direction around the pivot node.

Rule 1. the freedom of movement rule. Because of possible mismatching issues due to physical
constraints, a robot can only move from/into a cell if this cell is currently unoccupied and if
no two symmetrically opposing cells adjacent to that cell are occupied (see Figure 16). Fur-
thermore, we consider the floor as if it were filled with robots (We define Floor as the list of
fictional robots that compose the floor). If a robot, ri, satisfies the freedom of movement rule,
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Figure 15: Shape shifting algorithm. The final shape area is delimited by the position at the
East of the easternmost node on the ground of the initial shape. In blue the initial shape. In
black and orange the final shape.

free(ri) is true, otherwise it is false.

free(ri) = ∀rj∀rk, rj , rk ∈ NK
pi ∪NK

p′i
∪ Floor, {rj ; rk} /∈ SymmetricNeighbors

SymmetricNeighbors = {{E;W}; {SE;NW}; {SW ;NE}}

Figure 16: Examples of not allowed moves. (A) is not possible because of the two symmetrically
opposing neighbors of the target position. (B) is impossible because of the two opposing neigh-
bors of the initial position. (C) is impossible because the ground counts as a robot, meaning
we have opposing neighbors.
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Definition 2.4 (Order of a robot). We define the order of a robot ri as follows:

Orderi = 0 if on the ground

Orderi = co + li otherwise

The order of the nodes constituting the first line of the initial shape is fixed to the lowest value
(0). Indeed, the ground line is evacuated at the end.

Figure 17: Example of initial shape evacuation. The nodes undergoing evacuation are depicted
in gray and transition to the construction step. The arcs indicate the next motions and cross-
marked arcs indicate blocked moves. The arc indexes refer to the order of the moves. The node
index gives the order (definition 2.4).

Now, we formalize the priority relation between two nodes x and y in Definition 2.

Rule 2. movement triggering rule. Let us consider two robots ri and rj such that both ri and
rj are on the periphery and rj is the next peripheral neighbor of ri in the direction of rotation,
d. p′ri denotes the position that ri would occupy after its rotation around rj . ri decides to roll
towards its new position if the following logical condition is satisfied:

evacuation(ri) = free(ri) ∧ (∀rj ∈ NK
pi , (ri.order > rj .order)

∨(ri.order = rj .order∧
(ri.SE() = y ∨ ri.E() = y∨

ri.SW () = y ∨ ri.W () = y)))

The evacuation procedure allows the progressive erosion of the initial shape from the eastern-
most NW-SE diagonals to the Western ones. To move around a pivot node, a node should have
a higher priority than the pivot. To prevent blocking situations, if a node takes priority over its
neighbors but it cannot move (physical constraints), it takes the same order as its NW neigh-
bor. The NW neighbor receives priority over the blocked node and may unblock the evacuation
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process. Figure 17 gives an illustration of the evacuation progress.

During the fifth step depicted in Figure 17, the move denoted as ”3” is prohibited since the
East neighbor of the move’s pivot has a higher priority than the concerned node. However, the
previously blocked move ”3” at step (7) becomes unblocked whence the Est neighbor of the pivot
moves (move ”2” at step (7)). In step 10, both move ”2” and move ”3” become unfeasible; the
move (2) is impossible since the node is surrounded by both NW and SE sides while the move
(3) is impossible because the pivot is of higher priority. That is why the order of this latter
is updated to the order of its NW neighbor at step (11). As a result, the move (3) becomes
possible which unblocks the situation.

Rule 3. the collision avoidance rule. This rule requires local interactions with neighbors adja-
cent to its source and destination positions. A module ri can move from its position pi to the
position p′i if the following condition is satisfied:

progression(ri) = evacuation(ri) ∧ |NK
p′i
|≤ 3 ∧ (∄rj ∈ NK

p′i
|ri ̸= rj ∧ evacuation(rj))

Figure 18: The movements (A) and (B) are prohibited by rule 3; (A) cannot move because (B)
is active, and (B) cannot move because (C) is active. However, (C) is free to move as there are
no obstacles in its path.

In Algorithm 2, we describe the evacuation process.

This evacuation step concerns the period during which the node leaves its initial position to
reach the final shape area (see Figure 15). The evacuation procedure is executed in a manner
that prioritizes the movement of eligible nodes. However, in order to avoid potential blocking
scenarios, the evacuation sequence of a particular node may be modified to enable the evacuation
of other nodes beforehand. Once a node successfully arrives at the final shape area, it proceeds
to initiate the construction step.

2.2.3 Construction step

In the construction step, the nodes that have departed from the left side of the bridge node to
the right side enter the construction state; they will take place on the ground line of the final
shape or could be stacked according to the Diagonally-Layered Representation (DLR) scheme.
In other words, during the construction step, the robot cross the ground line until one of these
four cases occurs:
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Algorithm 2: Evacuation algorithm

local variables: phase: state variable ∈ {”construction”, ”evacuation”, ”end”}, initially
”evacuation”.
diagIndex, li, nbpassages: int, initially diagIndex is 0 and nbpassages is 0.
messages: canMove(X): message sent to neighbor X to check if pivoting around it is
allowed (i.e. progression(self) is true). X ∈ {SW,SE,E,NE,NW,W}.
HP (X): message sent to X to check if X has lower priority (i.e. evacuate(self) is
true).
local functions: move(X): pivoting clockwise CW around X
output: moved away from initial position
while phase = ”evacuation” do

if HP (SW ) ∧ canMove(SW ) then
move(SW );
if li = 0 then

phase = ”end”;
diagIndex = 0;

if HP (SE) ∧ canMove(SE) ∧HP (SE.E) then
move(SE);

if HP (W ) ∧ canMove(W ) then
move(W );
if li = 0 then

phase = ”end”;
diagIndex = 0;

if HP (SW ) ∧HP (SE) ∧HP (W )∧ !canMove() then
order = NW.order;

if SE.phase = ”end” ∧ SE.nbpassages = afterdiagIndex + sizediagIndex − 1 then
phase = ”leftSideConstruction”;

if SE.phase = ”end” ∧ SE.nbpassages < afterdiagIndex + sizediagIndex − 1 then
phase = ”construction”;

if SW.phase == ”end” then
phase = ”construction”;
SW.nbpassages + +;

end
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1. the node reaches the end of the constructed ground and the ground is not complete
yet: the node joins the ground line. The crossed nodes already on the final ground count
the number of passages. When the number of passages reaches the needed number of
nodes to build the right side of the final shape, the node forbids further passages.

2. the node reaches the end of the constructed ground and the ground is complete: The node
is then the second node of the easternmost diagonal.

3. the node during the final ground crossing meets a ground node that does not allow the
passage: The node deduces that it is the second node of the current diagonal.

4. the node meets the second node of the next diagonal: According to whether the met
diagonal is complete or not, the node becomes the second node of the current diagonal or
starts climbing the joined diagonal. In this latter case, the node climbs the met diagonal
until it reaches its top. The node joins the diagonal.

Figure 19: Example of construction of 6 nodes final shape LOTG = {(1, 5); (1, 4); (3, 1); (1, 0)}.
We indicate in black the nodes at the evacuation phase, in red the nodes at the end phase, in
blue the nodes at the construction phase, and in white the empty final positions. The numbers
in the node designate the number of passages nbpassages counted by the already built ground
nodes.

Three of the cases described above are illustrated in figure 19. When a node reaches its final
position, the phase state is set to ”end”. In the sub-figure (2), the node under construction phase
(in blue) moves around the SW neighbor to join the ground line (1st case). In the sub-figure (3),
the right blue node behaves as described in the first case and joins the ground line, while the
second blue node avoids moving on to eventually not block the previous node (according to the
rule 3). At step (4), the right node of the second line cannot move to the right because the SE
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neighbor does not authorize the passage. The node deduces that it reaches a final position (case
3). To determine that the right side of the final shape is built or that enough nodes crossed to
the right side, a ground node at diagonal d uses the following rule:

Rule 4. the forbidden passage rule. This rule is used by ground nodes to determine if the right
side of the final shape is built :
This rule is used by nodes in the ground line of the goal shape to determine whether they can
be used as a pivot by a neighboring node if nbpassage is true :

nbpassages < afterd + sized − 1

Where d is the diagonal index of the concerned node (d = diagIndex in Algorithm 17).

These cases are illustrated in Figure 19. For instance, in sub-figure (4), the right blue node,
asks the ground node in the last diagonal (of index 3) if the passage is allowed. The rightmost
node at the moment has counted 0 passages so far and the values of sizei and afteri for its
diagonal (index 3) are size3 = 1 and after3 = 0. Since, we have after3 + size3 − 1 = 0 and
nbpassage(0) ≮ after3 + size3 − 1(0), the rule is violated, therefore the ground node forbids
the move to its diagonal.

In sub-figure (5), the last blue node (in the construction phase) cannot move to the East position
because it is occupied by the second node of the penultimate diagonal. Since the SE neighbor
of the node allows the passage, the node climbs the penultimate diagonal (index=2) until it
reaches its top. The construction procedure is given in Algorithm 3.

2.2.4 Left side construction

Once a node reaches the bridge node and the bridge node has already reached its maxi-
mum number of passages (nbpassage), the node transitions from the evacuation state to the
left side construction state. During this step, the node moves along the lower side of the con-
structed shape until it reaches a new diagonal or completes the last incomplete diagonal.
The left-side construction procedure is depicted in figure 20. The left side is composed of 3
positions represented by the white circles and described by a LOTLS = {(2, 1); (1, 2)}. The
nodes with the left side construction state (in green) run along the SW side of the constructed
shape (in red). A node checks if the East diagonal is completed and if it is not the case, the
node climbs (see Figure 20.(3)) the East diagonal until it reaches the top and joins it (see
Figure 20.(5)). If the East diagonal is completed, the node search of the start position of the
new diagonal (see 20.(6)).

3 Experimental results

In this section, we study the performances of the Translation-based Self Reconfiguration algo-
rithm in terms of the total number of moves, the maximum number of moves per robot, and
the standard deviation of the number of moves over the robots, denoted respectively by Sum,
Dev, and Max. When in a self-reconfiguration with n robots, where a robot i end up doing
nbMoves(i) movements, they are defined as :

Sum = Σn
i=1nbMoves(i) (1)

Max = maxni=1nbMoves(i) (2)
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Algorithm 3: Construction algorithm

local variables: phase: state variable
∈ {”construction”, ”left side construction”, ”end”}, initially ”construction”.
diagIndex, li, nbpassages: int, initially diagIndex is 0 and nbpassages is 0.
messages: canMove(X): message sent to neighbor X to check if pivoting around it is
allowed (i.e. progression(self) is true). X ∈ {SW,SE,E,NE,NW,W}.
HP (X): message sent to X to check if X has lower priority (i.e. evacuate(self) is
true).
local functions: move(X): pivoting clockwise CW around X
output: reach final position in goal shape.
while phase = ”construction” do

if SE = NULL ∧ canMove(SW ) then
move(SW );
diagIndex = W.diagIndex + 1;
phase = ”end”;

if
SE.nbpassages < afterdiagIndex + sizediagIndex−1∧ canMove(SE)∧ (SE.E.NE =
NULL ∨ SE.E.NE.phase = ”end”) then

move(SE);
diagIndex = SW.diagIndex;
SE.nbpassages + +;

if SE.nbpassages < afterdiagIndex + sizediagIndex − 1 ∧ E! = NULL ∧ E.phase =
”end” ∧ canMove(E) then

move(E);
phase = ”left side construction”;

if SE.nbpassages = afterdiagIndex + sized − 1 then
phase = ”end”;

end
while phase = ”left side construction” do

if E! = NULL ∧ E.phase = ”end” ∧ canMove(E) then
move(E);

if E = NULL ∧ canMove(SE) then
move(SE);
phase = ”end”;

end
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Figure 20: Construction of the left side. White circles represent the target positions, red ones
are the already fixed nodes, and green ones are the nodes at the left side construction state.

Dev =

√
Σn
i=1(nbMoves(i) − Sum

n )2

n
(3)

These three criteria allow appreciation of the quality of the trade-off between the overall amount
of energy consumed by the robots and how this effort is spread over the set of the robots. We
compare TBSR algorithm to C2SR algorithm.

It is worth noting that that the two algorithms differ mainly in the deconstruction and con-
struction order of the initial and final shapes respectively. Whereas C2SR prioritizes the de-
construction of the top horizontal lines of the initial shape to construct the bottom lines of the
final shape, TBSR prioritizes the deconstruction of the right side diagonals of the initial shape
to construct the right side diagonals of the final shape first.

The two algorithms are compared using VisibleSim simulator [79]. For the relevance of the
study, we considered several scenarios representing different classes of shapes (12 classes) with
different mass distributions (symmetric, asymmetric, flattened, high, etc) and 3 different sizes.
This results in 432 scenarios generated by the script we developed VisibleDraw (see 4).

Figure 21 compares the Sum and Max of C2SR and TBSR according to the final shape whatever
is the initial shape (average over 12 initial shapes). The results show that TBSR outperforms
C2SR in terms of both criteria.

3.1 Effect of shape size

In Table 3, we summarize the results obtained for the 432 different scenarios. For each category
of size, we give the overage over the 144 scenarios of the sum of required moves, the maximum
number of moves per robot, and the standard deviation of the number of moves over robots.
First of all, Table 3 shows that TBSR outperforms C2SR according to the three selected criteria.
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Figure 21: Comparison of Sum and Max obtained by the C2SR and TBSR algorithms on the
144 large scenarios. Each value represents an average of 12 initial shapes to reach a given final
shape.
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C2SR TBSR

Sum Max Dev Sum Max Dev

Small 66,5 10,1 3,0 63,9 10,3 3,2
Mid 860,5 25,4 5,3 840,0 24,3 5,2
Large 2699,8 38,2 7,2 2481,5 31,8 5,6

Table 3: Average sum of moves (Sum), maximum of moves per robot (Max), and standard
deviation of the number of moves (Dev) over the robots according to the size of the scenario.
Each line corresponds to an average of over 144 scenarios.

The benefit of translation-based reconfiguration is more significant when the size of the network
of modular robots is higher. The average number of moves required to reach the final shape, for
large shapes, decreased from 2699 moves to 2481 moves, which corresponds to a gain of 8%. At
the same time, the maximum number of moves done by a robot decreased from 38 to 31, which
proves that TBSR provides a better distribution of the energetic effort over the modular robots
than C2SR. This observation is confirmed by the standard deviation which is lower in TBSR.
Figure 22 shows the evolution of the three criteria Sum, Max, and Dev according to the scenario
size (10, 55, and 120 robots respectfully for Small, Medium, and Large). In this scenario, the
initial shape represents a triangle while the target shape is a wave. The three graphics show that
the TBSR approach improves slightly the total number of moves. However, the most significant
improvement is observed in terms of the Max and Dev criteria, which reinforces the intuition
that a mass translation-based approach leads to a better effort balancing over the modular
robots.

3.2 Effect shape asymmetry

To study the impact of the horizontal mass distribution of the initial and final shapes on the
performances of TBSR algorithm, we consider the slope shapes shown in figure 23. In the first
case (on the top), the final shape represents a simple translation of the initial shape (slope-1).
In the second case, the final shape (slope-2) corresponds to the exact symmetric shape of the
initial shape (slope-1). We can see that the closest modules from the bridge module in the initial
shape are the farthest in the goal shape. In contrast, the farthest modules in the initial shape
are now the closest to the bridge in the final shape. This characteristic of TBSR ensures that
each node (which is not part of the initial or final ground line) moves an approximately equal
distance on average.
The numerical results obtained by C2SR and TBSR on these two cases are given in Table 4.
As expected, Slope-1 to Slope-1 case needs more moves to reach the final shape. Indeed, in
this first case, the large majority of the robots at the final state are at right far from the initial
shape.

In both cases, TBSR outperforms C2SR as it requires fewer moves. Moreover, we observe that
TBSR outperforms more significantly C2SR in the second case. The reason is illustrated in
Figure 23. In this figure, we use different colors to show the distribution of the modular robots
in the initial and final shapes. In the slope1 to slope-1 case, we show that some robots in the
orange area cross a large distance before reaching their final positions. This situation disappears
in the slope-1 to slope-2 case, where we observe that after the evacuation of the orange area in
the initial shape, the robots do not climb a long diagonal before reaching the final positions.

The performances of TBSR are more appreciated (see Figure 21) when the top side of the final
shape is concave. Shapes such as vase or wave (see Figure 24) present a weak point of C2SR.
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Figure 22: Evolution of Sum, Max, and Dev criteria according to the size of the network of
modular robots. The initial shape represents a triangle while the final shape represents a wave.
Small is with 10 robots, Medium is with 55 robots and Large is with 120 robots.

Figure 23: Modular robots distribution maps in initial and final shape using TBSR algorithm.
The final shape is constructed in the following order: brown, orange, red, white then blue part.
At the top, the self-reconfiguration of slope-1 shape to the same shape. At the bottom, the
self-reconfiguration of slope-1 shape to slope-2 shape.

The performance of TBSR is particularly notable (see Figure 21) when the top side of the final
shape exhibits a concave shape. Shapes like a vase or wave (see Figure 24) reveal a weakness
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C2SR TBSR

Final shape Sum Max Dev Sum Max Dev

Slope-1 2778 40 6,69 2742 34 6,66
Slope-2 2382 36 5,99 2267 29 4,33

Table 4: Comparison of C2SR and TBSR on two scenarios: slope-1 to slope-1 reorganization,
and slope-1 to slope-2 reorganization

in the C2SR algorithm due to its horizontal layering strategy, in contrast to our approach that
proceeds diagonally.

Figure 24: Wave and vase shapes

3.3 Energy consumption cartography

Figure 25 shows the energy consumption map for the two re-configurations scenarios: Slope-1 to
Slope-1 and Slope-1 to Slope-2. We observe that the distribution of the robots that performed
many more moves (in light) is different. This is a direct effect of the shapes’ asymmetry. The
set of robots surrounded in red corresponds to the area discussed in Figure 23 with the case
Slope-1 to Slope-1. This set of three robots is lighter than their left and right neighbors. This
means that the energy consumption map is not just a color scale diagonal from light to dark.
The same phenomenon is observed in the second case (Slope-1 to Slope-2). Figure 25, at the
bottom, shows two robots with a number of moves higher than neighboring robots.

4 Conclusion

Self-reconfiguration for modular robots systems is a challenging problem in distributed pro-
gramming. Most works in this field deal with specific cases representing a subset of initial or
final shapes. Additionally, few studies have addressed the optimization of energy performance
in the reconfiguration process.

To assess the performance of TBSR algorithm, we compare it to C2SR algorithm over 432 sce-
narios with different sizes and shapes. The obtained results show clearly that TBSR leads to
a better reconfiguration process with less required moves (up to 17% reduction), and a better
energy effort balancing over the robots (up to 40% Max reduction).
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Figure 25: Energy consumption cartography when the final shape is reached by TBSR algorithm:
At the top, when the final shape is Slope-1 and at the bottom when the final shape is Slope-2.
The initial shape for both cases is Slope-1. The grey level indicates the energy consumption,
darker robots are the less moved robots.

The comparison between TBSR and C2SR demonstrates that while TBSR generally outperforms
C2SR in terms of the total number of moves metric, C2SR still be more efficient in certain cases.
Therefore, studying how to pre-process problem inputs to determine which method is better
suited for a given problem is an interesting approach. This approach allows for a hybridization
of different self-reconfiguration methods, leveraging the advantages of existing methods. AI
methods offer a promising approach to achieving such preprocessing. AI can be used to classify
a self-reconfiguration instance according to the expected best self-reconfiguration method to
use.
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Chapter III

Artificial intelligence-based self-reconfiguration
approach

1 Introduction

Now that we proposed a new self-reconfiguration algorithm that presents some advantages
compared to C2SR algorithm, how to prevent using TBSR when C2SR is better and vice-versa?
In this chapter, we describe an original and hybrid approach based on artificial intelligence for
the selection of the best self-reconfiguration algorithm for a given instance, called (CNNSR).
The objective is to introduce a new mechanism that allows programmable matter to behave
smarter according to faced situation. Even if the presented work considers only TBSR and
C2SR algorithms, it is obvious that the described procedure can be extended to introduce other
distributed algorithms.
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Figure 26: The working scheme of MRSR algorithms: In centralized approaches (right side),
robots simply execute their own list of motions sent by the central unit, while in distributed
approaches (left side), robots execute the same local rules based code to determine their motions.

2 Contributions

As shown in table 5 underlines the contribution of our approach in contrast to both centralized
and distributed approaches across 8 key attributes: robot’s memory requirement, centralized
external memory requirement, the motion plan pre-computation time, the reconfiguration time
to the final shape, robots’ energy consumption, fault-tolerance, and communication require-
ment (inter-robots and robots-central unit). The table shows that centralized and distributed
approaches each offer advantages and drawbacks. In this context, our hybrid approach using a
CNN-based preprocessing phase, mitigates the major drawbacks of each approach and provides,
therefore, a good compromise. For instance, centralized approaches necessitate a significant pre-
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processing time before the start of the self-reconfiguration process due to the time requirement
to compute the best reconfiguration plan. On the contrary, distributed approaches eliminate
the preprocessing stage, but escalate the energy, memory, and communication complexity due
to real-time motion computation. Our hybrid approach integrates a succinct online prepro-
cessing phase (CNN) which in turn facilitates the selection of a fitting distributed algorithm
to be executed across the robots during the subsequent reconfiguration phase. The designated
algorithm is expected to reduce the costs to the robots and improve the overall performance of
the reconfiguration process. The process of training the Convolutional Neural Network (CNN)
necessitates an intensive offline processing phase. However, it is noteworthy that this training
phase can be done once as a precursor, before being used as many times as required.

Table 5: Strengths and weaknesses of centralized (centr.) and distributed (distr.) approaches
compared to our hybrid approach (CNNSR). High means the approach is very efficient for the
characteristic, and low means it is not.

center. dist. CNNSR

memory storage (robots) low average. avg.

memory storage (external) high none low

planing time high none low

reconfiguration time optimal avg. sub-opt.

energy consumption (robots) low avg. sub-opt.

robustness none may be may be

comm. (inter-robots) low high avg.

comm. (central unit-robots) high none low

This chapter is organized as follows: Section 3 gives an overview of the MRSR methods proposed
in the literature and then highlights the interest of the proposed hybrid approach. In section
4.1, we discuss the global working scheme of our Artificial Neural Network-based Modular
Robots Self Reconfiguration. Section 5 describes the different components of the implemented
Convolutional Neural Networks (CNN). Section 6 details the CNN training process, the used
data-set, and the obtained results. A conclusion and a presentation of the main perspectives of
this work are given in Section 7.

3 Related works

Modular reconfigurable Robots (MRR) represent a robotic system where a set of tiny mobile
modules are able to reorganize themselves into a given shape or topology. Many modular
robots platforms were proposed such as: ATRON [42], MTRAN3 [43], Polybot [103], Roombot
[8], Smores [41], M-Blocks [84], RoboGen [7], SmartBlocks [82], 2D-Catom [1], Datoms [80],
Kilobot [85]. In [105], Li Zhu identified more than 121 MRR platforms from 1988 to 2018.
Mainly these solutions could be classified according to four questions:

• do the modular robots require physical contact to be able to communicate and/or move ?

• do the modular robots distribution describe a lattice grid?

• do modular robots movements impact on the positions of the other robots?

• do modular robots movements change their neighbor relationship with the other robots?

.
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Regardless of the targeted MRR platform, the algorithmic solution allowing the modular robots
to reach a final shape, problem called Modular Robots Self-Reconfiguration (MRSR), repre-
sents a major challenge. MRSR approaches belongs to two major categories: centralized, or
distributed.

3.1 Centralized approaches

The centralized approach has the potential to provide more efficient solutions, i.e. a better
number of moves and a faster convergence time. In addition, robots work as executive units
which reduces their computational and memory requirements. However, centralized approaches
are less fault-tolerant: first, the central unit makes a single point of failure of the whole system;
second, should some robots encounter errors while executing their instructions, the global con-
vergence could fail and require computing a new solution. Third, the transmission of motion
instructions to modular robots remains a real challenge. Fourth, centralized algorithms do not
scale well, while programmable matter will easily reach tens or hundreds of thousands of nodes.
In [21], we see that the computation time for the sequence of movements is exponential.

Despite these drawbacks, many works follow this working scheme [31][16][55]. In [16], the au-
thors proposed to use a similarity metric between the target shape and the intermediate shape
to guide future actions in order to increase this similarity. The similarity metric estimates the
distance between the goal positions and the current positions. In [55], the similarity metric is
computed according to the Euler tour surrounding the current and target shapes. The main
drawback of such approaches is the relevance of similarity metrics. Indeed, a simple computa-
tion of the similarity between an intermediate shape and the final shape neglects the robots’
motion constraints. In other words, the shift from one shape to another similar shape could be
impossible due to collision and friction constraints. In [62], authors modeled the MRSR prob-
lem as a linear programming problem. However, the model ignores the connectivity constraint
(robots should remain connected all together) of the robots, which makes the provided solutions
not directly operable. In [31], authors modeled the MRSR problem as a SATisfiability problem
(SAT), but the connectivity and frictions constraints were ignored.

3.2 Distributed approaches

In distributed self-reconfiguration algorithms, moves are executed as soon as they are planned,
while in centralized self-reconfiguration algorithms, moves planning is an offline phase followed
by an online moves execution phase. This property allows the distributed approach to be
more flexible since the algorithm can react and adapt to failures. In [60], authors proposed
a distributed algorithm for 4-lattice robots evolving in 2D horizontal space (Catom). The
algorithm builds the final shape by decomposing it into multi-layer curves. When the failure of
a micro-robot is detected, the neighboring robots trigger an alternative actions to prevent the
blockage. However the solution suffers of high time convergence due to a low coordination level
between robots. In [58], authors proposed a particular distributed approach for SMORES robots.
Indeed, the algorithm starts by selecting a root module, which computes the reconfiguration
plan. The approach assumes that each micro-robot is able to manage the computation of the
global plan. Therefore, even if a dedicated central unit is missing, the authors assume that the
root robot plays this role. In [11], the authors modeled the problem by a discrete trajectory
optimization problem. The robotic modules compute, based on minimum hop count strategy,
the shortest path between two points of the modular surface. In [10]. the self-reconfiguration
algorithm starts with a centralized phase where contiguous substrate path is computed that
represents a subset of the target positions. Once the substrate computed, the robots move to
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fill the substrate path and then the positions at the north and the south of the substrate path.
The algorithm assumes that the initial shape is a linear chain which limits its usage.

3.3 Analysis of related work

Self-reconfiguration algorithms usually target a specific type of robot with deeply different prop-
erties (see for instance [86, 75, 13]). Consequently, extending the use of a an algorithm to other
hardware modular robots platforms is not easy task, making the comparison of different algo-
rithms difficult. On top of that, even when comparing algorithms on a unique type of robot,
which can be achieved by a simulator [97], global results (success, moves count, communications
count) are easy to extract and compare, while these global metrics root causes are a lot less
clear. Among the properties of self-reconfiguration problem input parameters, one can think
of: the number of robots, initial and final shapes’ outer envelopes, convexity/concavity, com-
pactness/distortion, the distance between initial and final shape, the overlapping area between
initial and final shapes, etc. In terms of solutions KPI, one can think of many among whose:
total number of moves, maximum number of moves per robot, standard deviation of the number
of moves over the robots, number of exchanged messages, convergence time, etc.

In this context, supervised classification using machine learning methods [92] can help identify
the most suitable self-reconfiguration algorithm according to the problem parameters.

As described in Part II, the final positions (target shape) are expressed as a set of points known
by their coordinates (x,y), where x designates the diagonal index and y the line index relative
to the leftmost diagonal and lowest line as illustrated in figure 27.

  

 

 

 

ground 

 

2d-catom 

Coordinates 
(diagonal, line) (0,2) (1,2) (3,2) 

(1,1) (3,1) (4,1) 

(1,0) (3,0) (4,0) (2,0) 

Figure 27: 2d-catom modular robots organization: the micro-robots are placed on a horizontal
plane (ground) and are stacked following 6-lattice scheme.
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4 CNN based Modular Robots Self Reconfiguration

Our approach called CNNSR is a hybrid centralized/distributed approach. The algorithm carries
out two steps as depicted in Figure 28. In the first step, an Artificial Neural Network identifies
the suitable distributed reconfiguration algorithm for a given scenario on the basis of the problem
characteristics. Then the selected distributed algorithm is run on all the micro-robots.

Figure 28: Working scheme of our hybrid approach: first the Neural Network, select the more
suitable distributed self reconfiguration algorithm according to the initial and final shapes. Then
the micro-robots are informed of the selected algorithm to run and the final shape to reach.

4.1 Selection of the suitable distributed algorithm step

The ANN operates as a classification method of the MRSR scenarios. Indeed, the Modular
Robots Self Reconfiguration problem presents 3 of the characteristics [83] that promote ANN
use:

• imbalanced data: the performance analysis of the studied self-reconfiguration methods
may show that some methods generally outperform other methods. Therefore, the input
data may present a few cases in favor of some methods.

• incomplete data: The diversity of modular robots’ self-reconfiguration problems makes
difficult the correct sampling of all possible and relevant cases. Therefore the input data
are potentially partial.

• high-dimensionality : MRSR problem presents a massive number of characteristics, which
promotes the use of ANN to discover the latent factors that define the nature of a given
scenario.

More formally, let P be the set of available, either pre-loaded or ready to be deployed on the
robots, distributed algorithms on the micro-robots. A MRSR problem is defined by a matrix M
as an 8-bits gray-scale image that describes the planar 6-lattice grid in terms of robots locations
in the source and target shapes (see fig. 29 for an example). The lines of the matrix designates
the positions with the same coordinates y, while the columns of M designates positions with the
same diagonal index x. The value of M(x, y) is equal to 0 if the position is neither belonging
to the initial shape nor the target one. M(x, y)=82 (resp. 170) means that position (x, y) only
belongs to the initial (resp. final shape). Finally, M(x, y)=255 if the position both belongs to
the initial and final shapes. The CNN module determines according to the Matrix M , the most

FEMTO-ST Institute



Learning system for self-reconfiguration of micro-robot networks 49

suitable distributed algorithm p ∈ P to reach the final shape.

0 82 82 82 82 0 170 170 170 170 170 0

0 82 82 82 82 0 0 170 170 170 0 0

0 82 82 82 0 0 170 170 0 0 0

82 82 82 82 82 255 170 170 170 170 170 170

0 0 0 0 0 0 0 0 170 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

82

Figure 29: Example of MRSR problem coding: The initial and final shapes are coded by a 2D
matrix M . Each cell corresponds to a position in the 2D vertical plane where robots move. A
value 82 in the cell means that the position is occupied initially by a robot, 170 means that the
position should be occupied at the end, and 255 means that the position is occupied in both
initial and final shapes.

MRSR problem is a multi-criteria optimization problem. In this chapter, the suitability of a
given distributed algorithm is considered according to different metrics: total number of moves
over the robots, maximum number of moves per robot, and standard deviation of the number
of moves over robots.

Artificial Neural Networks (ANN) exist since the beginning of computer science [100, 39]. Ar-
tificial Neural Networks have been widely used in many fields [90, 89, 52], including robotics
[91, 38, 98] such as image processing, facial recognition, voice recognition, and computational
learning . These works give birth to different categories of ANN:

• Multilayer perceptron (MLP) Neural Networks [73] are designated for processing vector
input to analyze the data features. This kind of ANN has been used for text classification
and simple image recognition.

• Convolutional neural network (CNN) [37, 26] also called ConvNet presents a deep feed-
forward architecture. It is widely used for image and video processing due to its ability
to identify the spatial relation between pixels.

• Recurrent Neural Network (RNN) [87, 23] is a class of ANN dedicated to the analysis of
time-series data and other sequential data like speech recognition or processing.

• Graph Neural Network (GNN) [101, 36] is adapted to the analysis of graph data that relate
the direct and indirect relationships between entities. GNN is widely used in physics and
societal systems, molecular fingerprints, and diseases classification.
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4.2 Distributed algorithm running step

Once the CNN module computed the expected best algorithm a ∈ A, the identity of the selected
algorithm is broadcasted toward all the robots as well as the positions of the final shape. The
two-steps of the CNN based MRSR algorithm are illustrated in figure 28.

4.3 Candidate distributed algorithms

It is obvious that disposing of a pre-processing system, capable of evaluating which algorithm
is better based on the initial and the final shape, is an inestimable help. We propose in this
chapter a kind of hybrid centralized/distributed method that selects between both algorithms:
TBSR and C2SR. The concept is pretty simple and requires two elements: an artificial neural
network especially trained to determine the better distributed algorithm according to the self-
reconfiguration modular robots global problem: initial shape, final shape, problem size, and so
on, this is the centralized part of the contribution. The second element is a bunch of modular
robots on which the compared algorithms are preloaded, the decentralized part of the contri-
bution. Where the neural network has evaluated the ideal algorithm, its identifier is diffused to
all robots so they can run it.

In this first work, we studied two already published algorithms related to the same modu-
lar robots platform 2D-catom [46]. Indeed, even if there is much work on distributed self-
reconfiguration algorithms, the multiplicity of modular robots platforms makes difficult to find
comparable approaches. For instance, the distributed algorithm in [10] can not be used with
2d-catoms robots, because it assumes that robots evolve over a horizontal surface, while 2d-
catoms are stacked on top of each other over a ground support that can not be crossed. In
addition, other characteristics make difficult if not impossible the adaptation of a distributed
algorithm to other platforms. For example, some works put strains on the accepted initial or
the final shapes of the MRSR. Even if we project to adapt some other approaches to 2d-catom
robots, we started our study with two published methods: C2SR and TBSR.

Hereafter, a brief description of the two studied algorithms:

• Cylindrical-Catoms Self-Reconfiguration (C2SR): In this distributed algorithm [70], the
final shape is constructed, at the right of the initial shape, starting by the ground to the
top lines. To do so, the initial shape is emptied starting from the top to the ground (see
figure 30.(a)). The rightmost bottom robot of the initial shape does not move and is
considered as the leftmost bottom robot in the final shape.

• Translation Based Self Reconfiguration (TBSR): TBSR [13] aims to balance the number
of moves made by each robot. To that end, TBSR attempts to keep the left-right positions
of the robots within the initial and final shapes. In other words, in TBSR, a robot on the
left side (resp. right side) of the initial shape has a high probability to be at the left (resp.
right) side of the final shape. The bottom line is constructed first, then TBSR constructs
final shape diagonals starting from the rightmost to the leftmost position. On the other
side, the initial shape is emptied starting from rightmost to the most left diagonal with
keeping the ground line to the end (see figure 30.(b)).

Despite the fact that TBSR exploits the left-right disposition of the robots in the initial and
final shapes, a comparative study of both approaches shows that C2SR outperforms TBSR
in some cases. Indeed, the mass unbalance between the left and right sides of both initial
and final shapes makes it not always possible to conserve the left-right disposition of the robots.
Analytical characterization of these cases is a complex task, hence the use of the ANN approach.
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Figure 30: Comparison of C2SR and TBSR working schemes. The hashed position corresponds
to the common position between the initial and final shape and represents the separation between
the initial shape (at the left of the common position) and the final shape (at the right). The gray
level of a robot’s position, from the lightest to the darkest, designates the order of deconstruction
(respectively construction) of the initial shape (resp. final shape).

The objective of the Neural Network system is to identify the most suitable reconfiguration
algorithm to use based on the description of the initial and final shape. In the next section, we
discuss the different choices made in the selection and configuration of the ANN.

PhD Thesis Report



52 Baptiste Buchi

5 Convolutional Neural Network Modeling

In this section, we detail our Neural Network based modular robot Self-Reconfiguration called
CNNSR. Due to the nature of the modular robot self-reconfiguration problem, it is obvious that
geometrical relations between the occupied positions in the initial and the final shapes play a
key role in the problem characterization. It is therefore legitimate to consider a class of ANN
adapted to this kind of problem. As discussed in §4.1, Convolutional Neural Networks (CNN)
fit well for spatial relations management. Therefore, we selected CNN for the identification of
the best MRSR algorithm.

5.1 NN inputs

The starting point of the description of a reconfiguration problem is the specification of the
initial and the final shapes. We opted for merging the initial and final shapes within the same
structure that indicates the positions of the modular robots at the beginning and their target
positions in the final shapes (see figure 29).

Figure 31 shows an example of the input matrix corresponding to the problem of re-configuring
5 robots initially representing a horizontal line into a diagonal line. The most left position of
the robots on the floor in the final shape is considered equal to the rightmost position of the
robots on the floor in the initial shape.

Figure 31: MRSR Problem conversion into an input grayscale image. The space positions are
coded by pixels. Pixels in black are the positions out of the initial and the final shapes. Dark
gray pixels are the positions occupied in the initial shape but empty in the final shape. The
light gray pixels represent the occupied positions in the final shape that are empty in the initial
shape. The white pixels determine the positions occupied in both initial and final shapes.

5.2 Convolution matrix

The convolution layer is the main construction feature of a CNN. It consists to apply a sliding
filter on the blocks of the layer inputs. The convolution layer inputs, Mi, are organized into 2D
matrix Ni × Ni that correspond in the case of the first convolution layer to the input matrix
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described in the paragraph 5.1. The working scheme of the convolution procedure is defined
by three parameters: the depth, the step and the padding. The depth designates the size of
the filter matrix and therefore the size of convolution blocks also called kernels. The kernel
is a sliding square contiguous K × K sub-matrix of the input matrix Mi. The step S defines
the overlapping degree between kernels. A low value of S leads to a high overlapping level
between the kernels. Finally, the padding parameter, P , represents the number of zero-lines
and columns added to the input matrix Mi borders. We notice M∗

i the input matrix after the
padding insertion. Zero padding allows controlling the size of the output matrix Mo of the
convolution layer. The working scheme of the convolution layer is described in Figure 34. Each
node Mo(i, j) in the output matrix is computed as follow:

Mo(i, j) =
K−1∑
k=0

K−1∑
l=0

M∗
i (k + i.S, l + j.S) × F (k, l) (4)

Where F is the convolution matrix also called convolution filter. The output matrix Mo is
represented then by a square matrix No ×No where :

No =
Ni −K + 2.P

S
+ 1 (5)

As we will explain below, we used different kernel sizes, depending on the case, we have K = 3
or K = 5.

During the first convolution cycle, the input matrix Mi corresponds to the MRSR problem
mapping matrix given in section 5.1. When converted to a matrix, 2 neighboring positions of
each pixel won’t actually be in contact with it: the bottom-left and the top-right neighbors
(pixels 1 and 5 in Figure 32).

Figure 32: When going from a 6-lattice to a 9-lattice, 2 neighbors are actually connected in
reality

Therefore, we studied three filter matrix patterns: F1, F2, F3 expressed by the following 3 × 3,
3 × 3 and 5 × 5 matrices.

F1 =

x0,0 x0,1 0
x1,0 x1,1 x1,2

0 x2,1 x2,2

 (6)
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F2 =

x0,0 x0,1 x0,2
x1,0 x1,1 x1,2
x2,0 x2,1 x2,2

 (7)

F3 =


x0,0 x0,1 x0,2 x0,3 x0,4
x1,0 x1,1 x1,2 x1,3 x1,4
x2,0 x2,1 x2,2 x2,3 x2,4
x3,0 x3,1 x3,2 x3,3 x3,4
x4,0 x4,1 x4,2 x4,3 x4,4

 (8)

F1 and F2 used a depth parameter K = 3. If F1 filtering pattern is used, the neural network
training will not consider the top-right and the bottom-left neighbors during the first convolution
cycle.

In F3 pattern, the convolution process is extended to kernels with a size K = 5. This way, the
convolution layer obtains a wider vision of the local organization of the robots. Indeed, the move
of a modular robot depends on its direct neighbors but also on the second range neighborhood.

The best value of the Filter matrix is deduced from the training stage of the CNN. The step
parameter S is fixed to 1, while the padding parameter P is 0. Indeed, since the bottom line
is in contact with the flour, adding a zero-pad to the bottom of the image generates confusion
with the significance of black pixels, i.e. positions that do not belong to both initial and final
shape. Using equation 5, we deduce that the size of the convolution layer output No = Ni − 2
for filtering pattern F1 and F2 and No = Ni − 4 for the filtering pattern F3. Ni is the size of
the input image.

5.3 NN outputs

The CNN output depicts the expected best-suited reconfiguration algorithm for the given inputs.
The output layer of the CNN is made out of two nodes, one for each benchmark algorithm
(respectively C2SR and TBSR). The values of those nodes correspond to the suitability that
the CNN attributes to each algorithm. 0 means that the approach is bad while 1 value means
that it is a good approach. The selected algorithm is determined by the highest value of the
two nodes.

6 Experimental results

Artificial Neural Network requires a training phase to learn how to optimize the ability of the
neural network to identify the best reconfiguration algorithm according to the input image. The
objective of the training and validation datasets is to optimize the convolution filtering matrices
and connections’ weights of the classification graph.

6.1 Dataset

To do so, we constructed 1208 different MRSR scenarios representing different cases of initial
and final shapes (see Figure 33, with varying the number of robots from 11 to 121.

On each problem, we run the C2SR and TBSR algorithms and stored the performances of
each algorithm in terms of the number of moves needed to reach the final shape. Then, we
classified the different problems into two categories: problems where C2SR performs better,
and problems where TBSR performs better. This pre-processing step leads to two sets of 664
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Figure 33: The 12 categories of shapes composing the studied 1208 scenarios. The scenarios are
generated using these shapes alternatively as initial or final shape in the MRSR problems.

of scenarios where TBSR is better and 544 where C2SR is better.

80% of the dataset problems were used to train the CNN model thanks to the supervised learning
method. 10% of the dataset is used to validate the model. The remaining 10% of the dataset is
used for the test and the comparison of the models given hereafter.

The CNN models are implemented using Keras library [18]. Each CNN model is trained during
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100 epochs using Adam [49] gradient descent algorithm with a parameter learning − rate =
10−3. A detailed overview of the CNN model is depicted in Figure 34.

In the following paragraphs, we analyzed and compared the different studied CNN models and
the impact of the different parameters.

Input Layer

Output

Input (None, 40, 40, 1)

(None, 40, 40, 1)

Conv 2D

Output

Input (None, 40, 40, 1)

(None, 36, 36, 10)

Average Pooling

Output

Input (None, 36, 36, 10)

(None, 18, 18, 10)

Conv 2D

Output

Input (None, 18, 18, 10)

(None, 14, 14, 16)

Average Pooling

Output

Input (None, 14, 14, 16)

(None, 7, 7, 16)

Flatten

Output

Input (None, 7, 7, 16)

(None, 448)

Dense

Output

Input (None, 448)

(None, 120)

Dense

Output

Input (None, 120)

(None, 84)

Dense

Output

Input (None, 84)

(None, 2)

Figure 34: Detailed description of the CNN model

6.2 Impact of the convolution filtering pattern

In section 5.2, we proposed three convolution filtering matrices noticed F1, F2 and F3. The
application of the associated CNN model on the 120 self-reconfiguration scenarios composing
the test dataset shows that using F1 filtering matrix leads to an accuracy of 96.67%. This means
that the CNN model succeeds in identifying the appropriate distributed algorithm, according
to the total number of moves, in 96.67% of the time. The confusion matrix is given in Figure
35.(a). We observe that the neural network presents 3 errors over 52 cases where C2SR is in
fact better than TBSR (a precision of 94.23%), while there is only one error over the 68 cases
where TBSR is better (98.52%). We deduce that our CNN system is much more trained for
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(a) (b)

Figure 35: Confusion matrix for 120 test scenarios using filter function (a) F1 (b) F3 and the
total number of moves metric

detecting TBSR’s adapted scenarios than C2SR’s adapted scenarios. This can be explained by
the preponderance of TBSR’s adapted cases in the dataset. This observation is confirmed with
the model using the filtering matrix F3 (see the confusion matrix of Figure 35.(b)).

The success rate dropped down to 60% when the filtering matrix F2 is used. We deduce that the
information presented by the diagonal pixels are indispensable for the description of a robot’s
position state. In the other side, the extension of the filtering matrix to the second range
neighbor using the filtering matrix F3 presents a success rate of 86.67% (see Figure 35.(b)). We
conclude that the use of the filtering matrix F1 outperforms the two other models.

6.3 Impact of the used optimality metric

The evaluation of the suitability of a given distributed algorithm in comparison to another one
is a difficult task. Indeed, using the total number of move, SUM , as a metric to identify the
best distributed algorithm is debatable. Indeed, requiring unbalanced efforts among robots may
lead to adverse outcomes, such as a long reconfiguration time, or a global freeze of the execution
due to a lack of energy for a subset of robots. Therefore using the maximum number of moves
made by a robot, MAX, as a metric for evaluating algorithm suitability may be considered.
Standard deviation of the number of moves made by the robots, DEV , provides a good way
to estimate the effort equity between robots. However, guaranteeing the effort equity does not
ensure the convergence efficiency of the self-reconfiguration process.

In Fig. 36.(a) and 36.(b), we give the confusion matrices of the CNN using the metrics MAX
and DEV respectively, since we decided to put SUM aside. We observe that using MAX or
DEV metrics instead of the SUM metric leads to more confusion. The success rate decreases
from 96.67% with SUM metric to 80% with MAX metric and 89% with DEV metric. The
CNN model faces more difficulty to extract the MRSR problem characteristics that make a given
algorithm more suitable for reducing the MAX metric. Indeed, the MAX value is unstable
value determined by only one robot while SUM and DEV metrics are aggregations of all robots’
pattern.
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Figure 36: Confusion matrix with 120 test scenarios using the function F1 and (a) the maximum
number of moves metric (b) the deviation of the number of moves per robot

6.4 Impact of the CNN outputs pattern

The result of the CNN is a decision corresponding to which method is better: C2SR or TBSR.
The coding of this decision can be done in two ways. In the first mode, the output corresponds to
two binary nodes. A couple of values (1,0) corresponds to one method, while (0,1) corresponds
to the other method. In the second mode, the output is coded by a single binary node that
returns 0 when C2SR is expected to be better and 1 if it is TBSR.

The comparison results show that the two models are equivalent in terms of the success rate
96.67% using F1 matrix).

6.5 CNN overall performances

The results of the final CNN system over 120 MRSR scenarios show a low error risk (3.3%)
in the identification of the most suited self-reconfiguration algorithm. The analysis of the 4
test scenarios leading to the CNN error shows that these scenarios are all characterized by
highly similar results of C2SR and TBSR algorithms. Therefore, we conclude that the risk of
significant efficiency lost due to a bad selection of the distributed algorithm is very low. In figure
37, we show an example of MRSR problem for which the CNN model returns TBSR algorithm
whatever is the used metric: SUM , MAX and DEV . The execution of the TBSR and C2SR
on the problem shows that this choice is right in the three cases.
More generally, the obtained results prove that the Artificial Neural Network is an efficient
approach for MRSR problem classification. One issue is thus to predict our CNN behavior
when more distributed algorithms are pre-loaded on the robots. It is expected that when the
number of distributed algorithms increases, the ratio of confusion cases increases too. However
it is obvious that the seriousness of the mis-classification is lower. Indeed, as the number
of algorithms increases, similarities in terms of algorithms’ strategies and performances will
appear. This makes more difficult to the CNN to determine the best algorithm, but it remains
strongly expected that the returned algorithm be a good one. In this work, the CNN output is a
binary couple (x1, x2) that determine either the first ((x1, x2) = (1, 0)) or the second algorithm
((x1, x2) = (0, 1)) is selected. The CNN model could be easily extended to n algorithms by
coding the output as a vector (x1, .., xn) where xi = 1 if the ith algorithm is selected and xi = 0
otherwise.
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Figure 37: Example of a MRSR problem. Returned algorithm by CNN is TBSR. The SUM ,
MAX and DEV performances of C2SR are 2854, 41, 42.25 while the performances of TBSR
are 2714, 33, 41.84.

7 Analysis of the CNNSR approach

Self reconfiguration of modular robots is a very challenging problem. Despite ample literature
on the self-organization algorithms, a clear comprehension of the efficiency conditions of each
algorithm remains lacking, preventing the reuse and the combination of these methods.

The objectives of the CNNSR approach are twofold. First, an original hybrid approach com-
bining the centralized and distributed reconfiguration methods is proposed. Secondly, the ap-
proach provides an ideal framework to exploit any distributed self-reconfiguration algorithm.
The hybrid approach starts with a centralized phase consisting of a CNN system that analyses
the MRSR problem in order to identify the most appropriate distributed self-reconfiguration
algorithm. Then the robots are notified by the desired final shape and the recommended self-
reconfiguration algorithm to use. In the second phase, the selected distributed algorithm is
executed over all the modular robots to build the target shape.

This first work discusses many variants of the CNN model and compares their results using a
dataset of 1204 scenarios. Tests show that the CNN system is able to identify the appropriate
distributed algorithm with a very high precision (96.67%).

The presented work is a first, but important step in the path towards intelligent modular robot
systems. Other improvements of the work are necessary. The quality of a given distributed algo-
rithm is measured according to the number of required moves to reach the final shape. However,
the nature of the move (horizontal, up, down) is not considered while the energy consumption
depends on the move nature. In addition, it is important to consider the multi-criteria nature
of the MRRSR problem by aggregating different metrics such as the total number of moves, the
maximum number of moves per node, the maximum amount of energy consumed per node, and
the deviation of the effort over the nodes.

In terms of neural network modeling, CNNSR approach does not distinguish between the cases
where one of the distributed algorithms is significantly better than the other and when both
algorithms are quite similar. In this way, the CNN will penalize the misclassification of TBSR-
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adapted problem into C2SR and vice versa. The next section is dedicated to the CNN2SR
version of our CNN-based self-reconfiguration approach that classifies the problems into TBSR-
adapted, C2SR-adapted and Neutral categories.
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8 Fine-grained artificial intelligence approach - CNN2SR

CNN training phase tries to optimize the Neural Network in order to reduce the misclassification
errors. CNNSR proceeds by a strict classification of the problem into either TBSR or C2SR
adapted problem. The evaluation of the CNN model during the training phase is done according
to the error rate. This error rate is computed as the number of cases where a TBSR-adapted in-
stance is considered a C2SR-adapted instance and vice-versa. However, this evaluation does not
take into account the level of severity of the error. In other words, is the instance significantly
more easily solved by either method or do both provide similar results? In this second variant of
the CNN-based self-reconfiguration method, called CNN2SR, the classification of the instances
is made according to three categories: TBSR-adapted problem, C2SR-adapted problem, and
Neutral.

This section is organized as follows: subsection II gives an overview of the MRSR methods
proposed in the literature and then explains the hybrid method, especially its Artificial Neural
Network. In subsection III, we present the different components of the implemented Convolu-
tional Neural Network (CNN). subsection IV gives details of the CNN training process, the used
dataset, and the obtained results. Finally, in subsection VI, a conclusion of this work is given.

Figure 38: Distributed, centralized and hybrid approaches working schemes. Disks represent
the modular robots. Communication between the central unit and the modular robots is either
unicast (centralized approach) or multicast.

8.1 Neural Network-based Modular Robots Self Reconfiguration

CNN2SR represents an improvement of the previous CNN model for the modular reconfigurable
robots self-reconfiguration problem, CNNSR. Some characteristics of the CNNSR are then kept
unchanged and others are modified to introduce the neutral category of classification.
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8.1.1 CNN inputs

We adopted a CNN model and assimilated the MRSR initial and final shapes to an image as it
is shown in Figure 39. Each potential position is represented by a pixel (a cell) in the image.
Dark pixels correspond to the positions occupied initially by the modular robots and should
remain occupied in the final shape. Light gray pixels indicate the positions occupied initially
but do not belong to the final shape. Dark gray pixels represent the positions that should be
occupied in the final shape but not initially occupied.

Figure 39: Representation of the initial and the final shapes.

8.1.2 CNN output

The CNN output, o, corresponds to a triplet (pC2SR, pNeutral, pTBSR). The value px designates
the estimated probability that the problem belongs to the class: C2SR, Neutral, and TBSR.
The class C2SR (resp. TBSR) means that C2SR algorithm (resp. TBSR) is well suited for
the problem. The neutral class means that the two methods are slightly equivalent. C2SR and
TBSR are considered equivalent if the expected performances of C2SR, CostC2SR and TBSR,
CostTBSR respect the following condition:

|CostC2SR − CostTBSR|
max(CostC2SR, CostTBSR)

≤ 0, 01 (9)

The cost of a given method represents the expected number of moves required to reach the final
shape using the corresponding method.

8.1.3 CNN implementation

To implement our CNN model We used Keras library [18, 92]. The CNN model is composed of
10 layers as shown in Figure 40.

The MRSR inputs are coded by 48 × 48 gray-scale images (see Figure 39. The CNN model
includes 3 cycles of convolutional layer, Conv2D, and pooling layer MaxPooling2D. The
three convolutional layers correspond to respectively 8, 16, and 32 filters and use the activation
method ReLu. The convolution matrix corresponds to matrices of 3 × 3.

The resulting matrices are passed as inputs to a Flatten layer that transforms the multidimen-
sional array 4 × 4 × 32 in a unidimensional array with 512 values.

This last block reduces the dimension of the resulting array using three fully connected Dense
layers composed of, respectively, 128, 32, and 3 neurons. The last layer output is composed of
three neurons that represent the problem classification probabilities: pC2SR, pNeutral, pTBSR.
Softmax function is used as the activation function for the last Dense layer.
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Figure 40: Multiclass classification neural network architecture details.

To determine the class of the input problem, the highest value between pC2SR, pNeutral and
pTBSR is considered.
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8.2 Experimental results

8.2.1 Dataset

The input data of the neural network corresponding to the initial and final shape of the MRSR
problem are represented by an image (see subsection 8.1.1). For the needs of the CNN training,
validation, and test, we choose 12 basic shapes depicted in Figure 33. Each basic shape is
available in three different sizes: small with 11 robots, medium with 51 robots, and large with 121
robots. In addition, each basic shape is translated using different geometrical transformations
(90◦, 180◦ and 270◦ rotation). All MRSR images are stored in gray-scale Bitmap 48×48 format.

3645 MRSR problems are generated using the 12 different basic shapes sometimes playing the
role of the initial shapes, and sometimes as final shapes. 80% of the dataset’s problems are used
for the CNN training while 10% are considered for the validation task (model improvement).
A sample of 10% (364 scenarios) of the dataset is held back from the training and validation
phases and is dedicated to the final performance analysis. The following results of the CNN
model are obtained using this test sample.

For the purposes of CNN training, C2SR and TBSR have been run on all the dataset scenarios.
The dataset is then classified into three categories (sub-sets) according to the obtained results:
C2SR scenarios, Neutral scenarios, and TBSR scenarios.

To improve predictions as well as the classification accuracy of the model, ”one hot encoding” is
performed. To each scenario, x, we have associated a label vector, L(x), of 3 values. When C2SR
algorithm is more suited to the scenario x, L(x) = [1, 0, 0]. Neutral scenarios are associated to
a vector L(x) = [0, 1, 0] and TBSR scenarios to a vector L(x) = [0, 0, 1]. The objective of neural
network training is to maximize the matching between the CNN output [pC2SR, pNeutral, pTBSR]
with the associated labels of the scenarios.

8.2.2 Neural Network performances

Neural Network model optimization follows an iterative cycle called epochs. During each epoch,
the parameters of the CNN model are first optimized to match the training scenarios’ labels,
L(x), with the CNN outputs [pxC2SR, p

x
Neutral, p

x
TBSR]. Then the obtained CNN model during

the current epoch is evaluated based on the validation dataset. The performances of the Neural
Network are evaluated according to two metrics: loss and accuracy. The accuracy measures
the ratio between the number of correct predictions of the scenario’s class and the number of
scenarios.

accuracy =

∑
x∈X

(
L(x)

?
= [pxC2SR

?
= Mx, p

x
Neutral

?
= Mx, p

x
TBSR

?
= Mx]

)
|X|

(10)

Mx represents the highest value among pxC2SR, pxNeutral, and pxTBSR. The expression a
?
= b

returns 1 if the equality is true and 0 otherwise. Training accuracy refers to the accuracy rate
when X is the training dataset. Validation accuracy refers to the accuracy rate when X is the
validation data set.

Furthermore, the loss function measures the error degree between the predicted output of the
CNN model and the precomputed labels of the scenarios. We used the cross-entropy method
discussed in [69].

Figure 41 shows the evolution curves of the accuracy and loss over the epochs on both training
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and validation data sets. As expected, the performances of the CNN model are slightly better
on the training dataset than on the validation data set. Indeed, the training data set are
used to optimize the performances of the CNN, while the validation data set is only used for
evaluation purposes. We also observe a stagnation of the CNN improvement at the end of the
training/validation process (after 30 epochs).

A naive analysis of the network’s performances shows a respectable accuracy of 90.66%. The

Figure 41: Evolution over epochs of both training and validation quality metrics. In the top,
the loss evolution and in the bottom, the accuracy evolution.

,

computed confusion matrix (Figure 42) confirms this accuracy score and details the prediction
results over the test data set. Rows correspond to the true labels of the test scenarios, while
the columns refer to the predicted classes (0=C2SR; 1=Neutral, and 2=TBSR). The cells’
values, in the confusion matrix, indicate the number of test scenarios of a given class (the row
index) classified by the CNN as belonging to a given class (column index). The accuracy score
corresponds to the ratio between the sum of diagonal cells and the size of the test dataset.
However, a neutral scenario is a case for which C2SR or TBSR performances are equivalent.
Therefore classifying a neutral scenario as TBSR or C2SR scenario is not a big issue. In light
of this, we have modified the confusion matrix (Figure 43) and have moved the Neutral to
TBSR conversion and Neutral to C2SR conversion into Neutral to Neutral cases. With this
consideration, the CNN accuracy reaches 97.25%.
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Figure 42: Training and validation metrics curves giving an overview of the training step of our
model.

Figure 43: Training and validation metrics curves giving an overview of the training step of our
model.

There are nonetheless a few errors left as we can see on the confusion matrix (10 over 360
test scenarios). There are two types of error in our context. The most serious errors, called
inversion error, concern the wrong classification of TBSR scenario as C2SR, or vise-versa. Wrong
classification of TBSR or C2SR scenario as neutral is less serious. For our test subset, the class
inversion error happened only once, as we can see in the confusion matrix of Figure 43, which
corresponds to a probability of 0.27%. The neutralization error happened a little bit more, 9
times actually, and presents a probability of 2.47%.

8.3 Conclusion and perspectives

The use of a Neural Network system to select the best modular robot self-reconfiguration algo-
rithm is studied. The idea is to determine based on the initial and the final shapes, the most
suitable distributed algorithm to use. This approach provides a way to combine, at a lower cost,
different distributed algorithms from the literature.
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The CNN model is adopted due to the relevance of such a neural network with image processing
problems. The obtained results show that the CNN model presents an accuracy of 97.25%.

The presented model could be adapted to any number of different algorithms in the future, and
so, become a strong tool for the modular robotics research community. Also, the dataset needs
to be updated with other basic shapes to improve the neural network scope.

This tool still can be improved, mainly by creating a custom loss function instead of using the
classical categorical cross-entropy. This way, the network will distinguish the different types of
errors according to their importance. Indeed, the class inversion error is more critical than the
neutralization error. Therefore, the correction of the results becomes unnecessary and the CNN
is better optimized.
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Chapter IV

Energy-aware approaches

Despite the growing popularity of Modular Robot Systems, the challenge of finding an efficient
solution remains. In particular, the optimization of the energy consumption in light of the
battery’s state of charge. This work represents the first attempt to take into account the
residual energy of modules and their harvesting capabilities during the reconfiguration process.
We introduce a new environment to evaluate energy consumption according to the nature of
the move and the exchanged messages. Moreover, we also introduce in this chapter a new
variation, called CNN3SR, of our Artificial Neural Network based on this energy consumption
environment to select the most efficient solution for each self-reconfiguration scenario.

1 Introduction

When the efficiency of self-reconfiguration approaches are compared, the energy consumption
tends to be neglected but in real-life applications, the impact of the residual energy over the
modular robots outweighs all the other criteria. It is essential to recognize that the convergence
of the robots to the final shape depends on the state of charge of their respective batteries.
Once a battery becomes depleted, the robot becomes immobile causing a breakdown in the
reconfiguration algorithm which may not converge anymore.

To the best of our knowledge, the approach proposed here is the first attempt to study the
impact of the energy state of charge on the feasibility and efficiency of shape-shifting algorithms
with the use of artificial intelligence. The proposed method lays on the same hybrid approach,
proposed in the previous chapters, based on an artificial neural network. The ANN selects the
adapted distributed algorithm regarding the adequacy of its reconfiguration strategy and the
initial state of charge of robots’ batteries.

The contributions of considering the initial state of charge of the batteries, in the selection of
the distributed reconfiguration algorithm, are dual:

• The ANN detects if the considered reconfiguration instance is feasible regarding the con-
sidered set of reconfiguration algorithms. Therefore, the algorithms that may lead to
blocking situations are discarded. If no algorithm is adequate, the reconfiguration is not
triggered preserving the system from unnecessary wastage of energy.

• If several algorithms are applicable, the ANN system may select the best algorithm ac-
cording to both efficiency and energy-based criteria.

In the remainder of the chapter, we start with an overview of energy awareness in the Self-
Reconfiguration Modular Robots literature. Then in section 3, we describe the energy model
of 2D-Catom robots according to the nature of the motion and the number of produced con-
nections/disconnections. In section 4, we detail the structure of the used Artificial Neural
Network, in particular the inputs and outputs formats. Section 5 describes the experiments and
the analysis of the results. Conclusion and future works perspectives are given in Section 6.

2 Related Works

Over the past decade, energy awareness has emerged as one of the major concerns in the In-
formation and Communication Technology (ICT) fields. The issue of energy consumption has
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garnered a substantial amount of attention, with a notable emphasis on distributed systems as
a whole and more notably, telecommunication networks. This now heightened interest can be
seen with the tremendous amount of research works [20, 44, 66] dedicated to addressing those
specific energy-related challenges.

The energy issue has been from a very early stage identified as one of the major metrics in
the evaluation of modular robots reconfiguration efficiency [76]. However, earlier works on self-
reconfiguration of modular robot systems ignore the energy issue [68, 93]. Later, many recent
works deal with the optimization of the energy consumption of the robots [25, 32, 53, 64]. Ma-
jor works in this field focus on the reduction of the total amount of energy needed to achieve
the system’s reconfiguration [53], which corresponds to the total number of moves made by all
robots. Few works tried to consider more relevant metrics for evaluating energy consumption.
In [13], authors proposed a self-reconfiguration algorithm that tries to spread the reconfigura-
tion effort over the robots to reduce the deviation of the number of moves made by each one.

Whatever the modular robot hardware platform, the self-reconfiguration algorithms in the lit-
erature are all characterized by the following three drawbacks:

• The energy consumption modeling of the robot’s elementary motion is basic and considers
that all motions spend the same amount of energy [95]. However, the energy cost of
an elementary motion depends on the number of involved robots, i.e. the number of
disconnections and connections to achieve, and the nature of the motion (going up, going
down, rolling over, sliding under). These parameters are depicted in figure 44, which
shows 6-lattice modular robots called 2d-Catoms. For example, the red robot rolls over
three robots and then disconnects from robots C and D and reconnects with D (using
another connector) and E. Figure 45 gives an exhaustive illustration of the different types
of motion.

• Self-reconfiguration algorithm assumes that modular robots are, initially, equally charged.
Therefore the self-reconfiguration ignores the disparity between different robots’ motion
capacities. The battery expiration is assumed as a part of the fault tolerance process and
should be managed separately by curative mechanisms.

• The battery depletion is not envisaged during the self-reconfiguration procedure. Indeed
the self-reconfiguration algorithm assumes that robots are continuously powered by any
external continuous current such as wire [74], harvesting system [22], or power transfer
between robots [50]. Otherwise, we assume that the reconfiguration process is interrupted
until the modular robots are recharged.

This chapter presents, to the best of our knowledge, the first attempt to take into account
the state of charge of the modular robots in the self-reconfiguration procedure. The objective
is to provide a centralized pre-computing procedure that determines the most suitable self-
reconfiguration algorithm to use according to the initial and final shapes and the initial residual
energy of each robot.

3 Energy cost model for 2D-Catom modular robots

2D-Catom robots are still in the prototype and demonstration stage. Therefore, a machine
learning process based on real-world experiments on self-reconfiguration scenarios requires a
high number of modular robots, excessive time duration, and a high risk of error. A first
simulation-based phase is more efficient to train an artificial intelligence in order to determine
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Figure 44: Birds-eye view on 6-Lattice modular robots (cylinders) deployed over a horizontal
plane. The motions of three robots (red, green, and orange) are given by three arrows of a
corresponding color. The energy cost of each robot is measured according to the number of
disconnections and connections to achieve, and the nature of the motion.

the best suitable self-reconfiguration algorithm according to the initial and final shapes.

As the production of 2D-Catoms stills in its first steps, the obtained results couldn’t be subjected
to comparison with real experiments to experiment and verify the algorithm’s effectiveness.
VisibleSim [79] is chosen due to its realism, and the simulator is updated frequently by the
same teams behind the 2D-Catoms [2]. However, for the needs of our study, we need to involve
an energy cost model that simulates the energy consumption and the variation of the battery
level of the modular robots.

In this section, we describe the energy model we used to take into account energy constraints in
modular robots’ self-reconfiguration process. We, first, present the data that model the energy
constraints then we expose the energy patterns used in our simulations.

3.1 Energy model

The energy consumption of modular robots depends on the nature of the achieved motion and
the number of disconnections and connections done with the neighboring robots. Therefore, a
robot may consume energy even when it is still immobile. This is the case when the robot serves
as a pivot for the motion of another robot or when the robot disconnects or connects to the
moved robot. We assume that before moving, a robot checks at the same time if its residual
energy and the residual energy of involved robots are sufficient.

To implement that new constraint, we associate the following values to each robot:

• ei represents the actual battery’s residual energy of the robot i.

• emax represents the maximum energy capacity of robots’ batteries. This value is assumed
equal for all the robots (robots are homogeneous).
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• cmr designates the energy cost required for receiving a message from a neighboring robot.

• cr defines the energy cost required to perform an elementary move/rotation. An elemen-
tary move consists in rolling by 60◦ around another robot called ”pivot”.

• mb and mr define two factors applied to cr to assess the additional energy cost when the
elementary move corresponds to climbing (mr) or moving without a robot below (mb)
(without support, the robot needs more energy to prevent a fall).

• T defines the time, given in seconds, required to achieve an elementary move.

• ci defines the energy spent when a robot stays in the same position (idle mode) during T
seconds without exchanging messages and with only turned-off electrodes (no neighbor).

• ce represents the cost of turning on or off one single electrode

Figure 45 depicts the four kinds of moves that a robot may perform. Robot B performs
a simple move that costs cr. Robot A climbs which costs cr ∗ mr. Module C moves without
support which costs cr ∗ mb. Module D climbs without support and consumes cr ∗ mr ∗ mb.
Therefore, the energy cost spent by a robot i to perform a move is computed as follows:

cmotion
i =


0 immobile
cr simple move
mr × cr climb
mb × cr move without support
mb ×mr × cr climb without support

(11)

Figure 45: Energy cost of a move depends on the nature of the move: simple move, climbing,
move without support, and climbing without support

In the simulations, we have fixed mr to 1.5, making a climbing move consumes 50% more energy
than a simple horizontal move. We have set mb factor to 2.0, which means that moving without
below support costs 2 times more than a simple move.

Equation 12 computes the amount of energy spent by a robot during T seconds, CT
i , according

to the robots’ mobility, communications, and connections.
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Figure 46: Number of electrodes used in different situation: (a): 4 different electrodes used, 2
to activate and 2 to deactivate (b) 6 electrodes (c) 8 electrodes and (d) 10 electrodes

CT
i = ci + cmotion

i + l × ce + m× cme + n× cmr (12)

l, m, and n represent respectively the number of activated electrodes, the number of sent
messages, and the number of received messages during the period T . Figure 46 shows how
many electrodes are used for different kinds of moves. In a hypothetical case where a robot is
isolated, n will equal 0 and C will equal ci.

We used the data provided in [78] and [45] to set the values of all the variables with realistic
values. With this methodology, ci is worth 286 nanoWatt (nW) and ce is 533 nW. A robot
with a full battery will have 7,4 µWh. The cost for a robot to send a message to a neighbor is
negligible when compared to a single move, the orders of magnitude of these two costs are so
large (and even larger with the full battery) that we chose to ignore the cost of the messages in
the simulation.

3.2 Energy pattern

We defined 15 different energy patterns to use, pictured in Figure 47. Each pattern describes
the cartography of the robots’ states of charge before the self-reconfiguration. The color of a
cell depicts the initial state of charge of the robot at this position (the position may be initially
empty). The gray level refers to the residual energy level. Darker colors mean exhausted
batteries and light points represent the charged batteries. Those patterns are applied to every
self-reconfiguration scenario (initial and final shapes). Therefore, the used energy pattern defines
the initial values of ei for every robot.

In Figure 48, we give an example of MRSR problem represented by an image. Black cells
represent the positions that do not belong to the initial shape or the final shape. The other
cells are colored in RGB mode. Final positions are colored in red (RGB =< 255, 0, 0 >), while
initial positions are colored by RGB =< 0, 255, X >. The blue level, X, depicts the state of
charge of the robot located at the associated position. If the position is both initially and finally
occupied, the position will take the color RGB =< 255, 255, X >, where X is the initial state
of charge of the immobile robot.

4 The artificial neural network for CNN3SR

4.1 Dataset

The scenarios dataset are generated using 12 different classes of shape composed of 120 robots.
Figure 33 illustrates these different shape classes. Using these shapes as initial and final shapes,
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Figure 47: The 15 energy patterns describing the initial residual energy cartography over the
initial positions. A white pixel means a fully charged battery (100%) a black pixel means a dead
battery. The patterns are: all robots are fully charged, all robots are mid-charged, all robots are
charged at 25%, all robots are charged at 0%, horizontal gradient from top to bottom and from
bottom to top, vertical gradient from left to right and from right to left, diagonal gradient from
top-left to bottom-right and from top-right to bottom-left, and finally, 5 random patterns with
residual energy respectively varying in [10%-100%], [20%-90%], [30%-80%], [40%-70%],[50%-
60%].

Figure 48: Example of a scenario, here the initial network has the bump1 shape, with the energy
pattern no6 (gradient, the top robot has more energy than those on the bottom) into the vase
shape.
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we obtained 140 different scenarios. For each scenario, we applied the 15 energy patterns
described above on the initial shape to obtain 2096 self-reconfiguration scenarios. The objective
of the neural network module is to analyze the self-reconfiguration problem in order to predict
which distributed algorithm is better for a specific scenario. As explained above, the self-
reconfiguration problem is modeled by an RGB image that codes the positions of the initial and
the goal shape as well as the initial energy for the battery of each of the robots (see Figure 48).
Our dataset scenarios represent 2096 different images of 40px× 30px, one image by scenario.

4.1.1 Structure

In this section, we detail our Neural Network-based modular robot Self-Reconfiguration called
CNN3SR. Due to the nature of the modular robot self-reconfiguration problem, it is obvious
that geometrical relations between the occupied positions in the initial and the final shapes play
a key role in the problem characterization. It is therefore legitimate to consider a class of ANN
adapted to this kind of problem. Convolutional Neural Networks (CNN) are widely used for
image and video processing due to their ability to identify the spatial relation between pixels
[26, 37]. Therefore, we use a CNN to identify the best MRSR algorithm by analyzing the image
that represents to the self-reconfiguration scenario as illustrated in Figure 48.

Figure 49 gives the details of the adopted CNN architecture. Mainly, CNN is based on four
cycles of convolution and pooling then 3 layers of classification. The last layer represents the
output layer composed of two nodes respectively associated to the TBSR and C2SR scores.

4.1.2 Outputs

Energy optimization raises a major question about how to evaluate the energy efficiency of
a MRSR algorithm. In this study, we identified 3 criteria to judge the energy efficiency of a
self-reconfiguration algorithm. This study represents the first time advanced energy efficiency
criteria are used for MRSR problem including an energy model for the different kinds of moves.

1. Sum of the energy used by all the robots for the SR.

2. Max value of energy used by one of the robots for the SR.

3. Ratio of energy used on the energy at the start of the self-reconfiguration.

We made three different CNN modules, one for each of the considered energy efficiency cri-
terion(TOTAL, MAX and RATIO). Each CNN module returns two scores for the respective
distributed algorithms according to the given scenario represented by an RGB image. The dis-
tributed algorithm with the highest score is then considered the best algorithm for our criterion.

5 Experiments and analysis

5.1 Training step

The training and validation cycles of the CNN module are achieved using respectively 1088
scenarios and 504 scenarios. The last 504 scenarios are used for the test phase and correspond
to the results exposed below.
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Figure 49: CNN architecture
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Figure 50: Total energy used for each goal shape.

Figure 51: Max energy used by a robot for each goal shape.

5.2 Experimental results

First of all, Figures 50, 51, and 52 show that in our experiments the TBSR algorithm out-
performs C2SR for all scenarios according to both the maximum energy consumption (MAX)
and the maximum ratio of energy consumption criteria (RATIO). However, when evaluating
based on the total energy consumption criterion (TOTAL), C2SR outperforms TBSR in the
majority of instances. This outcome was expected, as TBSR was originally designed with the
primary objective of ensuring equitable distribution of effort among the robots during the self-
reconfiguration process.
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Figure 52: Ratio of energy used for each goal shape.

Figure 53: Result for a single case : from Bump1 to Triangle1 with template 0 (100% energy).

In figure 53, we show an example of the self-reconfiguration scenario with the initial shape set
as the Bump1 shape and the goal shape set to the Triangle1 shape and all the batteries are
fully charged before the self-reconfiguration. The experimental results for this example shows
that TBSR improves energy efficiency according to MAX and RATIO criteria while it decreases
energy efficiency regarding the TOTAL metric.
In figure 54, we display the average Total energy used, max energy used, and the ratio of energy
used of TBSR and C2SR for each criterion. It show that on average, even with the biggest
shapes which requires a large number of movement, the robots didn’t consume a lot of energy.

5.3 Analysis

Concerning the performances of the three CNN modules in accurately identifying the most
appropriate algorithm, Figure 56 displays the confusion matrices for these neural networks
when evaluated on the test dataset. The Figure shows that three CNN modules achieve correct
results with high accuracy, specifically 97.88% for the TOTAL criterion, and 100% accuracy for
both the MAX and RATIO criteria. The training and validation curves for the accuracy and
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Figure 54: Average of results for all scenarios.

Figure 55: Training and validation metrics
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Figure 56: Confusion matrix for (a) TOTAL (b) MAX and (b) RATIO

loss, Figure 55, show that the CNN can quickly generalize the link between the data and the
label.

For the same self-reconfiguration instance, the CNN3SR chosen best-suited algorithm can be
different according to the considered criterion: total energy used, max energy used, and ratio of
energy used. It is up to the user to choose the best energy estimation metric regarding the use
case of the programmable matter. Some interesting ways to improve our approach could be the
combination of multiple criteria within the same metric (by aggregation or lexicographic order)
and the introduction of efficiency criteria (number of rounds for total reconfiguration).

6 Conclusion & Perspectives

While numerous challenges in achieving programmable matter have been surmounted, but the
energy capacity of micro-robots to move and the network to self-reconfigurate has been largely
ignored or at least crudely addressed.

PhD Thesis Report



80 Baptiste Buchi

In this paper, we present a first attempt at fine modeling of energy consumption of micro-
robots according to the nature of the movement. This modeling is integrated into the problem
of selecting a self-reconfiguration algorithm according to different criteria for evaluating energy
efficiency. The resulting auto-configuration approach represents a notable advantage over exist-
ing methods in the literature. Specifically, employing an artificial neural network for identifying
the optimal self-reconfiguration algorithm allows for energy cost optimization in the reconfigu-
ration process. This optimization serves to extend the operational lifespan of both the robots
and the overall system.

The results generated by CNN3SR demonstrate that the convolutional neural network can accu-
rately identify the most suitable algorithm with an accuracy exceeding 95%. While the overall
energy consumption across compared approaches may remain similar, the enhancements in max-
imum energy per robot and energy ratio are substantial. Consequently, robots become more
proficient in replenishing their energy reserves through harvesting systems.
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Chapter V

Conclusions and perspectives

In this chapter, we remind the objectives of this thesis and we emphasize the main contributions
and achievements discussed above. We compare the performance discrepancies of the different
approaches, taking into consideration the unique attributes of specific utilization scenarios.
Following this comparative analysis, we discuss areas of improvement for the enhancement and
refinement of our work.

1 Conclusions

Programmable matter as an interdisciplinary concept for computer science and robotics can
help us produce new materials that have the potential to revolutionize various fields, including
computer science and robotics, by offering new capabilities and opportunities. It holds great
promise by offering new ways to create adaptive, versatile, and efficient systems. It has the
potential to transform the way we interact with technology and design robotic systems, opening
up exciting possibilities for innovation and problem-solving in a wide range of applications.

One of the primary challenges lies in the development of sophisticated control algorithms for
self-reconfiguring the modular robots forming the programmable matter into different shapes.
These algorithms need to enable seamless reconfiguration while considering complex factors such
as module connectivity, motion planning, and stability maintenance throughout the transfor-
mation process. Achieving this requires advanced mathematical models and algorithms capable
of efficiently solving complex optimization problems. The development and testing of such al-
gorithms are time-consuming and resource-intensive endeavors.

Energy efficiency is an ever-present concern, as the size of the battery in the robot can limit
us. The dynamic nature of self-reconfiguration, involving frequent movements and adjustments,
can lead to increased energy consumption. Balancing the need for reconfiguration with energy
conservation is vital, as it directly affects the robot’s operational capabilities and longevity.

In the work presented in this thesis, we considered artificial intelligence as one of the next bricks
in the development of programmable matter. In order to do so, we introduced original methods
and tools to use neural networks as learning systems for self-reconfiguration of micro-robot net-
works. The idea is to start the reconfiguration process by an analysis of the problem instance:
initial shape and final shape. The role of the Convolution Neural Network system is then to
determine which distributed reconfiguration algorithm is more relevant.

To test our approach, We proposed the algorithm TBSR, a novel asynchronous distributed
self-reconfiguration approach based on mass translation. TBSR shows superior performance in
comparison to C2SR, with the exception of rare instances. Notably, TBSR demonstrates its
efficacy by reducing the overall count of required movements by up to 17%. Furthermore, TBSR
showcases its capability to equitably distribute the number of movements across the modular
robots, leading to a notable reduction of up to 40% in the maximum number of movements
executed by an individual robot.

With this new method, we also introduce a new way to represent data for self-reconfiguration al-
gorithm, the Diagonally-Layered Representation (DLR), with the aim to easily describe complex
shapes with only a few numbers. In addition to the fact that TBSR represents a very efficient
reconfiguration algorithm, it affords two distributed self-reconfiguration algorithms (with C2SR)
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to perform the CNN classification.

This original idea of applying ANN during the self-reconfiguration process of the modular
robots is implemented using two CNN models called CNNSR and CNN2SR. The new self-
reconfiguration approaches are hybrids between centralized and distributed methods, as they
use a pre-processing step before triggering the selected distributed algorithm over the modular
robots. In CNNSR approach, the CNN-based pre-processing step returns the recommended
approach. In CNN2SR, the neural network system returns either the preferred algorithm or
neutral if the two approaches are quite similar. The objective of CNN2SR is to improve the
relevance of the returned recommendation. The Neural Network is then trained to penalize
more the misclassification of TBSR-adapted instances into C2SR-adapted instances and vice
versa. The misclassification of Neutral instances into C2SR to TBSR-adapted instances is less
prejudicial.

Both new methods ended up giving very positive and encouraging results: CNNSR attains a
success rate of 96.67% in effectively discerning the appropriate algorithm based on the charac-
teristics of both the initial and final shapes while CNN2SR achieves a success rate of 97.25%. It
is worth noting that the system can be easily extended in the future to add any desired number
of self-reconfiguration algorithms.

Furthermore, we presented a third hybrid approach, called CNN3SR, that, for the first time,
takes into account the initial state of charge of the modular robots’ batteries. The CNN module
uses an energy consumption model that estimates the required energy of each robot according to
the executed self-reconfiguration algorithm. CNN3SR allows the selection of the recommended
self-reconfiguration algorithm according to criteria related to energy consumption: total con-
sumed energy over robots, maximum consumed energy by one robot, or maximum ratio of
consumed energy. CNN3SR reduces also the risk of selecting an algorithm that leads to a block-
ing situation due to battery depletion. This way, CNN3SR improves the system fault tolerance
and energy usage.

The CNN3SR system provides very encouraging results. The conducted experimentation demon-
strates a commendable accuracy rate of 97% for this ANN-based algorithm selection system.
In order to implement this tool, we also introduce an original model to approximate energy
consumption for modular robots based on the studies on the first prototypes of 2D-Catoms and
3D-Catoms. In this context, the amount of energy consumed by a robot for a given move is
computed according to the class of move performed by the robot (sliding, climbing, etc.) and
the configuration of the surrounding robots.

Globally, the idea of managing the self-reconfiguration modular robot instance as an input image
for a Convolutional Neural Network is a relevant and very efficient approach for combining the
different distributed self-reconfiguration algorithms presented in the literature. The use of such
a pre-processing step does not generate significant delay or data transmission. The CNN-based
system needs just to send (broadcast) the identity of the selected algorithm over the modular
robots.

2 Perspectives

Drawing from the previously discussed contributions, we have shown that artificial intelligence
can be used in order to build a learning system for self-reconfiguration of micro-robot networks
that will improve their performances. During the development of our tools, we have identified
potential avenues for enhancement and common challenges that need to be overcome. A new
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version of the system with the possibility that the CNN-based system notifies the robots of the
change of distributed algorithm during the self-reconfiguration step. It is also possible to use
different distributed algorithms over the modules according to each robot’s situation. A deeper
study of the prediction and the detection of deadlock risk is also one of the topics that AI-based
approaches could be used.

We are also extremely interested in implementing our approaches in real life with actual robots,
e.g., catoms[2]. Furthermore, this could allow us to study the effect of successive self-reconfiguration
procedures on the same programmable matter (long-term vision). All our implementations of
artificial intelligence are based on CNN, new versions using other neural networks and a com-
parison of all of them would be a great follow-up to this thesis. At last, implementing a new
version for 3D self-reconfiguration will be the ultimate goal of this research.
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randa, Julien Bourgeois, David Blaauw, and Dennis Sylvester. A 286nw, 103v high
voltage generator and multiplexer for electrostatic actuation in programmable matter.
In cf2b24b7-0569-4bc5-bbc3-24a72233f0d5 editor.pdf, editor, IEEE Symposium on VLSI
Technology and Circuits (VLSI Technology and Circuits) (VLSI 2022), pages 158 – 159,
Honolulu, United States, 7 2022.

[79] Benoit Piranda. Visiblesim: Your simulator for programmable matter. In Dagstuhl Sem-
inar 16271 ( 2016), volume 6, pages 12 – 12, Wadern, Germany, 2016.

[80] Benoit Piranda and Julien Bourgeois. Datom: A deformable modular robot for building
self-reconfigurable programmable matter, 2020.
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Titre : Système d'apprentissage pour le problème d'auto-reconfiguration des réseaux de
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Résumé : Le problème d'auto-reconfiguration
des réseaux de micro-robots est l'un des défis
majeurs de la robotique modulaire. Un
ensemble de micro-robots reliés par des liens
électromagnétiques ou mécaniques se
réorganisent afin d'atteindre des formes cibles
données. Le problème d'auto-reconfiguration est
un problème complexe pour trois raisons.
Premièrement, le nombre de configurations
distinctes d'un réseau de robots modulaires est
très élevé. Deuxièmement, comme les modules
sont libres de se mouvoir indépendamment les
uns des autres, à partir de chaque configuration
il est possible d'atteindre un nombre d'autres
configurations lui aussi très élevé.
Troisièmement et comme conséquence du
précédent point, l'espace de recherche reliant
deux configurations est exponentiel ce qui
empêche la détermination du planning optimal
de l'auto-reconfiguration.
Nous proposons dans ce travail, dans un premier
temps, une approche d'auto-reconfiguration
autonome distribuée TBSR, axée sur
l'optimisation des déplacements pour une
meilleure répartition des tâches. En d'autres
termes, il s'agit de répartir l'effort fourni par
chaque robot pour atteindre la forme finale.
Dans un deuxième temps, nous proposons des
approches hybrides qui tirent profit des
avantages des méthodes centralisées et des
méthodes distribuées. Ces approches permettent
de sélectionner le meilleur algorithme distribué
avant le lancement de la procédure de
reconfiguration. Une gamme d'algorithmes
distribués sont préalablement installés sur
chaque robot modulaire. Au début de la
procédure d'auto-reconfiguration, un
coordinateur diffuse à l'ensemble des
micro-robots, les données relatives à la forme
finale à atteindre et l'algorithme distribué.

Pour ce faire, nous avons déterminé les
caractéristiques pertinentes des problèmes
d'auto-reconfiguration permettant d'identifier
l'approche algorithmique la plus adaptée.
Une étude de l'impact de chaque méthode de
reconfiguration et des paramètres de
performances a été menée pour établir une base
de connaissances. Cette base consigne les
performances des divers algorithmes en
fonction de différents paramètres pour un
éventail varié de scénarios de problèmes
d'auto-reconfiguration.
A l'aide d'un système de classification, il est
ainsi possible d'établir pour chaque méthode
d'auto-reconfiguration les caractéristiques des
scénarios d'auto-reconfiguration pour lesquels
elle se montre efficace. Les mécanismes
d'apprentissage développés IA (e.g., réseaux de
neurones) sont mis en œuvre. Une première
approche hybride CNNSR proposée fait appel
aux réseaux de neurones artificiels pour prédire
l’approche optimale pour l'auto-reconfiguration.
Une approche CNN2SR (une version améliorée
de CNNSR), a été introduite pour la précision et
la réduction des erreurs, en affinant la
classification.
Dans un troisième temps, une modélisation de la
consommation énergétique, issue
d'expérimentations réelles avec des robots
modulaires physiques (Catom 2D) a été établie.
Cela a permis de mettre en œuvre une troisième
approche hybride CNN3SR axé sur
l'optimisation énergétique pour les robots
modulaires.



Title : Learning system for self-reconfiguration of micro-robot networks
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Abstract : The problem of self-reconfiguration
of micro-robot networks is one of the major
challenges of modular robotics. A set of
micro-robots connected by electromagnetic or
mechanical links reorganize themselves in
order to reach given target shapes. The
self-reconfiguration problem is a complex
problem for three reasons. First, the number of
distinct configurations of a modular robot
network is very high. Secondly, as the modules
are free to move independently of each other,
from each configuration it is possible to reach a
very high number of other configurations.
Thirdly and as a consequence of the previous
point, the search space connecting two
configurations is exponential which prevents
the determination of the optimal schedule of
the self-reconfiguration.
In this work, we propose, firstly, a distributed
autonomous self-reconfiguration approach
TBSR, focused on the optimization of
movements for a better distribution of tasks. In
other words, it involves distributing the effort
made by each robot to reach the final shape.
Secondly, we propose hybrid approaches that
take advantage of the advantages of centralized
methods and distributed methods. These
approaches make it possible to select the best
distributed algorithm before launching the
reconfiguration procedure. A range of
distributed algorithms are pre-installed on each
modular robot. At the start of the
self-reconfiguration procedure, a coordinator
broadcasts to all the micro-robots the data
relating to the final shape to be achieved and
the distributed algorithm.

To do this, we determined the relevant
characteristics of self-reconfiguration problems
allowing us to identify the most suitable
algorithmic approach.
A study of the impact of each reconfiguration
method and performance parameters was
conducted to establish a knowledge base. This
database records the performance of various
algorithms based on different parameters for a
diverse range of self-reconfiguration problem
scenarios.
Using a classification system, it is thus possible
to establish for each self-reconfiguration
method the characteristics of the
self-reconfiguration scenarios for which it is
effective. The learning mechanisms developed
by AI (e.g., neural networks) are implemented.
A first proposed hybrid CNNSR approach uses
artificial neural networks to predict the optimal
approach for self-reconfiguration. A CNN2SR
approach (an improved version of CNNSR),
was introduced for accuracy and error
reduction, by refining the classification.
Thirdly, a modeling of energy consumption,
resulting from real experiments with physical
modular robots (Catom 2D) was established.
This made it possible to implement a third
hybrid CNN3SR approach focused on energy
optimization for modular robots.
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