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Impact du chargement alaire sur les propriétés et la dynamique des tourbillons
de sillage, une analyse en bassin hydrodynamique

by Rolando CRUZ MARQUEZ

L’impact de la charge alaire sur les propriétés et la dynamique des tourbillons
marginaux est étudié dans des expériences en bassin hydrodynamique. Dans le
cadre de la théorie de la ligne portante, la circulation locale Γy (avec y la coordonnée
en envergure) dépend de la corde locale, de l’incidence effective et du coefficient
de portance. Pour un avion commercial, la géométrie de l’aile varie en fonction
de la phase du vol (par exemple, déploiement des dispositifs hyper-sustentateurs
pour le décollage/l’atterrissage), modifiant ainsi Γy. Cela affecte les propriétés du
sillage tourbillonnaire, issu de l’enroulement de la nappe tourbillonnaire initiale car-
actérisée par une intensité −dΓy/dy. Les grandes échelles de longueur impliquées
dans le développement du sillage sont difficiles à traiter par un seul et même outil.
Dans le présent travail, nous utilisons une expérience en bassin hydrodynamique
pour explorer ce sujet sur une bonne portion du domaine d’intérêt.
Cette recherche est motivée par la préoccupation de longue date concernant le dan-
ger des tourbillons de sillage, un problème encore largement ouvert d’un point de
vue technique et qui suscite une pression croissante dans l’industrie aéronautique,
particulièrement aux abords des aéroports, du fait des contraintes induites par les
règles de séparation et les difficultés à créer de nouvelles pistes ou de nouveaux
aéroports. Cette pression résulte de l’augmentation continue du trafic aérien, mal-
gré la préoccupation grandissante du rôle de l’aviation dans les problèmes sociétaux
actuels (propagation des épidémies, impact climatique) qui auraient pu un temps
laisser croire à une réduction de l’utilisation du transport aérien. La question cen-
trale du point de vue de la mécanique des fluides est de savoir s’il est possible de
réduire le danger des tourbillons par une conception intelligente de l’aile ou par des
perturbations de forme passive qui modifient le sillage tourbillonnaire, réduisant
ainsi les risques pour un avion suiveur.

Le travail présent considère initialement le cas de référence d’une aile rectan-
gulaire, représentative du vol de croisière, puis varie la charge alaire avec des cas
sélectionnés. Le premier cas consiste en une configuration où le bord de fuite a une
forme ondulée. Cette modification géométrique est inspirée des résultats d’analyses
de stabilité qui suggèrent que certaines perturbations qui sont périodiques dans le
sens de l’envergure peuvent pertuber le sillage et réduire la circulation du tourbil-
lon. Le deuxième cas consiste en une configuration où une incidence géométrique
supplémentaire est appliquée au volet central de l’aile afin d’obtenir une distribu-
tion de charge hyper-sustentée, similaire à celle adoptée par les avions commerciaux
lors de l’atterrissage et le décollage. Le troisième et le quatrième cas consistent en
des configurations qui génèrent une paire de tourbillons de chaque côté du sillage.
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Dans le troisième cas, les tourbillons d’un même côté du sillage sont co-rotatifs alors
que dans le quatrième ils sont contra-rotatifs. Ces configurations sont spécialement
conçues pour une interaction accélérée des tourbillons.

Le développement du sillage est étudié depuis le stade d’enroulement jusqu’à
300 envergures en aval, ce qui correspond à deux fois l’echelle de temps tb basée sur
l’induction mutuelle des tourbillons. Ici, tb = 2πb2/Γ où b est la distance entre les
tourbillons et Γ une mesure de leur circulation. Dans ces expériences, le nombre de
Reynolds moyen, basé sur la corde, de Rec = 105 et le nombre de Reynolds moyen
basé sur la circulation est de 104 < ReΓ < 105. Des mesures Stéreo-PIV sont effec-
tuées dans des sections du sillage généré par les ailes tractées afin d’évaluer les car-
actéristiques du tourbillon dans une large gamme de vitesses de traction ([1, 5]m/s)
et angles d’incidence ([−3◦, 20◦]). Le plan SPIV est fixe et le modèle se déplace dans
le référentiel du laboratoire. Cela pose des difficultés pour suivre les tourbillons
du sillage sur une longue période de leur évolution ainsi que pour décomposer
l’écoulement en ses composants moyen et perturbateur. Un ensemble complet de
procédures de post-traitement pour l’analyse des données SPIV et une stratégie spé-
cifique pour la moyenne des données sont mises en oeuvre.

Les résultats mettent en évidence la structure globale du sillage et le nombre de
tourbillons marginaux par rapport à la charge alaire. Les propriétés essentielles des
tourbillons (profil, rayon, circulation, écoulement axial et évolution temporelle asso-
ciée) sont présentées et analysées pour en extraire un sens physique. Il est confirmé
que le rayon du tourbillon croît en accord avec les prédictions obtenues à partir
d’un modèle visqueux. De plus, une décroissance de la circulation est observée.
Nous attribuons ce phénomène aux effets induits par les frontières du canal et, à
un niveau moins important, aux imprécisions de la mesure PIV. Dans certains cas,
le développement de perturbations sur le tourbillon marginal formé dans le sillage
lointain est mis en évidence. En effet, des composantes périodiques dans la trajec-
toire des tourbillons suggèrent la présence d’ondes de Kelvin de type retrogrades.
Cependant, ce phénomène n’est pas observé de façon consistente sur l’ensemble des
expériences réalisées et donc les conditions nécessaires pour son apparition restent
inconnues. Dans les cas où les trajectoires ne présentent pas de composantes péri-
odiques, une analyse POD révèle que les modes de vorticité les plus énergétiques
ont une structure qui ressemble à celle d’une superposition de dipôles, ce qui poten-
tiellement explique le déplacement erratique du centre du tourbillon. Additionnelle-
ment, l’évolution temporelle de l’écoulement axial est étudié et deux méchanismes
sont mis en évidence. Initialement, une croissance de la magnitude de l’écoulement
axial est observée. Cette croissance est probablement liée à l’évolution temporelle
de l’écoulement azimuthal à travers l’équilibre cyclostrophique. Ensuite, une réduc-
tion de la magnitude de l’écoulement axial est observée quand elle approche celle
de l’écoulement azimuthal. Il est hypothetisé que ceci est dû à des méchanismes de
stabilisation opérant au niveau du coeur du tourbillon. L’analyse des trajectoires et
des propriétés du tourbillon suggèrent que l’instabilité de Crow ne se développe pas
de façon significative avant que les tourbillons sortent de la fenêtre de mesure PIV,
c’est-à-dire, avant t = 2tb.

L’impact d’une ondulation de la forme du bord de fuite de l’aile est analysé.
Cette modification est basée sur des résultats théoriques récents où le sillage tourbil-
lonnaire est perturbé en agissant dans une région proche du bord de fuite. L’analyse
montre que, quand l’amplitude de l’ondulation du bord de fuite croît, le tourbillon
marginal est élargi par rapport au cas de référence, tout en conservant la même cir-
culation. Cet élargissement du tourbillon réduit le risque pour un avion suiveur.
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Pour une portance identique, les configurations hyper-sustentées qui génèrent
des paires de tourbillons co-rotatifs dans le sillage proche présentent d’abord une
fusion des tourbillons de même signe, puis un effet diffusif sur le noyau du tourbil-
lon fusionné par rapport à la configuration de base. Cet effet diffusif se charactérise
par des vitesses azimuthales réduites et un rayon plus large dans le cas hypersus-
tenté par rapport au cas de réference. De plus, une augmentation de la circulation
normalisée, jusqu’à 20%, est observée en raison de la proximité plus grande des
tourbillons.

Le phénomène de fusion est étudiée en analysant l’évolution temporelle des pro-
priétés des tourbillons de la paire. Ici, les variables qui gouvernent la dynamique
du système de tourbillons sont le ratio de circulations (γ) et celui des distances (β)
entre les tourbillons générés par le bout d’aile (principaux) et ceux générés par le
volet central (secondaires). Les trajectoires des tourbillons principaux et sécondaires
montrent un mouvement orbital autour du barycentre de vorticité. La fusion com-
mence avec un rapprochement des tourbillons qui a pour conséquence l’accélération
de leur vitesse d’orbitation. La circulation du tourbillon de volet est transférée au
tourbillon de bout d’aile. La fusion conclut lorsque les tourbillons du dipôle devi-
ennent indiscernables, typiquement dans une période correspondant à une orbite
complète du dipôle.

En revanche, les configurations qui présentent des tourbillons contra-rotatifs de
chaque côté du sillage montrent un processus de diffusion visqueuse qui entraîne
une réduction de la circulation du tourbillon de bout d’aile. Dans ces configurations,
les systèmes de tourbillons exhibent des trajectoires de type périodique, stationnaire
ou divergentes, en fonction des caractéristiques initiales du dipôle (γ0 et β0). Pour
γ0 et β0 donnés, un modèle de tourbillons ponctuels prédit avec précision les trajec-
toires des tourbillons de l’expérience durant les phases initiales du développement
du sillage. Au-delà des phases initiales de développement, les phénomènes tels que
la diffusion des tourbillons induisent une dépendance temporelle de γ et de β non
reproduite par le modèle. Dans les cas où les trajectoires des tourbillons sont de type
stationnaire ou périodique, le processus diffusif s’étend sur une echelle de temps
entre 20b0/U0 et 80b0/U0. le tourbillon de volet finit par être complétement diffusé,
alors que le tourbillon de bout d’aile persiste avec une circulation qui est réduite
de 30 à 80% par rapport à sa magnitude initiale. De plus, la diffusion des tourbil-
lons dans ces configurations semble être liée à des phénomènes dits de "cancellation
visqueuse", ce qui suggère que des instabilités coopératives ne se développent pas
de manière significative pendant l’echelle de temps observée.

Dans l’ensemble, le présent travail montre que la charge alaire a un impact im-
portant sur la position spécifique, la force et la taille des tourbillons dans le sillage.
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Impact of wing loading on the properties and dynamics of trailing vortices, a
water towing tank analysis

by Rolando CRUZ MARQUEZ

The impact of wing loading on the properties and dynamics of trailing vortices is
investigated in a water towing tank facility. In the framework of the lifting line the-
ory, the local circulation Γy (with y the span-wise coordinate) depends on the local
chord, effective incidence and lift coefficient. For a commercial aircraft, the wing ge-
ometry varies depending on the phase of flight (eg. deployment of high-lift devices
for take-off/landing) which modifies Γy. This impacts the properties of the vortex
wake, which originates from the roll-up of the initial vortex sheet characterized by
strength −dΓy/dy. Given the substantial length-scales involved in modelling wake
development to capture dynamically relevant timescales, numerical simulations re-
main a very costly solution to capture the dynamics of trailing vortices. Therefore in
the present work we use a towing tank experiment to explore this topic.

This research is motivated by the longstanding concern of wake vortex hazard,
an issue that remains unresolved and that is the cause of increasing pressure in the
aviation industry and at airports. This pressure continues to mount due to the con-
tinuous rise in air traffic, despite the rising concern of the role of aviation in societal
problems (disease outbreaks, climate impact) which spell the idea of a reduced use
of air travel. The central question from a fluid mechanics perspective is whether it is
possible to reduce wake hazard through intelligent wing design or through passive
shape perturbations that alter the vortex wake, consequently reducing the risks for
a following aircraft. The present work initially considers a baseline case of a rect-
angular wing, which represents cruise-like flight, and then varies the wing-loading
with selected cases: a high-lift loading configuration, a loading with trailing edge
disturbances and loadings featuring multiple vortices, specifically designed for ac-
celerated vortex interaction. The development of the vortex wake is investigated
from the roll-up stage up to 300 spans downstream at a chord-based Reynolds num-
ber of Rec = 105. SPIV measurements are made in sections of the wake generated by
the towed wings in order to assess the vortex characteristics in each situation. The
SPIV plane is fixed and the model is moving in the laboratory frame. This poses dif-
ficulties for tracking the wake vortices over a long period of their evolution as well
as for decomposing the flow into its mean and disturbance components. A complete
set of post-processing procedures for analyzing the SPIV and a specific strategy for
averaging the data is implemented.
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The results highlight the overall wake structure and the number of trailing vor-
tices relative to the wing loading. The essential properties of the vortices (profile,
radius, circulation, axial flow and the associated temporal evolution) are presented
and analyzed to provide physical meaning. In some cases, we are able to expose the
development of perturbations upon the trailing vortex formed in the far wake.

The impact of an undulation of the shape of the trailing edge of the wing is an-
alyzed. This modification is based on recent theoretical results where the perturba-
tion of the vortex wake is achieved by acting in the trailing edge region. The analysis
shows that the trailing vortex is enlarged compared to the baseline case, while keep-
ing the same circulation.

Given identical lift, high-lift wing-load configurations that generate pairs of co-
rotating vortices in the near wake exhibit first a fusion of the same-signed vortices
and then a diffusive effect on the fused vortex core compared to the baseline con-
figuration. Additionally, an increase in circulation, up to 20%, is observed due to
the closer proximity of the vortices. On the other hand, wing-load configurations
that feature counter-rotating vortices on each side of the wake exhibit a process of
viscous diffusion that leads to a reduction of the circulation of the wing-tip vortex.

Overall, the present work shows that wing loading has an important impact on
the specific position, strength and size of vortices in the wake.
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Chapter 1

Introduction

1.1 Background

Wake vortices trailing behind commercial airplanes pose a threat to air traffic. Dur-
ing a wake encounter, a rolling moment or a down-wash force can be induced upon
the following aircraft. The degree of hazard is a function of the vortex strength and
size, which are a bi-product of the lift generated by the leading aircraft [6, 18]. One
way to tackle this issue is to develop vortex alleviation techniques.

Motivated by the above problem, groundwork on the stability of a vortex pair
was early provided by Crow [22], as he carried out a stability analysis of a pair
of vortex filaments. This established the foundations of vortex alleviation efforts
where the usual approach is to play on the intrinsic dynamics of systems of multiple
vortices to hasten their decay. Crow characterized the sinusoidal growing mode of
perturbation that results from the interaction between the self-induced waves of a
deformed vortex and the induced strain field caused by the opposite vortex, also
known as the Crow instability. The wavelength is typically about eight times the
spacing of the vortices. In the far wake, these deformations lead to the linking of the
vortices of the pair, with the tilting of the axial vorticity in the direction perpendicu-
lar to the initial line of vortices. Using a setting of flapping plates in a water tank Roy
et. al [89] and then Leweke & Williamson [58] could characterize the growth rates
and wavelengths of these long-wave instabilities, in good agreement with Crow’s
theory.

The mechanisms behind these instabilities are related to the tri-dimensional de-
formation that occurs in a vortex column. The fundamental understanding of how a
3D perturbation propagate along a vortex comes from the work of Lord Kelvin [97].
The propagation of a perturbation is ensured by an axial pressure gradient that is
generated when the cyclostropic equilibrium in the vortex core is disturbed. These
so-called Kelvin waves provide a decomposition base for any arbitrary perturbation
in an inviscid vortex [3]. The study of Kelvin waves was extended to models of vis-
cous vortices by Fabre et.al. [33, 29]. This allowed for a categorization of the modes
present in the viscous vortex into families that share an underlying physical mech-
anism. Almost all modes are dampended to some degree by viscosity. A particular
family of waves, called displacement waves, have a net effect of displacing the whole
vortex core. These displacement waves are those which participate in the develop-
ment of the cooperative Crow instability that ultimately leads to vortex linking.

Although linking does not constitute the final stage of the vortex dynamics, it is
usually considered as a mark of the vortex lifespan in its original structure. How-
ever, the natural time-scale for the development of the Crow instability is too large
to be usefuly applied in the context of commercial flight. This motivated research
efforts aimed at actively triggering instability in the wake. Along these lines Brion
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et. al. [10] characterized the zone of sensitivity for the excitation of the Crow insta-
bility in a vortex dipole. The results of Navrose et. al. [70] on the transient growth
in the near wake show that, on the wing, the zone of sensitivity for the optimal per-
turbation of the vortex wake is located far from the zone where the vortex is shed.
The outcome is potentially a much better efficiency of the control, yet with diffi-
culties when transposing theoretical results to experimental practice. In the search
for a flow that displays suitable characteristics to promote vortex decay, a part of
the research turned towards more complex wake configurations and the necessary
conditions to generate them in-flight.

Betz [7] and later Rossow [86] developed an analytical method to relate the topol-
ogy of the wake and the vortices in it to the span-wise distribution of lift of the
generating wing. Based on lifting line theory, where ℓy the local lift at a span-wise
station y is related to the bound circulation Γy, Betz method derives the distribution
of circulation in a Trefft plane of the wake far downstream. This allows to approxi-
mate the number, position and strength of the vortices in the wake, taking as input
the wing geometry. For instance, a multipolar vortex wake can be formed from the
wing/tail vortices but also shed by the discontinuities in the geometry of an aircraft
wing alone. The discontinuous nature of the resulting span-load profile generates
peaks in the trailing vorticity sheet around which the sheet rolls-up, generating ad-
ditional vortices besides the one at the wing-tip. This model could not describe
the vortex dynamics during its formation stage nor its interactions in the far wake.
However, it is at these stages where the dynamics that are essential for the design of
control strategies occur.

For example, the set of vortices in the near-wake are known to merge and form
a single trailing vortex between 0 and 10 wingspans downstream from the wing [8].
On a commercial aircraft, this phenomenon can be induced by the wing ailerons and
flaps, but also by the engine nacelle or the empennage. Additional vorticity can be
co-rotating or counter-rotating with the wing-tip vortex. The typical setup of a sys-
tem of 4 vortices is sketched in Fig. 2.16. Work by Crouch [20], Fabre & Jacquin [30]
[32] and later Bristol et al. [11] turned towards the analysis of cooperative instabili-
ties on systems of multiple wake vortices. Towing tank experiments led by Ortega
[73] focused on the far wake characterization of co-rotating and counter-rotating vor-
tex pairs shed by rectangular wing models. These research efforts allowed to prove
the existence of unstable modes which, compared with the Crow mode, exhibited
greater growth rates and smaller characteristic times. Furthermore, essential param-
eters for the development of this phenomenon where found to be vortex spacing and
the circulation ratio between vortex pairs (respectively β and γ in the figure). On a
commercial wing configuration, however, the necessary conditions for the develop-
ment of unstable vortex pairs in the wake are seldom met. Namely, the flow config-
uration that showed promise with respect to wake hazard reduction was found to be
a pair of counter-rotating vortices (γ < 0), where as commercial wing configurations
often produce a co-rotating pair (γ > 0).

The dynamics of co-rotating vortex systems of equal strength was studied in ex-
periments by Meunier & Leweke [62] and in DNS calculations of Laporte & Leweke
[52]. Their work allowed for the characterization of the merging mechanism occur-
ring between co-rotating vortices, also called vortex fusion. At low Reynolds num-
ber, merging follows a 2D, laminar process in which vortices initially orbit around
each other because of their induced velocities. The vortices size (here denoted by
Rd) increase under the action of viscous diffusion [90] until a critical value, relative
to the co-rotating vortices distance d, is reached. A fusion phase follows in which the
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FIGURE 1.1: Diagram of a system of four vortices

distance between the vortices drops significantly and the vorticity from both vor-
tices is merged. During fusion, vortices can be split into filaments some of which are
advected outwards from the pair while the rest are fed into the dominant vortex. Fil-
amentation occurs more prominently in configurations where there is a significant
difference in strength between the vortices as it was observed in the experiments
of Chen [17]. The fused vortex is rendered nearly axisymmetric by viscous diffu-
sion. Experimental results and full scale observations display however fusion times
shorter than the ones predicted by the 2D model.

To study the reason why fusion occurs earlier than expected, the stability of co-
rotating vortex systems were studied in the experiments of Chen [17], Bristol et.al
[12], Meunier & Leweke [62], Roy et.al [89] and Breitsamter et. al [8] among oth-
ers. They identified the development of elliptic instabilities that participate to the
fusion process. At high Reynolds numbers vortices undergo a short-wave, three-
dimensional instability which translates into a sinusoidal perturbation of their tra-
jectory. Analog to the analysis of Crow [22] and Widnall [101], if the self-induced
rotation rate acts in a co-grade sense with the orbit-induced rotation rate their re-
spective action may partially cancel [11]. In this scenario, elliptical streamlines in
the flowfield result from the interaction between the weaker vortex with the strain
field induced by its counterpart. Linear stability analysis and numerical simulations
of Bristol et.al [11] showed that this elliptic instability plays a major role in the fusion
process, allowing vorticity to be transferred at a faster rate from the weaker to the
stronger vortex. Instability growth rates measured in the experiments of Meunier
[61] were in good agreement with theoretical predictions. Fusion was completed
within one orbit period. In the experiments of Chen [17] accelerated fusion times,
relative to the predictions of inviscid theory were attributed to the action of the ellip-
tic instabilities. These interesting results, where the vortices studied were generated
from simplified wings or even parallel plates, remained to be transferred to the sce-
nario where the wake is generated by a far more complex geometry which includes
the fuselage, wing and nacelle.

Breitsamter et. al [8] performed wind tunnel experiments on a scaled 4-engine
transport aircraft wing in high lift configuration and observed that the flap and na-
celle vortices (both co-rotating with the wingtip vortex) quickly fuse and formed
a dominant vortex that eventually absorbs the wingtip vortex. It was shown that
co-operative instabilities, namely the Crow instability, is present in this remaining
vortex system but the effective lifespan of the vortices could not be characterized
within the wing tunnel length. It was observed that counter-rotating flow is gen-
erated by the horizontal tailplane and by the fuselage, but these structures did not
trigger any early dissipation of vorticity.

Multiple wing/tail vortices combinations were explored in a towing tank by
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Crouch [21] and numerically by Stumpf [96] to determine promising configurations
in terms of induced rolling-moment hazard reduction. Stumpf [96] designed wing
configurations taking into account the tail vortices, which are counter-rotating with
respect to the wing-tip vortices. This lead to a passive reduction of 44 − 52% for the
maximum rolling-moment. Introducing active control in the form of ailerons oscil-
lating motion, Crouch proved that an early vortex linking can be achieved with a
level of forcing viable for commercial configurations. At this stage of research, how-
ever, this methodology leaves out crucial aircraft design objectives like lift coefficient
which interferes with its applicability.

Besides the main modes present in the vortex wake, the action of modes of higher
order may also provide a pathway to vortex instabilities. Recent work by Edstrand
[28] developed a linear stability analysis of the wake of a nominal wing geome-
try. They analyzed the downstream development of stability modes in the wake and
dressed numerical simulations of the wake evolution under the action of each mode.
This work permitted to show that the 5th wake mode, although initially stable, can
lead to an unstable flow configuration downstream in the wake. The growth rates of
this instability are greater than Crow’s. The numerical simulations revealed that the
shape function of the 5th mode becomes counter rotating with the main tip vortices
downstream which causes instability. Their analysis provided the shape function of
this mode which is distributed in the span-wise direction at the surface of the wing.
A similar investigation conducted by Navrose [71, 70] also led to the conclusion that
the optimal perturbation is located in a region covering the entire span of the wing.
However, the authors could not provide an effective control strategy to produce this
specific perturbation, leaving the existence of these modes yet to be proven experi-
mentally.

The dynamics of the wake is also impacted by the presence of axial flow in the
core of vortices, which is negelected by most wake models. Trailing vortices with ax-
ial flow where described early-on by Batchelor [5] and Moore & Saffman [67]. Wake-
type axial flow is related to azimuthal velocity through the cyclostropic equilibrium.
The velocity deficit in the wing boundary layer and pressure perturbations traveling
in a columnar vortex have also been shown to cause the development of strong axial
flow [61, 65, 67]. The dynamics of the Batchelor vortex are piloted mainly by the
swirl number q, the ratio of azimuthal to axial velocities in the vortex. Analytical
groundwork allowed for the identification of another family of unstable modes be-
sides those of cooperative-instabilities. Indeed the vortex becomes unstable at low
values of swirl, as was first shown analytically by Lessen et.al [56] and by Mayer &
Powell [60]. The considered instability is called "helical" relating to the structure of
the corresponding modes along the vortex axis (see [45, 65] for a DNS visualization).
Numerical studies like those of Delbende et.al [24] and Olendraru et.al [72] corrob-
orated that the application of axial flow is an efficient means of promoting amplifi-
cation of linearly unstable helical modes in wake type vortices. The development of
the helical instability under these conditions was also observed through DNS and
LES by Moet [65]. Beyond moderate swirl values (q > 0.7) Jacquin & Pantano [45]
observed the development of an annular stable buffer layer preventing the transport
of perturbations in the vortex until q ≈ 1.5, where all helical modes fully dampen.
Little experimental validation exists to corroborate these analytical and numerical
results.
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1.2 Aims and objectives

To summarize, research efforts around wake vortices have brought forward models
for the prediction of unstable wake configurations. These include multipolar vor-
tex wakes, which are a case often observed in landing/take-off wing configurations
of commercial aircraft. In conjunction with numerical simulations, experimental
work has proven the existence of instability mechanisms such as long wave, short
wave, elliptic and multipolar cooperative instabilities. Stability analysis has pro-
vided zones of sensitivity on the wing surface for the excitation of unstable modes,
often leading to an action along the wingspan. With the addition of active and pas-
sive methods, such as ground effect, flow control strategies for wake demise have
been proposed.

However, on most cases the resulting growth rates do not meet a substantial re-
duction of the time scales to dissipation. On one hand, the strategies of control pro-
posed are insufficient to excite unstable modes at short times under the constraints
of end-product applicability. Unstable modes excited by active control actuating
over the wingspan have not been observed experimentally. The vortex base-flow
employed during control design studies (experimental and numerical) is often rep-
resentative of vortices during cruise flight : this approach neglects how vortices are
affected by the lift distributions which varies particularly during landing and take-
off. On the other hand, analytical predictions of the near-wake behavior of trailing
vortices has been validated by experiments in wind-tunnels or with parallel plates
in a water tank, but special installations such as a towing tank are required to study
the far wake dynamics of trailing vortices. Because of this most experimental in-
stallations rely on early hints of instability development in the near wake, as they
cannot observe the dynamics of the wake at a sufficiently large downstream station
where the fully developed instability takes place.

This work is motivated by the need to understand the behavior of the physical
properties of trailing vortices when subjected to physical mechanisms that lead to
a reduction in vorticity. This includes identifying the presence of cooperative in-
stabilities or other phenomena that have been mentioned earlier. To achieve this,
we conduct a series of experiments using wing models with varying span-wise lift
distributions in the ONERA towing tank. In doing so, we aim to address some un-
resolved questions regarding how the load profile affects the dynamics of vortex
wakes.

In the initial set of experiments, we studied the wake of a plain rectangular wing,
modeling an aircraft in cruise flight configuration. A second set of experiments in-
volved studying the impact of shape modifications inspired by recent stability analy-
sis results. In the third set of experiments we modified the span-wise evolution of the
geometric twist to create configurations resembling landing/take-off scenarios. The
fourth set of experiments allowed us to investigate the physical interaction between
co-rotating and counter-rotating vortices. These findings not only contribute to our
understanding of vortex behavior but also provide experimental data to validate nu-
merical models designed to develop control strategies. In this way we contribute to
the objective of wake hazard alleviation.

This work is structured in seven chapters. We present a summary of the knowl-
edge that is pertinent to our study of trailing vortices dynamics in Chapter 2. In
Chapter 3, we describe the materials and methodologies that were employed to con-
duct our experiments.
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Chapter 4 focuses on characterizing the wake physics under nominal conditions
at significant downstream distances, providing insight into the full-scale flow in the
laboratory frame. In section 4.1, we validate the representativeness of the towing
tank experiment by characterizing the aerodynamic response of the wing model.
In section 4.2, we develop a methodology for computing the vortex characteristics
since they are indicators of physical phenomena ocurring in the flow. To do this,
we identify the vortex field center and derive a mean 1D vortex profile from the
2D velocity field. The objective in section 4.3 is to identify physical phenomena
within the vortices of the experiment.Lastly, in section 4.4, we explore the impact
of a modification in the wing’s trailing edge which is inspired by stability analysis
results and seeks to accelerate the decay of trailing vortices.

Chapter 5 investigates the wake of a wing modified to mimic a flaps-down con-
figuration. This geometry is of interest because of its direct application to com-
mercial aircraft wing configurations during landing/take-off. This introduces co-
rotating vortices in the wake. Therefore, we focus first into characterizing the co-
rotating pair properties from their generation until their fusion in section 5.3.2.2.
Then we assesss how the wing geometry modification impacts the trailing vortices.In
section 5.3.3 the properties of a fused vortex are compared with those obtained pre-
viously for the reference wing configuration.

We know that rather than co-rotating vortex pairs, the most effective mechanism
for vorticity diffusion in the wake results from the interaction between wing-tip vor-
tices and counter-rotating flow. This is why Chapter 6 explores the wake of a wing
modified to introduce counter-rotating vortices. First, in section 6.1 we model the
behavior of the pair via point-vortex simulations, in order to adapt our experimen-
tal installation to this particular flow. Subsequently, in section 6.2, we relate the
experimental observations to the vortex pair properties, comparing them to analyti-
cal predictions. Finally, in section 6.3, we analyze the temporal evolution of both the
flap and the wing-tip vortices to assesss the impact of the counter-rotating config-
uration on vorticity diffusion. We present concluding remarks and a discussion of
our results in Chapter 7.1.



7

Chapter 2

Litterature Review

More work is needed on [...] the development of guidelines for the design of
aircraft so that they shed benign wakes. Admittedly, a satisfactory solution has
not yet been found, but the research to date indicates that a solution is possible.
- V. Rossow [87]

2.1 The wake vortex hazard

On the domain of safety in commercial aviation, one of the main challenges consists
on the hazard that wake vortices of leading aircraft represent for a following aircraft.
The problem is that wake vortices dissipate on a long time scale. As a consequence,
air traffic is slowed down by safety regulations.

The terms "trailing vortices" or "vortex wake" refer to the rotating air massess
that form, as an indirect consequence of lift, behind any lifting surface. Behind ev-
ery aircraft, the far wake takes the form of two counter rotating vortex columns (Fig.
2.1a) for which the strength is indirectly proportional to the weight of the gener-
ating plane : the wings of a heavy aircraft need to generate strong lift forces and
consequently generates strong vortices. As such, this wake is particularly danger-
ous when an aircraft encounters the wake of a large and wide-bodied civil jet. As
illustrated on Fig. 2.1b, downwash forces or a rolling moment can be induced on
an aircraft that encounters trailing vortices. These forces can compromise the pilot’s
control over the aircraft, and lead sometimes to fatal accidents. The risk of wake
encounter therefore regulates air traffic in-flight and close to airports.

(A)

(B)

FIGURE 2.1: Trailing vortices : a) Contrail visualization behind an
aircraft in the ’HEAVY’ category and b) effects of a wake encounter

on a following aircraft (from Rossow [87]).
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The need for safety regulations arose in the late 1960s with the commercialization
of "jumbo jets" which shared the airspace with lighter aircraft. The vortices gener-
ated by an aircraft close to a runway creates a zone of danger in parallel runways
less than 760 m apart or crossing runways less than 300 m below (see Fig. 2.2 for
an illustration). To prevent wake encounters, rules on safety distances between a
leading and a following aircraft where established since 1970 by the International
Civil Aviation Organization (ICAO). A safe separation minimum , as defined by EU-
ROCONTROL [84] "implies to consider wake vortex generated by an aircraft but also
the wake encounter impact and resistance of the following aircraft on departure or
final approach". These rules were originally based on the aircraft maximum take-off
mass (MTOM). After classifying aircraft into different MTOM categories, the ICAO
issued minimum separation distances for each combination of weight category.

FIGURE 2.2: Dangerous zones for a wake encounter as presented by
the ICAO [42]

Due to a saturation in commercial air traffic and airport capacity, the design trend
of the aviation industry is to fabricate civil aircraft models with greater passenger
capacity. The first set of separation rules, designed 50 years ago, became outdated
when civil aircraft of even larger MTOM where commercialized [84] (eg. the A380
model). On one hand, the danger represented by a wake encounter is increased
giving that the MTOMs of some models are larger and the flight paths are more fre-
quently occupied. But on the other hand, ICAO rules led to over-conservative safety
measures when the encountering airplane was on the upper limit of its weight cat-
egory. It is now known [38, 69] that besides weight, other parameters play a role
when defining the strength of the vortices and the encountering plane response.
The hazard caused by a vortex on a folling aircraft may be estimated by "hazard
models" that take this parameters into consideration [14]. The generating aircraft
swept, wingspan and spanloading have an impact on the number of vortices, their
orientation, sense of rotation etc. [87, 93]. For the aircraft that encounters the wake,
its wingspan and weight but also the pilot reaction time are taken into account in
the hazard model [14]. As aircraft models and our understanding of trailing vortices
evolve, separation rules are revisited and updated. For example, a re-assessment of
aircraft weight categories leading to new separation times were proposed for euro-
pean airports under the RECAT-EU [84] program in 2015, showing that the strate-
gies of wake hazard prediction and alleviation are as relevant now as when they
were first studied in the late 60’s. With the popularization of flow control strategies,
contemporary research now turns towards ways of hastening the decay of trailing
vortices, effectively reducing the danger they pose, in the hope of establishing new,
less constrained flight path regulations [34].

As described by Rossow [87], research efforts around wake hazard focus on three
main questions : 1. Quantifying the hazard represented by the lift-generated wake
shed by a given aircraft, 2. modifying the wake to make it non-hazardous while
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still retaining the efficiency of the generating aircraft and 3. effectively and effi-
ciently avoiding vortex wakes. Relative to 1., at the present time, for a given lift, it
is possible to predict the strength of vortex wakes generated by simple wing config-
urations [1, 87]. The downwash or rolling moments induced on a given aircraft by
the trailing vortices are also well estimated [88]. However, there is still not enough
knowledge to propose a universal model that predicts (under given conditions of
Reynolds number, wing configuration, ground proximity, vortex interactions..) the
decay of wingtip vortices over time. This dulls the estimation of the hazard repre-
sented by the far-field wake which is necessary to propose optimal separation times.
The knowledge necessary to adress subject 2. relates to the impact of the wing con-
figuration on the structure and stability of the wake. A promising approach con-
sists in playing on the dynamics intrinsic to systems of two or more co- or counter-
rotating vortices. To study this problem requires to reliably predict the number and
strength of vortices that can be expected to form in the near wake of the wing. For
wings of complex configurations (like those of commercial aircraft), there is still no
agreement on an analytical model that serves this purpose, so the the problem can
only be approached through numerical simulations (e.g. RANS). Although cooper-
ative instabilities have been well studied over the last decades, there is still not an
efficient control strategy that could be applied on the wing surface to excite these
mechanisms further downstream. Finally, regarding subject 3., the challenge is to
estimate the trajectory of hazardous vortices in the wake. This is easily adressed
by simple approaches like the Biot & Savart model as it will be seen further down.
There is also extensive documentation on the possible ways a vortex can behave
when subjected to external phenomena like ground proximity, crosswind and atmo-
spheric stratification or turbulence. Here again predicting the decay characteristics
of the vortices is essential to apply these models to the far wake. Nevertheless cur-
rent models are in agreement over the region of higher danger for wake encounters
: At one wingspan above the ground, the descent of the vortex pair stalls, aggravat-
ing the chances of an encounter [38]. If an aircraft encounters the wake of another
aircraft at low altitude, it will have little speed, altitude and reaction time to recover
from the downwash force or the rolling moment imposed by the vortex wake [42].
This is why the characteristics of the wake of a wing in landing/take-off configura-
tion is of interest for our purposes.

2.2 From the formation to the natural demise of a trailing
vortex

As opposed to a simple wake (which is when viscous flow attaches to a body and
generates drag), the vortex wake is a product of the flow around a lifting body (and
therefore linked to induced drag). This is why when considering the flow around
an aircraft, the origin of the vortex wake can be traced to the flow shed by its lifiting
surfaces : mainly the wing, the horizontal stabilitzer and, to a lesser amount, the
fuselage. The engine exhaust gases also impact the vortices velocity and thermody-
namic characteristics, but this effect is neglected for the purposes of this work.

Four basic phases for the lifespan of the vortex wake are distinguished. These
phases are illustrated in Fig.2.3 and are detailed on the following sections. First,
there is a zone of formation where the vorticity shed from the lifting body concentrates
into discrete groups which constitute the vortices in the near wake. Secondly, there
is a stable zone where the numerous vortices in the wake may fuse to form a main
dipole of counter-rotative vortices. As it is detailed further down, vortices in this
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zone have the form of coherent vortex tubes and at first order their dynamics can be
estimated from those of a 2D dipole of point vortices. An unstable zone ensues where
the vortex tubes deform under the action of tridimensionnal effects and/or physical
instabilities. To predict the behavior of such mechanisms requires the introduction
of models of 3D vortex tubes with a finite core. The magnitude of the deformations
of the vortices usually increases until vorticity can be exhanged between each side
of the wake. This exange is referred to as "vortex linking" and marks the end of
the unstable zone. Finally, during the vortex breakdown zone, vortex rings develop
from the linked vortices. Rings eventually disperse through mechanisms like burst-
ing. Although vorticity is still present in this zone, the begining of linking is often
considered to mark the end of the lifespan of the vortex wake.

Wake 

formation 

zone

Stable 

wake zone

Unstable

wake zone

Wake 

breakdown

zone

z
x

y
𝑈0

𝑏0

𝑏

2.2.1.4 : Vortex roll-up

2.2.2.1 : Vortex properties

2.2.2.3 : Tri-dimensional effects
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instabilities

Linking

2.2.2.2 : Viscous and turbulent decay
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Γ

−Γ

FIGURE 2.3: Schematics of the evolution phases of an aircraft vor-
tex wake. Various phenomena occuring in the wake are schematized.
The paragraphs in this text corresponding to each phenomena are in-

dicated.

In the upcoming sections, challenges essential to understanding vortex dynamics
are borken down. These challenges are defined following guidelines of previous
work, like that of Donaldson and Bilanin [26]. The insights provided by the study
of physicial phenomena related to each of these topics form the heart of our study
on vortex hazards. In section 2.2.1, the first challenge is tackled : predicting how
vortex sheets roll up in the "formation zone". The focus is on understanding the
behavior of vorticity shed at the wing trailing edge through an analytical approach.
Moving on, we explore the second issue: the interactions between these vortices in
the "stable zone". To do this the phyisics of a single vortex are studied in section
2.2.2. The characteristics of a vortex right after formation are first defined and then
its evolution over time is studied. This includes studying how viscous and turbulent
transport mechanisms affect the diffusion of the vortex core, and what impact 3D
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deformations have on a single vortex tube.
Lastly, section 2.2.3 focuses on the fundamentals of how a pair of trailing vor-

tices interact. This includes adressing the field of rolling moment and downwash
they might induce on a following aircraft, which constitutes the essence of the wake
hazard. Understanding the interaction between the two trailing vortices allows to
adress the "unstable zone" of the wake where physical instabilities develop. In short,
the upcoming sections provide a comprehensive exploration of the core physics of a
vortex wake composed of two trailing vortices.

2.2.1 The formation of vortex wakes

2.2.1.1 Fundamental properties of vorticity

In this section, we describe the fundamental concepts necessary for the study of vor-
tical flows. A concrete definition of vorticity and a basic vortex model are provided.
The extent of the description for the concepts listed here is purposly limited to what
is strictly useful for the argumentation of the following sections. The reader who
wishes further details is referred to [90].

Consider the velocity field u written (u, v, w). The vorticity ω is the gradient of
the velocity profile along a perpendicular direction, that is

ω = ∇× u (2.1)

The rate of change of ω can be obtained by applying the same operator to the
Navier-Stokes equations

Dω

Dt
= (ω · ∇)u + ν∆ω +

∇× f
ρ

(2.2)

Which is known as the Helmholtz equation [39]. Here, D
Dt = ∂

∂t + (u · ∇), ν is
the fluid kinematic viscosity and rho its density. The term (ω · ∇)u its a source
term that accounts for tridimensional effects like the stretching or tilting of vor-
ticity. The second term, ν∆ω translates the diffusion of vorticity under the action
of viscosity, and the last term, ∇ f

ρ translates the action of non-conservative body
forces. The Helmholtz equation shows that pressure and conservative body forces
have no incidence on the evolution of vorticity. Furthermore, in the absence of non-
conservative body forces the third term vanishes. In 2D flow the source term also
vanishes which leads to the key conclusion that ,in this specific scenario, vorticity
only decays through viscous effects.

For a velocity field located in the 2D plane defined by cartesian coordiantes (y, z),
it follows from eq. 2.1 that the vorticity perpendicular to this plane is written

ωx = ∂yw − ∂zv (2.3)

Consider now two nearby material points A and B. Their difference in velocity
and position is δu = uB − uA and δx = xB − xA, therefore

δui = uB − uA|i =
3

∑
j=1

δui

δxj
δxj = δjuiδxj (2.4)

where the term on the right is δui expressed in einstein’s notation. Equation 2.4
can be written as
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δui =
1
2
(
δiui + δiuj

)
δxj +

1
2
(
δiui − δiuj

)
δxj (2.5)

δui = eijδxj + Ωijδxj (2.6)

Here, eij is denoted the rate of strain tensor and Ωij the rotation tensor. The strain
tensor is symmetric and diagonalizable and expresses a deformation. If one denotes
its eigenvalues as λi, then λi > 0 can be classified as a stretch and λi < 0 as a
compression. As its name indicates, the tensor Ωij expresses a rotation in u. it is
characterized by the scalar Ω which is the rate of rotation. In other words, under
straining motion, line elements are extended or contracted and spheres are deformed
into polygons with the principal axes along those of the tensor eij. Under solid body
rotation motion, line elements stay of constant length, spheres remain spheres while
rotating with angular velocity Ωr.

Having defined the vorticity, the strain and the rotation, we can now describe
two fundamental flows denoted as solid body rotation and potential flow. Consider
the velocity field u written in polar coordinates as u = (vr, vθ , vx). On one hand,
solid body rotation is a rotational flow that does not entail a deformation. This can
be exemplifyed by a field such that

u(x) =

∣∣∣∣∣∣
vr = 0
vθ = Ωr
vx = 0

(2.7)

ω(x) =
1
r

∂

∂r
(rvθ) = 2Ωex (2.8)

On the other hand, an example of potential flow is a field such that

u(x) =

∣∣∣∣∣∣
vr = 0
vθ = Γ

2πr
vx = 0

(2.9)

Here, Γ is the circulation of u around a closed circle C of radius R. It is defined
in general terms as the line integral of the velocity field around any closed curve C.
Invoking Stoke’s theorem, we can in turn link Γ to the flux of vorticity through the
disc D bounded by C(r), we get :

Γ =
∮
C(r)

u.dℓ =
{

D(r)

ω.ndS (2.10)

Note that, considering u defined in 2.9, we have∮
C(r)

u.dℓ =
∫ 2π

0

Γ
2πr

eθ.rdθeθ = Γ (2.11)

It follows that in this example of a potential flow, vorticity is focused at xω = (0, 0, 0)
and defined by :

ω(x) =
1
r

∂(rvθ)

∂r
ex =

1
r

∂(Γ/2π)

∂r
ex (2.12)

which is 0 at every point except at xω, where ωx(xω) = Γδ(y)δ(z) and δ() is the
Dirac function. The regions of the fluid where ω(x) = 0 are said to be in irrotational
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motion. Computing the strain tensor for u results in a strain rate of |erθ | =
∣∣ Γ

2πr2

∣∣,
which defines a stretching direction and a compression direction which are both
located in (r, θ) and are orthogonal to each other.

We dispose now of sufficient concepts to define a fundamental vortex model,
named Rankine vortex. Here, the flow field u = (0, vθ , 0) is discontinuous around a
region defined by r = Ra.

ωx(r) =

{
Ω r ≤ Ra

0 r > Ra
(2.13)

Substituing Ω = Γ
2πR2

a
, we obtain

u(x) =

∣∣∣∣∣∣∣∣∣
vr = 0

vθ(r) =

{
Γ

2πR2
a
r r ≤ Ra

Γ
2πr r > Ra

vx = 0

(2.14)

This vortex model is characterized by two regions delimited by Ra, also called the
vortex core size. A solid body rotation flow occurs in the inner region while a poten-
tial flow occurs in the outer region. Note that this model is inviscid and shows no
axial velocity. Azimuthal velocity vθ is continous at r = Ra, but axial vorticity is not
as ωx(r) is finite and uniform inside of the vortex core and null outside. Although
this discontinuous nature is not physical, the Rankine model is widely used because
of its simplicity and allows for the analytical study of multiple physical properties of
natural vortices. Indeed, the Rankine model is sufficient for the purposes that are de-
velopped in the following sections, and more complex vortex models are introduced
further down as the need for them arises.

Consider a region of fluid where vorticity is not null everywhere. A curve paral-
lel to the vorticity vector ω(x, t) in each of its points is called a vortex line. A set of
vortex lines which intersect a path is denoted as a vorticity surface or vorticity sheet.
If this path is closed then the surface defines a vorticity column. By construction
vorticity is everywhere parallel to the surface of the column i.e. ω.n = 0. From this,
it can be shown that the flux of vorticity through any cross-section of the column is
constant [90]. ∫

S1

ω.ndS −
∫

S2

ω.ndS =
∫

V
div (ω) dV = 0 (2.15)

where V is a volume delimited by the two cross sections of the column S1 and S2. The
strength of the column is defined by the circulation computed along a closed curve
on the column. This is equal to the flux of vorticity along the column. From these
results we deduce that the circulation is uniform along the column. On most cases,
this in turn imples that vortex columns must be closed or begin and end on bound-
aries [90]. A vortex filament is defined by a column surrounded by irrotational fluid.
For practical purposes in this work, we shall extend this definition to any vortex col-
umn of infinitesimal thickness as it has been done before [Helmoltz1858]. It should
be noted that viscosity diffuses vorticity, which at first approach contradicts the
assumption of surrounding irrotational fluid, however the definition of vortex fila-
ment is still useful in real fluids of small viscosity [90], i.e.

ReΓ =
Γ
ν
>> 1 (2.16)

Where ν is the kinematic viscosity and ReΓ is the circulation based Reynolds number
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which is further defined below. Finally, it should be said that in the analytical stud-
ies that are described in the following sections, most referrences of vortices imply a
vortex filament in 3D space.

At this stage we have provided a concrete definition of vorticity ω and of cir-
culation Γ and we have provided a fundamental vortex model, named the Rankine
vortex, where two separate regions are characterized by a different type of flow. In
the inner region of the Rankine vortex (r ≤ Ra) the flow is of type solid body rota-
tion. This means that the rotation rate is finite and the strain rate null. The vorticity
is uniform of value ω(x) = 2Ωex. In the outer region (r ≥ Ra) we have a potential
flow, also called irrotational flow. This means that the rotation rate is null and the
strain rate is finite. Orthognal directions of stretching and compression are embed-
ded in the plane of the vortex. The vorticity is null at every point of this region i.e.
ω(x) = 0. Then, we defined a vortex filament which is a particular distribution of
vorticy. The strength of a filament is defined by the circulation around a closed path
surrounding it. Finaly, we showed that the strength of the filament is uniform at any
of its stations, albeit in real cases one must also account for the diffusive action of
viscosity. In the following section, we use these concepts to show how an inmersed
body may generate trailing vorticity.

2.2.1.2 The generation of vortex sheets around a body

Consider a vorticity sheet in which vorticity is infinite. From the point of view of
velocity, this is a surface in which the tangent component of velocity is discontinu-
ous. This constitutes a fundamental block to understand the generation and roll-up
of vortices in the near wake of a lifting wing.

Let u = (0, v, 0) be a mixing layer flow perpendicular to ex:

u(x) =

{
v1ey z > 0
v2ey z < 0

(2.17)

The flow is discontinuous along direction ey if v1 ̸= v2 and this discontinuity
layer implies that vorticity is infinite at z = 0. The plane (x, y, z = 0) defines a
vorticity sheet where :

ω(z = 0) = δ(z)γω (2.18)

Here, γω = |γω| is finite and it is the sheet intensity. Furthermore γω.n = 0
where n = ez. By considering the computation of circulation round an infinitesimal
contour that traverses the vorticity sheet, one can show that

u(z < 0)− u(z > 0) = γω × n (2.19)

which implies that the flow is discontinuous in the tangent direction, but continuous
in the normal direction. The conitnuity in the normal direction can also be seen as a
consequence of the conservation of mass [90].

We choose now to replace the fluid plane (x, y, z = 0) by a solid plane. The
hypothesis of tangent discontinuity and normal continuity in this model still hold
in this situation which reveals its utility when studying the generation of vortex
sheets. Consider then a 2D material plate normal to ez and extending from y = −a
to y = +a and from x = −∞, to x = +∞. The plate is in motion in the normal
direction ez and therefore a velocity field u is generated around it. This problem can
be solved, as done by Batchelor [4] or Saffman [90], to determine the strength of the
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vortex sheet that the represented by the discontinuity that the plate introduces :

γω =
2Uy√
a2 − y2

(2.20)

where Uy is the boundary condition of velocity at z = 0 and |y| < a. This goes
to show that the vorticity is maximum (infinite) at the extremities of the plate. The
shape of the sheet is however mantained as the plate is infinite in the ex direction.
Arguments brought by Klein [49] stated that if the plate were to be removed, then
the vorticity sheet would remain. The vorticity sheet,which behaves as a material
line, is then free to evolve under its own induced velocity. We can then model the
evolution of such a material line through a 2D spiral sheet model proposed by Kaden
[47].

Through this model, one can show that the shape of the vorticity sheet evolves
from a straight line into a spiral, entraining more of itself and becoming nearly ax-
isymmetric. The sheet stretches during this process, so that fluid particles that where
close to each other on the straight sheet become separated by an angle of 2π. In other
words, each section of the sheet tends to form concentric circles around the spiral’s
tip, with the sheet’s strength being highest at the center and decreasing with increas-
ing radius rp. The gap between neighboring circles is proportional to rp/t, and thus
tends to close-in over time. In the absence of viscosity, the sheet becomes infinitely
thin, but in real flows viscosity smoothens the velocity differences between closely
spaced circles. This leads to the sheet transitioning from a spiral shape to a compact
region of vorticity with decreasing strength inversely proportional to radius, and
where velocity evolution is continuous.

2.2.1.3 The generation of trailing vorticity in the near wake of a wing

In the previous section it was shown that each side of an unbound vorticity sheet
of finite length stretches and spirals around its neighbouring tip of the sheet. It
was also shown that this situation can be analytically modeled by an discontinuous
velocity field generated around an infinite plate in motion. In this section, we re-
late this model to a more representative model of the flow field generated around
a lifting body. Specifically, the flow around a rectangular wing is analyzed in or-
der to show that a vorticity sheet is shed at its trailing edge and that subsequently
the sheet evolves into two counter rotating trailing vortices. Also, a link is estab-
lished between the load distribution over the wing and the velocity distribution of
the trailing vortex generated.

We provide here an illustration of the formation of vorticity sheets at the trailing
edge of a wing starting from the distribution of pressure around a lifting surface.
This is a common reasoning found in the litterature, here we follow the guidelines
of Prandtl [78] and Glauert [35]. For a classical wing where the distribution of lift
is maximum at the mid-span, it follows that above and below its spanwise center
there is, respectively, a large decrease and a large increase of pressure. At the tip of
the wing, where the local lift vanishes, the pressure differences is also null, resulting
in a monotonic decrease of pressure difference from the mid-span to the wingtip.
Following this pressure distribution, streamlines passing above the wing tend to
flow inwards towards the center while those passing below have a tendency to flow
outwards. This scenario is illustrated on Fig. 2.4. At the trailing edge, where the
streamlines meet, a discontinuity of direction forms between the streamlines com-
ing from the pressure side and those coming from the suction side of the wing. The
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FIGURE 2.4: From [35] : surface of streamline direction discontinuity
at the trailing edge of a wing.

surface of discontinuity thus formed generates a vorticity sheet shed by the lifting
surface. This sheet can further be modeled as a series of adjacent axial vortex lines
of different strength that reside on the sheet plane. An illustration of this is provided
further down in Fig. 2.6b. Note that the relative velocities inward and outwards of
the flow at the trailing edge are perpendicular to the mean velocity. Indeed, from
Bernouilli equation it can be shown that the numerical values of velocities in the
two layers must be equal in the absence of a pressure difference between them [78].
Thus the relative velocity is greater with a greater spanwise pressure gradient, i.e.
the greater the spanwise change of lift.

Having estabilished the relationship between the strength of the shed vortex line
and the spanwise change of lift over the airfoil, we now address the spanwise dis-
tribution of lift along the wing. In other words, we wish to determine the spanwise
distribution of lift along the span of a wing moving in a quiet fluid at a velocity U0
and at a geometric angle of attack α. To do this, Prandtl’s lifting line theoryis ap-
plied. Our description of lifting line theory follows guidelines of Prandtl [78] and of
Anderson [2].

The fundamentals of this theory is that the phenomena of lift implies the exis-
tence of a descending flow in the neighborhood of the wing and this induces an
effective angle of attack and an additional component of drag, called induced drag.
Indeed, the flow around the wing is modified by the vorticity close to its trailing
edge. This modification of the flow is then a function of the span-wise station but
also of the chord-wise station. However, in the simplest model, the cordwise depen-
dency is neglected. This results in the so-called lifting-line model. We model a wing
of finite span as a line of bound vorticity (see Fig. 2.5 for an illustration). This line
excerts on the fluid the same forces as a lifting wing. In practice, Prandtl argued than
on a real wing of high aspect ratio, the lift is concentrated on a narrow region close
to the leading edge, further supporting the line approximation.

The lifting line theory is now described. This theory focuses on the vortex fila-
ments shed from finite wings. Particularly near the trailing edge, the filaments can
be considered to be straight, since vorticity that is further downstream has a negli-
gible effect on the flow around the wing (see Fig. 2.6b for an illustration). A model
of an infinitely long wing can be drawn analogous to the finite lifting line. The
infinitely long wing, however, generates rectilinear flow without shedding down-
stream vorticity. The vortices shed from the lifting line induce a downwash current,
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𝑈0 𝑈0

FIGURE 2.5: From [2] : Replacing a rectangular finite wing with a line
of bound vorticity.

necessitating an increased angle of attack to maintain lift (see Fig. 2.6a). This effec-
tive angle thus obtained is the same as that of the infinite wing. This phenomenon
is quantified by the normal velocity, wi induced by the bound vorticity line, leading
to an induced angle of attack αi :

αi(y) = wi(y)/U0 (2.21)

Flow angles at the spanwise section y are therefore defined by the section twist Θ,
the free-stream direction α and by αi(y). The resulting 2D incidence seen by the wing
section is

α2D(y) = α − αi(y) + Θ(y) (2.22)

a) b)

𝑈0

FIGURE 2.6: From [2] : Schematics of the lifting line model, a) Down-
wash distribution along the span-wise axis for a horseshoe vortex and
b) superposition of an infinite number of horseshoe vortices along the

lifting line.

Following the Kutta-Jukoswki result, the bound circulation Γ(y) can then be re-
lated to the 2D lift coefficient of the wing section and in turn to the flow incidence.

C2D
z (y) = Cz,α(α2D(y)− α0) =

2Γ(y)
U0c

(2.23)
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where Cz,α and α0 are aerodynamic characteristics of this arifoil profile. Cz,α is the lift
slope and α0 is the airfoil section zero lift angle of attack. This equation leads to

Γ(y) =
1
2

U0cCz,α (α − αi(y) + Θ(y)− α0) (2.24)

Following this, the aerodynamic force is tilted from the same angle and its pro-
jection on the direction of the flight is now an induced drag. Therefore with greater
lift and with vortices closer to the middle of the wing, the downwash is greater and
so is the induced drag.

Regarding the strength γω(y) of the vortex filament shed at a given spanwise
station, it was also previously shown that it is related to the bound vorticity (the
lifting line of local strength Γ(y)) as variations on Γ(y) :

γω(y) = −dΓ(y)
dy

(2.25)

Considering the relation 2.25 when integrating equation 2.24 over the wingspan, one
can obtain the fundamental equation of the lifting line theory [77].

2Γ(y)
U0c(y)

+
Cz,α

4πU0

∫ b/2

−b/2

1
y − ζ

(
dΓ
dy

)
y=ζ

dζ = Cz,α[α − α0 + Θ] (2.26)

The only unknown in this equation is the section circulation distribution Γ(y)
This equation can be solved if the distribution is written as a Fourrier series. Let s
be the semi-span and y the span-wise distance from the wing root, the position is
mapped by the angle θ ∈ [0, π/2]. Using the change of variables y = scos(θ) one
obtains :

Γ(θ) = 4sU0

∞

∑
n=1

Ansin(nθ) (2.27)

where θ = cos−1(−2y/b). In eq. 2.27 we define n distribution coefficients An that
can be computed from the surface flow boundary condition of null normal flow.

Methods to solve this computation were published as early as 1926 [35]. In sum-
mary, one can compute the bound vorticity strength from eq. 2.27 to obtain in fine an
expression for the induced downwash velocity as Fourrier series. By truncating the
result to the N first coefficients of the series (assuming that subsequent coefficients
are negligible) and applying it to N different wing span positions, one can compute
the An (n ∈ [1 : N]) coefficients with a set of N linear equations. The resulting equa-
tion contains all the information on the section geometry and flow characteristics,
and can therefore be used to evaluate the loading profile of any given wing geome-
try, provided the wing aspect ratio is large enough. The theory allows to account for
the effect of flaps.

From the coefficients obtained the Cz and Cx can be computed. The total lift is
computed from the first coefficient A1, and the induced drag is dependent of higher
order coefficients. Therefore, the lifting line theory can be applied to deduce a geom-
etry that minimises induced drag. We illustrate this procedure following guidelines
from Saffman [90]. A "light loading" approximation is eployed so that the trailing
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vortex filaments are assumed to be parallel to the undisturbed flow. From the Biot-
Savart formula, the downwards induced velocity is

wi(y) =
1

4π

∫ +b/2

−b/2

dΓ(y′)
dy′

dy′

y − y′
(2.28)

for y ∈ [−b/2;+b/2]. Furthermore, by using the Kutta formula the induced drag
can be computed

Fx,i =
∫ +b/2

−b/2
wi(y)Γ(y)dy (2.29)

It can be then shown that the induced drag, for a given lift, is minimum for

Γ(y) = Γ0

(
1 − 4y2

b2
0

)1/2

(2.30)

which is known as the elliptic loading law.
The elliptic loading is a subject that is well understood and one possible wing

geometry to achieve it is known to be also of elliptic planform. However, for the
purposes of this work it is worth mentioning that the lift distribution of a wing of
rectangular planform and moderate aspect ratio does not deviate greatly from the
elliptic loading type. This is a result first found by Prandtl [78]. The theoretical drag
for usual aspect ratios is at most 5% greater than the elliptic type.

In summary, in this section we have established that the span-wise lift distri-
bution on the wing relates the wing geometry to the downwash that the wing in-
troduces in the flow downstream. In the following section the models and real life
observations made on the roll up of such vortex sheets are analyzed as these precede
the formation of the trailing vortices and their evolution in the stable wake zone.

2.2.1.4 The roll-up of trailing vorticity in the near wake of a wing

As shown above, the distribution of vorticity trailing behind a wing is related to the
flow around the wing, in particular to the wing spanwise distribution of lift. Fur-
thermore, the analytical model of the Kaden’s spiral (briefly described in sec. 2.2.1.2)
proves that a free semi-infinite vortical shear layer has a natural tendency to roll up
into two concentrated vortices. In this section these two points are connected to
characterize the roll up of vorticity trailing behind a wing through analytical argu-
ments and experimental observations. The models discussed here differ from that
of Kaden’s spiral in that they include more of the physics specific to classical wings.

Here, the overall objective is to model the wake formation zone in a way that is
applicable to the real life scenario of the vortex wakes of aircraft and to those we will
encounter in our expriments. Specifically, we wish to determine the spacial distribu-
tion of the vorticity during the wake formation zone : This reffers to the downstream
distance from the wing trailing edge to a station that could be characterized as the
"end" of roll-up and also refers to the span-wise distance between the two vortices
formed.

The first attempt consists in estimating the distance downstream at which the
vortex sheet can be considered to be essentially rolled-up. This is done through a
dimensional analysis following guidelines described by Donaldson & Bilanin [26]
and also by Spreiter & Sacks [94].

Consider a wing of span b0 and root circulation Γ0. The distance at which roll-up
is complete may be equated to the distance required to redistribute trailing vorticity
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over a length scale ∝ b0. The downwash induced in the wake is wi ∝ Γ0/b0 and
serves as the velocity scale for this analysis. Note that in the framework of lifting
line theory and elliptic loading, one obtains wi = Γ/2b0. The time scale associated
with this process is then ∝ b2

0/Γ0 which is ∝ U0b2
0/Γ0 in terms of downstream dis-

tance. When expressed in terms relative to the wing, a length scale for roll-up Xr,1 is
obtained

Xr,1/b0 ∝ AR/Cz (2.31)

where AR =
b2

0
S is the wing aspect ratio and the lift coefficient is obtained from

Cz = Γ0bπ
2U0S . This shows that the roll-up distance is dependent on the lift (higher lift,

faster roll-up) but also on geometry (higher AR, slower roll-up). However the notion
of "essential roll-up" is yet to be defined.

Relation 2.31 was also obtained by Spreiter & Sacks [94] [83] but starting from the
assumption that the "degree of roll-up" is the evolution of downwash velocity at the
midplane (generated solely by the vortices) non-dimensionalized by the free stream
velocity wi(x)/U0. The authors here define a constant Kr to measure the degree of
roll-up such that

Xr,2/b0 = Kr ∗ (AR/Cz) (2.32)

And determined Kr = 0.28 by employing the results of Kaden theoretical anal-
ysis [47]. Consider, for the sake of the cases developped further down, rectangular
wings for which AR = 5.7 and Cz = 0.45, eq. 2.32 reads :

Xr,2 = 3.55b0 (2.33)

which reveals a very short roll-up process when compared to the lifespan of trailing
vortices.

Further study of the roll-up distance has been attempted numerically by a 2D
method in which the trailing vorticity sheet is replaced by n point vortices. These
types of models assume a finite span, zero thickness wake formed by a given ini-
tial distribution of vorticity (say, an elliptically loaded wing). The choice to replace
a continuous vorticity sheet with a row of discrete line vortices is suitable for slow
roll-up processes, as its the case on high AR wings. Early work of Westwater [100]
showed that by mutual induced velocities, the line vortices would adopt helical tra-
jectories in accordance with Kaden’s analysis. Further development was provided
by studies like that of Moore [66] who studied the numerical limitations of such a
model and the one of Rossow [86] who studied the effect of loading distribution
in the model. The effect of numerical precision and of the vortex induced velocity
model was also explored by studies like that of Dalton & Xuegeng [23]. However, as
pointed by Donaldson & Bilanin [26], they fail to represent the neverending stretch-
ing of the sections of the sheet that is predicted by the Kaden spiral model. Nu-
merical strategies can be employed to overcome this problem, as demonstrated by
Krasny [50]. Stable solutions of roll-up can been acheived this way albeit at a high
computational cost. This example shows that establishing an analytical model that
fully describes the vortex roll-up process is a challenging task. For this reason, in
this work we approximate the duration of the roll-up phase based on eq. 2.32.

Now, we aim to determine the spanwise distance between the vortices after the
completion of their roll-up. Let b be the spanwise distance between the centroids
around which vorticity will concentrate during roll-up. b is obtained by integrating
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the bound circulation across the span of the wing,

b = 2
∫ b0/2

0

Γy(y)
Γ0

dy (2.34)

The ratio s = b
b0

is called the load factor. The value of s for wings of arbitrary geom-
etry is commonly approximated by π/4, which is the exact result in the case of the
elliptic loading.

2.2.1.5 Summary

In summary, some of the basic knowledge to characterize the wake formation zone is
provided in this section. We start by defining the fundamental properties of vorticity.
From there, we explain how a lifting body generates trailing vorticity in its wake.
Then this knowledge is applied to the case of lifting wings of finite span. We present
and employ lifting line theory in order to show that the distribution of vorticity in
the wake of a wing is directly related to the wing geometry. Finally, we provide
some basic characteristics of the wake formation zone, namely an approximation of
its length downstream and of the spanwise distance that exists between the vortex
pair by the end of roll-up. In the next section, we focus on the physical characteristics
of the wake in its stable zone. Specifically, we characterize the two trailing vortices
present in the wake and describe basic aspects of their interaction.

2.2.2 The physics of an isolated vortex

In this section we describe some of the fundamental characteristics of the stable zone
of the wake. Concretly, this refers to the downstream region that spans from the end
of vortex roll-up to the begining of the development of the cooperative instabili-
ties. In paragraph 2.2.2.1 we define the characteristics of a vortex like its strength
and core size. This allows us to define the characteristic time scales that are useful
during our experimental study. In paragraph 2.2.2.2 we comment on the time evo-
lution of the trailing vortices.Thirdly, in paragraph 2.2.2.3, we introduce some of the
tridimensional effects that typically occur in a columnar vortex.

2.2.2.1 Vortex characteristics

In this section some physical quantities that characterize a vortex flow are described.
We give a particular focus to the quantities that can be measured through stereo-PIV
as this is the framework of our study. We do this through a description of fundamen-
tal vortex models which are also employed in our work. To illustrate our purposes,
we compare in Fig. 2.7 the velocity and vorticity distributions of the vortex models
that are discussed now.

The vortex key attributes are its circulation Γ and size. Notably, circulation
is an invariant of the flow for a barotropic and ideal fluid in the absence of non-
conservative forces [90]. This is known as the Kelvin theorem. To do this one could
consider the rate of change dΓ

dt by developping eq. 2.10.
From ω(x), one can define the first moment of vorticity, referred to as hydrody-

namic impulse,

I1 =
1
2

∫
xω(x)dx (2.35)
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FIGURE 2.7: a) scaled axial vorticity and b) scaled azimuthal velocity
for a Lamb-Oseen, Rankine and point vortex model.

The rate of change of I1 is related only to the action of non-conservative body forces,
rendering it an invariant of motion even in unsteady flow, provided non-conservative
forces are absent.

In our examination of vorticity (section 2.2.1.1), we establish a baseline distribu-
tion of vorticity which is that of the point vortex, plotted as a solid line in Fig. 2.7.
Here, the vorticity is limited to a single point in space, which is called the centroid
of vorticity and can be defined using I1 :

xω =

∫
S xω(x)dS∫
S ω(x)dS

(2.36)

In flows with multiple vorticity sources xω defines a general barycenter of vortic-
ity in space. Note that in cases where vortices have opposing signs, this centroid
position is such that |xω| → ∞.

Real flows have non-singular vorticity distributions. The second moment of vor-
ticity I2 (eq. 2.37), provides the vortex size. I2 is defined by [51, 90],

I2 =
∫

S
(x − xω)

2ωdS (2.37)

I2 also serves as an invariant of the motion in unbound flow [90]. This leads to a
characteristic length, denoted the dispersion radius Rd, which measures the vortic-
ity’s spread in a 2D plane.

R2
d =

∫
S(x − xω)2ωdS∫

S ω(x)dS
(2.38)

Additionally, the radius at which azimuthal velocity reaches its maximum, denoted
Ra, offers another measure of the vortex core size. From Γ and Rd one can define the
rate of rotation :

Ω =
Γ

2πR2
d

(2.39)

Using these principles, we introduced the Rankine vortex model in section 2.2.1.1,
eq. 2.14. This model combines solid body rotation within a radius Ra and potential
flow outside. This model exhibits a discontinuous vorticity distribution, with finite
vorticity inside the core and none outside.
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Next we define the Lamb-Oseen vortex model (also called Gaussian distribu-
tion),

ωx(r) =
Γ

4πνt
e−r2/4νt (2.40)

This solution describes the gradual evolution of a vortex due to viscosity. Notably, I2
ceases to be an invariant in such conditions, instead undergoing a rate of change that
signifies angular momentum diffusion. In 2D flow, an expression of this diffusion is
provided by Dirtshel [27, 90],

dI2

dt
= 8νΓ (2.41)

Consequently, the vortex core size grows due to viscous diffusion :

Rd(t)2 = Rd(0)2 + 4νt (2.42)

In practical scenarios [93, 34], the determination of the core radius is often com-
plemented by characterizing the vortex outer boundary, which is R2. The region
extending up to R2 contains the entire vorticity associated to the vortex and the flow
beyond R2 is irrotationnal. The total circulation can be attained using a contour of
radius r ≥ R2 [34, 43].

Using the concepts above the velocity field that the trailing vortices of a leader
aircraft induce on a following aircraft can be analyzed. This is composed of an
induced rolling moment CR and induced lateral, up and down-wash forces. Let
the subscript f refer to the following aircraft and, for practical considerations, let
b f = b0/2 and U f = U0 be its wing span and flight speed.
In the framework of thin airfoil theory, the resulting CR is a function of the section
lift l induced at every span-wise station of the wing, expressed in terms of induced
vertical velocity Wi [18], yielding :

CR =
2π

U0b2
f

∫ y f +
b f
2

y f −
b f
2

(y − y f )
(
Wi,1(y, z f ) + Wi,2(y, z f )

)
dy (2.43)

CR is maximum when the aircraft is aligned with the vortex axis. This yields for
Lamb-Oseen vortices :

CR =
Γ

b f U0

(
1 −

√
2π

2.24
Ra

b f

)
(2.44)

Relation 2.44 shows that for a follower aircraft of fixed span, the induced rolling
moment can be reduced either by a lower vortex circulation or by enlarging the
upstream vortex core. For a classical flight configuration where b f = 1

2 b0, doubling
the vortex core size brings about a reduction of 5% in CR.

Finally, we consider the addition of finite axial flow into the vortex model, as
done by Batchelor [5] :

u(x) =

∣∣∣∣∣∣∣∣
vr(r) = 0
vθ(r) = ΩRd

r/Rd

(
1 − e−(r/Rd)

2
)

vx(r) = U∞ + ∆Ue−
(

r
Rd

)2
(2.45)

Expression 2.45 is called a q−vortex. Here, azimuthal and axial flows are linked
through the swirl parameter q.

q =
ΩRd

∆U
(2.46)
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Where ∆U is the difference between the far-field velocity (r → ∞) and the maximum
axial flow in the core of the vortex

∆U = max(vx)− U∞ (2.47)

This model, governed by q and the axial flow ratio U∞/∆U, encompassess cases
with "wake-like" or "jet-like" flows [72]. It is worth noting that in the context of
our experiments, where the wing is in motion amidst a quiescent surrounding flow,
∆U = max(vx) or max(vx) if axial flow is wake or jet-like, respectively.

2.2.2.2 Mechanisms of vortex decay

[...] the gradual rise of the circulation from r = 0 to r = R2 has a damping effect
on centrifugal instabilities. Turbulence is therefore unlikely, unless sustained by
axial flow
- P. Spalart [93]

As shown above, under classical arguments, the core of trailing vortices grows in
time under the action of viscous diffusion, but most critically their strength remains
constant at all times, suggesting that the hazard they represent should decay through
slow viscous diffusion of the radius. Non-symmetry of the wake can also contribute
[26] to vortex deformation, but this aspect is out of the scope of our study.

Based on the Navier-Stokes equations, Saffman [90] explored a way to relate the
downstream decay of the axial flux of a vortex flow to viscosity. In this analysis, the
equations of motion are treated using a boundary layer-type approximation called
the viscous light loading approximation, which simplifies the downstream deriva-
tives and vortex velocities relative to the aircraft velocity. The equation thus ob-
tained (see chap. 13 of ref. [90] for details) translates a transfer of induced drag into
the deficit of axial momentum flux :

U0
d

dx

∫ ∞

0
vxrdr =

1
2

d
dx

∫ ∞

0
rv2

θdr < 0 (2.48)

Where induced drag is expressed by the kinetic energy of transverse motion. Then,
these equations are solved to sign the rate of change of the axial flux along the down-
stream axis :

d
dx

∫ ∞

0
rv2

θdr < 0 (2.49)

d
dx

∫ ∞

0
rvxdr < 0 (2.50)

Showing that the axial flux, and conseuqently maximum velocities, do decrease
downstream under the action of viscosity. Although one can argue that at small
downstream distances the viscous growth of the region containing the vorticity rep-
resents an alleviation of wake hazard (since it causes an outwards redistribution of
angular momentum and a decrease of the maximum velocities) this in itself is innef-
fective to produce a decay of total circulation in the vortex. In other words, under
classical arguments the peak vorticity inside of the core is afected by viscosity. Re-
garding this matter, Rom [83] stated that, at the Reynolds numbers of flight, under
the action of viscous diffusion alone, trailing vortices with high tangential velocities
would persists for ranges that reach thousands of wingspans.

One way to show this is to consider a cross section (y,z) of a vortex wake sym-
metrical about its midplane (y = 0), and to derive the result that the only decay in
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circulation would stem from the diffusion of vorticity across the midplane, which
would cause countersign vorticity in the wake to cancel out. This result was ob-
tained by Yates [26], who generalized equations of the moments of vorticity (derived
by Betz) to the viscous case. It should be noted that this reasoning is equivalent to
studying the effect of viscous friction of vorticity near a solid wall.

Following Helmholtz laws with the hypothesis of a flow in barotropic fluid and
in the absence of external forces, the rate of change of circulation is :

dΓ
dt

=
∫

S

dωx

dt
dS =

∫
S

ν∆ωxdS (2.51)

Since
ν
∫

S
∆ωxdS = ν

∫
∂S
(n · ∇)ωxds (2.52)

The circulation then evolves following

dΓ
dt

= −ν
∫ ∞

−∞

∂ωx

∂y

∣∣∣∣
y=0

dz (2.53)

where the boundary term, for the right vortex, is that occuring at the symmetry plane
of the wake whose normal is n = −ey. In the case of a real aircraft wake, however
vortices are located too far appart for this transfer to occur even at large downstream
stations [93].

Nevertheless observations of the real case like those realized by Hallock [37] or
in experiments like those of Ortega [73] result in characteristic times to dissipation
shorter than those associated with viscosity effects. If 3D effects are present then the
decay of vortex strength might occur through breakdown, which is a sudden loss of
coherence of the vortex, most commonly preceded by instability mechanisms. If the
decay is not related to breakdown then it can stem from effects of the environement,
namely athmospheric turbulence, wind shear, or stratification, in addition to viscos-
ity. We derive two conclusions from this observation, the first one being that when
studying the decay caused by viscosity or turbulence we can consider the vortices
in the pair to evolve like isolated vortices (we do so in this paragraph). The second
conclusion is that in order to study cooperative instabilities we must first study the
effects that cause isolated vortices to deform, initiating tridimensional effects. This
is done in sections 2.2.2.3 and 2.2.3.2.

The authors of [37] explained the decay of vortex circulation, measured in the
wake of a jet transport aircraft, through two types of physical mechanisms : On one
hand, countersign vorticity can interact with the trailing vortices and lead to an ef-
fective cancelation of their outer vorticity. Counter-signed vorticity can stem from
buoyancy forces, windshear gradient effects or, for the specific measurements real-
ized at ground proximity, by the detachment of boundary layers over the ground
or other surfaces. The elements of the list above are typical of the environement in
which trailing vortices develop. On the other hand, turbulence outside the vortex
core can also contribute to the diffusion of the vorticity located in the vortex outer
region. Also, right after roll-up the vortex core may contain turbulence, which ei-
ther comes from the generating wing, from atmospheric turbulence that rolled-up
during the vortex formation [9]. However, turbulence does not sustain itself closer
to the vortex centroid due to the stabilizing effect of rotation. This is of particular
interest, since the inhibition of turbulent fluctuations inside the vortex leads to the
laminarization of the vortex core [38]. Furthermore, during the laminarization pro-
cess, perturbations from turbulence may be dispersed into inertial vortex waves [9,
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45]. Through this process, angular momentum is mantained.

2.2.2.3 Tri-dimensional effects

In this section, we look into the available analytical investigations of the stability
properties of a vortex column and of a vortex filament. Throughout the discussion,
we use the terms "vortex" to refer to either columns or filaments, providing necessary
distinctions when relevant.

Consider a vortex aligned along the ex axis, isolated from any other sources of
vorticity. The vortex may experience displacement from its original axis due to per-
turbations. These perturbations can either dampen over time, leading to stable dy-
namics, or grow exponentially, resulting in unstable behavior. For instance, as cur-
vature is introduced on the vortex with a 3D-deformation, sections of the vortex
induce a rotation and a strain field on each other. This is called self-induction and
it is a key mechanism for the development of cooperative instabilities (this is shown
in section 2.2.3.2). Even if the position of the vortex is not initially displaced, the
interaction between axial and azimuthal velocity fields might also lead to unstable
scenarios. This is why, in the following we first characterize perturbations in our
base flow which take the form of bending waves. Next, we analyze the impact of
axial flow on the dynamics of the vortex. Finaly, we define the self induction of the
vortex spuring from these perturbations. To analyze this problem, we mainly follow
the work of Ortega [73], Fabre [29], and Mille [63].

2.2.2.3.1 Kelvin waves in a columnar vortex Our study on the stability of a colum-
nar vortex begins by formulating the problem of linear stability in a manner similar
to that presented in [29]. The velocity (Vx, Vr, Vθ) and pressure (P− P0) fields are de-
composed into a base flow (vx, vr = 0, vθ , p) and a perturbation flow (v′x, v′r, v′θ , p′),
as follows:

Vx = vx(r) + vx′(x, r, θ, t) (2.54)
Vr = vr′(x, r, θ, t) (2.55)
Vθ = vθ(r) + vθ ′(x, r, θ, t) (2.56)

(P − P0)/ρ = p(r) + p′(x, r, θ, t) (2.57)

The base flow is assumed to be invariant along the axial and azimuthal direc-
tions. Exploiting these symmetries, perturbations can be decomposed into eigen-
modes of axial wavenumber k, azimuthal wavenumber m and frequency ω :

(vx′, vr′, vθ ′, p′) = Re (A(r)) exp(ikx + imθ − iωt) (2.58)

Here, A(r) is a complex vector containing the unknown amplitudes of each per-
turbation function. The question of the flow stability revolves around whether the
perturbation modes grow exponentially or decay over time. The modes are charac-
terized by ω = Re(ω) + i Im(ω) and Im(ω) represents its frequency. Our focus lies
on the axial wave number k and the azimuthal wave number m. The parameter k
is related to the axial wavelength of the perturbation through λ = 2π/k. The value
of m determines the azimuthal geometry of a particular mode. Figure 2.8 provides
schematics illustrating the geometry of specific wave families for three different val-
ues of m. We look into the definition of these waves in what follows. For now, it is
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FIGURE 2.8: From [29] : Schematics of the shape of Kelvin waves :
a) axisymmetric waves m = 0, b) helical waves m = 1 and c) double

helix waves m = 2

sufficient to note that an axisymmetric mode corresponds to m = 0, helical modes
correspond to m = ±1, and a double helix is characterized by m = ±2.

By inputing (Vx, Vr, Vθ , P) in the Navier-Stokes equations, one obtains a linear
differential system of equations. Classical stability analysis (e.g. [22, 11, 73, 29]) em-
ploys an eigenvalue problem approach to determine the eigen modes of the flow. For
a vortex, the eigen modes are found to have real frequencies, indicating oscillatory
behavior and stability. These oscillatory modes, known as Kelvin waves, were first
studied by Kelvin [97] for the Rankine vortices. Kelvin waves provide a complete
decomposition base for arbitrary perturbations [3]. Physically these waves represent
the propagation of perturbations within the vortex column. However, the behavior
of Kelvin waves differs in vortices where the vorticity extends beyond the core and
viscosity affects the flow, such as in a Lamb-Oseen vortex. Based on numerical anal-
ysis by Fabre [29], it was observed that in this case only axisymmetric perturbations
(m = 0) and specific helical perturbations (m = ±1) can propagate as non damped
waves along the columnar vortex. Perturbations for which m > 2 rapidly dissipate.

2.2.2.3.2 The effect of vortex axial flow on helical perturbations The presence
of strong axial flow within the vortex core can trigger the development of helical
instabilities. Notably, the Batchelor model exhibits instability with respect to pertur-
bations when m < 0 and when the swirl number is such that q <

√
2 (approximately

1.5), as demonstrated by Lessen et.al [56] and by Mayer & Powell [60]. This was
further confirmed in numerical studies by Delbende [24] and by Olendraru [72].

However, analytical and numerical studies of Jacquin & Pantano [45], showed
that when q is low, a secondary mechanism occurs. The authors of [45] conducted a
local stability analysis for different values of swirl q and obtained the radial distribu-
tion of growth rate σ2(r), as depicted in Fig. 2.9. It can be seen that as q decreases, an
area with σ2 > 0 emerges within the vortex core. The development of helical insta-
bilities is promoted in this way. For q = 0.7, the unstable region occupies almost the
entire flow domain. The authors of [45] postulated that the region in which σ2 < 0
for 0.7 < q ≤ 1.5 may act as a dispersion buffer. Energy from the core is transported
into this buffer, leading to weakened axial velocity while maintaining angular mo-
mentum. In the buffer, perturbations are dispersed with no amplification. An added
consequence is the increase in swirl parameter q, which further reduces turbulence
production. In other words, this region would be the reason why the vortex does
not sustain turbulence in its core.
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FIGURE 2.9: From [45] : Amplification rate σ2(r) of short wave insta-
bilities ina Batchelor vortex for q = 1.5, 1.25, 1, 0.7 and for a Lamb-
Oseen vortex (q = ∞). σ2(r) is non-dimensionalized with vθ(t = 0)
and with the initial radius. Values are divided by 10 for the Lamb-

Oseen case.

2.2.2.3.3 Displacement waves on a vortex filament A specific family of Kelvin
waves, known as helical waves with m = ±1, play a significant role in the anal-
ysis that is done in this work. These waves are characterized by their angular ve-
locity relative to that of the vortex core. Cograde waves have an angular velocity
greater than that of the vortex, while retrograde waves have a lower angular velocity.
Counter-rotating waves, on the other hand, possess an angular velocity opposite to
that of the vortex. Within this family, Fabre [29] identified a distinct type of counter-
rotating wave that induces a displacement of the vortex away from the axis. These
are known as displacement waves and posses some noteworthy properties. They affect
the velocity field of the vortex outside of the core region while other helical waves
are primarily confined to the internal region of the core. In a 2D scenario with k = 0,
displacement waves become stationary (null angular velocity). The resulting 2D
mode can be interpreted as a simple displacement of the vortex centroid relative to
the unperturbed axis of the vortex tube. Fabre [29] associated displacement waves
with the phenomenon of vortex meandering, drawing comparisons with experimen-
tal data. Notably, these waves exhibit minimal dependence upon viscosity and the
specific vortex model employed. Moreover, the onset of cooperative instabilities
can be attributed to the displacement waves as they were found to be destabilized
under the strain field of an opposite vortex. In order to investigate the influence
of axial flow on the behavior of Kelvin waves, Fabre [29] conducted a comparative
analysis between a q-vortex, characterized by a maximum axial velocity magnitude
of 0.4 max(vθ), and a Lamb-Oseen vortex where axial velocity is null. Overall, the
effect of an axial flow on wave propagation exhibits a mostly intuitive behavior. An
axisymmetric wave (m = 0) propagates symmetrically in both directions along the
axis of a Lamb-Oseen column, and the presence of axial flow leads to asymmetric
propagation. The axial component of the flow promotes the propagation of axisym-
metric waves in the positive direction while slowing down waves traveling in the
opposite direction. For perturbation waves with m = 1 and m = 2, which exhibit a
helical structure, the presence of axial flow enhances the propagation of the waves
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that turn in the same direction as the base flow.
The effect of the deformed vortex filament upon itself is studied now. Each sec-

tion of the filament behaves like a point vortex inducing rotation and strain fields.
The perturbed filament is defined by combining the baseflow (xex) with displace-
ments along the perpendicular directions. The perturbation is therefore defined by
amplitudes ỹ, z̃ and wavenumbers k and m. The spatial shape of the vortex is deter-
mined by the real part of the perturbed filament :

x(x, t) = xex + (y(t) + ỹ(t)eikx)ey + (z(t) + z̃(t)eikx)ez (2.59)

Where y(t), z(t) are the mean positions of the vortices, here y(t) = z(t) = 0. The self
induction of the vortex occurs due to the curvature introduced by the perturbation.
Indeed, when they are displaced, the sections of the filament induce a velocity field
on the rest. This can be computed in the form of a self induction function ϖ, which
is dependent on the spatial characteristics of the perturbation k, m. From ϖ and the
strain rate Γ/2π one can derive an expression for the self induced rotation rate ωi.
This represents the angular velocity rate of rotation of the bending modes around
the unperturbed axis of the vortex caused by self induction effects.

Several techniques have been used to derive the expression of the self induction
function ϖ. Crow [22] employed a Biot-Savart law combined with a cut-off method.
This had limitations for large perturbation wavenumbers. Kelvin [97] derived an
expression for ϖ which avoided the use of cut-off for a Rankine vortex, while Krish-
namoorthy [Krishnamoorthy] extended it to include a uniform axial velocity. Wid-
nall [102] derived an expression of ϖ suitable for arbitrary velocity distributions,
but with limitations regarding the initial perturbation amplitudes and prohibiting a
viscous core that grows in time. Moore & Saffman [68] extended upon models by
balancing various parameters, considering the lift force, momentum flux, and vor-
tex line tension and obtained an expression that takes into account arbitrary initial
perturbations and the variation of the core size under the effects of viscosity and
curvature.

The methodology employed to compute ϖ in this study follows the guidelines of
Ortega [73] and Bristol et al. [11]. It combines the results for a Rankine vortex with
no axial flow [97, 90] and extends them to a Lamb-Oseen vortex.

From Saffman’s stability study, a dispersion relationship (eq. 6 p.232 of [90]) is
obtained as a function of the wavenumbers k and m, as well as the core size Ra. The
dispersion relationship is solved to find the roots κn. The self induction function ϖ
is derived using the dispersion relationship and gives the following equation:

ϖ =
2lk√

k2 + κ2
n
− m (2.60)

Here, l indicates the rotation direction of the wave relative to the swirling flow of
the vortex. For the computation of the self induced rotation rate ωi, the retrograde
helical displacement waves with l = 1 and m = 1 are considered [73, 29]. The self
induced rotation rate ωi is the frequency of the Kelvin wave ϖ(k, l = 1, m = 1),
normalized by the swirl velocity of the vortex core.

ωi =
Γ

2πR2
a

ϖ(k, l = 1, m = 1) (2.61)

Positive values of ωi indicate retrograde rotation. This equation illustrates the
relationship between ωi and the shape of the perturbation and also shows that the
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FIGURE 2.10: Schematics of a vortex filament perturbed by a helical
wave following equation 2.62

rotation rate is influenced by the vortex strength and size. A stronger strain field
Γ/2π leads to an increased rotation, while a larger core size decelerates the rotation
rate.

Following this, the perturbation of the vortex can be expressed as Fourier modes.
Considering the perturbed vortex described in Equation 2.59, specifically for a ϖ(k, l =
1, m = 1) wave with amplitude A, the expressions for ỹ and z̃ can be written as:

x(x) = xex + Aei(kx+ωit)ey + iAei(kx+ωit)ez (2.62)

The resulting perturbation (with A > 0 and k = 0.85) is schematized in Fig. 2.10.
The choice of k is related to the properties of the Crow instability that we discuss in
section 2.2.3.2. The perturbed filament exhibits a helical shape due to the amplitudes
(ỹ, z̃) = (A, iA), and the rotation rate of the perturbation is determined by ωi.

2.2.2.3.4 Summary In this section, we have introduced a framework to study the
linear stability of the flow in vortex columns. The analysis involves decomposing the
velocity and pressure fields into a base flow and a perturbation flow, characterized
by eigen-modes with axial and azimuthal wave numbers. Of particular significance
are the Kelvin waves, which represent oscillatory modes that propagate along the
column, introducing deformation. To understand the effects of deformation on the
vortex, a vortex filament model is employed. This model captures the self induc-
tion phenomenon, where each section of the filament induces a velocity field on
the rest. By considering the self induction function, the self induced rotation rate
is computed. This velocity represents the angular velocity rate of rotation of bend-
ing modes caused by self induction effects. The relationship between the rotation
rate and the shape of the perturbation is established, emphasizing the influence of
vortex strength and size on the rotation rate. At this stage, we have defined the ba-
sic properties of a single vortex column. Building upon this understanding , in the
next section we shift our focus to the analysis of systems consisting of two counter
rotating vortices, which form the fundamental model of a vortex wake.

2.2.3 The physics of a pair of trailing vortices

2.2.3.1 Time-scales of wake evolution

In this section, we analyze a two-vortex system as the most basic representation of
an aircraft vortex wake. Vortices induce both strain and rotational fields in their
vicinity. Here the focus is put on the interactions between induced and self-induced
velocity fields of each vortex of the pair to explore how the flow evolves in such
systems. To do this, the different time-scales that define the evolution of the simple
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wake model are first discussed. Then, some specific scenarios where the interaction
between two counter-rotating vortices can trigger a cooperative instability are ana-
lyzed.

Let Γ1 and Γ2 be the circulations of a pair of line vortices composing a vortex
wake and let b be the distance separating them. The ratio of circulaition between the
pair is

γ = Γ2/Γ1 (2.63)

γ = −1 translates, therefore, a counter-rotating pair where both vortices have equal
strength, i.e. Γ1 = −Γ2 = Γ.

The temporal evolution of this system results from physical phenomena that pre-
sented here along with their characteristic time-scales. Consider a wing (or any lift-
ing body) traversing a quiescent fluid at velocity U0 in the x−wise direction. We re-
mind the reader that the wing geometrical characteristics are the span b0, the chord
c0 and surface S. Aspect ratio is defined as b2

0/S. The time-scales discussed below
are compared for a rectangular wing (AR = 5.7) in Fig. 2.11. Stations X alongside
the x direction are considered and time is denoted t. Time, in seconds, is elapsed
from the moment where the wing passed by station X.

X is then a measure of the downstream distance from the trailing edge of the
wing,

X =
tU0

b0
=

t
td

(2.64)

Where we use td = b0/U0, the characteristic time scale of the incoming flow.

FIGURE 2.11: Characteristic time scales of the dynamics of a vortex
wake generated by a rectangular wing. Data is scaled as a distance

downstream on the wake of the wing, counted in wingspans

The time-scale associated to the roll-up of the shed vorticity into axysimmetric
vortices is derived from eq. 2.32 yeilding

tr = Kr
AR2S
CzU0

(2.65)

This time-scale is useful to estimate the moment at which the flow can be compared
to a simple system of two counter-rotating vortices (or more in the case of multiple-
pairs systems). The vortices thus formed are characterized by their circulation and
radius Rd.

A particle on the rolled-up vortex would do one rotation about the vortex cen-
troid in a time-scale estimated by

ta =
2πR2

d
Γ

(2.66)
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And this time scale is related to the intraction of turbulent diffusion within the vortex
[45]. Also, it is useful to estimate a time-scale tν for the viscous diffusion of the
vortex.

tν =
2πR2

d
ν

(2.67)

In 2D flow the trajectories of the vortices describe a circular motion around the
center of vorticity xω (see eq. 2.36). The angular velocity of rotation in the pair is

Ωorb =
Γ1 + Γ2

2πb2 (2.68)

The characteristic time-scale of the rotating system is then the period of orbit of the
vortex trajectories, given by

torb =
2π

Ωorb
=

(2πb)2

Γ1 + Γ2
(2.69)

In the case of two counter-rotating vortices of equal strength, the mutual induc-
tion provokes the vortex pair to displace vertically at a downwash velocity noted
Wd.

Wd =
Γ

2πb
(2.70)

We define a time-scale tb as the time needed for the vortices to traverse a vertical
distance of b.

tb =
b

Wd
=

2πb2

Γ
(2.71)

The quantities considered here can be expressed as a function of the geometrical and
load apsects of the wing,

Wd =
c0

4πs2b0
U0CZ (2.72)

The time scale tb provides a good estimation of the time required for a deforma-
tion of the vortices to grow by one order of magnitude under the action of a coop-
erative instability [22]. In practice, the exponential growth of the amplitude of the
vortex oscillations leads to a disruption of the flow after about 5 to 6 characteristic
times [9].

2.2.3.2 Cooperative instabilities on a vortex pair

[...] rotation of planar perturbations must be overcome for the strain field to
cause instability.
- R. Bristol [11]

When contrail formations or other phenomena make the trailing vortices visible,
a symmetric and sinusoidal instability between the vortices can be seen in the wake
of some airplanes. This phenomenon is illustrated with laboratory experiments and
simulations from the litterature in Fig. 2.12. In Fig. 2.12a, one can see that the defor-
mations in the vortices grow in amplitude until they provoke a reconnection of the
vortices. After about 8 characteristic time scales, the wake has the form of a series of
vortex rings. However, this can translate to hundreds of wingspans in real life (see,
for instance, Fig. 2.11). In Fig. 2.12b it can be seen that, prior to reconnection, the de-
formations are inclined with respect to the spanwise direction by an angle θ. In 1970,
Crow [22] used classic stability theory of a pair of Rankine vortex filaments in order
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to describe this deformation. As a result, the stability of the system was found to be
dependent of the vortex radius and separation distance b, a cutoff parameter δ, and
of the perturbation wavenumber k. δ intervenes when considering self-induction at
distances comparable to Ra. For a rectangular wing of elliptical loading, the ratio
δ/b = 0.063 was used [22]. The use of the cut-off method generates spurious unsta-
ble configurations and has since been replaced by more efficient approaches [11, 29,
73]. One of these approaches involves the computation of the self-induction term ϖ
which we described in section 2.2.2.3.3. The results are close to those of Crow : the
most unstable mode has a wavelength in the order of 8b and the perturbation plane
is inclined of about θ ∼ 45◦. This instability is sometimes termed long-wavelength
instability.

(A)

(B)

FIGURE 2.12: Illustration on the development of long-wave instabil-
ity a) From [59] : development of a linking instability in a quiescent,
neutrally stable water tow tank experiment. In the figure, t∗ = t/tb.
b) From [57] : Schematics of symmetric displacement mode associ-

ated to the Crow instability. In the figure, a is the vortex core.

A second type of instability, called Widnall instability, develops in the pair but
with a short wavelength, comparable in length to the core radius. This phenomenon
was first characterized by Tsai & Widnall [98] on a Rankine vortex. This charac-
teristics of this instability in a Lamb-Oseen vortex were studied by Sipp & Jacquin
[92] among others. Often, the pair of vortices is affected simultaneously by both
the Crow and Widnall instability, as shown in the experiments of Laporte & Leweke
[52]. However, to this date a practical application of the Widnall instability in order
to alleviate the vortex wake hazard has not been found. Moving forward we focus
our attention on the Crow instability.

We wish to briefly describe the classical framework used to study the stability
of a vortex wake. Consider a system of two parallel vortex filaments of opposite
strength. The positions of each vortex at the downstream station x are given by
xn(x, t) with n = 1 or 2. xn is broken down in a straight filament baseflow and a
displacement perturbation in a manner analog to eq. (2.59). At the station x, one can
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derive the effect of the velocity fields induced on vortex n by the vorticity of vortex
1 and 2 by applying the Biot-Savart law:

∂xn

∂t
=

2

∑
m=1

Γm

4π

∫ ∞

−∞

(x′m − xn)

||x′m − xn||3
× ∂x′m

∂x′m
dx′m (2.73)

Condition (2.73) shows that the vortex deformation evolves under the action of both
mutual induction (when m ̸= n), and of self-induction (when m = n). Primes are
used to differentiate the terms when n = m.

A physical interpretation of the action of both mutual induction and self-induction
is provided now. In a reference frame descending with the pair, the strain field in-
duced by the base flow of vortex 2 on vortex 1 results in a stagnation point flow field
with a main stretching direction. The motion that arises from the combined pertur-
bation of the two vortices also induces rotation and stretching on the perturbation
plane. Self-induction results only in an induced rotational motion of the perturba-
tion plane. In a stable case, the perturbation rotates on the (y, z) plane, interacting
periodically with the stretching and compression directions of the strain field [73].
This is why the perturbation amplitude exhibits a periodic evolution. Instability at,
say, vortex 1 occurs when the different rotations induced at x1 cancel each other out,
leaving only stretching action along a fixed direction θ. In this scenario, the pertur-
bation diverges in amplitude along the stretching direction.

A detailed mathematical framework to solve this problem is provided in [73].
We summarize here key results of this analysis : Two eigenmodes can be found on
this system that represent a symmetric and antisymmetric mode on the perturbation
of the vortex pair with respect to the (x, z) plane. The growth rate of the modes
is denoted α. The development of the system is known to be dominated by the
most unstable wavenumber for which α is maximum. In the range of parameters
that concern aircraft wakes, only the symmetric mode shows a region of instability
[22]. The symmetric mode in the case of wake vortices, (γ = −1, Ωorb = 0 and
ϖ1 = ϖ2 = ϖ) is schematized in Fig. 2.12b.

The evolution of the amplification rate α as a function of the normalized wavenum-
ber kb as obtained by Ortega [73] is shown in Fig. 2.13. Here, the results are com-
pared between the cut-off model (plotted with dotted lines) and those obtained us-
ing ϖ of eq. 2.60 (solid line). The values of Ra/b and of δ/b have been chosen
appropriately in order to compare the two methods. The second band of instability
located around kb = 5.3 is spurious. The maximum growth rate is achieved at
kb = 0.85, resulting in a mode of wavelength ∼ 7.4b oriented at θ = 48◦.

As explained above, when γ ̸= −1, the pair does not descend vertically but
rotates with angular velocity Ωorb (see eq. 2.68) around xω. Then, the rotation com-
ponents need not cancel but add up to Ωorb for the perturbation to diverge. It has
been shown that this is never the case for co-rotating vortex pairs [46, 73] while all
counter-rotating vortex pairs are unstable with respect to long-wave cooperative in-
stabilities [32, 49]. The stability of vortex pairs when γ ̸= −1 is of relevance for
the study of wakes with multiple vortices, and this subject is further developped in
section 2.3.

2.2.4 Summary

In this section we conduct a comprehensive analysis of the wake generated by a
simple geometric lifting body, specifically an elliptic or rectangular wing. Through
analytical work, we establish that such wings produce a pair of counter-rotating
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FIGURE 2.13: from [73] : Growth rate curves for γ = −1 based upon
two different self-induced rotation rate models. kd in the figure cor-

responds to kb in our notations.

vortices at their tips, forming a dynamic system where strain and rotational fields are
induced by the vortices of the pair. Extensive experimental and numerical studies
have confirmed the validity of these models.

Furthermore, we investigate how vortex interactions can lead to cooperative in-
stabilities within the wake. These cooperative instabilities manifest as a diverging
displacement of the vortex positions, facilitating increased vorticity exchange across
the midplane and eventual linking of the vortices. Consequently, the strength and
lifespan of vorticity in the wake are reduced. The models predicting the emergence
and behavior of cooperative instabilities have been validated by both experimental
and numerical investigations.

In light of the extended time scales associated with the decay of the vortex dipole,
even factoring in the Crow instability, addressing wake hazards in commercial avi-
ation remains a challenge. To accelerate wake dissipation, real-world complexities,
not represented in our basic models, are considered. For instance, aircraft wings
feature additional components like flaps or engines. It is known that distinct vor-
tices are shed from these components, as it was observed in a wind tunnel survey
conducted by Breitsamter [8] on a scaled four-engine large transport aircraft. These
multipolar vortex systems have been explored in research, revealing their potential
to accelerate wake dissipation more effectively than the Crow instability alone. In
the subsequent section, we delve into the modeling of multiple vortex systems, uti-
lizing analytical, experimental, and numerical approaches to investigate their role in
mitigating wake hazards.

2.3 Multipolar vortex wakes

In this section we explore the dynamics of multipolar wakes, which involve the pres-
ence of more than two vortices. The additional vortices are generated by various
sources such as the wing flaps. Secondary vorticity coexists and interacts with the
dominant vorticity of the wing-tip vortex. Usually, one simplifies this problem by
considering the cases where only one secondary group of vortices exists besides the
wing-tip vortices, making four total. These secondary vortices exhibit a motion that
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can be classified as either co-rotating or counter-rotating with respect to the wing-tip
vortices.

During the formation stage, these vortices may either diffuse around the domi-
nant vorticity or fuse with it, usually resulting in the formation of a single trailing
vortex in the stable wake zone. However, prior to the disappearance of the sec-
ondary vortices, complex dynamic interactions take place among them. We study
these interactions as they include mechanisms that have the potential to accelerate
the diffusion of the wake.

In section 2.3.1, the model employed to characterize a 4-vortex system is pre-
sented. Then, section 2.3.2 focuses on the scenario where the secondary vorticity is
co-rotating with the dominant vortex. Here, the fusion mechanism that occurs is an-
alyzed and implications for the evolution of the wake are explored. In section 2.3.3,
we shift our attention to the case where the secondary vorticity is counter-rotating
with the dominant vortex. This type of flow is less common in real aircraft wakes,
however it interesting for the development of strategies of wake hazard alleviation
because the interaction between counter-rotating vortices can lead to instabilities
with significant growth rates.

Continuing our exploration, section 2.3.4 investigates the role of higher-order
perturbations in the wake of a rectangular wing. Analytical and numerical evidence
suggests that these specific perturbations, manifested in the form of counter-rotating
flows, may precipitate the diffusion of the main vorticity.

2.3.1 A model of a multipolar vortex wake

It is evident from full-scale observations that additional vortices do form in the near-
wake of a wing in flaps-down configuration. Experimental evidence [20] shows that
these vortices can indeed be counter- or co-rotating with the tip vortices, and that
in a flaps down configuration they are generated at the inboard and outboard edges
of the flap, respectively. Analytical and numerical models based on the 2D vorticity
transport equation effectively described the early dynamics of these vortices. Build-
ing upon these findings, this section presents simplified models of 4-vortex systems,
considering co- or counter-rotating vortices shed from a wing, to study their behav-
ior using two-dimensional dynamics. Specific parameters that play a significant role
in these dynamics are explored. This encompassess the circulation ratio and vortex
spacing.

2.3.1.1 The roll-up of the trailing vorticity into multiple vortices

A simple model allows us to link the characteristics of a lifting wing to the number
and characteristics of vortices in its wake. This model is an extension of the Betz
method, which is described in [87]. Indeed, when a single vortex is shed at each side
of the wing, the simplified Betz method effectively links the spanwise evolution of
the vorticity shed at the trailing edge to the structure of the wake downstream. In
this case of an elliptic loading, the strength of the vortex sheet generated by the wing
γw(y) is monotonically increasing from the mid-span to the wing tip. However, on
civil aircraft wings γw(y) does not show a monotonous span-wise evolution. Also,
the starting point for the roll-up cannot be assumed to be at the wing tip. Following
these discrepancies Rossow [86] extended the Betz method with two additional rules
:

1. Vortex roll-up sites are located at maxima of sheet strength and at abrupt changes
of sheet strength.
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2. Segments of vortex sheet that roll into the same vortex are separated by a van-
ishment, a change of sign or a minimum of γw(y).

The resulting model is of interest for our study, in that it allows for multiple vor-
tices to roll-up from the trailing vorticity sheet at each side of the wake. Following
rule 1, when n vortices originate from the semi-span, the correct roll-up site yn is
considered in the model (see eq.43 of [86]). Following rule 2, the vorticity sheet is
divided into segments that will each roll-up into a distinct vortex. Consider for ex-
ample the local circulation distribution in a representative flaps-down configration
as shown in Fig. 2.14. The inboard flap has a larger effective angle of attack, and
therefore generates more lift. Because of this, the local circulation is stronger in the
inboard region (y/b0 < 0.2 in the figure). This is translated into a strong spike of
γw(y) at the flap tips. The strongest spike of vorticity lies at the wing-tip as ex-
pected. Following rule 1 of the extended Betz model, both the flap tip and the wing
tip are considered to be a roll-up location.

FIGURE 2.14: Span-wise Γy(y) (dotted line) and γw(y) (solid line) dis-
tribution, as predicted by lifting line theory, on a configuration repre-

sentative of a flaps-down wing. Note that limy/b0→0.5 γw(y) = +∞

Figure 2.15 serves as an illustration of the two types of roll-up predicted by the
extended Betz method. If the roll-up site is located at the end of the sheet segment,
the vorticity will be incorporated as a single branched spiral until the form of an
asisymmetric vortex is attained. If the roll-up site is located somewhere else along
the sheet, the vorticity will roll-up from one side and the other, forming a double
branched spiral before achieving the axisymmetric form.

In summary, we presented here an efficient method used to relate an arbitrary lift
distribution on a wing to the number and position of vortices in its wake. This will
be useful during the design stage of our experiments. Moving on, we shall adress
the expected dynamics of the 4-vortex system generated.

2.3.1.2 The physics of four vortex wakes

One can consider the vortices formed to be initially aligned along the wing span di-
rection. However, the resulting system of vortices will not remain static but evolve
under the influence of mutual induction. To obtain a reliable prediction of the mo-
tion of the vortices in the system is of interest as this affects directly the degree of
interaction between the vortices. This is why in this section, we describe a model by
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FIGURE 2.15: from [40] : Roll-up of a multipolar vortex wake

which one can predict the downstream evolution of a wake composed of two vortex
pairs.

The model here described follows the guidelines shown by Fabre [29],who stud-
ied the stability of systems of symmetrical vortex pairs. Here, the vortices are mod-
eled as vortex filaments like in eq. 2.59. If one neglects the perturbations (ỹn = z̃n =
0), the behavior of the system can be described using 2D theory. Figure 2.16 illus-
trates this configuration. The main vorticity of the system is formed by the wing-tip
vortices, with the portside main vortex characterized by circulation Γ1 and radius
Rd,1. The port-side secondary vortex, typically the flap vortex, is characterized by cir-
culation Γ2 and radius Rd,2. The system exhibits symmetry with respect to the y = 0
plane, where Γ4 = −Γ1 and Γ3 = −Γ2. The distances between the wing-tip (main)
vortices and the flap (secondary) vortices are denoted as b1 and b2, respectively. Ad-
ditionally, the system is characterized by non-dimensional parameters γ = Γ2/Γ1,
β = b2/b1, Rd,1/b1, and Rd,2/b2.

b1

Γ2-Γ2

-Γ1

b2

Γ1

𝛾 = Γ2/Γ1
𝛽 = 𝑏2/𝑏1

FIGURE 2.16: Diagram of a system of four vortices (figure inspired
from [29]).

Since the vortices are considered to behave like vortex filaments, their radii are
required to be small with respect to vortex spacing, i.e.

Rd,1, Rd,2 << b1, b2, (b1 − b2)/2 (2.74)

In this model, co-rotating and counter-rotating cases are respectively defined by
γ > 0 and γ < 0. Furthermore it is supposed that |γ| < 1 in the co-rotating case. We
exclude some cases in which the flap vortex may constitute the main vorticity of the
system.
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In the work of Fabre [29], the stability of a system of N vortex filaments is studied
through the parametric equation of each filament (eq. 2.59). When considering the
amplitude of the perturbations to be small with respect to the distances between the
filaments, the stability equations can be linearized. The results from the stability
study of four-vortex systems is discussed later in sections 2.3.2 and 2.3.3. At order 0,
the tridimensional perturbations are neglected and we obtain the trajectories of the
filaments as motion equations of point vortices in 2D flow.

dYn

dt
= ∑

m ̸=n
−Γm

2π

(Zn − Zm)

(Yn − Ym)2 + (Zn − Zm)2 (2.75)

dZn

dt
= ∑

m ̸=n

Γm

2π

(Yn − Ym)

(Yn − Ym)2 + (Zn − Zm)2 (2.76)

FIGURE 2.17: Diagram of the evolution of a system of four vortices.
Configurations studied by other authors are marked by symbols. Nu-
merical simulations : Fabre [29] (□ and ▽), Reinnich & Lele [82] (□).

Experiments : Ortega et al. [75] (⋄) and Jacquin et al. [43] (△).

A diagram of the behavior of the system as a function of the parameters γ and
β is shown in Fig. 2.17. With respect to these parameters, the trajectories obtained
from this system are periodic, steady or divergent. We show an illustration of each
of this states in Fig. 2.18. The barycenter of vorticity for the pair x1 and x2 is x1+2
and plotted with dotted red lines. In the periodic case, the vortices in each half-
plane of the wake orbit around x1+2. In the divergent case, the secondary vortices
are ejected far from the main ones. This diagram was first proposed by Donaldson
& Bilanin [26]. Curves in this diagram are obtained from considerations made upon
two invariants of the vortex system, namely the first moment of vorticity and the
kinetic energy of the vortices [29].

The curve marking the limit between the divergent and periodic motion for γ >
0 is obtained by analyzing the kinetic energy of the vortices, and defining a kind of
"escape velocity" of the flap vortices with respect to the field induced by the main
vortices. For −1 < γ < 0 and 0 < β < 1, the curve that marks the boundaries
between the periodic and divergent motion is denoted as "steady motion" in Fig.
2.17 and is of particular interest for our work. This curve is obtained by equating the
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vertical velocities that the wingtip and flap vortices induce on each other following
[26, 29, 82] :

(β)3 + 3 (γ) (β)2 + 3 (β) + (γ) = 0 (2.77)

Condition 2.77 represents configurations where the four vortices in the system de-
scend vertically without exhibiting circular motion. The system is effectively steady
in a reference frame that descends with the vortices. Note that any slight offset from
the conditions of eq. 2.77 results in periodic or divergent motion, rendering this
equilibrium unstable with respect to 2D perturbations [29].

FIGURE 2.18: Illustration of the trajectories of counter-rotating point
vortices and the portside barycenter of vorticity in a) periodic b)

steady and c) divergent configurations.

Having defined the model of 4-vortex systems used in our study, we now dis-
tinguish between the cases where the dipoles in each side of the wake (y < 0 and
y > 0) are co-rotating or counter-rotating. For each system, their main properties are
defined and the expected behavior beyond the wake formation zone is discussed.
The focus is on the stability analysis of these flows, drawing upon analytical, nu-
merical, and experimental references [19, 44, 73].

2.3.2 Co-rotating 4-vortex systems

Co-rotating vortex systems are characterized by the interaction of vortices with the
same rotational direction. Two key aspects of these dynamic systems are the tra-
jectory of the vortices influenced by their mutual velocity induction and the fusion
process that occurs in many co-rotating dipoles. Extensive research has explored
these phenomena, including the influence of three-dimensional effects. This chap-
ter aims to provide a brief description of co-rotating vortex flows, drawing insights
mainly from the works of Meunier & Leweke [61] and of Ortega [73].

Consider two vortices refered to by subscripts 1 and 2. Reynolds number is de-
fined from the mean circulation between both vortices. The degree of interaction
between the vortices is most intuitevly characterized by the ratio Rd/d. Configura-
tions where Rd/d is small behave like two co-rotating point vortices in 2D flow, and
their trajectories can be predicted by the system 2.75.

The trajectories of vortices in a co-rotating configuration for two specific cases
: (γ = 1, β = 0.5) and (γ = 0.5, β = 1.0) are illustrated in Fig. 2.19. In this
model, the circulation of each vortex is constant over time. Under the influence
of the vortices in the opposite side of the wake, the pair descends vertically in the
laboratory reference frame as seen in Fig. 2.19a. This is why we plot x1(t) and x2(t)
in a reference frame centered around the barycenter of vorticity x1+2(t) in Fig. 2.19b.
Here, the trajectories exhibit circular patterns. The center of rotation is precisely
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FIGURE 2.19: Trajectories of point-vortices in a co-rotating dipole a)
in the laboratory frame for configuration (γ = 0.5, β = 0.5) and in the
reference frame centered around x1+2(t) for b) (γ = 0.5, β = 0.5) and

for c) (γ = 1.0, β = 0.5)

x1+2(t). Moreover, the radius of this circular trajectory is determined by the relative
strengths of each vortex pair, with the stronger vortex positioned closer to the center
of rotation. This is seen by comparing Fig. 2.19b, where γ = 0.5 and Fig. 2.19c,
where γ = 1.0. The velocity of the pair’s orbitation is characterized by Ωorb, defined
in eq. 2.68. The period of rotation is torb (see eq. 2.69).

The orbit motion thus defined is linearly stable [61]. However, in real fluids the
vortices radius Rd grows under the action of viscosity. When Rd/d reaches a critical
value (Rd/d)c, the dynamics of the system become more complex as they lead to the
fusion of both vortices.

The dynamics of vortex fusion is today a well-studied phenomenon. A key focus
of research efforts has been determining the critical value of (Rd/d)c. Early studies
on this topic include point vortex simulations by Rossow [85]. In more recent work,
an analytical framework to study co-rotating systems has been provided by Ortega
[73], Crouch[20], and Fabre [29]. DNS studies on vortex merging were carried out by
le Dizès and Verga [54] and by Laporte & Leweke [52]. Experimental studies by Me-
unier and Leweke [61] have involved the generation of equal-strength vortices using
parallel plates in a water tank. Ortega[73] and Bristol [12] conducted dye visualiza-
tions and PIV measurements of the wake of a wing in a towing tank. Additionally,
Breitsamter[8] conducted a wind tunnel study on the wake of a scaled commercial
aircraft wing.

When the vortex size is defined by the dispersion radius Rd, these various studies
converge to a critical ratio value close to (Rd/d)c ≈ 0.22 [62]. In what follows, we
comment on the characteristics of vortex fusion where (Rd/d) > (Rd/d)c. We will
analyze the time evolution during merging of the vortex strength and size, of the
distance between the vortices d and of the dipole rotation rate.

At low Reynolds numbers (500 ≤ ReΓ ≤ 2000) the evolution of the dipole is
mainly laminar and 2D [8]. During the initial phase of interaction, the vortices are
subject to the potential velocity induced by their pair. At first order, the induced field
results into a displacement of the vortex centroid and into a deformation. As a result
from this displacement, the vortices orbit around each other (as illustrated in Fig.
2.19) With respect to the deformation, there is only strain since the flow is potential.
The induced strain field contains a stretching and a compression direction. Thus
the vorticity patch deforms into an elliptic shape. This is schematized in Fig. 2.20,
here, the magnitude of strain si induced by vortex i on its pair is a function of their
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FIGURE 2.20: Schematics of the elliptic deformation entailed by the
induced strain fields s+i and s−i in a symmetric co-rotating pair

circulation and distance d such that

s±i = ± Γi

2πd2 (2.78)

This deformation phenomenon was neglected above under hypothesis 2.74, where
we consider vortices to behave like point vortices, but recovers its relevance on the
arguments below. Note that the rate at which the vortices orbit, defined in equation
2.68 is now time dependent because of the time dependency of d(t). For example,
the ellipticity of the vortices brings about a deformation of their orbit trajectory, re-
sulting in a wavering of d(t) around a mean value as a function of time.

As mentioned above, the vortex radii will grow under the action of viscous dif-
fusion. The moment when (Rd/d)c is attained can be considered to be the proper
onset of merging, a second stage in the dynamics of the dipole ensues. In the case
of γ = 1, each vortex ejects a strong filament of vorticity in a radial direction away
from their center of rotation. This ejection creates a significant angular momentum,
and this brings the vortices to close-in togheter because of the conservation of angu-
lar momentum. This can be tracked by a sudden drop in d(t). Next, the filaments
wrap up around the dipole stretching and distributing towards an axisymmetric dis-
tribution. This process continues until the two main lobes of vorticity are separated
by a distance comparable to the diffusion length. Under the action of viscosity, the
final vortex is rendered nearly axisymmetric. The vorticity that was advected away
lies around the vortex cores and is smoothed out too during this process, resulting
in a final vortex with strong vorticity inside the core surrounded by a low vorticity
distribution outside. The profile of azimuthal velocity of such a vortex is non gaus-
sian, but follows a power law ∝ r−n in the region surrounding the core [31]. It is
important to note that in general vortices are not of equal strength 0 ≤ γ(t) < 1.
Merger in asymmetric pairs occurs with a well defined transfer of vorticity from
the weaker vortex to its stronger counterpart. However in this scenario the onset
of filamentation and the role of viscosity remain the main properties of the merging
process. Notably, configurations with significant initial strength differences between
vortices exhibit more pronounced filamentation, as observed in the experiments of
Chen [17]. Some of the filaments coming from the weaker vortex are absorbed by
the dominant vortex instead of being advected away, which translates in a decrease
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(A) (B)

FIGURE 2.21: From [61] : a) System of co-rotating vortices of size a1
and a2, separated by a distance denoted as b and of circulations Γ1 and
Γ2. b) Streamlines of the flow for two point vortices, in the reference
frame rotating with the dipole : vortex positions are denoted as O1,2,
hyperbolic points in the flow as H1,2, fixed points are denoted as E1,2

of γ(t) over time.
We have seen that at low ReΓ the onset of merging is characterized by the ejection

of vorticity filaments by the vortices in the dipole. Analytical work by Meunier et
al. [62] provides insight as to why this ejection of vorticity occurs. A diagram of
the pair observed in a reference frame turning at rate Ωorb, as drawn by Meunier
[61] is showcased in Figure 2.21. In this reference frame, the streamlines present
caracteristic stationnary points [61]. For instance, around the position of the vortices,
streamlines are elliptic. Most notably, in this reference frame two hyperbolic points
H1 and H2 appear outside the dipole field. It is found that as the size of the vortex
increases, vorticity that reaches the outer hyperbolic point is advected outside of the
pair. Vortex filaments are created this way.

Monitoring the distance d(t) separating the vortices reveals a temporal evolution
which depends on the stage of the fusion process. As mentioned above, the tempo-
ral evolution of d(t) results in a temporal evolution of Ωorb(t) which can be analyzed
through the angle ϕ(t) = ϕ0 +

∫ t
0 Ωorb(t)dt formed between vortices and the hori-

zontal direction. The temporal evolutions of d(t) and of ϕ(t) are plotted in Figure
2.22 and commented below. The wavering of d(t) has been observed in experiments
by Bristol [12] and by Meunier [61] (see the later’s results in Figure 2.22a). Note that,
in Figure 2.22a, d(t) seems to decrease abruptly at initial time. This is a consequence
of the experimental setting considered in this reference (two parallel plates in a wa-
ter tank) and should not be considered as a dynamic proper to co-rotating vortices.
When fusion is triggered, a sudden and monotone drop of d is observed as vortices
close in together. This can be seen in Figure 2.22a for 1.0 < t/torb < 1.5 for the data
obtained at ReΓ = 2258. Most notably, the evolution of d(t) during this stage can
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FIGURE 2.22: From Meunier [61] : Temporal evolution during merg-
ing of a) the separation distance b (d in our notations) scaled by the
initial separation and of b) the orbit angle phi, the solid line corre-
sponds to a model for which the pair characteristics is constant and

the dotted line takes the temporal evolution of d(t) into account.

be predicted with precision by modeling the angular momentum of the pair [27, 61],
which shows that the behavior of d is mainly piloted by this invariant of the flow.
The temporal evolution of ϕ(t) (white circles in 2.22b) follows the one predicted by
the constant angular velocity Ωorb from the 2D model (a solid line in the figure) until
a critical time here observed at t ≈ 8s. Indeed, when accounting for the impact of the
temporal evolution of distance in Ωorb(t) (a dashed line in the figure), the prediction
is excellent.

To continue describing the physics of vortex fusion, we turn now our attention to
the temporal evolution of the core radius distance Rd(t). Indeed, we have seen that
the viscous growth of Rd(t) is the main driver that allows the conditions to trigger
vortex fusion. Viscous growth of the core can be modeled by that of a Lamb-Oseen
vortex following eq. 2.42. This rate of growth can in turn be expressed with respect
to the time scale of orbit : (

Rd(t)
d(t)

)2

∝ korb
π2

ReΓ

t
torb

(2.79)

With korb = 8 in reference [62]. One can make use of these time scales when ap-

propiate to define an origin of time such that
(

Rd
d

)2
(t = to) = 0. Finally, one can

track the time evolution of Rd
d to discern stages of the merging process, most notably

the proper time at wich merging is considered complete. The evolution of
(

Rd
d

)2

over the viscous time scale in the experiments and calculations of Meunier et al. [62]
are shown in Fig. 2.23. We focus first on the case "without instability" (black cir-
cles) which occurs at Re = 1506. The scaled vortex radius is seen to grow abruptly
during merging. A similar trend was observed by Breitsamter [8] in a wind tunnel
experiment of a co-rotating pair of vortices shed from a scaled commercial wing.

As shown in Fig. 2.23, instabilities may develop at higher ReΓ and accelerate the
time of merging. Indeed, experimental results and full scale observations display
fusion times shorter than the ones predicted by the 2D model. In the experiments
of Chen et al. [17], the author observed that moments of vorticity measured on the
plane (orthogonal to the unperturbed vortex axis) were not conserved, which was
attributed to tridimensional effects. The three-dimensional dynamics of co-rotating
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FIGURE 2.23: From Meunier et al. [62] : Time evolution of
(

Rd
d

)2

for experiments at Re = 1506 (•); Re = 3350 (◦); Re = 5000 (□,⋄) and
for two-dimensional numerical results (solid lines and dashed lines

at different Reynolds)

vortex systems have been explored in experiments [8, 11, 17, 61, 89] and instabilities
that contribute to the fusion process are consistently identified. Nice visualizations
of sinuous deformations, which are a manifestation of these instabilities, occuring
in co-rotating vortices of similar strength can be observed in the towing tank ex-
periments of Bristol et al. [11]. It has been shown that the addition of axial flow
in the vortices does not inhibit the development of these instabilities [89]. In gen-
eral, the interaction between one of the vortices and the strain field induced by its
counterpart leads to the development of elliptical streamlines in the flowfield. As a
consequence, the process by which perturbations develop is related to the elliptical
instability of Kelvin modes and manifests as a sinusoidal undulation of the vortex
core. More specifically, Roy, Leweke & Thompson [89] performed a POD analysis on
co-rotating pairs generated during a water channel experiment and found that the
unstable mode posses a spatial structure resulting from the interaction of two Kelvin
modes which are periodic in the axial direction. Upon characterizing these modes,
they found a good match with those characteristic from elliptic instabilities in vortex
pairs. Furthermore, linear stability analysis and numerical simulations have demon-
strated the role of these instabilities in facilitating faster vorticity transfer from the
weaker to the stronger vortex [11]. Experimental measurements of instability growth
rates have aligned well with theoretical predictions [11, 61], and so, the accelerated
fusion times that have been observed in experiments are usually attributed to the
action of elliptic instabilities [17]. it is thought that an elliptic instability will pro-
mote fusion because when it grows in at least one of the vortices, vorticity from the
vortex whose position is perturbed will more easily reach the other vortex, creating
a bridge by which vorticity can be exanged between the two. This bridge is in turn
strained and intensified in the (θ, r) plane [11], accelerating the transfer of vorticity
from the weaker vortex to the dominant one.

Outside of these observations, the phenomenology of fusion is most similar to
the 2D case described before. The seperation distance d(t) decreases rapidly at the
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onset of merging suggesting that filamentation occurs and impacts the angular mo-

mentum of the pair.
(

Rd
d

)2
increases in size but at a faster time and by a larger

proportion than in the case without instability (see Fig. 2.23), showing again the role
of the instabilities in the acceleration of fusion. The velocity profile of the resulting
vortex does display a region ∝ r−n outside of its viscous core, which shows that
vorticity was advected outside of the pair during the merging.

2.3.3 Counter-rotating 4-vortex systems

Systems of counter-rotating vortex pairs exhibit a strong potential for physical mech-
anisms that can lead to a significant decay of vorticity in the wake. The study of
cooperative instabilities inherent to these systems has received attention with nu-
merical [20, 32, 82] and experimental [74, 96] work. In this section we will describe
key results from the litterature in order to show why this type of flow shows promise
when developing control strategies to reduce aircraft wake hazard.

We focus our attention on periodic and steady cases, where the vortices stay in
close vicinity during large downstream distances. Indeed, in the divergent case, the
secondary vortices are expelled far from the main ones, rendering their interaction
minimal (see Fig. 2.18c). In periodic cases, the secondary vortices orbit around the
main ones, as illustrated in Fig. 2.18a. Cooperative instabilities can develop in these
cases as we will show below. In the case of counter-rotating pairs in periodic motion,
the distance between the pair is kept small (in the order of the distance between the
flap and wing tips) which promotes their interaction. Cooperative instabilities can
develop in the manner described previously in section 2.2.3.2.

While this system has the potential to develop instabilities, they do not always re-
sult in the formation of vortex rings. Typically, deformation is more significant on the
weaker vortex than on the stronger one. This deformation grows until the weaker
vortex breaks-up while the stronger vortex is altered but keeps its coherence. Exper-
iments and numerical simulations have explored the altered states that the stronger
vortex may exhibit after the weaker one breaks-up. These alterations can involve a
net loss of circulation, an enlarged core, or even a streamwise sinusoidal displace-
ment, creating periodic distortions in the vortex cores. This sinusoidal displacement
of the main vortices may enable the forcing of specific wavelengths of perturbation,
promoting the linking of the main vortices.

Considering this, the scenario where the system of vortices evolves in a steady
motion is of particular interest. This case is described by eq. 2.77 and the resulting
trajectories of the vortices are illustrated in Fig. 2.18b. Numerical simulations by
Reinnich & Lele [82] showed that this specific configuration allows a rapid growth
of the long-wavelength perturbations. Indeed, the presence of the inboard vortices
enhances the development of the Crow instability between the outboard vortices.
As shown by Fabre & Jacquin [30], the growth rate of this mechanism is larger,
by an order of magnitude, than that of Crow instability with no inboard vortices
present. This renders this wake configuration attractive for control strategies. How-
ever, the long-wavelength instabilities are not the most amplified instability in this
situation. This implies that this long-wave instability might not develop passively
and must be the subject of active forcing. Furthermore, the most amplified instabil-
ity is a short-wave one, and it provokes the decay of the secondary vortices leading
to what could be seen as an unperturbed state for the main ones. Finally, from a
practical standpoint, steady motion is an unstable equilibrium point with respect to
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2D perturbations, which means that the conditions to generate them are difficult to
attain in practice.

We go back to the general case where the conditions for steady motion are not
met and the trajectories of the vortices are periodic. It has been observed in ex-
periments that short wave cooperative instabilities would still develop between the
inboard and outboard vortices, causing the former to wrap around the later and
creating vortex "hoops". Upon dissipation of the weaker vortices the perturbation
remaining on the outboard vortices would exhibit a wavelenght often too short to
excite the Crow instability [32, 75]. Furthermore, when γ is small, the stronger vor-
tices are mostly unperturbed.

It appears that a forcing strategy is necessary if the mechanisms inherent to two
counter-rotating pairs are to bring about an acceleration of the linking stage of the
main vorticity. An active control strategy exploiting these mechanisms was propsed
by Crouch [19] .

Although the physical mechanisms that develop in counter-rotating vortex sys-
tems make them attractive for wake hazard control purposes, it is important to note
that their generation may come with a great cost from the point of view of aerody-
namic efficiency. This is easily understood from the conclusions derived from the
extended Betz model in section 2.3.1.1. Indeed, to generate opposed signed vortic-
ity close to the wing tip vortex, the span-wise circulation distribution should show
a positive derivative in the inboard region. This may be achieved with an inboard
flaps-up configuration, but represents a net loss of generated lift for the aircraft. As
pointed by Crouch [19], strategies to compensate for this lift loss often result in either
a net increase of tip vortex strength or in though constraints for the efficiency or ma-
neouvrability of the aircraft, rendering the problem of designing a control strategy
that exploits counter-rotating vortices unresolved.

2.3.4 Higher order instabilities

Recent work on linear parabolized stability analysis provided new insight of the
stability of the wake generated by a rectangular NACA 0012 wing. Observing the
progression of various unstable modes in the wake, Edstrand et al.[28] found that the
growth rate of the dominant mode decreased monotonically downstream whereas
the fifth mode growth rate became increasingly unstable. As pointed out by Ed-
strand [28], this behavior relates to the structure of the perturbation generated by
each mode downstream. An illustration of the shape of each mode is given in Fig.
2.24. With donwstream progression, the fifth mode energy distribution evolves from
undulating structures over the wingspan into vorticity streaks counter-rotating with
the main trailing vortices with a destabilizing effect. On the other hand, the principal
mode, although being most unstable in the near wake, evolves from a perturbation
located near the tip of the wing into a vortex region that co-rotates with the main vor-
tex. As stated in previous chapters (see, for example, section 2.2.3.2), a co-rotating
flow does not lead to the development of instabilities in the vortex dipole.

Therefore, the location on the wing surface for the optimal perturbation of the
wake seems to be distributed over the wing-span instead of focused at the wing-
tips. This conclusion was also found by Navrose et. al. [71, 70], who studied tran-
sient growth in the near wake of a wing. In his work, the optimal peturbation is
located close to the wing surface and takes the shape of chord-wise periodic struc-
tures, with an initial perturbation that decreases from the wing root to the wing tip.
Navrose carried out direct numerical simulations (DNS) of the perturbation with fi-
nite amplitude, and observed that the perturbation evolves downstream into a wave
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FIGURE 2.24: From Edstrand et. al [28] : Isosurfaces and cross-
sectional cut of streamwise vorticity ωx for the a) principal and. b)
fifth wake mode in the tip vortex region. Broken arrows indicate the
rotation direction of the modes. The main wingtip vortex rotates in

the trigonometric direction

packet that migrates to the vortex upon sufficient initial amplitude. The roll-up of
the vorticity sheet transports the wave packet into the proximity of the trailing vor-
tex allowing for the interaction between the vortex and the perturbation.

The authors of [28] suggested that the excitation by the higher order modes in the
wake of a wing would promote the decay of the circulation and the decrease of the
stream-wise vorticity of the trailing vortices hence becoming a more effective wake
alleviation method. However, due to the initially weak growth rate of these modes,
the wake must be interrogated at a sufficiently far downstream location for the per-
turbations to evolve into perceivable instabilities. In his work numerical simulations
at a Reynolds number of 103 where used to validate the conclusions found through
the stability analysis. These simulations yielded prominent high order mode insta-
bilities after 8 wing-chords downstream in the wake of the wing. Edstrand’s work is
used as a guide for the experimental study presented in section 4.4.

2.3.5 Summary

In this section, we characterize the dynamics of systems of 4 vortices in configura-
tions where pairs in each side of the wing wake are co- or counter-rotating. Instabili-
ties may develop between each vortex in the pair for both situations. The mechanism
behind these phenomena is similar to the one obtained from the linear stability anal-
yses of Crow [22] and Widnall et al. [101], in that it consists in an anihilation of the
stabilizing action of rotation on planar perturbations which are then free to grow
under the action of the strain field and cause instability.

Under these constraints, co-rotating pairs are stable to long-wavelength pertur-
bations but can develop short-wavelength elliptic instabilities. Nevertheless, the fate
of a co-rotating pair is in general a fusion stage after which a unique vortex still per-
sists in the wake. Instabilities in this scenario do affect the merging phenomenon but
do not lead to a significant reduction of the overall vorticity in that side of the wake
nor to an accelerated time-to-linking between the vortices in each side of the wake.

Counter-rotating pairs may be destabilized by long-wavelength displacement
perturbations. The interaction between the weaker vortex and the dominant one
leads to the formation of loops and eventually rings of vorticity in each side of the
wake. These rings are oriented in such a way that they self-induce towards the mid-
plane and facilitate the exchange of vorticity between each side of the wake. This
mechanism is most promising for applications to reduce the wake vortex hazard.
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Chapter 3

Experimental installation

In this study, a rectangular wing is towed across a water tank. Force probe and
stereo-particle image velocimetry (S-PIV) measurements are then used to study the
vortex wake which develops downstream from the towed wing. This chapter pro-
vides a comprehensive description of the experimental facility (paragraph 3.1), of
towing configurations (paragraph 3.1) and of the measurement (paragraph 3.2). Dur-
ing the period of time of this research, different experimental campaigns were con-
ducted. In the following paragraphs the changes that were introduced between the
different campaigns (e.g. better equipment) are specified when relevant.

3.1 Towing tank facility

The experiment is carried out in the water towing tank of the ONERA Lille research
center in Hauts-de-France region, France (Fig. 3.1). The tank features a length of
LC = 22 m, a width of WC = 1.5 m and a depth of HC = 1.3 m. The facility per-
mits to tow a rectangular wing model over L = 18m to investigate the development
of the wing vortex wake. Near the middle length of the canal (XPIV = 11m), the
velocity field is measured using particule image velocimetry. Also, a 6 component
force probe is used to measure the aerodynamic forces and moments generated by
the wing during the experiment. The span of the wing model used in this study (b0)
is used as the reference length scale. The reference velocity scale is U0, which is the
constant towing velocity acheived during an experiment, detailed further down.

FIGURE 3.1: Towing tank installation
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FIGURE 3.2: Towing tank experiment. (left) Side and (right) front
views.

A schematic of the experimental facility and setup is given in Fig. 3.2. Two
reference frames are used to describe the experiment. The first one is attached to
the water tank and is denoted RC = (OC, X, Y, Z) with X the towing direction, Y
the transverse horizontal direction and Z the vertical upward direction. The origin
OC at X = 0 is located at the right side of the tank. The velocity field is denoted
v = (u, v, w). The second reference frame is attached to the model and is denoted
RM = (OM, x, y, z). The origin OM is set at the trailing edge of the model and the
mid section of the wing. The force sensor measurements are attached to RM while
PIV is achieved in RC at the position X = XPIV . During a towing experiment the
instantaneous position of the model in RC is given by

Xm(tc) = Xm(0) +
∫ tc

0
uM(ξ)dξ (3.1)

where uM is the instantaneous velocity of the model and Xm(0) is the initial location
of the model close to X = 0. The time tc is the time elapsed from the start of the
towing motion. Time t is defined as the time elapsed from the crossing of the PIV
plane by the trailing edge of the wing which occurs at tc,PIV and Xm(tc,PIV) = XPIV ,
such that t = tc − tc,PIV . The value of tc,PIV is repeatable between experiments with
the same towing velocity. This is achieved thanks to a synchronization procedure
which is detailed in appendix B.4.

3.1.1 Baseline wing model

In this work, the wing models consist on a reference configuration, plus configura-
tions that are variations about this reference. The baseline wing geometry and its
variations where designed by Moens [64]. The characteristics of the baseline wing
model are here described. The main baseline geometry is, then, a wing of rectangu-
lar planform of span b0 = 0.4 m and chord c0 = 0.07 m, with a NACA 4412 profile.
The wing aspect ratio is 5.7. For a given chord-wise station, the span-wise evolution
of wing thickness is constant, therefore the wing-tips are not rounded, but sharp-
edged. Unless specified, the wings are fabricated with stainless steel and have an
impermeable coating. This plain configuration is referred to as Ref a photo of which
is shown in Fig. 3.3. For most wings of this work, the variations about this reference
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are obtained by modifying the spanwise evolution of geometric twist. Each wing
model design is detailed in their corresponding chapter.

FIGURE 3.3: Top view of the reference (Re f ) wing design when
mounted on the canal.

3.1.2 Towing device

During an experiment, the wing model is towed at constant depth h, constant angle
of attack α and reaches a nominal towing velocity denoted U0. Before each run, these
parameters are set using the towing device shown in Fig. 3.4. A chariot, sliding
over rails over the water tank, ensures the towing motion. A structure fixed on the
chariot supports the rest of the devices which are the force probe, a strut and the
wing model. The support ensures that the model is positioned symmetrically about
the mid-plane (OCXZ) of the water tank. The depth of the model below the free
surface of the water is controlled using an endless screw system on the support.
Unless specified, this depth is set to h = 0.5 m, representing 1.25b0. The force probe
is then mounted on the support. A profiled strut of length 0.53 m, chord 0.1b0 and
faired leading and trailing edges is connected through a pivot to the force probe. The
wing model is then attached at the end of the strut so that only the model and part
of the strut are underwater. The angle of attack α is set by pivoting the entire strut.
This means that the depth h of the wing and its axial position vary slightly with
the angle of attack of the wing but this varition of h has a negligible effect on the
wake downstream. The angle of attack is set with a precision of ±0.25◦ thanks to a
calibration campaign. More details on the structure and on the calibration campaign
are provided in appendix B.1.

3.1.3 Operating conditions

The main controllable parameters of an experiment are the wing model geometry,
its incience α and the constant velocity set for towing U0. A towing configuration
, denoted as (wing, U0, α), is thus defiend to characterize each experiment in this
study. The towing configurations for the baseline wing model, referred to as Re f ,
are shown in Fig. 3.5. The range of angles of attack (α ∈ [−4◦,+24◦]) and towing
velocities (U0 ∈ [1, 5]) explored correspond to what is achievable in the experimental
facility. The complete set of experiments with the other wing models are enumerated
in appendix A.
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FIGURE 3.4: Structure used to attach the strut and wing ensemble
to the chariot. a) schematics of the structure b) photographies of the
structure (S23) as seen from above (left photo) and from below (right

photo).

FIGURE 3.5: Experiment database on the baseline wing configuration
(Re f , U0, α)

The towing of the wing is now described. Towing motion can be divided in
three phases : the acceleration phase, the constant velocity phase and the decelera-
tion phase. A typical towing sequence is shown in Fig. 3.6a, with the evolution of
uM along X. The towing sequence is adjusted to maximize the useful phase where
uM(t) = U0, under the constraints of the towing system and absence of model vi-
brations. During the acceleration phase, the wing passess a sensor that triggers the
acquisiton of data. In the experiment shown in Fig. 3.6a, the phase of constant speed
U0 is maintained over approximately 16m. It is worth noting that the towing length
L and the duration of acceleration phases dictate the temporal duration of the vortex
wake experiment in the measurement plane. Specifically the abrupt start and stop of
the wing generates vortex waves in the trailing vortices that disturb the experiment
when these waves reach the measurement plane. These waves are known to travel
at approximately the maximum tangential velocity in the vortices, an estimation of
which yields vθ/U0 ≃ 0.175 for a towing motion at α = 5o and the velocity con-
ditions represented in Fig.3.6a. With the half length of the tank being about 25b0,
the effect of the vortex waves is estimated to reach the measurement plane at about
t U0

b0
= 140.
The velocity measurements during the constant velocity phase are now analyzed.

The platform that tows the wing sees a maximum acceleration and deceleration of
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FIGURE 3.6: Platform velocity for an experiment where the reference
wing is towed at U0 = 3m/s and α = 0.5◦. a) Evolution of uM along
station X during the experiment and b) Time evolution of uM. The
duration of the constant velocity phase is shown by blue dotted lines
and the mean value recorded during this period is shown by a red

dashed line.

3.125m/s2 at the beginning and end of its course. Let t1 mark the end of the ac-
celeration phase and t2 mark the beginning of the deceleration phase. t = 0 is the
instant when the platform begins its movement. A closed-loop control system is
equipped on the platform commands. This causes the platform velocity uM(t) to
oscillate around its real nominal velocity U0 from t = t1 to t = t2. The real nominal
velocity U0 may differ from the target velocity by up to 1.8% which is due to the pre-
cision of the installation equipment. However, velocity measurements during this
phase have a dispersion of 0.001% of U0, thus we denote the period t1 to t2 to be
the constant velocity phase. The platform velocity recorded during an experiment
where the target velocity is U0 = 3m/s is shown in Fig. 3.6b. In this example, the
constant velocity phase lasts from t1 = 2.4s to t2 = 6.7s and it is indicated by vertical
blue dotted lines in the figure. The real nominal velocity is U0 = 3.054 ± 0.003m/s.

3.2 Measurement setup

3.2.1 Aerodynamic force measurements

The aerodynamic forces (Fx, Fy, Fz) and moments (Mx, My, Mz) generated by the
water on the wing are measured using a 6-components force probe. Schematics of
the directions of forces and moments are provided in Fig. 3.7. An AMTI-MC3A force
probe model is used during the first and second campaigns and for the third cam-
paign a PHI-70 force probe is used. The different aspects regarding calibration of the
probes are detailed in appendix B.2. A summary of this calibration process is pro-
vided here : Before the experimental campaign, the force probe signal is calibrated in
laboratory conditions using well calibrated weights and accounting for the coupling
factors between the sensor channels. Then, measurements of the forces applied by
the air and water on the isolated strut (with the wing removed) are performed. In
particular, this allows for the identification of the drag and pitching moment gener-
ated by the strut as a function of towing velocity. During an experiment, the towed
chariot translates on rails, which ensures a smooth ride and negligible vibrations.
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FIGURE 3.7: Schematics of the directions of aerodynamic forces and
moments.

The data aquired by the force probe is then post-processed : Random drift of the
probe is corrected using data recorded before the beginning of the chariot move-
ment. The drag and pitching moment generated by the wing is then obtained after
subtraction of the forces due to the strut, neglecting interference effects between the
strut and the wing. Aerodynamic force coefficients are obtained as follows :

Cx = (Fx − Fstrut)
[
0.5ρU2

0 S
]−1 (3.2)

Cy = Fy
[
0.5ρU2

0 S
]−1 (3.3)

Cz = Fz
[
0.5ρU2

0 S
]−1 (3.4)

With S = b0c0 and ρ the water density. Water density is affected by the variations
on water temperature [41]. The water temperature recorded in the canal during a
given time frame of the experimental campaign is shown in Fig. 3.8. The tempera-
ture fluctuates during the campaign within the range C◦ ∈ [15◦, 21◦], the resulting
variation in density (ρ ∈ [1000, 998]kg/m3) is negligible for our study. Therefore, a
constant value ρ = 1000kg.m−3 is set for consistency.

FIGURE 3.8: Water temperature recorded in the canal during a time-
frame of year 2023.

The measurement uncertainty of the force probes is determined based on the
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maximum nominal load of each load cell. This information must be obtained through
a calibration campaign in which precisely controlled loads are applied into the mea-
surement channels of the probe. The results of this calibration are provided by the
probe manufacturer. Furthermore, we perform our own calibration campaign in or-
der to verify the good functioning of the probe. This is further detailed in appendix
B.2. The corresponding maximum loads and uncertainty for each component are
provided in table 3.1. The measurement voltage amplitude is ±5 V on the AMTI-
MC3A model and ±4 V on the PHI-70 model. The appropriate gain is then applied
to obtain the force measurement. Since the magnitude of forces measured during
the experiments varies significantly across different towing configurations, the ac-
curacy of the aerodynamic coefficients also differs. For an experiment realized at
U0 = 3 m/s, the uncertainty on Z [N] translates to an uncertainty of ∆Cz = ±0.017
for the AMTI-MC3A probe and of ∆Cz = ±0.024 for the PHI-70 probe, which is
satisfactory for our purposes.

Probe
Acquisition Frequency Uncertainty
U0 [m/s] facq [Hz] err [%] X [N] Y [N] Z [N] Mx [N.m] My [N.m] Mz [N.m]

AMTI-MC3A
1 5000

0.2% ±1.1 ±1.1 ±2.2 ±0.06 ±0.06 ±0.033 5000
5 5000

PHI-70
1 1000

0.01% ±1.0 ±1.2 ±3 0.01 0.02 0.013 3000
5 5000

TABLE 3.1: Characteristics of force probes

Force measurements during an experiment are realized at a high acquisition fre-
quency (between 1000 and 5000 Hz). The sampling rates of force signals are pro-
vided in table 3.1. Analyzing the brute signals is necessary to quantify the variability
of aerodynamic efforts and moments during the constant velocity phase. An exam-
ple of brute measurements of Fz is shown in Fig. 3.9. To exclude the noise associated
to the force probe from the measurements, a running mean procedure is applied.
This acts as a low-pass filter over the brute signals. On the convolved signals, the
standard deviation of the lift force measurements during towing is on the order of
1% of the averaged value, thus validating the conditions during the towing motion.

3.2.2 Velocity field measurements

The wake of the towed wing is characterized by the three components of the veloc-
ity field in the transverse plane (OCYZ), which we measure using Particle Image
Velocimetry. PIV software reconstructs the velocity field v = (u, v, w) by analyzing
consecutive images taken with a short time interval dt. The displacement of particles
between successive images is estimated to calculate the velocity. This methodology
is thoroughly explained in reference [80]. In summary, by comparing images taken
at time t and t + dt within an interrogation window, the displacement (denoted as
d) is computed using a correlation function, and the velocity is derived from it. In
our work, a stereoscopic PIV setup is used with two cameras placed on either side
of the measurement plane, allowing for measurement of the axial component (u) in
addition to the in-plane velocities (v and w). This is denoted 2D-3C measurement.
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FIGURE 3.9: Brute and filtered signal of Fz(t) measured by the force
probe for an experiment where the reference wing is towed at U0 =

3m/s and α = 0.5◦.

The elements of the PIV installation and the software employed are described
in paragraphs 3.2.2.1 and 3.2.2.2, respectively. The measurement resolution is com-
pared to the physical scales of the flow in sec. 3.2.2.3. Additionally, the PIV uncer-
tainty is assessed in appendix C.

3.2.2.1 PIV installation

PIV requires that the water tank is seeded. The tank is filled with water previously
filtered to remove unwanted particles. The water is then seeded with polyamid
particles of diameter ⊘ = 20 µm and density ρp = 1.03 g/cm3. This seeding config-
uration is based on the setup of a similar experiment [13]. Furthermore, a numerical
study is used to investigate the effect of ⊘ on the PIV uncertainty (see appendix C),
confirming that this particle diameter is adequate for our purposes. Between two ex-
periments, a wait time of 20 minutes at minimum is imposed so that the tank water
can return to still conditions.

The PIV acquisition is automatically triggered when the trailing edge of the wing
passess a gate located 5 m upstream of the measurement plane. This ensures the
aquisition of images from the moment the wing reaches XPIV . Illustrations of the PIV
camera setup are provided in Fig. 3.10. This setup consists of two LaVision sCMOS
cameras equipped with 35 mm lenses and a 380 mJ Nd:YAG laser. To minimize
refraction at the air-water interface, water-filled prisms are placed on the surface
of the PMMA window at the sides of the tank. Illustrations of these elements are
provided in Figs. 3.10b and 3.10a.

The cameras are equipped with a 2560 x 2160 pixel sensor size and their field of
view can be adjusted using specific settings. The viewing angle is primarily deter-
mined by the prism angle as the cameras align parallel to the prism plane. Modify-
ing the prism incident angle allows for an extension of the width of the field of view.
Furthermore, the lateral or vertical displacement of the field of view can be fine-
tuned by adjusting the distance between the cameras and the laser plane or their
respective heights.

The images acquired during the experiments suffer from perspective deforma-
tions. Therefore a calibration procedure is realized prior to the experiments in or-
der to produce a dewarp function that allows for image correction. The calibration
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(A) (B)

(C)

(D)

FIGURE 3.10: Image acquisition setup : a) photography of the camera
setup in dry conditions, b) top view schematics of the PIV setup, then
views of the wing trailing edge illuminated by the laser plane c) as
seen from the laboratory, of the and d) as seen through the PIV camera

(frame d).

methodology is throughly described in appendix B.3. In summary, a calibration
target is positioned at the measurement plane, parallel to the wing’s trailing edge.
Images of this target are captured then analyzed using the AFFIX 2 software in order
to determine the dewarp function.

Precise alignment of the laser plane with the measurement plane is essential.
This alignment is initially achieved by orienting the laser plane with the calibration
target. The alignment is then further refined by analyzing images of the plane using
the calibration and PIV softwares. The laser plane is therefore parallel to the wing’s
trailing edge, as depicted in Fig. 3.10c (captured during an alignment test). Figure
3.10d displays a PIV image taken simultaneously. It can be observed that seeding
conditions seem optimized, ensuring even particle distribution and minimal parti-
cle clumping, with the exception of one adhering to the trailing edge (which has no
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impact on PIV results). This is verified quantitatively by the correlation field in qui-
escent flow (an illustration of this field can be seen in Fig. B.11). Nevertheless, the
diffusion of the laser light in the water medium results in an illumination gradient
along the Y−direction. To compensate for this gradient, adjustments to the laser
intensity are made to optimize the lighting conditions in regions where vortex evo-
lution is anticipated (this covers particularly the center of the field captured in Fig.
3.10d).

FIGURE 3.11: Dimensions of PIV frames used during the experimen-
tal campaign.

During the experimental campaign, different field-of-view settings (referred to
as frames) were used, as depicted in Fig. 3.11. Each frame’s specific positioning and
dimensions were chosen based on the intended observation goals and requirements
of the experimental campaign. Here are the key characteristics of each frame:

1. Frame 20a: This frame is centered around the tank mid-plane, slightly above
the model. This frame is characterized by its width of 1.45b0 which is due to
a prism incident angle of 37◦. This wide width allows us to capture the entire
span of the wake but has an adverse effect on the PIV optical conditions, as
will be demonstrated below. The height of the window is 1b0, allowing for
tracking of both tip vortices descent for approximately 0.8b0 until they reach
the bottom frontier. Further descent causes the vortices to cross the bottom
frontier, ending the measurements. In this frame, the mean pixel resolution is
∆px ∼ 2.34 × 10−4 m/px.

2. Frames 23a, b, c, and d: These frames have a prism incident angle of 45◦, re-
sulting in better optical conditions for PIV but resulting in a reduced width
compared to frame 20a. Frame 23a is therefore centered around the right wing
tip and primarily focuses on studying the wake formation zone of the wing
models. It also allows for the investigation of the wake stable zone until vor-
tices reach z = −0.85b0. The width of the frame is 1.25b0. Frames b, c, and d
have similar dimensions but are positioned with offsets, as they were used to
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track vortices with strong upward or sideways trajectories. In this frame, the
mean pixel resolution is ∆px ∼ 2.03 × 10−4 m/px.

3. Frame e: This frame shares the same characteristics as frame 23a but it is lo-
cated at a distance of −0.45b0 below the wing model. It enables tracking of the
vortex until z = −1.3b0.

3.2.2.2 PIV software

The ONERA FOLKI software [16, 55] is used to reconstruct the velocity fields. This
PIV software uses a modified iterative wrapping scheme analog to the dense Lucas-
Kanade algorithm, details about this algorithm are provided in [53]. In summary,
FOLKI utilizes GPU processing to evaluate velocity vectors around each pixel in
the image, creating a dense field. Rather than employing the traditional FFT-based
correlation function [80], it calculates a correlation measurement using a non-linear
least squares criterion between the field of initial particle positions X and the field of
displaced particle positions X + ∆X. Let Ii be the 2D field of intensity recorded by
camera i. Ii is a 2D matrix and k = [k, l]t are its grid point indices. Xk is a grid point
in this plane, and Wk a squared interrogation window centered around Xk. The
2D plane positions and displacement Xk and ∆X(k) are corrected from perspective
deformations (related to the camera view) through a transformation denoted F().
More specifically, xi

k = Fi(Xk) is used where Fi() is the nonlinear projective trans-
formation obtained from the camera stereoscopic calibration. The 3C displacement
∆X that we seek to measure is directly obtained as the minimizer of the criterion :

2

∑
i=1

∑
k′∈W(k)

(
Ii(xi

k′ , 0)− Ii(xi
k′ −∇Fi∆X(k), dt)

)2
(3.5)

Note that ∆X refers to the particles contained in Wk. FOLKI implements this al-
gorithm within a multi-resolution pyramid framework, where each level represents
a lower-resolution version of the image being processed. This approach significantly
reduces computation time. However, not all the calculated vectors (one per pixel)
are utilized in the final output grid. Instead, they are decimated, with only one vec-
tor selected, for example, every 32 pixels.

3.2.2.3 Analysis of the measurement resolution

Inter-frame time dt : To accurately track particle displacements, it is crucial to se-
lect an inter-frame time that is consistent with the expected vortex velocity and time
scales. This is because particles are expected to displace following the flow velocity
field from t to t + dt. Therefore, dt is set so that this displacement covers one-fourth
of the interrogation window, ensuring optimal conditions for PIV measurement.
Squared windows of size 32x32 pixels are used here to process the PIV images. As
a result, the expected optimal displacement of a particle is dopt = (8∆px) m, where
∆px is the resolution of the image, in m/px.

To determine the optimal inter-frame time dtopt, the velocity at a distance r from
a vortex centroid, denoted as vθ(r), is estimated. The vortex velocity field scales
as Γ/2πr outside the vortex core. An illustration of the particle displacement mea-
surements around a Re f vortex is provided in Fig. 3.12b. The data used to set dt is
extracted on a region outside the vortex core (point p3 in Fig. 3.12b). This allows to
draw a compromise between the maximum velocities near the core (point p4) and
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minimum velocities far from the core (point p1). For the Re f vortices, a suitable
location that meets these conditions is r = 0.05b0.

Thus, the estimated optimal inter-frame time is calculated as dtopt = dopt/vθ .
The values of dt set for the experiments with the Re f configuration are shown in Fig.
3.12a. Data is plotted as a function of ReΓ, which is an indicator of vθ . The process of
determining dt for a specific towing configuration involves trial and error, starting
with dtopt (represented by a red dashed line in Fig. 3.12a) as an initial condition.
Experiments where the chosen dt does not yield satisfactory results (not shown in
Fig. 3.12a) are discarded.

𝑝1: 𝑑 ∼ 3𝑝𝑥

𝑝2: 𝑑 ∼ 5𝑝𝑥

𝑝3: 𝑑 ∼ 8𝑝𝑥

𝑝4: 𝑑 ∼ 10𝑝𝑥

a) b)

FIGURE 3.12: a) Inter-frame separation time dt for experiments with
the baseline wing model as a function of vortex Reynolds number
ReΓ, b) measured particles displacement d on a Re f vortex (ReΓ =

0.4 × 105, dt = 3.25ms)

Spatial resolution ∆x : The spatial resolution of measurements is analyzed based
on the characteristic scales of the vortices in this flow. Indeed, data is acquired over
a cartesian 2D grid of measurement points, denoted a measurement grid, charac-
terized by ∆x which is the step from one point to its neighbourg. The average
spatial resolution for frames 20a and 23a (shown in Fig. 3.11) is approximately
∆x = 1.29 × 10−3 m and ∆x = 1.95 × 10−3 m, respectively. The grid resolution
is coarser on frame 23a than on frame 20a. This is a deliberate choice made to en-
sure better correlation conditions. The characteristics of frames b to e are the same
as those of frame 23a as described above.

The grid resolution is compared to a length scale of the vortex, which is its core
radius Ra. The vortex exhibits high velocity gradients from the centroid to Ra, so
a high resolution in this region ensures precise localization of the vortex centroid.
Within 10 normalized time units after the passage of the wing through the measure-
ment plane (i.e. when the vortex is smaller) Ra is on the order of 0.03b0. This results
in a resolution of approximately Ra/∆x20a = 9 and Ra/∆x23a = 6, which is enough
to measure the vortex field as it is shown further down in sec. 4.2.1.

Sampling rate fPIV and duration of the experiment tmax : In this paragraph the
time resolution of the measurements is compared to the physical time scales of the
flow. The PIV measurements are conducted at a frequency of fPIV = 5 Hz for exper-
iments in frame 20a and 10 Hz for the remaining experiments. In the chosen towing
velocity range the snapshot recording frequency of 5 Hz corresponds to a Strouhal
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number of fPIVb0/U0 = 2 and 0.4 respectively for the lowest and highest velocities.
When fPIV = 10 Hz, fPIVb0/U0 = 4 and 0.8 respectively.

Based on this sampling rate and on the measurement grid resolution ∆x, the re-
liability of the measurement of vortex displacement is assessed. Indeed, the vortices
descend vertically due to mutual induction at velocity Wd. In scenarios where the
ratio Wd

fPIV ∆x is small, the descent of the vortex may not be well captured between two
measurements. In these experiments, Wd ranges between Wd = 0.004 m/s and 0.060
m/s (Chapter 4). Consequently, low descent velocities cover a distance of approx-
imately Wd

fPIV ∆x = 0.6 and 0.2 grid points per measurement for frames 20a and 23a,
respectively. On the other hand, high descent velocities cover a distance of approx-
imately Wd

fPIV ∆x = 9.3 and 3.0 grid points per measurement for frames 20a and 23a,
respectively. The measurement of vortex descent is therefore insufficiently resolved
at the lowest descent velocities. However, the computation of Wd is improved upon
by performing measurements over a large time frame and comparing the results to
analytical predictions (see, for instance, eq. 2.72).

In some experimental configurations (e.g., HL and CoR wings), a significant
physical event is the fusion of co-rotating vortices. This occurs over a time scale
denoted t f which is now compared to the PIV sampling rate. The fusion time can
be scaled as t f

U0
b0

∼ 6. For frame 20a, the physics of the wake can be resolved when
U0 = 1 m/s, providing approximately t f fPIV = 12 measurements before fusion.
However, when U0 = 5 m/s, there might be only a few more than 2 measurements
available before t f , resulting in limited data.

3.2.2.4 Analysis of the measurement accuracy

Physical factors that lead to measurement degradation : The correlation score in
PIV measurements is directly affected by the concentration of seeding particles. Pre-
vious studies [80, 48] determined the minimum number of particles required in an
interrogation window to achieve a valid detection probability of ≥ 95%. In the con-
text of single exposure/double frame PIV, where there is no loss of particles between
one frame and the next, it is found that 5 particles in the interrogation window are
sufficient. Increased seeding often leads to improved accuracy. In the present ex-
periments, the particle concentration is approximately 8 within a window of 32× 32
pixels. The impact of seeding density, denoted as N, on PIV accuracy in this mea-
surement setup is thoroughly analyzed using numerical simulations, as detailed in
appendix C. The key finding is that the PIV error related to seeding density tends
to converge for values of N ≥ 2 × 105 particles per square meter, which is approxi-
mately the observed density in our PIV images.

However, it is important to note that the measurement at the center of a vortex
is affected by a lower seeding density compared to the rest of the flow. This phe-
nomenon is often attributed to centrifugal forces, which tend to expel particles away
from the vortex centroid. Nevertheless, due to the presence of cyclostrophic equilib-
rium in the vortex, these centrifugal forces are counteracted by a pressure gradient
that draws particles towards the centroid, enabling measurements even at high rota-
tional velocities. Additionally, during our experiments, high axial flow may develop
within the vortex core, posing a significant challenge. Axial flow causes particles
within the core region to exit the laser plane perpendicularly between consecutive
frames, rendering correlation computation impossible. To address this issue, it is
necessary to reduce the inter-frame time interval (dt). However, reducing dt can
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also impact the correlation computation of in-plane displacements of particles out-
side the core region. Therefore, a compromise is found by adjusting dt through trial
and error until both axial and azimuthal velocities are accurately resolved. In some
extreme cases, it may be impossible to accurately measure the flow due to these lim-
itations, which leads to discarding the measurements.

FIGURE 3.13: PIV measurements of quiescent flow (tC = 1s) on frame
20a. a) correlation score, b) in-plane velocity magnitude and c) stan-
dard deviation of < v⊥ > computed over 1s. The expected position

of the wing trailing edge is represented by a thick line.

Another important point is that the measurement uncertainty differs between
sides, being larger on the left side (Y < 0) compared to the right side (Y > 0). This
discrepancy is quantified as a degradation of approximately 20% in the correlation
field data on the left side in comparison to the right side. An example of the correla-
tion field for frame 20a in quiescent fluid is shown in Fig. 3.13a. The time evolution
of the average of correlation score on each side of the field (Y > 0 or Y < 0), plot-
ted in Fig. 3.14a reveals that, previous to the passage of the wing, the mean score is
about 0.55 for Y > 0 and increases to 0.7 for Y < 0. This difference can be attributed
to two factors. Firstly, the left side is located further from the PIV cameras, which
are positioned on the opposite side of the tank. Consequently, the optical path for
the left side is more inclined compared to the right side. Secondly, the gradient in
lighting along the y axis contributes to this degradation, with the left side receiving
more light than optimal for PIV.

FIGURE 3.14: Temporal evolution of a) correlation score, b) in-plane
velocity and c) dispersion over time of velocity measurements, aver-
aged over the right or left sides of the plane. The same experiment as

in Fig. 3.13 is represented.

To understand the impact of this loss of correlation, the velocity measurements
are examined. The in-plane velocity magnitude v⊥ and the standard deviation std(v⊥)
(shown respectively in Figs. 3.13b and c.) over a small time window are analyzed.
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Standard deviation is computed as described in appendix D, considering a popula-
tion x which is the velocity magnitude obtained on a given grid-point across 5 sub-
sequent measurements (i.e. over one second). This time average operation yields a
value of v⊥ and of std(v⊥) on each grid-point in the field. A spatial average of v⊥
and of std(v⊥) is then realized over each side of the measurement plane and yields
< v⊥ > and < std(v⊥) >, respectively. These quantities are plotted as a function of
time in Figs. 3.14b and c, respectively. As expected, a transition is observed when
the wing crosses the measurement plane, as vorticity is introduced in the flow. Both
< v⊥ > and < std(v⊥) > exhibit higher values on the left side (Y < 0), with a
gradient that is not an inherent property of the flow but a consequence of the mea-
surement degradation. This gradient results in an additional dispersion of approxi-
mately 0.0025 m/s in velocities on the left side compared to the right side. To over-
come this challenge, we frequently prioritize analyzing the right-side vortex data,
even when data from the left side is available.

An assessment of PIV unvcertainty : The correlation score alone does not offer
sufficient information of the precision of PIV-obtained velocity measurements. Our
aim is to derive an estimation of the measurement uncertainty Uv associated with
each velocity vector v. To accomplish this, we need to account for errors linked
to pixel displacement estimation dpx, inter-frame timing dt, and image calibration
(referred to by M), as expressed by the formula:(

Uv

v

)2

=

(Udpx

dpx

)2

+

(
Udt

dt

)2

+

(
UM

M

)2

(3.6)

The detailed analysis of each term in eq. 3.6 is presented in appendix C. Summa-

rizing the key elements of this analysis: The term
Udpx
dpx

is determined to be negligible

with respect to UM
M and

Udpx
dpx

. The evaluation of UM
M takes into account uncertainties

linked to elements responsible for aligning the measurement plane with the calibra-

tion target in the experimental setup.
Udpx
dpx

is influenced by various factors, including
particle size, density, and displacement magnitude. To compute this term, numer-
ical simulations are conducted, generating artificial particle images that were then
processed by the PIV software. An estimation of Udpx is thus derived through a qual-
itative comparison between artificial and real images. As a result, a field of uncer-
tainty Uv

v (r) is derived relative to the vortex velocity field. In regions characterized
by both low and moderate velocities within the vortex (e.g., points p1 to p4 in Fig.
3.12b), Uv

v = 2.1%. This level of uncertainty is significantly smaller than the velocity
measurements and therefore meets our requirements.

3.3 Intermediate conclusion

In this section, we have provided a comprehensive overview of the materials and
methodologies used to create our experimental database. First, we explained the
core concept of our experiment, which involves towing a wing model in a water
tank. We defined the towing configuration, denoted as (wing, U0, α), which encom-
passess the key aspects of each experiment.

Moving on, we described the measurement installation which consists in force
mesurements with a force probe and of velocity mesurements with PIV. We also
described some analysis methodologies used to process our data. We showed that
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despite some modifications in materials and methodologies that ocurred over the
duration of this thesis, results from different campaigns can still be compared. We
demonstrated that the inter-frame time in our PIV measurements is appropriate to
accurately capture vortex velocities. Additionally, we demonstrated the suitability
of our chosen spatial and time resolutions for capturing the essential characteristics
of the vortices, including their spatial distribution and vertical descent. Further-
more, we briefly addressed one limitation of our experiment, specifically the influ-
ence of the camera viewing angle, which resulted in degradation of correlation field
data on the left side of the wake.

In the third section, we presented the wing models that were tested during our
experiments. We provided detailed information about the baseline wing geometry,
featuring a NACA 4412 airfoil with a rectangular planform of span 0.4m and chord
0.07m. We emphasized that the design of these models aligns with three main fo-
cuses: exploring the impact of the load law, investigating the influence of secondary
vorticity, and examining the effects of an undulated trailing edge on the vortex wake.
With the installation and models described, we laid the foundation for studying the
baseline flow generated in this setup, which is the primary focus of the next section.
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Chapter 4

Characterization of the baseline
and undulated trailing edge cases :
configurations with two vortices

This chapter focuses on the wake of a plain wing, which is taken as the reference
configuration.

First, in section 4.1, we closely examine the data from both numerical models
and real measurements of this wake with the objective of understanding the capa-
bilities and limitations of our experimental setup. Next, in section 4.2, we dive into
a detailed analysis of PIV measurements. We aim to assesss the physical characteris-
tics of the trailing vortices generated during an experiment. In section 4.3, we look at
the evolution of the vortex properties. Our aim is to identify the underlying physical
phenomena. Finally, in section 4.4, we study the wake generated by a wing where
the trailing edge geometry has been modified into a sinusoidal shape. Our aim is to
analyze the impact of the wing modification on the vortex properties.

4.1 The ONERA Lille towing tank : a facility for wake stud-
ies

In this section, we will assess the capabilities and limitations of our towing tank ex-
periment with respect to the generation of vortex wakes suitable for our research
purposes. First, we will quantify the limitations of the experiment based on theoret-
ical arguments. We are interested in quantifying the maximum vortex ages observ-
able in the experiment and the effects of the tank walls and free surface. Next, we
will analyze the raw measurements generated during an experiment to assess the
steadiness, repeatability and symmetry of the flow generated.

4.1.1 Lifting line theory predictions of the flow evolution

The maximum measurable time is compared with the time scales of physical phe-
nomena, such as ground effects or instabilities. To do this, we consider a standard
towing configuration where the Re f wing is towed at U0 = 3 m/s and 0.5◦ of inci-
dence. We denote it C27 = (Re f , U0 = 3 m/s, α = 0.5◦) as per indicated in appendix
A. In our analysis, we employ lifting line theory to predict the aerodynamic load
distribution and, consequently, the characteristics of the vortices. Lifting line the-
ory takes as input the characteristics of the wing at discrete sections and computes
the local lift of each element. The contributions are integrated to yield an estima-
tion of the spanwise distribution of bound circulation, which is then related to that
of lift. It is important to note that the present analysis neglects the effects of the
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three-dimensionality of the vortices, such as those caused by the deformation or dis-
placement of vortex cores.

As mentioned in 3, the wingspan b0 is the chosen length scale (recall that b0 =
0.4 m). We use U0 as the velocity scale. The resulting Reynolds number writes

Reb0 =
U0b0

ν
(4.1)

where ν ∼ 10−6 m2/s is the kinematic viscosity of water. Another useful velocity
scale is the wake descent speed Wd which yields a Reynolds number

ReΓ =
Γ

2πν
(4.2)

The two Reynolds numbers are related by Reb0 = Θ−1ReΓ where Θ is the wake
descent angle. For towing configuration C27, Reb0 = 1.20 × 106 and ReΓ = 6.6 × 103.
Overall, the Re f experiments are characterized by Reb0 in the range 105 to 106 and
ReΓ in the range 103 to 105.

FIGURE 4.1: Lifting line results for the Re f wing under towing config-
uration C27, a) wing geometry, b) bound circulation Γy and vorticity

γ and c) vertical velocity profile (w) in the near wake.

Lifting line results for the Re f wing towed under configuration C27 are shown
in Fig. 4.1. The geometry of the wing is rectangular as shown in Fig. 4.1a. The
resulting span-wise bound circulation Γy is shown in Fig. 4.1b. The rectangular wing
load distribution closely approximates the elliptic one. The root-bound circulation
is denoted as Γ0 = Γy(y = 0). Fig. 4.1c displays the span-wise evolution of the

vorticity sheet strength γ =
dΓy
dy shed at the trailing edge, which concentrates at the
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wing-tip and gives rise to a single vortex with circulation

Γ =
Fz

bρU0
(4.3)

As shown in sec. 2.2.1.4, integrating the bound circulation across the span yields the
load factor s (eq. 2.34), from which we deduce the vortex spanwise distance b = sb0.
The vortex is modeled using a Lamb-Oseen distribution, as shown in Fig. 4.1d.

It was shown in sec. 2.2.3 that the counter-rotating vortex dipole thus formed
descends vertically. The descent speed Wd is approximated using eq. 2.72. From this
it is predicted that vortices of configuration C27 would "reach the ground" at t = 52 s.

FIGURE 4.2: Vortex trajectories of the C27 configuration in the (y, z)
and (x, z) planes when 2D effects induced by the tank boundaries are
considered. a) and b) : effect induced by the tank ground, c) and d)
effect induced by the lateral walls and e) and f) effect induced by the

water free surface.

Vortices experience an interaction with the walls of the towing tank. In an in-
viscid framework, wall effects are modeled by introducing image vorticity, with the
tank boundary acting as a symmetry plane. An infinity of images can thus be defined
where the distance from each new set of image vorticity to the vortices in the flow is
a multiple of the distance that separates the vortices in the flow from the boundaries
of the tank. Therefore, the effect of the tank boundaries can be approximated by con-
sidering only the first set of image vorticity. A two-dimensional numerical model of
this situation has been constructed to evaluate the trajectory of the portside vortex
xr(t) = (yr(t), zr(t)), following

dxr(t)
dt

=
Nv

∑
i

Γi(t)
2π(xi(t)− x(t))

(4.4)

Here, each of the Nv vortices induces a velocity component Γi
2π(xi−x) (t) on the vortex

located at x(t). For instance, the starboardside vortex located at xl(t) = (−yr(t), zr(t))
induces the vertical velocity Wd on the portside vortex, yielding, for the unbound
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case :
dyr(t)

dt
= 0 ;

dzr(t)
dt

=
−Γ(t)
2πb(t)

(4.5)

where
b(t) = |xl(t)− xr(t)| (4.6)

The simulation is initialized using the lifting line model, then the model is time
marched using an order one explicit time scheme.

The image vorticity introduced by the hard walls is of opposite sign to the vor-
tices in the flow. We first consider the effect induced by the tank ground. Let
z(t) − Hg be the vertical distance between the vortex center and the tank ground,
image vorticity is located at a vertical distance of 2(z(t)− Hg). A simple calculation
allows to determine Vg and Wg, respectively the net horizontal and vertical velocities
induced on the portside vortex by the ground :

Vg(t) =
−Γ(t)(z(t)−Hg)

π

(
1

4(z(t)−Hg)2 − 1
4(z(t)−Hg)2+b(t)2

)
(4.7)

Wg(t) =
Γ(t)
2π

(
b(t)

4(z(t)−Hg)2+b(t)2

)
(4.8)

Fig.s 4.2a and b illustrate the trajectories of the vortices with and without ground
effect. The black dashed lines represent unbound vortices, while the red line repre-
sents vortices affected by ground effect (GE). The velocity field induced by the image
vorticity leads to a reduction of the vertical descent and a lateral outwards motion
of the vortices in the tank. This effect becomes significant at a vertical distance of
approximately one wingspan from the ground, which corresponds to t = 31.6 s.

A similar effect is induced by the tank lateral walls. A front and side-view of
the vortex trajectories when subjected to wall-induced effects are shown in Fig. 4.2c
and d respectively. Image vorticity from both vortices in the tank are generated at
each wall and induce a velocity field on the trailing vortices. One can see from Fig.
4.2c and d that this amounts to a net vertical velocity induced by the walls which we
denote Ww. Ww is a function of the vortices lateral position and of the tank width
Wc:

Ww(t) =
Γ(t)

π

(
1

Wc − b(t)
− 1

Wc + b(t)

)
(4.9)

Showing that for our experiments Ww will always be positive i.e. opposed to the
vertical descent of the vortices.

To account for the effects of the water free surface above the vortices, we make
the first-order approximation of a plane water surface. The surface effect is modeled
by image vorticity that counter-rotates with the vortex in the tank, with the water
surface acting as a symmetry plane.

As shown in Fig. 4.2e and f, the effects induced by the free surface amount to
a slight inward motion Vs which is present from the early stages of development of
the vortex.

Vs(t) =
−Γ(t)(Hc − z(t))

π

(
1

4(Hc − z(t))2 − 1
4(Hc − z(t))2 + b(t)2

)
(4.10)

This effect is neglected due to its weak impact on the vortices trajectories. The ve-
locity induced also has a vertical component Ws which is found to be negligible.

The last effect that we take into account is the temporal evolution of Γ. In un-
bound flow, the conservation of axial flux of vertical momentum can be derived to
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FIGURE 4.3: Evolution of the vortices of the C27 configuration when
2D effects induced by the tank boundaries are considered. a) Vortex
trajectories in the (y, z)-plane. The field of view of two PIV frames is
represented by colored rectangles. Time evolution of vortex distance

b(t) normalized by its value at t = 0

obtain :
Γ(t)b(t) = Γ(t = 0)b(t = 0) (4.11)

In the case of the tank with hard walls, the flow is unbounded and vorticity may
decrease by viscous friction ocurring at the walls (see eq. 2.53). However the viscous
effect of the tank walls is neglected at this stage of the model. This effect is studied
during the analysis of experimental data, in sec. 4.3.1.2.

Having defined the effects induced by the tank boundaries, we can now assess
the trajectories that we expect to observe during our experiments. The final trajecto-
ries of the vortices, accounting for the tank-induced effects, are obtained from :

dyr(t)
dt

= Vg(t) (4.12)

dzr(t)
dt

= Wd(t) + Wg(t) + Ww(t) (4.13)

(4.14)

where the time-dependence of Γ(t) and of b(t) is taken into account in the terms on
the right hand side. The result of the simulation is depicted in Fig. 4.3a. It should
be noted that the simulation does not include the roll-up stage during which the
vortex forms and reaches its nominal position. However, as seen in sec. 2.2.1.4, this
stage is predicted to cover a distance of only Xr/b0 ∼ 0.28AR/CZ = 1.85 wingspans
downstream of the wing trailing edge.

Now we can analyze the consequences that these effects will have on our mea-
surements. In Fig. 4.3, the camera frames 20a and e are represented by the colors red
and blue, respectively. With camera frame 20a, the vortices are expected to exit the
PIV measurement window at tU0/b0 = 171. With frame e, the vortices are expected
to enter at tU0/b0 = 90 and exit at tmaxU0/b0 = 300. When scaled by the induction
time scale, the maximum observable time under configuration C27 is tmax

Wd
b = 2.2.

The predicted trajectories of the vortices during the experiment allow us to dis-
cuss the effects of the tank boundaries.



70
Chapter 4. Characterization of the baseline and undulated trailing edge cases :

configurations with two vortices

The canal is not large enough for wall-induced effects to be completly negeligi-
ble, resulting in slower vertical descent of the vortices compared to an unbound case.
Although it is unfortunate that we cannot perfectly reproduce unbound conditions,
the side walls do not induce any lateral motion on the vortices. This slower descent
provides a larger time window for measurement, which is in some way beneficial
for the experiment.

The effects induced by the ground of the tank (an horizontal wall) reduce the
vortices descent and also introduce some lateral motion which is detrimental to the
experiment. However, these effects are only significant when the vortices are at a
distance of less than one wingspan from the ground. In our measurement frame e,
these effects are expected to be observed only in the lower region. After exiting the
measurement frame e, the effects of the side walls and the tank ground lead to a
scenario where the vortices displace upwards along the vertical side walls. This is
not a concern as the measurements are interrupted once the vortices exit the frame.

The Crow instability evolves on a time scale tb = b
Wd

. Large deformations of the

vortices under the effect of this instability are expected to be observable at t Wd
b > 3

and they may provoke vortex linking around t Wd
b ∼ 8 (see for example, the ex-

periments of Liu [59], illustrated in Fig. 2.12). Therefore, most of this phenomenon
occurs at times longer than what is achievable in the present tank experiments. How-
ever, we may still detect early stages of its development.

The duration of an experiment is also considered with respect to the time scale
of viscous effects in order to assess if these can be measured. Even for the shortest
experiments (i.e. when vortices exit quickly) where tmaxU0/b0 = 100, viscous effects
such as significant vortex growth can occur. The length scale of viscous diffusion
(within the range of U0 ∈ [1, 5] m/s) is approximately (νtmax)1/2 ∼ 6.3 mm and 2.8
mm. Therefore our spatial resolution is capable of resolving these scales, allowing us
to identify viscous effects when analyzing the entire time range of the experimental
data.

The circulation decreases with time under the effect of the tank boundaries. This
is the most significant consequence of the boundaries-induced effects vis-a-vis of
the purposes of this work. The temporal evolution of b(t) is shown in Fig. 4.3b. The
instantaneous values are scaled by the value at t = 0. When the vortex exits frame e,
the separation b(tmax) is equal to 1.03b(t = 0). This is caused by the induced effect
of the ground. At t < tmax however, the effect of this outward motion is negligible.

It is important to note that real trajectories may differ from these predictions due
to effects that we neglected. For instance, the effect of vortex deformations upstream
or downstream of the measurement plane may propagate and reach the measure-
ment plane. During the experimental campaign, we analyze the measurements in
order to identify these phenomena, if present. This will be discussed further down.

4.1.2 Analysis of the steadiness, repetability and symmetry of the flow

We now assess the robustness of our experimental setup by analysing the raw data
obtained during an experiment. We focus on three key aspects of the generated flow
: flow steadiness, experiment repeatability, and flow symmetry.

In what follows, we analyze our experiment in (OT, X, Y, Z) the reference frame
that is attached to the water tank. This reference frame was first introduced in section
3.1, it is sketched in Fig. 4.4.
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FIGURE 4.4: Diagram of the reference frame attached to the water
tank

4.1.2.1 Verification of the steadiness of the aerodynamic efforts around the gen-
erating wing

The path of the generating wing must be parallel to the longitudinal axis of the canal
and parallel to the ground and water surface. The aerodynamic efforts generated by
the wing must be steady when it crosses the measurement plane. Indeed, the time
evolution of the aerodynamic forces and moments is an indicator of the steadiness
of the flow around the wing.

The aerodynamic forces and moments recorded during an experiment at conf.
C27 are shown in figure 4.5. As decribed in sec. 3.1.3, the towing motion is charac-
terized by a constant velocity phase from t = t1 to t = t2. A single value for the
lift generated during this experiment can be obtained from Fz(t) averaged over the
constant velocity phase. The operator < x > is used to translate the time-average of
any variable x = x(t). In this case :

< Fz >=
1

t2 − t1

∫ t2

t1

Fz(t)dt (4.15)

For all the experiments in this work, the variation of Fz(t) with time amounts to a
maximum standard deviation of 1.5% and 0.9% from the mean value respectively for
low and high velocity experiments. We conclude that the generated aerodynamic
lift is fairly constant during the constant velocity phase. Drag force and pitching
moment measurements (Fx(t) and My(t)) inside of the constant velocity phase are
unnafected by the remnants of the acceleration and deceleration of the platform.
As shown in appendix B, to the wing drag we subtract the drag of the strut which
was measured in previous experiments where no wing is attached. We observe a
low-frequency oscillation on the filtered Fx(t) data which is due to the oscillation of
uM(t) caused by the velocity control. The standard deviation of drag measurements
ranges between 0.5 and 2N around its respective mean Fx value over the selected
experiments. In some experiments where the towing velocity is low, this dispersion
is of the same order of magnitude as Fx. However, as it will be shown below in sec.
4.1.2.3, the evolution of drag measurements with the towing parameters U0 and α is
coherent with reference values, which validates the measurements. In spite of these
oscillations the mean measured drag does not grow or decrease with time.

The alignement of the wet surface (the wing and the part of the strut below the
water level) with the towed direction X is extremly important to guarantee the ex-
pected symmetry of the wake. By analyzing the rolling and yawing moments (Mx(t)
and Mz(t)) we deduce that a misalignment causes an inclination of the wing around
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FIGURE 4.5: Aerodynamic efforts and moments measured by the
force probe for an experiment where the reference wing is towed at
U0 = 3m/s and α = 0.5◦. The duration of the constant velocity phase
is shown by blue dotted lines and the mean values recorded during

this period are shown by a red dashed line.

the rolling axis instead of a yaw angle during the constant velocity phase. The sym-
metry of the wake is verified using the PIV measurements (described further down)
when Fy ̸= 0. Typically we observe a good symmetry of the flow whenever the mean
values of the forces respect Fy < 0.1Fz.

4.1.2.2 Verification of the repeatability of the aerodynamic forces generated by
the wing under the same towing configuration

We perform multiple experiments with the same towing configuration (same wing,
towing velocity and angle of attack) in order to discard eventual ambiguïties re-
garding the vortex characteristics obtained for a specific configuration. Indeed, vor-
tex attributes like position, size, and strength must remain constant under identical
towing conditions with the same wing model. Therefore, it is necessary to confirm
first that Fi(t) and Mi(t) generated during an experiment are repeatable and a func-
tion of the towing configuration only. To do this, we analyze the dispersion between
the time evolution of the force measurements obtained under the same towing con-
figuration.

An example of this procedure is shown in Fig. 4.6. The scales on this figure have
been adapted for each force and moment for clarity. Here, two experiments were
performed under the configuration C27 = (Re f , U0 = 3m/s, α = 0.5o). Regarding
the drag values, the drag of the strut has been substracted from Fx and My. The time
evolution of Fi(t) and Mi(t) between both experiments follow each other closely
except on the case of Fy(t). This shows that the lateral effect coming from the mis-
alignment in the strut is for most cases not repeatable between the experiments. The
mean values corresponding to each experiment differ by max (∆ < Fi >) = 0.89 N
and max(∆ < Mi >)= 0.07 N.m which is in the order of magnitude of the force probe
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precision (see section 3.2.1). A statistical analysis of the measurements coming from
both populations (experiment 1 and experiment 2 in the figure) is performed follow-
ing the methodology described in appendix D. This yields Fi and Mi which is the
value of the forces and moments averaged over the multiple realizations of the same
experimental configuration. We also obtain sFi and sMi , which are the dispersion of
measurements about this average. Regarding the lift values, during the constant ve-
locity phase, the measurements have a dispersion of sFi = 1.3 N, which represents
4.6% of the mean value Fz.

FIGURE 4.6: Fi(t) and Mi(t) measured during an experiment where
the reference wing is towed at U0 = 3m/s and α = 0o.

The averaged values obtained for Fi and Mi for the configuration (Re f , U0 =
3m/s, α = 0.5o) are reported in Fig. 4.6. Dispersions obtained in these measurements
are acceptable for the purposes of this work.

4.1.2.3 Validation of the aerodynamic characterization of the reference wing (NACA
4412)

Following the methodology described above, from the N experiments realized un-
der each towing configuration ( Re f , U0, α ) for the reference wing the values of Fi
and Mi are obtained.

Fi and Mi as a function of α for different towing velocities U0 are plotted in Fig.
4.7. The dispersions sFi

and sMi
are shown for every configuration by error bars. The

evolution of lift and drag values is linear at moderate α, as expected.
During the experimental campaign, the lateral forces Fy(t) are monitored and the

orientation of the strut is corrected between experiments to reach a minimum lateral
effect. By doing this, we ensure that Fy < 0.1Fz for all configurations, which is a
condition (empircally set through trial and error) for obtaining symmetrical flows in
these experiments.

Finaly, the aerodynamic coefficients are computed. The drag and lift coefficients
Cx,Cz are shown in Figs. 4.8a and b respectively. Error bars in the figure express
both the precision on α and the dispersion of results obtained during the repetitions
of each experiment. The sanity of the measurements is assessed by comparing the
results to those of numerical computations. XFOIL computations performed for a
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FIGURE 4.7: Evolution of aerodynamic forces and moments gener-
ated by the reference wing as a function of the towing configuration.

Each curve represents a specific towing velocity U0.

FIGURE 4.8: Evolution of a) drag and b) lift coefficients of the refer-
ence wing as a function of the angle of attack.

2D wing with a NACA 4412 profile are shown by a dotted line. Also, XLFR5 com-
putations performed for a 3D wing with a NACA 4412 profile are shown by a solid
line.

First, the effect of Rec is investigated. The data from experiments where the wing
is towed at U0 = 3m/s (i.e. Rec ∼ 2 × 105) is plotted in red in Fig. 4.8. It is observed
that this data evolves similarly to the rest of the measurements which range in Rec ∈
[9× 104, 3.5× 105]. The range of chord Reynolds number tested in these experiments
is small, and therefore the effect of Rec on the evolution of Cx and Cz in this dataset is
negligible. The stall angle, where a sudden increase of drag and a sudden decrease
of lift is observed, is 19◦ < α

Re f
s < 21◦. Also, a maximum lift coefficient of Cz = 1.12
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is acheived at α(Cz,max) ∼ 17o. The value of α(Cz,max) and the range of α
Re f
s is slightly

greater than the ones observed on the 2D model. The XLFR5 model does not predict
flow detachment, which explains its absence in the tested range of α values.

The lift slope Czα (in the linear region of the curve) is now considered. It is ob-
served that CRe f

zα (obtained in the experiments) differs by CRe f
zα − C2D

zα = −0.04 with
the 2D model but it is predicted correctly by the 3D calculation C3D

zα . Regarding
the angle of zero lift α(Cz = 0), one can observe that the 2D and 3D models are in
agreement but show a discrepancy of ∆α(Cz = 0) = −0.8◦ with respect to the ex-
perimental value. Since both the measurements and the 3D model exhibit the same
value for the lift slope (CRe f

zα = C3D
zα ), this difference covers the entire range until αs.

This difference of ∆α(Cz = 0) could be explained in part by the presence of the strut
at the midplane. Indeed, it is expected that because of this the midplane section of
the wing does not generate lift, which would slightly decrease Cz. Also, drag coeffi-
cient measurements are in agreement with the 3D computations, and this is expected
since drag measurements are corrected from the drag of the strut (see appendix B). It
is worth noting that the numerical tools used in this study are commonly employed
in the literature, and the aforementioned results are consistent with expectations.

At this stage, we have validated the robustness and representativness of our ex-
perimental setup regarding the conditions under which vortices are generated. We
have done this by analyzing the aerodynamic efforts and moments generated by the
wing during towing and showed that they are steady and repeatable. Also, we have
verified that our wing model does reproduce the aerodynamic characteristics of a
NACA 4412 wing by comparing its lift and drag coefficients to those obtained by
simulations.

4.1.2.4 Analysis of vortex trajectories in order to assess the symmetry of the wake

This section focuses on characterizing the geommetry of the wake measured on the
PIV plane in order to validate the conditions in which the vortex flow is generated.
Vortices on the portside and starboardside of the wake must be symmetrical, namely,
their position and characteristics must be equal during the experiment. As shown
above, this is acheived through conditions where the rolling angle on the towed
wing is kept minimal. It is further confirmed that the flow is symmetrical by com-
paring the trajectories of the portside and starboardside vortices. To do this, the
vortex positions are first determined. This mandates that one verifies that the PIV
setup ensures a correct correlation when measuring the displacement of particles in
the vortex core. We shift to the reference frame that is attached to the wing model
and is denoted RM = (OM, x, y, z). RM is sketched in Fig. 4.9. In order to identify
the vortices, from the PIV measured velocity field v = (u, v, w), the in-plane ve-
locity field v⊥ = (0, v, w) is separated from the out-of-plane velocity vx = (u, 0, 0).
Pseudo-streamlines of the flow are obtained from v. The fields of out-of-plane vor-
ticity ωx and of out-of-plane velocity vx obtained from a PIV image are illustrated in
Fig. 4.10.

Examining the ωx field, one can clearly identify the two counter-signed vortices.
In the initial images following the wing passage (not shown), vorticity in the wake
of the strut is observed but quickly dissipates. The pseudo-streamlines of v⊥ are also
shown in Fig. 4.10a. Although curvature of the streamlines is not a sufficient argu-
ment in itself to identifiy vortices, based on the vorticity measurements we can see
that this curvature is concentrated around the previously identified vortices. More-
over, the streamlines are symmetrically distributed around the (OMzx) plane and
mostly symmetrical about the axis between the two vortices.
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FIGURE 4.9: Diagram of the reference frame attached to the wing RM
when the wing model is positioned at station X = XPIV

FIGURE 4.10: PIV fields measured 70 wingspans behind the wing
towed under configuration (Re f , U0 = 3 m/s, α = 0.5o), a) axial vor-

ticity field ωx and b) axial velocity vx.

From the out-of-plane velocity field, shown in Fig. 4.10b, it is noticeable that
around the vortices, the axial velocity component vx is predominantly non-zero,
indicating a wake-like flow directed towards the wing. Intense axial flow can be
observed in the core of the vortices. The remnants of the wake of the strut are also
noticeable in the mid-plane region but, as shown in Fig. 4.10a, they do not introduce
significant axial vorticity in the flow.

The symmetry of the vortex trajectories is now discussed. The procedure to iden-
tify the centroid of the vortices is detailed in section 4.2.1. Here, it suffices to say
that Wv and Wd are the vertical descent velocity of the vortices, as obtained from
measurements and from theory, respectively. Also, xc(t) is the vortex position as
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obtained from the G1 criterion. Fig. 4.11 illustrates the horizontal and vertical com-
ponents of the left and right side vortex trajectory for the Ref configuration. These
trajectories demonstrate a downward motion of the vortices. Non-symmetrical cases
(not shown), where the lateral effect caused by the strut generates flow disturbances,
exhibit uneven vortex strengths and deviations from a straight descending path.

FIGURE 4.11: Vortex trajectory xc as a function of time, for configu-
ration (Re f , U0 = 3 m/s , α = 0.5o) and as predicted by lifting line
theory. Time is normalized on the vertical drift speed Wd and vortex
separation b and data is decimated by 4, for clarity : a) vertical com-
ponent of the left-side vortex trajectory, b) horizontal component for

the right and left side vortices and c) vortex separation distance.

The parameter b(t), defined by eq. 4.6, is used to evaluate the vortex separation.
Fig. 4.11c provides insight into the evolution of b(t) with time. It is evident that upon
formation, the vortices move slightly inward about the wing tip due to the vortex
wake roll-up. This is followed by a slight outward motion, observable in the growth
of b(t). The trajectories of the vortices as predicted by the lifting line model (LL) are
plotted on the figures. Details on the model are provided in section 4.1.1. The model
is parametrized by the lift coefficient obtained experimentally. xc(t) and b(t) match
perfectly with the lifting line predictions shown in the figure. It thus seems that the
tank induced effects play a significant role in the outward motion of the vortices.

Let t0, ..., tn be the n PIV measurements realized during an experiment. The op-
erator < x >t is used to translate a time average over the PIV measurements of an
experiment.

< X >t=
1
n

n

∑
i=0

X(ti) (4.16)

Thus, < b >t is introduced to represent the averaged distance between vortices. The
evaluation yields a value of 0.86 for the Ref wing. Generally, < b >t /b0 falls within
the range of 0.82 to 0.9 across the parameter map and it is consistently well predicted
by lifting line calculations.

The values of Wd and < b >t obtained for different experiments at the same tow-
ing configuration are then averaged following the usual methodology (see appendix
D for further information) to obtain Wd and b. The analytical lifting line model Wd
from equation 2.72 is preferred over the direct measurement Wv as it allows for com-
parison between different experiments of the same configuration. Thus, in Fig. 4.11,
time is normalized based on the vertical drift speed Wd and vortex separation b.
In these reference scales the monitoring duration is approximately the same for all
wing configurations. The end of monitoring is limited by the vertical size of the PIV
frames, which is approximately 0.7b0.
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Furthermore, the left and right-side vortices descend at an equal velocity, sug-
gesting equal circulation for both vortices and thus confirming the flow symmetry
about the wing mid-plane. However, in some cases, a slight asymmetry between
the left and right sides of the wake is observed, resulting in a low-amplitude lateral
drift of the vortices. This indicates that the vortex descending at a faster rate has
weaker circulation compared to its counterpart. We consider this asymmetry signif-
icant when the vortices trajectory drift towards one side, in which case the data is
discarded.

4.1.2.5 Intermediate summary

In this section, a thorough assesssment of the wake generated during typical ex-
periments in this study is conducted by analyzing the raw data obtained from PIV
measurements. Despite the significant measurement noise that affects the left-side
vortex (see section 3.2.2.4), one can confidently consider both vortices in the wake
to be symmetric with respect to the wing mid-plane. Furthermore, indicators of this
symmetry are established to include a low lateral force compared to the lift force and
a vortex trajectory characterized by a vertical, straight descent at a constant velocity.
Moving forward, the focus is directed towards analyzing the right side of the wake.

It is important to note that in certain camera configurations, the left-side of the
wake may be purposly excluded. In such cases, the sound aerodynamic efforts and
the trajectory of the right-side vortex serves as sufficient indicators of wake sym-
metry. In the next section, the physical characteristics of the right-side vortex are
analyzed.

4.2 Extraction of vortex characteristics from PIV measurements

In this section the physical characteristics of the vortex are estimated. This charac-
terization precedes the identification of physical phenomena present in the flow. To
do this characterization, the measured velocity field v = (u, v, w) is exploited. To
illustrate our purposes, we choose to show data from the wing towed under con-
figuration C27. This data is taken at tU0/b0 = 30 since this is a conservative time at
which we can consider that the physicial phenomenon related to the wake formation
are not present anymore, and that physical phenomena related to the vortex aging
are still negligible. Indeed, at tU0/b0 ∼ 30 most of vorticity has rolled-up around
the vortex, the vortex has reached an axisymmetric state, the wake from the strut
is effectively dispersed. Also, vortex 3D deformations are negligible, the action of
viscous diffusion is weak, and so is the action of the tank boundaries.

4.2.1 Identification of the vortex center

The procedure for vortex detection in the PIV measurements is described. The de-
tection is done in three steps that are presented hereafter. To initialize the procedure,
the extremum xm of the axial vorticity field is located

xm = argmax (ωx)
x⊥

(4.17)

By construction, xm is restrained to the vertices of the PIV mesh. To refine this
localization, we then calculate xω the barycenter of the axial vorticity over a reduced
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FIGURE 4.12: Measured axial vorticity field ωx trailing 70 wingspans
behind the wing towed under configuration (Re f , U0 = 3 m/s, α =

0.5o).

region Ωm of diameter 0.25b0 centered about xm following

xω

∫
Ωm

ωxdydz =
∫

Ωm

x⊥ωxdydz (4.18)

For the subsequent measurements, this procedure is repeated but it is initialized
by centering Ωm on xω(t − ∆t). An illustration of the vorticity field trailing behind
the Re f wing is provided in Fig. 4.12. xω(t − ∆t) is shown by a small red circle. Ωm
and xω are shown in Fig. 4.12 by a red dashed circle and a red cross, respectively. The
Ωm region is large enough to contain the compact axial vorticity field of the vortex
and allows to exclude the outside vorticity which is overwehlmed by the freestream
turbulent vorticity and measurement noise.

Fig. 4.13 presents the temporal evolution of xω computed on the port-side of the
wake. The dashed line indicates the lower limit of the PIV window. The detection
routine is halted when xω approaches this limit. The trajectory of the vortex in the
transverse plane is depicted by the locus xω(t). From this trajectory, one can calculate
the effective downward velocity Wv using the following equation:

Wv =
dxω(t)

dt
(4.19)

Fig. 4.14 displays the relationship between the obtained Wv and the analytical
estimation of the wake descent Wd (refer to equation 2.72) for various towing con-
figurations. It is worth noting that Wv and Wd exhibit a strong correlation, which
validates our characterization of the vortex descent. Few outlier points, where Wv is
lower than the prediction Wd are also observed. These are cases where the descent
of the vortex is interrupted and will be described further down.

The final step in localizing the vortex uses the G1 criterion, initially introduced
by Graftiaux [36]

G1(xp) =
1
N ∑

S
sin(θM) (4.20)
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FIGURE 4.13: Time evolution of the coordinates yω and zω of the
barycenter of vorticity on the wake under configuration (Re f , U0 =

3 m/s, α = 0.5o).

FIGURE 4.14: Vortex estimated descent velocity Wd as a function of
measured descent velocity Wv.

This criterion relies on the rotation rate of the in-plane velocity field v⊥ around the
vertex xp = (yP, zP) of the PIV mesh. In 4.20 S is an area defined around xp, vM =
v⊥(yM, zM) the velocity at point xM = (yM, zM), and θM is the angle between vM and
PM = xM − xp. This criterion being not Galilean invariant, subtracting the descent
velocity Wv is necessary before evaluating it.

In this study, vortex characteristics are analyzed by averaging velocity fields in
the azimuthal (θ) direction, as will be detailed later. Among the criteria used, the G1
criterion outperforms others due to its direct use of PIV velocity data, while methods
like barycenter of vorticity are noisier due to vorticity field calculations. However,
the localized barycenter of vorticity xω works well for Wv calculation. The distinc-
tion is evident when comparing fields of v⊥, and ωx (Fig. 4.15), with max|G1| and
xω marked. The value of the vortex radius averaged over the azimuthal direction
is shown to provide a length scale for the comparison of max|G1| and xω. In the
fields shown, the localization of both criteria differ by about 0.5Ra and this trend is
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FIGURE 4.15: Location of xω and max(|G1|) for the right side vor-
tex 70 wingspans downstream on the wake under configuration
(Re f , U0 = 3 m/s, α = 0.5o). These locations are represented on the

a) v⊥ and b) ωx fields

observed for all experiments. This length scale is non-negligible when assessing the
center of the vortex, since large velocity gradients exist for |x − xc| < Ra. It is evi-
dent that max|G1| provides velocity measurements which will yield lesser variation
when averaged over the θ direction. In other words, the vortex field has a better
axial symmetry when the center is determiend by G1. This is why the vortex center
xc = (yc, zc) is defined based on G1 following

xc = argmax(G1) (4.21)

4.2.2 Extraction of the 2D vortex velocity field

We shift to the reference frame that is attached to the vortex and is denoted RV =
(OV , x, y, z). RV is sketched in figure 4.16. This reference frame has the same axis
as RM, however its origin OV is set at the instantaneous centroid of the vortex xc.
Therefore, seen from the galilean reference frame RM, RV descends vertically with
the vortex at velocity Wv. The transfer from RM to RV is achieved by correcting the
vertical velocity field w from the descent velocity Wv such that, in RV :

v = (u, v, w − Wv) (4.22)

Therefore, in what follows v⊥ = (0, v, w − Wv)
In the following the velocity field of the vortex is more closely investigated and

recast into a cylindrical coordinate system about the vortex center yielding v = (vθ ,
vr, vx). To do this, the data on the polar grid is interpolated from that on the original
cartesian grid (given by the PIV) on a domain limited to the radial distance rmax =
0.4b0. The polar coordinates and rmax are shown in figure 4.16, the latter by a black
dashed line.

The azimuthal, radial and axial velocity fields vθ , vr and vx are shown in Fig. 4.17.
The fields are zoomed-in to y, z ∈ [−0.2b0, 0.2b0] for clarity. The azimuthal velocity
field vθ , shown in Fig. 4.17a, is mostly axisymmetric about the vortex center. In
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FIGURE 4.16: Diagram of the reference frame attached to the vortex
RV , the radius rmax is shown by a dashed line

Fig. 4.17b, the radial velocity field vr feature weak values. Residual radial velocities
realistically result from the unavoidable slight error made in detecting the vortex
core. A significant wake-type stream-wise velocity vx (corresponding to positive vx
velocities, that is, in the direction of the wing), is observed in the core of the vortices,
as shown in Fig. 4.17c. The axial velocity in the vortex core results from the axial
pressure gradient imposed by the roll-up and the external flow, and the effect of the
roll-up of the velocity deficit associated with the boundary layer at the wing surface
(see, for instance, Batchelor [5], Moore & Saffman [66]).

FIGURE 4.17: Instantaneous velocity fields a) vθ/U0, b) vr/U0 and c)
vx/U0 for the reference wing under configuration C27 and tU0/b0 =

30. The centroid xc is shown with a black circle.

4.2.3 Extraction of the 1D velocity profile

An overall procedure of velocity averaging is then performed to allow a fine charac-
terization of the vortex parameters like radius and circulation. The same procedure
is realized for the three velocity components, vx, vθ and vr. The first step of the pro-
cedure is to calculate a sliding time average velocity field using finite time windows
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centered around each instant t. This is necessary to filter the unsteadiness between
successive instantaneous flow fields. To compute the length of the windows we de-
fine a timescale of viscous diffusion in the vortex as tν = πRd

2/ν, with Rd a measure
of the vortex radius and ν the kinematic viscosity of water. We then set a duration
τ so that the viscous diffusion of the vortex is negligible compared to the duration
of the time window used when averaging (τ ≪ tν), here, τ = 1 s is considered
sufficient for the purpose of filtering some unsteadiness off the vortex field. Thus
the operator < x >τ is defined to translate the time average of varibale x over a
time-frame [t − τ/2, t + τ/2]. The operator is written explicitly below, in eq. 4.23.

The velocity fields resulting from the time averaging procedure are shown in Fig.
4.18. The axial symmetry of the < vθ >τ field has been enhanced without significant
modifications of the magnitude of velocity in the field (see Fig. 4.18a). Also, the
radial velocity field < vr >τ is almost nill, which further suggests that instantaneous
vr values stem from random erros in the center detection step (see Fig. 4.18b). The
axial velocity field < vx >τ is not axi-symmetric but its magnitude does decrease
when moving away from the vortex center, as expected.

FIGURE 4.18: Velocity fields averaged over a time frame of 1 s a) <
vθ >τ /U0 b) < vr >τ /U0 and c) < vx >τ /U0 field for the reference
wing under configuration C27 and tU0/b0 = 30. The centroid xc is

shown with a black circle.

From each sliding time-average velocity field, an azimuthal average in the θ-
wise direction is further performed to produce a vortex velocity profile vθ(r, t) for
r ∈ [0 : rmax]. An operator < x >τ,θ is thus defined to encompass both average
computations :

< vθ(r, t) >τ,θ=
1

2π

1
τ

∫ 2π

0

∫ t+τ/2

t−τ/2
vθ(r, θ′, t′) dt′dθ′ (4.23)

Following the usual methodology (see appendix D) the resulting data < vθ(r, t) >τ,θ
is finally averaged over the N different realizations which were repeated yielding
vθ(r, t) and the dispersion of data svθ

(r, t). Explicitely, for the average operation :

vθ(r, t) =
1
N

N

∑
i=1

< vθ(r, t) >τ,θ,i (4.24)

The number of repetitions is between none (N = 1) to N = 4 depending on the con-
figuration (this information is available in appendix A). In what follows, we use the
notation vx(r, t), vθ(r, t) and vr(r, t) to refer to the velocity profiles obtained through
this averaging operation.
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Further characterization requires the radial profile of axial vorticity ωx(r, t). The
average procedure is applied yielding

ωx(r, t) =
1
r

[
d
dr

(rvθ(r, t))
]

(4.25)

The evolution of ωx(r, t), shown in Fig. 4.20, follows a Gaussian profile where
ωx(r, t) is concentrated in a region of small r. This region will be discussed on the
following.

FIGURE 4.19: velocity and vorticity profiles obtained for the reference
wing towed under configuration C27 and tU0/b0 = 30.

The resulting 1D profiles of vortex velocity and vorticity are shown in Fig. 4.19.
It can be seen that the 1D velocity and vorticity profiles follow the same trend as
observed from the 2D velocity distributions. Namely, azimuthal velocity follows a
distribution similar to that of a gaussian vortex. This can also be seen on the evo-
lution of axial vorticity which is concentrated around the vortex center. Also, axial
velocity is also concentrated around the vortex center and radial velocity is almost
nill. Some axial velocity is observed to develop for r/b0 > 0.3, this is thought to
be related to the remanents of the wake of the strut but this is negligible for our
purposes.

Numerical fits of the velocity profile are performed against the q-vortex model
[5]. The q-vortex model is defined by

vQ
r (r) = 0 ; vQ

θ (r) =
Γ

2πr

(
1 − e−

(
r

Rd

)2
)

; vQ
x (r) = ∆Ue−

(
r

Rd

)2

(4.26)

where the supscript Q is used to indicate the matched velocity field. ∆U is the dif-
ference between far-field velocity (r → ∞) and the maximum axial flow in the core
of the vortex. Here ∆U(t) = vQ

x (r = 0, t). Rd is the dispersion radius and Γ the
circulation. The ratio of azimuthal to axial velocity in the vortex, also called swirl
number q, is an important factor regarding for instance stability. It is defined as

q =
Γ

2πRd∆U
. (4.27)

A comparison between a sample of the experimental data and the q-vortex fit is
shown in Fig. 4.19. It confirms that there is a good agreement of the experimental
data with the gaussian profile.
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FIGURE 4.20: q-vortex fitted over the velocity profiles, for the ref-
erence wing towed under configuration C27 and tU0/b0 = 30. For

clarity, data has been decimated by 3

At this stage, the measured velocity field is treated into a format suitable for ana-
lyzing the instantaneous vortex velocity field. To do this, it is first demonstrated that
the instantaneous vortex velocity field can be averaged over a short time window to
filter the flow unsteadiness. Then, this two-dimensional velocity field is processed to
derive a one-dimensional average velocity profile. Through analysis of our extensive
database, we have obtained vx(r, t), vθ(r, t), and vr(r, t), which represent the vortex
velocity distribution for a given time and under a specific towing configuration. In
the next section, these results are utilized to characterize the vortex.

4.2.4 Estimation of vortex characteristics

In this section, we discuss the physical characteristics of the vortex. Particular em-
phasis is placed on the vortex characteristics that define its potential hazard in a
wake-encounter scenario. The hazard is commonly related to the magnitude of the
rolling moment that a vortex can induce on the follower aircraft. This magnitude
scales proportionally to the vortex circulation and it is reduced with a larger vortex
core radius. Owing to the good match between the experimental data (vθ(r)) and the
q-vortex fit (vQ

θ (r)), the fit (see eq. 4.26) also provides the vortex radius and circula-
tion through Rd and Γ. Here, these quantities are discussed and compared to direct
measurements realized on vθ(r).

4.2.4.1 Measurement of vortex size

Of the various definitions of vortex size, we begin by considering the radius of the
compact vorticity region, denoted as Rω(t). This measure is established by identi-
fying where the vorticity magnitude surpassess the level of PIV noise, which serves
as a practical threshold. The determination of Rω(t) is key in our methodology to
measure the vortex ciculation, as it is shown below. The process developped to com-
pute Rω(t) is illustrated in Fig. 4.21. In short, the process involves first a statistical
analysis of ωx(r) to estimate the noise magnitude.

In Fig. 4.21a, the radial evolution of |ωx| is plotted. It exhibits a smooth evolution
as a function of r when its magnitude exceeds approximately 10−1 s−1. To draw a
first estimation of the region where noise is dominant, R1 is set such that |ωx|(r ≥
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R1) ≤ 0.1s−1. Within the region defined by r ≥ R1, we introduce ωn(r) following

ωn(r) =

{
0 r ≤ R1

ωx(r)− 1
rmax−R1

∫ rmax
R1

ωx(r)dr r > R1
(4.28)

It is recalled that rmax = 0.4b0 defines the extent of the circular domain from
which the measured velocity field is extracted. Fig. 4.21b illustrates the density
distribution of ωn(r). The noise magnitude is estimated from the standard deviation
of ωn(r), denoted as σω. Values are considered indistinguishable from the noise level
when ωx(r) ≤ 2σω. Finally, Rω is determined where

ωx(r ≥ Rω) ≥ 2σω (4.29)

which is indicated by the red dashed line in Fig. 4.21a. This boundary highlights the
dominant vorticity concentration within r ≤ Rω, while beyond this radius, vorticity
values are comparable to the noise level.

FIGURE 4.21: Illustration of the procedure to compute Rω on the vor-
tex generated under configuration C27, at tU0/b0 = 30. a) Magnitude
of |ωx| over r/b0. The region where r > R1 is colored in grey and Rω

is indicated by a red dashed line. b) Density distribution of ωn

The next radius to be defined is the radius of maximum azimuthal velocity Ra(t),
which is computed using a cubic interpolation scheme on the discrete grid of the PIV
set.

vθ(r = Ra, t) = max(vθ(r, t)) (4.30)

Ra, Rd and Rω are presented with respect to the vortex velocity and vorticity
profiles in Fig. 4.22. Notably, Ra and Rd exhibit comparable values, whereas Rω is
approximately four times larger than Rd. This trend is mantained over the whole
dataset. In what follows, Rω is useful for the computation of circulation. Between
Ra and Rd, our focus is on the later when studying the vortex size due to its common
usage in relevant references [5, 24, 45].

The value of the vortex size soon after formation and its subsequent time evolu-
tion are now described. The magnitude of Rd is measured at t10U0/b0 = 10, which is
a conservative time to obtain a representative assessment of the vortex state shortly
after roll-up completion. These measurements are shown in Fig. 4.23a. Data is
plotted as a function of the towing angle of attack α. Overall, it is observed that
0.02 ≤ Rd(t10)/b0 ≤ 0.05. The normalized radius Rd(t10)/b0 demonstrates a ten-
dency to increase with α, although larger values of Rd(t10)/b0 are also observed at
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FIGURE 4.22: Measurements of the radius of a vortex generated in
configuration C27, at tU0/b0 = 30

moderate angles of attack, around α ∼ 5◦.
The time evolution of vortex radius measurements is shown in Fig. 4.23b. To

track the evolution of the vortices at large times, a repetition of the experiment is
realized with the measurement frame placed at a lower vertical distance (see sec-
tion 3.2.2.1 for details). Data is shown from the towing configuration (Re f , U0 =
3m/s, α = 3o) which was measured using the upper and lower frames. Through this
method, measurements are provided until tmax

U0
b0

∼ 375. A good match is observed
for the measurements of vortex radius Ra(t), Rd(t) and Rω(t), plotted in Fig. 4.23b.
Ra(t) and Rd(t) increase with time at a slow rate, while Rω(t) does not show any
particular trend. Also, the value of Rω(t) is subjected to strong variability, neverthe-
less it is sufficient for our purposes as it is shown in the following section. The fact
that measurements between both frames coincide is a good indicator of the validity
of the procedure. The cause for radius growth is analyzed in section 4.3.1.

FIGURE 4.23: Characteristics of the vortex radius : a) Normalized dis-
persion radius for the right side vortex trailing 10 wingspans down-
stream from the reference wing as a function of towing angle of attack
α and a) time evolution of vortex radius downstream from the refer-

ence wing under configuration (U0 = 3m/s, α = 3o)
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4.2.4.2 Measurement of vortex strength

The strength of the vortex is now characterized by analyzing its circulation and its
maximum azimuthal and axial velocities.

The vortex circulation can be computed by integrating the tangential component
of velocity along a closed contour encircling the vortex. In our measurements, this
is equivalent to using the equation :

Γr(r, t) = 2πrvθ(r, t) (4.31)

where Γr represents the circulation at a specific radial distance r and time t. The
evolution of Γr(r, t) as a function of radial distance is shown in Fig. 4.24 for a spe-
cific time t. It is expected that at a sufficiently large r, the value of Γr(r, t) evolves
asymptotically to that of the vortex total circulation. Thus the total circulation of the
vortex, denoted as Γexp(t), is obtained by averaging Γr(r, t) in the region outside the
vortex core. This region is estimated to start at r = Rω and is limited by the radius
of the analysis domain which is r = rmax. This yields

Γexp(t) =
1

rmax − Rω

∫ rmax

Rω

Γr(r, t)dr (4.32)

This approach allows us to handle situations where no clear asymptotic value is
observed in the evolution of Γr(r, t). Most experiments yield however an asymptote
for Γr(r, t).

FIGURE 4.24: Circulation profile for the vortex trailing 30 wingspans
downstream from the reference wing under configuration C27. Data

is decimated by 2 for clarity.

It is observed that the circulation obtained from the q−vortex fit (Γ) underesti-
mates the value obtained through a direct analysis of the measurements Γexp. This
is the case in most of the experimental dataset and can be attributed to the fact that
the velocity distribution of the real vortex is not exactly gaussian. However, Γ(t)
and Γexp(t) follow the same time evolution which makes the use of Γ(t) adequate to
characterize the evolution of the vortex properties.

The normalized magnitude of vortex circulation soon after roll-up (t10U0/b0 =
10) is plotted in Fig. 4.25a. Γ(t10)/U0b0 evolves in a linear fashion with the wing
angle of attack. This is expected based on the relationship between α and the wing
lift (see eq. 4.3). Next, the time evolution of the normalized circulation is shown,
measured at configuration C29 in Fig. 4.25b. Circulation is seen to decrease with
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time at a monotonous rate. There is a good match in circulation magnitude in the
region where the measurement frames overlap. Since the vortex strength is reduced
at large times, its vertical descent is rendered slower. On the other hand, very close
to the PIV frame lower border, the vortex descent might decelerate due to the action
of ground effects as is shown in section 4.3. This explains that the measurement
duration on the lower frame is longer.

FIGURE 4.25: a) Normalized circulation for the right side vortex trail-
ing 10 wingspans downstream from the reference wing as a function
of towing angle of attack α and b) time evolution of normalized circu-
lation downstream from the reference wing under configuration C29 :

(U0 = 3m/s, α = 3o).

The maximum azimuthal velocity, maximum axial velocity and maximum axial
vorticity, respectively max(vQ

θ ), max(vQ
x ) and max(ωQ

x ), are directly taken from the
fitted velocity profiles.

FIGURE 4.26: Flow intensity in the vortex core over time computed
through a fit of the q-vortex over the experimental data (configuration
C27) and expressed by a) maximum vorticity max(ωQ

x ), b) maximum
azimuthal and axial velocities max(vQ

θ ) and max(vQ
x ) and c) swirl pa-

rameter q. Data has been decimated by 3 for clarity.

The time evolution of max(ωQ
x ), max(vQ

θ ) and max(vQ
x ) is depicted for configu-

ration C27 in Fig. 4.26. The time evolution of the swirl number q(t) is also shown in
Fig. 4.26c. Remarkably, despite performing independent fits for each dataset t, there
is a smooth consistency in the results for adjacent data points.
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It is observed that the in-plane flow intensity, represented by max(ωQ
x ) and max(vQ

θ ),
decreases monotonically with time. On the other hand, the out-of-plane flow, indi-
cated by max(vQ

x ), increases with time. This behavior is reflected in q, which also
decreases monotonically. The behavior of these quantities is further explored in the
subsequent analysis.

4.2.4.3 Vortex trajectories

The trajectories of the vortex are now analyzed in the laboratory reference frame
RM. The trajectory of the barycenter of vorticity xω(t), generated under a specific
configuration C15 : (Re f , U0 = 2m/s, α = 3.5o), is shown in Fig. 4.27. In this ex-
periment, the trajectories are seen to be disturbed. These perturbations could arise
from 3D effects influencing the flow. Indeed, the trailing vortex evolves over a large
longitudinal distance in this experiment so one could ask the question whether tridi-
mensional effects are present or not. In principle, to do this would be difficult in our
case since in our experiment we dispose of only one measurement plane which is
fixed in space. However, the presence of random or long-wavelength motion in the
vortex can be determined by comparing its trajectory with an unperturbed 2D tra-
jectory which we estimate.

FIGURE 4.27: Characterization of the trajectory of the vorticity
barycenter xω(t), the unperturbed vortex xi(t) and of the position
predicted by lifting line theory xLL, generated under configuration
C15. Subsequent positions overtime are colored in from tU0/b0 ∼ 0
(blue) to tU0/b0 ∼ 100 (red) : a) trajectories in a 3D space, note that
scales are adapted from their original size. b) vertical trajectory of
the vortex. c) plot of the vorticity barycenter in the reference frame

centered around the unperturbed position.
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First, the ideal trajectory of the vortex is estimated from that predicted by 2D
theory. An analytical trajectory of the vortex, denoted xLL(t), is obtained through
a combination of lifting line theory and predicted 2D effects induced by the tank
boundaries (further details are found in 4.1.1). The trajectory of of the barycenter of
vorticity xω(t) is compared to the 2D prediction xLL(t) in Fig. 4.27. Both xLL(t) and
xω(t) exhibit similar descent velocities and a similar span-wise position. However,
the trajectory of xω(t) is not straight, and is located lower than xLL(t) for x/b0 < 50
and more outwards than xLL(t) after a similar x. Since this behavior cannot be ex-
plained by the arguments that allow to compute xLL(t), one can enounce the hypoth-
esis that the vortex position is perturbed from its original trajectory by an additional
effect. Possible causes to explain this behavior are discussed in section 4.3.3.

The procedure utilized to isolate the position perturbation is described now. The
focus is on characterizing the offset that occurs between the unperturbed trajectory
of the vortex xi(t) and the measured position of the vortex xω(t). To estimate the un-
perturbed trajectory xi(t), the subsequent positions xω(t) are broken down in hor-
izontal and vertical components. Then, a linear regression of this data is used to
estimate xi(t) . The roll-up stage is excluded from the trajectory data when perform-
ing this linear regression. xi(t) is shown by a red line in figure 4.27. Finally, the offset
xδ about the ideal trajectory is computed following

xδ(t) = xω(t)− xi(t) (4.33)

xδ(t) thus obtained is in the order of magnitude of the core size Rd.

4.3 Analysis of physical phenomena causing the evolution
of vortex characteristics

We examine how the vortex radius, circulation, swirl parameter and perturbations
in its trajectory change with time, but also how they evolve in response to a change
in towing parameters (U0 and α).

4.3.1 Physical mechanisms driving vortex decay

4.3.1.1 Laminar diffusion of the vortex core

First, we wish to identify the cause for radius growth observed in the experiments.
The time evolution of normalized dispersion radius is shown in Fig. 4.28. In order to
simplify our purposes, we show the results only for three cases which are towed at
the same velocity (U0 = 3m/s) but at different angles of attack (α = 0.5◦, α = 3◦ and
5◦). The normalized dispersion radius Rd(t)/b0 exhibits an increase with time, that
can be correlated to the laminar diffusion process, even in the presence of turbulence
[43].

Rd(t)2 = Rd(t0)
2 + 4νt (4.34)

When scaled by the dispersion radius found at t0, this yields(
Rd(t)
Rd(t0)

)2

− 1 =
4νt

R2
d(t0)

(4.35)

The experimental measurements are compared to the prediction yielded by in
Fig. 4.28. Here, time is scaled by the viscous time scale tν. The good agreement
obtained here shows that vortices do increase in size by laminar diffusion.
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FIGURE 4.28: Evolution of normalized dispersion radius (experimen-
tal and predicted) for the right side vortex trailing downstream from
the reference wing towed at U0 = 3m/s and α = 0.5◦, 3◦, 5◦ : time is

normalized by the viscous time-scale

4.3.1.2 Analysis of the circulation decrease

Now, we wish to identify the cause for the circulation decrease that is observed in
the experiments. In theory, for a vortex in an infinite medium, the circulation is a
constant. The decrease of the circulation that is observed here can be the result of
boundary effects or measurement inacuracies.

Indeed, in order to obtain the rate of change of vorticity one can consider the
Helmholtz equation [39] :

Dω

Dt
= (ω · ∇)u + ν∆ω +

∇× f
ρ

(4.36)

One should note that the term ∇× f
ρ takes the form of a source term if the fluid is

stratified, as would be the case if there is a vertical temperature gradient in the tank.
This, however, could not be confirmed in this work. From the Helmholtz equation
an expresson for the rate of change of circulation can be dervied (see equations 2.51
to 2.52). If one neglects stratification effects, the resulting equation shows that circu-
lation decreases due to viscous friction at the wall :

dΓ
dt

= −ν
∫ ∞

−∞

∂ωx

∂y

∣∣∣∣
y=0

dz (4.37)

This could be the case in our experiments, if the vortex field extends to a distance
comparable with that separating it from the tank walls. In this experiment, the dis-
tance separating the vortex from the lateral walls is 1.375b0. It is shown in section
4.1.1 that the image effect induced by the lateral walls amounts to an induced up-
wash Ww (see eq. 4.9), which is non-negligible with respect to the dipole downwash
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Wd. Since the tank width is not large enough to isolate vortices from significant im-
age effects induced by the walls, it is also possible that the effect of viscous friction
occuring at the lateral walls are also significant. Furthermore, the distance sepa-
rating the vortices from the walls is often reduced from the initial estimation, since
portside vortices are observed to drift side-wise towards the wall during their evo-
lution. This outwards drift is promoted by the effect of image vorticity about the
tank ground (see sec. 4.1.1).

In these experiments, circulation is observed to decrease with time on all config-
urations. This is seen in Fig. 4.29a, where the normalized evolution of Γ(t)/U0b0
is plotted for experiments towed at U0 = 3m/s and various angles of attack in the
range 0.5◦ ≤ α ≤ 8◦. Circulation decreases for all configurations and the rate of
change |∆Γ/b0U0

∆tWd/b | seems to increase at higher angles of attack. This suggests that
the mechanism responsible for circulation decrease scales with the magnitude of
|Γ|/b0U0. This observation is in agreement with the hypothesis that the tank fron-
tiers play a significant role on the evolution of the circulation.

FIGURE 4.29: Circulation and velocity distributions measured on the
right side vortex trailing downstream from the reference wing. a)
Evolution of normalized circulation for experiments at configuration
U0 = 3m/s and various angles of attack α. Time is scaled by the
induction based time. b) Vortex velocity distributions for the cases
(Re f , U0 = 3m/s, α = 0.5◦) and (Re f , U0 = 3m/s, α = 8◦). The fitted
q−vortex model vQ

θ (r) is plotted with a solid line. Data is decimated
by 3, for clarity. The radial coordinate is normalized by the radius Rd

and velocity is normalized by ΩRd.

In Fig. 4.29b, the normalized velocity distribution of the vortex at tWd/b = 0.29
is shown for the configurations where U0 = 3m/s and the angle of attack is α = 0.5◦

and α = 8◦. Here, the measured velocity distribution vθ(r, t) is compared to that
of the q−vortex fit, vQ

θ (r, t). It can be seen that at radii larger than the core (say,
r > 3Rd in the figure) vθ(r, t) > vQ

θ (r, t). This suggests that the real flow is not fully
irrotational at these large radial distances. The observation that vorticity extends
beyond large radial distances is also in agreement with the hypothesis that the tank
is not large enough to impede viscous friction from ocurring at the lateral wall.
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Further confirmation of this hypothesis would require a larger domain of r. How-
ever in our case the domain is limited to r ≤ rmax = 0.4b0 which is defined with
respect to the dimensions of the PIV window.

Measurement inacuracies may also have an effect on the evolution of circulation.
On one hand, laminar diffusion may distribute vorticity radially outwards, even-
tually surpassing the extent of our integration domain, r > rmax. In this case, the
measured circulation decreases artifficialy. We show above that the flow seems to
be not fully irrotational at r ∼ rmax, so circulation measurement might be indeed
affected.

4.3.2 Evolution of the peak vortex velocities and of the swirl number

The stability of a trailing vortex can be much affected by the axial flow in its core.
Following [24, 56, 72], the swirl parameter q that compares the azimuthal velocity to
the axial velocity distinguish a stable region for q > 1.5 and an unstable one below
this threshold, for a q-vortex, when the axial flow is strong enough. The experiment
offers a long time observation of the trailing vortices that is ideally suited to evaluate
the evolution of the azimuthal and axial velocity and of the swirl number. It is inter-
esting to note first, that for an axisymmetric vortex column the azimuthal and axial
velocities are related through the cyclostrophic equilibrium. This can be shown by
considering the equations of continuity and of momentum for an isolated and axi-
symmetrical vortex. Here, we neglect the viscous term when analyzing the flow on
a time-scale small with respect to tν. The equation of continuity reduces to :

∂vx

∂x
= 0 (4.38)

For vr, the equation of motion becomes :

ρ
v2

θ

r
=

∂p
∂r

(4.39)

and for vx :

ρ
∂vx

∂t
= −∂p

∂x
(4.40)

Following 4.39, pressure at the center of the vortex (r = 0) translates to

p(r = 0) = p∞ − ρ
∫ ∞

0

v2
θ

r
dr (4.41)

These equations show that when the vortex is subjected to a perturbation along
its core, the pressure difference arising in the axial direction will disrupt the cy-
clostrophic equilibrium. A modification of the axial flow is created in this way, be-
cause of the fluid that is moved axially by the inhomogeneous pressure.

The evolution of the azimuthal and axial velocity is shown for two particular
configurations in Fig. 4.30. One can observe that the azimuthal velocity decreases
with time, while axial velocity (deficit) increases. This is in line with the expected
dynamics as discussed above. The decrease of azimuthal velocity generates a higher
pressure in the core of the vortex, which tends to push the flow towards the wing,
and thus amplify the velocity deficit. However, we observe that for configuration
C30, the increase of axial flow seems to stop when the axial velocity reaches a similar
magnitude to that of azimuthal velocity (this occurs at tU0/b0 > 150 in the figure).
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FIGURE 4.30: Evolution of peak axial and azimuthal velocities for
the right side vortex trailing behind the Re f wing towed at con-
figuration C28 : (Re f , U0 = 3m/s, α = 2.5o) and at configuration
C30 : (Re f , U0 = 3m/s, α = 4.5o). Data is decimated by 4 (C28) and by

2 (C30) for clarity

The temporal evolution of q(t), shown in Fig. 4.31, corresponds to all experi-
ments of the Re f wing. The plot draws the threshold q = 1.5 with a red dashed line.
As a consequence of the evolution of the azimuthal and axial velocities q first de-
creases with time but one observes that as the value reaches the stability threshold,
the decrease stops. For instance, for the experiment C30, q decreases sharply until
tU0/b0 = 50 when q approaches 1.5 and for tU0/b0 > 50, the value of q remains
constant. For configuration C28, q decreases until tU0/b0 = 150 when the condition
q ≤ 1.5 is reached. Soon after tU0/b0 > 150, the value of q increases sharply. This
behavior is found for all experiments, suggesting that the vortex tends to keep out
of the instability.

FIGURE 4.31: Evolution of the swirl number q for the right side vortex
trailing behind the Re f wing configuration.



96
Chapter 4. Characterization of the baseline and undulated trailing edge cases :

configurations with two vortices

4.3.3 Random and periodic components in the trajectories of the trailing
vortices

The nature of the periodic and non-periodic components observed in the trajectories
of the vortices are discussed in this paragraph. Indeed, when analyzing the evolu-
tion of xω(t) about xi(t), a periodic component is observed in the vortex trajectories
of some experiments, while non-periodic motion is observed in other experiments
of the dataset. Some characteristics of the offset xδ(t) are shown for two different
experiments in Fig. 4.32.

FIGURE 4.32: Characteristics of the trajectory of the vortex centroid
in the reference frame centered around the unperturbed trajectory xi.
Two towing configurations are explored, a) and b) : C15 and c) and
d) C53. The plot of xω(t) is shown in a) and c). Subsequent positions
overtime are colored from t Wd

b ∼ 0 (blue) to t Wd
b ∼ 0.7 (red). The

evolution over normalized time t Wd
b of yω(t) and zω(t) is shown in

b) and d). In b), trajectories as predicted by a sine and cosine fit are
shown.

On one hand, the results for an experiment realized in configuration C15 : (Re f ,
U0 = 2 m/s, α = 3.5o) are shown in Figs. 4.32a and 4.32b. This experiment is the
same as the one shown in Fig. 4.27. In a reference frame centered about xω(t), the
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trajectory of xδ(t) reveals a slow circling motion of xω(t) around xi(t). Then, yδ(t)
and zδ(t) is plotted as a function of time in Fig. 4.32b. The motion of xω(t) about
xi(t) shows a clear sinusoidal regime. We repeated this experiment and observed
again a periodic motion. This periodic motion is studied through a fit of sine and
cosine functions (shown by lines in Fig. 4.32b), the result is characterized by the
motion amplitude, pulsation and phase, respectively ri, ωi and ϕi.

On the other hand, in Figs. 4.32c and 4.32d, the same plot is shown for an exper-
iment realized in configuration C53 : (Re f , U0 = 5 m/s, α = 3.5o). Towing velocity
has been increased with respect to the previous configuration. Here, no oscillation
is observed, suggesting that the phenomenon present in the former case does not
occur. We realized a second and a third instance of this experiment and consistently
observed no periodicity.

A Fourier transform analysis is realized on xω(t) for the same experiments of
configurations C15 and C53. The power spectrum P( f ) of the output is shown in Fig.

4.33. Here, frequency is normalized by the vortex time scale 2πR2
d

Γ . For conf. C15,
the pulsation ωi obtained through the cosine fit is in good agreement with the main
frequency obtained through the FFT analysis. The slight discrepancy observed is
related to the condition of ωi(yδ) = ωi(zδ) which we impose during the cosine fit
analysis. Moreover, for conf. C53, the FFT analysis yields no "preferred" frequency
for the temporal signal of xω(t). The power spectrum of both yδ(t) and zδ(t) in this
case ressembles that of a "white-noise" distribution. The trajectories obtained for
the rest of the experiments are categorized as "periodic motion" or as "non-periodic
motion" following an examination analogous to this one. In this dataset, the appari-
tion of periodic motion is a phenomenon which does not seem to depend on vortex
strength, since both periodic and non-periodic cases are obtained in the whole range
of circulation based Reynolds 0.1 × 104 < ReΓ < 4 × 104. Also, the detection of pe-
riodic motion does not seem to be limited by our measurement resolution (namely
the acquisition rate ∆t and the measurement grid ∆x), since both periodic and non-
periodic cases are obtained for conditions where the vortex displacement velocity is
smaller or larger than ∆t/∆x.

FIGURE 4.33: Power spectrum as a function of the normalized fre-
quency for xδ(t), for configurations C15 and C53.

In order to investigate the characteristics of the non-periodic motion, a proper
orthogonal decomposition (POD) is realized on the flow field of configuration C53
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[99]. This analysis was performed on consecutive velocity fields in a reference frame
centered on xω(t), with the mean flow subtracted. The first and second modes ex-
tracted from the POD analysis are depicted in Fig. 4.34a and b, respectively. The
green line in these figures represents the vortex radius Rd, time-averaged.

FIGURE 4.34: POD analysis of the vortex flow of an experiment at
configuration C53. Iso-contours (±0.012b0U0) of the a) first and b)
second modes of normalized axial vorticity. Positive and negative
contours are drawn with solid and dashed lines and are colored red
and blue, respectively. The center of the vortex and a representation

of its dispersion radius Rd averaged over time is shown.

These modes exhibit a distinct structure, resembling two overlapping vorticity
dipoles. Notably, the poles within these dipoles possess alternating signs and align
along an axis inclined at ±45◦. Furthermore, the axis of the second mode is orthog-
onal to that of the first mode. The outer dipole extends beyond the vortex radius.
This pattern is recurrent in most experiments displaying non-periodic motion. For
configuration C53, an FFT analysis applied to the temporal components of the POD
identifies a primary frequency of f1 = 0.2Hz for the first mode (Fig. 4.34a) and
f2 = 1.8Hz for the second mode (Fig. 4.34b).

The structure of these modes is reminiscent of helical modes (see for instance
Fabre, Sipp, & Jacquin [33]). More specifically, the effect induced by modes with
two overlapping dipoles, akin to the structures observed in Fig. 4.34, is described
in ref. [33] to result from the superimposed effects of each dipole. The outer dipole
primarily displaces the vortex center in a countergrade manner. Conversely, the in-
ner dipole operates exclusively within the vortex core, causing stretching and com-
pression of vorticity on either side of the dipole through pressure perturbations.
Ultimately, the inner dipole contributes to a cograde wave. This wave competes
with the countergrade wave induced by the outer dipole. Therefore, the presence of
mechanisms with opposing characteristics in the most energetically dominant flow
modes could explain the absence of periodic components in the vortex displacement,
as observed in the present experiments. Nevertheless, confirming this hypothesis is
a challenge given the limitations of our dataset. Moreover, precision errors in the
computation of the vortex center could potentially lead to the appearance of dipole
modes (smaller than the core radius) localized at the center of the flow.

Now, we wish to interrogate the nature of the periodic motion. The two most
energetic modes yielded by the POD analysis for configuration C15 are shown in
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FIGURE 4.35: POD analysis of the vortex flow of an experiment at
configuration C15. Iso-contours (±0.012b0U0) of the a) first and b)
second modes of normalized axial vorticity. Positive and negative
contours are drawn with solid and dashed lines and are colored red
and blue, respectively. The center of the vortex and a representation

of its dispersion radius Rd averaged over time is shown.

Fig. 4.35. Both modes exhibit a dipolar structure, and the axis of the dipole of the
second mode is orthogonal to that of the first mode. The temporal frequency of the
mode is f1 = 0.36Hz for that in Fig. 4.35a and f2 = 0.12Hz for that in Fig. 4.35b. The

normalized frequency of the first mode is f1
2πR2

d
Γ = 8.8 × 10−3 and this is coherent

with the frequency of the periodic motion obtained from the analysis above (see, for
instance, Fig. 4.33). The center of the dipoles seems to be offseted below xω, which
could be attributed to the quality of the measurement procedure. Nevertheless, the
dipolar structure of the modes is coherent with the observation that the center of the
vortex is displaced in this experiment.

We choose to characterize this motion by ωi, which is the angular pulsation of
the motion of xω(t) about xi(t). It is hypothetized that this deformation is related
to tridimensional effects, such as the development of Kelvin waves in the columnar
vortex. Since we measure the displacement of the vortex centroid, the particular
family of Kelvin waves that could be causing this periodic motion would have an
azimuthal wavenumber m = ±1. Furthermore, this family of Kelvin waves is also
called displacement waves and relate to the self-induced rotation rate of a vortex col-
umn [33].This is why the angular pulsation is normalized by the time scale of vortex

rotation, following ωi
2πR2

d
Γ . The values of ωi

2πR2
d

Γ for the different towing configu-
rations are shown in Fig. 4.36a. For most of the experiments, ωi < 0, indicating a
rotation sense that is countergrade with respect to the portside vortex, which turns
in the counter-clockiwise direction. The countergrade nature of the periodic com-
ponent aligns with the hypothesis that this phenomenon is caused by a Kelvin dis-
placement wave. An average of the absolute value of the data shown in the figure

yields |ωi
2πR2

d
Γ | ≈ 0.07. Following our hypothesis, we oppose these experimental

results to analytical predictions from Fabre [33] (see Fig. 4.36b). These small values

of ωi
2πR2

d
Γ correspond to a longitudinal wavenumber of k ∼ 0.33, which indicates

that, if the displacement of the vortex is in fact caused by Kelvin waves, then the
longitudinal wavelength of the modes measured is large with respect to the vortex
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core.

Re(𝜔)

-Im(𝜔)

−0,07

∼ 0,33

FIGURE 4.36: Characteristics of the periodic motion observed in the
vortices generated by the Re f wing configuration. a) normalized an-
gular frequency of periodic motion across the towing configurations.
Countergrade motion is colored in green. b) Snapshot (taken from
Fabre [33]) of normalized angular frequency ω (ωi in our notations)
as a function of longitudinal wavenumber as predicted by stability
analysis. The curve corresponding to displacement waves is labeled
D. Our experimental results are shown in the figure : the mean nor-

malized angular frequency (countergrade) of ωi
2πR2

d
Γ = −0.07 (solid

green line) and its standard deviation (light green region).

4.3.4 Intermediate summary

In the parragraphs above, the time evolution of the vortex properties is analyzed
in order to identify the physical mechanisms that act on the wake flow during an
experiment. The vortex radius is observed to grow under the effect of laminar dif-
fusion. A decay in circulation is observed, and it is hypothetized that it is due to
the effect of the tank frontiers. The evolution of axial flow is found to be promoted
by longitudinal pressure gradients but it seems to also depend on stabilizing effects
ocurring in the vortex core. The vortex is observed to be displaced from its mean
trajectory during an experiment and this displacement exhibits a random distribu-
tion or a periodic one depending on the configuration. The periodic displacements
are analyzed in order to verify the hypothesis that this perturbation is related to the
action of Kelvin waves in the vortex.

Overall, the results show that the vortices of this rectangular wing model (Re f )
are persistent structures. This means that in the time frame considered (tU0/b0 <
300) and in the absence of the tank frontiers (i.e. in unbound flow), these vortices
would exhibit constant circulation and a very slow decay, only driven by viscous
diffusion. This is why our next purpose is to promote a faster decay of the vortices
through a passive flow control strategy applied at the wing.
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4.4 Analysis of the impact of a modification of the wing ge-
ometry on the characteristics of its vortex wake

In this section we study the wake of rectangular wing models designed to attempt
the excitation of high-order spanwise disturbances into the trailing vortices they
generate. The excitation strategy consists in modifying the trailing edge of a rectan-
gular wing into a sinusoidal shape in order to excite a flow mode identified by Ed-
strand et al. [28]. This work was performed in collaboration with Prof. L. Cattafesta
from Florida State University.

4.4.1 Modification of the wing geometry in order to introduce a span-wise
perturbation on the flow

The wings designed to study the effect of a trailing edge undulation on the wake
vortices have a different baseline geometry : they are rectangular with a NACA 0012
profile -instead of a NACA44112 for the previous wing- their chord and span are
c0 = 0.16 m and b0 = 0.4 m, respectively, which results in an aspect ratio of 2.5. The
present wing configuration is purposely identical to the one considered by Edstrand
et. al [28].

The concept of the wake control investigated here derives from the work of
Navrose et. al [70] and Edstrand et. al [28] who demonstrated that the zones of
sensitivity to excite vortex dynamics behind a rectangular wing are distributed on
the full wingspan. The present apparatus is specifically based on the results of [28]
whose parabolized stability analysis provides the conceptual shape of perturbation
able to target each unstable mode of the wake. In their work the desired mode
was excited by adding a body force in the wake of a rectangular wing. Here the
perturbation is installed in a passive way using the sinusoidal undulations of the
trailing edge. Hence the focus of the work is the outcome of a parametric varia-
tion of the rectangular planform, where the trailing edge is modified into this sinu-
soidal shape with increasing amplitude A. The test set of amplitudes is selected as
A/c0 = {0, 0.01, 0.05, 0.10}, in which the case A = 0 constitutes the reference un-
deformed case. Based on the best case identified by Edstrand et al. [28], the chosen
wavelength of the undulations is b0/6. A top view and cross-sections of the four
wing models are displayed in Fig.4.37. The undulation is made so that the airfoil
profile is constant along the span, while the chord and thickness vary as a conse-
quence of the trailing edge undulations. The mean chord length remains equal to
the reference configuration c0.

4.4.2 Results

For all experiments in this study, the wing model is towed at velocity U0 = 2 m/s
and at an angle of attack of 5o. Two repetitions of an experiment are realized for each
undulation amplitude in the set A/c0 = {0, 0.01, 0.05, 0.10}.

Measurements of the aerodynamic coefficients generated by each wing model
during the constant towing velocity phase are provided in table 4.1. No effect of
the trailing edge undulation is observed on the aerodynamic coefficients. This is
expected since the wing models feature the same planform area so they exhibit the
same lift and drag coefficients in spite of the trailing edge undulation.

PIV snapshots of the wake generated under configuration (A/c0 = 0) and (A/c0 =
0.1) are shown in Fig. 4.38. The time at which the first measurement is available is
denoted t0. Despite the modification in the wing geometry, the topology of the wake
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FIGURE 4.37: Top view (left) and cross-sections (right) of the wing
design for all the amplitudes of the trailing edge undulations.

A 0.0 0.01c0 0.05c0 0.1c0

Cz 0.211 0.217 0.216 0.212
Cx 0.018 0.018 0.018 0.017

TABLE 4.1: Aerodynamic coefficients for wings of different trailing
edge undulation amplitudes (A). The uncertainty on the lift and drag

coefficients is on the order of 10−3 at maximum.

of the wing when A/c0 = 0.1 is similar to that of a plain configuration A/c0 = 0.
Namely, the undulation of the trailing edge does not introduce additional vortices
in the flow. Therefore the methodology described in section 4.2 is applied. In what
follows, we describe the results obtained from the evaluation of the vortex charac-
teristics as a function of the undulation amplitude A.

𝐴/𝑐0 = 0.0

𝐴/𝑐0 = 0.1

FIGURE 4.38: Description of the wake of the baseline wing, A/c0 = 0,
in the top row and (a-d) and of the modified wing, A/c0 = 0.1,
in the bottom row (e-g), using the field of normalized in-plane ve-
locity v⊥/U0 obtained from the PIV measurement in a plane trans-
verse to the wing motion. Four time instants are shown for each
wing model, from 0 to 6.6s. In both cases, the towing configuration is

U0 = 2 m/s, α = 5◦.

Vortex characteristics as a function of time for each trailing edge undulation am-
plitude, A are shown in Fig. 4.39. Error bars are used in the figures to indicate the
standard deviation upon the two different realisations of the same experiment. The
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characteristics are scaled by the circulation, radius and maximum azimuthal velocity
measured on the vortex at configuration A = 0 at t = t0.

Fig. 4.39a shows the time evolution of the circulation Γ(A, t)/Γ(0, t0) for each
value of A.It is found that the trailing edge undulation does not affect the vortex
circulation. Furthermore, the circulation is almost constant in time as expected from
the conservation of circulation.

Fig.4.39b shows the effect of A on the normalized core size Ra(A, t)/Ra(0, t0).
An increase of Ra(t) with the undulation amplitude is observed. The magnitude
of increase of Ra(t) is comparable between A/c0 = 0.01 and A/c0 = 0.05. For
A/c0 = 0.1 a magnitude of increase in Ra(t) between 20% and 30% is observed.

FIGURE 4.39: Effect of trailing edge undulation amplitude A on the
downstream evolution of a) vortex circulation Γ(A, t) and of b) core

size Ra(A, t).

A comparison of the temporal evolution of the maximum azimuthal velocity,
max(vθ), as a function A is made in Fig.4.40a. It is found that the maximum veloc-
ity decreases with A. Overall the increase in core size (observed in Fig.4.39b) and
decrease in maximum tangential velocity (visible in Fig.4.40a) from 0 to ∼ 60 wing
spans downstream suggests an increased diffusion of the vortex with the undula-
tions of the trailing edge. The velocity profile vθ(r) at tU0/b0 = 50 is plotted for all
values of A in Fig.4.40b. The decrease of max(vθ) is observed while A increases. The
asymptotic velocity profile at large radius is little changed by A, which is coherent
with the absence of change of the circulation.

Since the magnitude of the increase in core size Ra does not evolve proportionally
to A, We can assume that this diffusion is linked to non-linear effects. In experiments
with synthetic jet actuation, Dghim et. al [25] attributed a similar diffusive effect as
the result of the presence of additional turbulent structures in the vortex core, which
act to effectively enhance disorder and mixing of fluid layers in this region.

In conclusion, the effect of the undulation amplitude shows original results on
the vortex properties. An increase of the core radius Ra and a decrease of the maxi-
mum tangential velocity are observed, while the lift and circulation are unchanged
by the undulation. We interpret this as an increased diffusive effect of the inner
region of the vortices due to additional turbulent structures associated with the un-
dulation. This effect is local and does not change the overall circulation. Although
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FIGURE 4.40: Effect of trailing edge undulation on a) the maxi-
mum angular velocity max(vθ) and on b) the angular velocity profile
vθ(r, tU0/b0 = 50) for the right side vortex trailing behind wings of

different trailing edge undulation amplitudes A.

the circulation is not affected, these results remain interesting as they imply the pos-
sibility to modify the vortex structure by acting simply on the wing design, in a
passive manner.

4.5 Intermediate conclusion

In this chapter, we establish a methodology to characterize wake physics at extended
downstream locations in towing tank experiments. This methodology is applied
across various wing and towing configurations to assesss their impact on alleviating
the hazard represented by wake vortices. The experiments herein use elliptic-like
wing-loads typical of aircraft in cruise configuration, resulting in long wake dissi-
pation times where a single counter-rotating vortex dipole is shed from the near
wake of the wing. In contrast, wake vortex hazard in commercial aviation primarily
manifest at airports, where wing-load distributions resemble the landing/take-off
configuration, generating multi-polar vortex wakes. On subsequent chapters the
reference wing geometry is modified to produce a multi-polar wake, featuring co-
rotating dipoles on each side, mimicking landing/take-off conditions. The impact
of this modification will be explored to understand its influence on wake physics
at distant downstream locations, including the potential for unstable perturbations
within the vortex system.
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Chapter 5

Analysis of vortex interaction in a
co-rotating trailing vortex system

In the previous section we define the general characteristics of the vortex wake gen-
erated by a rectangular NACA 4412 wing. We now discuss of the properties of the
wake generated by a wing with flaps. This configuration generates two additional
vortices, resulting in a wake of four vortices where there are two co-rotating vortices
on each side. Studying co-rotating systems is of interest for the understanding of the
physics of the wake of a comercial aircraft at specific points of its flight enveloppe,
for example in the landing or take-off configuration, also called "high-lift" configura-
tion. In this configuration, the lift coefficient of the aircraft is increased by deploying
wing flaps and this reduces the distance and velocity necessary for landing/take-
off. Drag coefficient is however also increased by the flaps. Each side of the wake
of a high-lift flapped wing is characterized by the formation of a co-rotating pair of
vortices that eventually fuse to form a single vortex. First, the decisions made con-
cerning the design of the experimental setup aimed at studying a co-rotating vortex
flow are discussed in section 5.1. The dynamics of the vortex pair before the fusion
event are studied next, in section 5.3.2. Finally, a comparative analysis of the prop-
erties of a fused vortex with respect to the Re f vortex (presented in chapter 4) is
conducted in section 5.3.3, with the objective of evaluating the consequences of this
flow modification on wake hazard.

5.1 Generation of a co-rotating pair of vortices

In this section, the design of the wing models of the study is discussed. We begin
by describing the objectives with respect to the properties of the generated flow. As
seen in section 2.3, the motion of a system of 4 vortices can be periodic or divergent
and this is a function of the conditions β = b2/b1 and γ = Γ2/Γ1 summarized in the
Donaldson-Bilanin diagram, in Fig. 5.1. However, the following design constraints
apply : The wing geometry is modifyed by adding a twist angle Θ to its inboard
region. This allows for the modifyed wings to have the same planform as the refer-
ence model. Furthermore, the ratio of distances between the shed vortices β can be
estimated from the ratio of flap-span to wing-span. This is because the discontinuity
at flap tip introduces locus around which the shed vorticity sheet rolls-up (see [26,
86]). The twist angle Θ is constant and sets the value of the circulation ratio γ at
null incidence α = 0. Modifying α brings about a change in Γ1 while keeping simi-
lar magnitudes of Γ2 [64], thus allowing for a fine control of γ. However incidence
values are limited so as to not generate negative lift (at small α) nor detached flow
(at large α).
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FIGURE 5.1: Donaldson-Bilanin diagram for co-rotating vortex pairs.
A modelization of vortex trjectories for points 1,2 and 3 is shown in

Figs. 5.3, 5.4 and 5.6 respectively

To attain both periodic and divergent wakes under the constraint of constant
twist angle, one must keep the distance ratio β small. In particular, for a co-rotating
system, β < 0.16 (see Fig. 5.1). Moreover at moderate β co-rotating vortices tend to
fuse quickly. However, if the flap-span is too small, the shed vorticity looses inten-
sity, which reduces γ. Thus, the design of these wings results from a compromise
that aims to generate strong secondary vorticity far from the wing-tips. In Fig. 5.1,
two values of β which correspond to two wing models (HL and CoR) are plotted.
The design of these wings is described on what follows.

The design of the wings is sketched in Fig. 5.2. The first model was designed
to reproduce high-lift wing-loading conditions, which are adopted by commercial
aircraft in landing/take-off configuration and also generates co-rotating vortices. Its
geometry is obtained by adding an inboard twist of Θ = 6o from the midplane to
y = 0.375b0, yielding βHL = 0.75. For the outboard section, from y = 0.375b0 to
y = 0.5b0 (the wing-tip), the twist angle is Θ = 0o. This geometry is sketched in
Fig. 5.2b, it is denoted HL since the resulting wing-loading is similar to that of a
high-lift configuration. The evolution of Θ from the outboard to the inboard region
is discontinuous due to construction constraints.

The next model was designed to generate strong secondary vorticity at a span-
wise position far from the wing-tip. This model is denoted CoR wing due to its
co-rotating vortex system. In the CoR wing, a twist angle of Θ = 8o is added from
the midplane to y = 0.05b0, yielding βCoR = 0.1. This geometry is sketched in Fig.
5.2c.

Let ly be the local lift generated at a span-wise y station along the wing. Each
wing configuration feature different distributions of lift ly(y). We also introduce the
bound circulation Γy(y) which scales as ly(y). The wings load distributions Γy(y)
are shown in Fig. 5.2a. The curves are obtained by an application of the lifting line
theory where the model velocity and total generated lift are set to 5 m/s and 175 N
respectively. The wing-load of the reference geometry (Ref ) resembles a cruise con-
figuration with a nearly elliptic distribution. As a consequence of the inboard twist
the HL and CoR configurations feature more lift inboard compared to the Ref model.
At the zone of geometrical discontinuity, a strong variation of Γy(y) is observed in
both wings yielding positive values of dΓy/dy. It is expected that trailing vortices
roll-up and be shed from the flap tips, in accordance with the results of Betz [26,
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FIGURE 5.2: Properties of the Re f , HL and CoR wing models. a)
Bound circulation Γy as a function of span-wise station y for the wing
models generating equal total lift. Side and top views of the HL and
CoR geometries are sketched in b) and c), respectively. The twisted in-
board zones are colored. The contour occupied by the strut is drawn

at the center of the top-views.

86] which state that secondary vorticity concentrates around span locations where
dΓy/dy is large.

5.2 Wake of the CoR wing

The CoR wing is designed to generate co-rotating pairs that display both periodic
and divergent motion, allowing for the study of a wide range of behaviors in a vortex
system. This can be seen in Fig. 5.1 since for βCoR, the critical regime is attained when
γCoR = 0.5. Thus, experiments aim to generate vortices with γ < 0.5 for periodic
motion and γ > 0.5 for divergent motion.

5.2.1 Estimation of the wake behavior from a numerical model

A numerical estimation of vortex trajectories in the conducted experiments is de-
rived through point vortex calculations. The trajectories of point vortices shed from
the CoR wing with γ = 0.35 and β = 0.1 are illustrated in Fig. 5.3, showing wing-tip
vortices (x1, x4), flap vortices (x2, x3), and the portside barycenter of vorticity x1+2.
The vortices path in the laboratory reference frame is depicted in Fig. 5.3a. The port-
side vortices exhibit a pseudo-periodic motion around x1+2(t), as seen in Fig. 5.3b,
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where the reference frame is centered on x1+2(t). In this example, the trajectory
completes a pseudo-revolution every tU0/b0 = 30 normalized time units. The point
vortex simulations suggest that flap and tip vortices separate from each other during
each rotation period. However, referring to established experiments [8, 17], actual
flap and tip vortices are anticipated to draw closer and eventually fuse. This fusion
event marks the end of the measurement window for investigating the co-rotating
vortex pair interactions. Nevertheless, in the case of the CoR wing, flap and wing tip
vortices are initially shed at a significant distance from each other, leading to an ex-
pected prolonged time until their fusion. When γ = 0.65, as depicted in Fig. 5.4, the
motion becomes divergent. Specifically, in the reference frame centered on x1+2(t),
the vortices move away from the barycenter, indicating a minimal interaction once
they are shed.

FIGURE 5.3: Periodic trajectories of point-vortices in a co-rotating
dipole for γ = 0.35, β = 0.1 (point 2 in Fig. 5.1)) : a) in the labo-
ratory reference frame and b) in a reference frame centered around

the portside barycenter of vorticity.

FIGURE 5.4: Divergent trajectories of point-vortices in a co-rotating
dipole for γ = 0.65, β = 0.1 (point 1 in Fig. 5.1) : a) in the labora-
tory reference frame and b) in a reference frame centered around the

portside barycenter of vorticity.
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5.2.2 Analysis of experimental results

Experiments cover a wide range of towing configurations for the CoR wing, enabling
an exploration of the wake general characteristics within this setup. Fig. 5.5 provides
an example of the observed wake during an experiment. Vorticity measurements are
presented for two key instances : immediately following the wing passage (tU0/b0 =
6, Fig. 5.5a), and 50 wingspans downstream from the wing (tU0/b0 = 50.3, Fig. 5.5c).

While vorticity indeed emerges in the region where the presence of flap vortices
is expected (|y/b0| < 0.15), this vorticity is primarily associated with the strut wake
and swiftly diffuses during the experiment. At tU0/b0 = 6, a region of significant
vorticity (|ωxb0/U0| > 1) is widely distributed around the y/b0 = 0 axis. However,
by tU0/b0 = 50.3, most of this vorticity has diffused.

FIGURE 5.5: Measurements of the wake generated by the CoR wing
model towed at U0 = 1m/s and α = 0◦. The normalized vorticity
field ωxb0/U0 is represented on the left column while the G1 field
is represented on the right one. The flapped wing and the strut
are schematized with black lines, the flap is shown with a thicker
line. Measurements are shown for two normalized times, a) and b)

: tU0/b0 = 6 and c) and d) : tU0/b0 = 50.3

A vorticity roll-up process is expected to occur near the wing-flap tips, giving rise
to symmetric flap vortices at each side of the symmetry plane. The flap vortices thus
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formed should persist downstream from the wing. However, no flap vortex forma-
tion is observed in the experiments. In contrast, vorticity roll-up is observed near the
wing-tip : the fromation of the wing-tip vortex is nearly completed at tU0/b0 = 6.
It is characterized by a vorticity magnitude of |ωxb0/U0| > 5. Downstream, at
tU0/b0 = 50.3, the wing-tip vortex retains its coherence and vorticity magnitude.

Therefore it appears that this wing model fails at generating flap vortices. Fur-
ther insights are sought by conducting an analysis of the G1 criterion over the mea-
surement window. Figs. 5.5b and 5.5d represent the G1 field, derived from the 2D
velocity fields (not shown). The computation of G1(y, z), as per equation 4.20, uti-
lizes a circular computation window with a radius of 15 gridpoints. Thus G1(y, z)
cannot be computed at points within a distance of less than 15 gridpoints from the
borders of the measurement window. To depict regions where G1(y, z) remains un-
computed, the vorticity field is overlaid on Figs. 5.5b and 5.5d.

Fig. 5.5d shows a compact region where G1 ∼ 1 forms around the wing-tip
vortex. However, no analogous compact region with G1 ∼ 1 manifests around the
midplane of the wake. This absence is noticed both in proximity to the wing (see Fig.
5.5b) and further downstream (see Fig. 5.5d). Consequently, the analysis methodol-
ogy did not confirm the presence of flap vortices.

We propose a hypothesis to explain this : The wake vorticity generated by the
strut is prominent in the midplane region of the wake, precisely where flap vortices
are expected to form. If flap vortices do come into existence, they may become over-
whelmed by the pre-existing vorticity within the strut wake, ultimately resulting
in their diffusion. Furthermore, the presence of the strut on the wing model sur-
face might hinder the natural formation of vortices. It is noteworthy that during
the design phase of the wing models in this study, the aerodynamic impact of the
strut was not taken into account. The surface occupied by the strut is sketched in
Fig. 5.2c. Taking into consideration these effects, the load distributions illustrated in
Fig. 5.2a would yield Γy(y) = 0 in the span occupied by the strut in the y-direction.
For the CoR wing, where the flap constitutes only a small portion of the total span,
this effect cannot be dismissed. For these reasons, we decided not to further study
the wake of the CoR wing. However, our subsequent discussion on the HL wing
provides insights into the behavior of co-rotating vortices.

5.3 Wake of the HL wing

The general properties of the wake of the HL wing are discussed. In this case, β =
0.75 so only periodic motion of the vortex pair is expected (see Fig. 5.1). Vortex
trajectories as predicted by point vortex simulations are shown in Fig. 5.6. Vortices
display pseudo-periodic circular trajectories around the barycenter of vorticity, as
seen in Fig. 5.6b, where the reference frame is centered around x1+2(t).

5.3.1 Analysis of experimental results

In the case of the HL wing, the flap covers a span of 0.75b0, so the effect of the strut
can be neglected. Co-rotating flap vortices are observed on the wake of this wing.
These vortices fuse rapidly, since in this case the flap and tip vortices are shed close
to each other.

A comparison of the span-wise trajectories of the vortices generated by Re f and
the HL configurations is displayed in Fig. 5.7. For the HL configuration, the wing-
tip (y1) and flap (y2) vortices are shown until their fusion event, after which the
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FIGURE 5.6: Periodic trajectories of point-vortices in a co-rotating
dipole for Γ2/Γ1 = 0.6, b2/b1 = 0.75 (point 3 in Fig. 5.1) : a) in
the laboratory reference frame and b) in a reference frame centered

around the portside barycenter of vorticity.

vortex is labeled yc : HL. The wing-tip Re f vortex is labeled yc : Re f . The towing
configurations for the Re f and HL wings are distinct, yet generate an equal total lift
of Fz = 33N. The configuration for Re f is C16 = (Re f , U0 = 2 m/s, α = 5o) and
for HL is C68 = (HL, U0 = 2 m/s, α = −0.5o). It can be seen that in the HL case,
the fusion event occurs little before vortices can complete a full period of orbital
movement, at t = t f .

FIGURE 5.7: Horizontal component of the vortex trajectory as a func-
tion of time, for configurations (Re f , U0 = 2 m/s , α = 5◦) and
(HL, U0 = 2 m/s , α = −0.5◦). Time is normalized on the vertical
drift speed Wd and vortex separation b. In the HL case, the tip and
flap vortices that coexist before fusion (t = t f ) are shown with circle
symbols. The HL wing geometry is shown for illustrative purposes.

The vortices generated by the wing descend towards the floor of the towing tank



112 Chapter 5. Analysis of vortex interaction in a co-rotating trailing vortex system

as a consequence of the downwash. The vertical component of the trajectory for con-
figurations C16 and C68 is shown in Fig. 5.8a. Data before fusion (t < t f ) is excluded
in the HL case. Portside and starboardside vortices move down at a constant veloc-
ity. Fig. 5.8b shows the vortex separation, computed from eq. 4.6. In this plot one can
observe a closing of the Re f vortices in the first instants after the wing passage. This
is associated with the roll-up of the vorticity sheet released by the wing, about the
barycenter of vorticity, located inward about the wing tip. Measurements show that
b
b0

is 0.91 and 0.82 for the Ref and HL wings, respectively. These values are indicative
of those found in the rest of the database, exhibiting little dependence on the param-
eter others than the loading profile. The subsequent increasing vortex separation is
attributed to the effect of the frontiers of the flow. From an inviscid point of view, the
hard walls and the free surface (supposed to be flat) play on the vortices as image
and opposite vortices. As detailed in sec. 4.1.1, a two-dimensional numerical model
of this situation has been constructed to evaluate the trajectory of the vortices. Here,
the model is initialized using a lifting line model parameterized by the lift coeffi-
cient obtained experimentally. The numerical prediction, indicated by a subscript th
in Fig. 5.8b, is shown by solid and dashed lines for Re f and HL respectively. A good
match is found with the experimental data, suggesting the validity of the wall effect
explanation.

FIGURE 5.8: Vortex trajectory as a function of time, for configurations
(Re f , U0 = 2 m/s , α = 5◦) and (HL, U0 = 2 m/s , α = −0.5◦). Time
is normalized on the vertical drift speed Wd and vortex separation b.
a) vertical component and b) vortex separation measured (symbols)

and predicted by lifting line theory (lines)

The recording of the vortex trajectory is limited by the size of the PIV measure-
ment plane. Recasting this limited duration in the normalized set formed by the
convective time scale of the flow past the wing or that associated with the vortex
descent is interesting to infer the portion of the vortex age that is captured by the
present experiments. Table 5.1 summarizes the maximum time using the convec-
tive and vortex scales for both Ref and HL configurations. Towing configurations
that provide the minimal and maximal duration have been selected. In vortex time
scales, the observation time varies between roughly 70 to 170 for the Ref wing and
from 40 to 50 for the HL wing. The smaller observation time of the HL wing relates
to the increased circulation of the vortices, when comparing the two configuration
for the same lift, and increased proximity, which together promote a faster descent.

The set of test cases (Re f and HL) compared in this study is now described.
Because of the difference of wing loading, the high-lift and reference wing models
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U0 m/s 1.0 5.0
α = 0◦ 134 (0.59) 170 (0.74)
α = 5◦ 79 (0.63) 75 (0.64)

U0 m/s 1.0 5.0
α = 0◦ 45.5 (0.52) 52.5 (0.88)
α = 5◦ 44 (0.68) −

TABLE 5.1: Maximum vortex age measured before the exit of the vor-
tices of the SPIV window in terms of t U0

b0
and in terms of t Wd

b (inside
parenthesis) as a function of angle of attack α and towing velocity U0

for the reference (left) and high-lift (right) configurations

exhibit different lift forces for identical (U0, α) conditions. The high-lift wing gen-
erates more lift than the reference wing. Incidentally, it is interesting to evaluate
the wake dynamics at the same lift force, on the account that a given aircraft must
balance a given weight at constant flight speed and altitude, irrespective of its wing
loading. Therefore we define a sub-group of towing configurations realized in this
work, shown in table 5.2, that gather tests of Re f and HL that have the same lift
force (given a maximum error of 5%). The equality of lift is achieved by playing on
the model angle of attack, while keeping the same flow speed. The selected cases
feature a Cz value of approximately 0.55 corresponding to a cruise like situation. As
a consequence the reduced database is also useful to evaluate the effect of Reynolds
number for instance by considering F1, F2, F3 and the HL model, or F1, F2, F4,F5
and the Ref model.

Configuration F1 F2 F3 F4 F5
Reb0 4.0e+05 8.0e+05 1.2e+06 1.6e+06 2.0e+06
Cz 0.57 ±7e-03 0.59 ±9e-03 0.57 ±8e-03 0.57 ±5e-03 0.55 ±1e-02
HL Wing 1m/s,−0.5o 2m/s,−0.5o 3m/s,−0.5o 4m/s,−1o 5m/s,−1o

Ref Wing 1m/s, 5o 2m/s, 5o 3m/s, 4.5o 4m/s, 5o 5m/s, 5o

TABLE 5.2: Description of the selected test cases.

5.3.2 High-lift wake before vortex fusion (t < t f ) : characterization of the
fusion mechanism

5.3.2.1 Characterization of the vortices

The case of HL wing which generates four vortices in the near wake deserves further
post-processing to locate the vortices. The two vortices and their merging are illus-
trated in Fig. 5.9 with three subsequent snapshots of the PIV measurements for the
configuration F2 : HL. The vortices generated by the high lift flap rotate in the same
direction as the tip vortices. These two vortices rotate about each other and, after
a time t f , merge into one single vortex. The localization of the vortices is obtained
by first using the barycenter of vorticity xω, computed over Ωm which contains both
vortices. Because the two vortices are co-rotating, the barycenter of the entire vor-
ticity field defines xω ≡ x1+2 the center of rotation of the two vortex system. x1+2
is shown by a black square in Fig. 5.9. The descent motion of the dipole Wv is sub-
tracted from the velocity field. The detection of the two vortices is then made using
the G1 criterion with x1 and x2 the centers of the wing-tip and flap vortices, respec-
tively.

We locate each vortex as a distinct compact region of G1(x) > G1crit where
G1crit = 0.75. These regions are shown by red dashed lines in Fig. 5.9. The center
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FIGURE 5.9: View of the wake of the HL wing under configu-
ration F2 : HL. The figure shows the field of velocity v⊥ =√

V2 + (W − Wv)2 at normalized times of tb0/U0 = a) 3.25, b) 6.25
and c) 8.25. The regions where G1 > G1crit are shown by a red dashed

line.
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of each vortex is then the local maxima of the G1 criterion. This threshold method-
ology allows for an approximate detection of the end of the fusion phase, when a
unique compact region of G1(x) = G1crit is detected, see Fig. 5.9c. In the experiment
shown in Fig. 5.9, the two vortices are approximately 0.1b0 apart initially and rotate
together in the trigonometric sense around x1+2. Within ≈ 8 normalized time units
their distance reduces and the vortices merge into one single vortex. Before fusion,
a stagnation point xs is formed in a region where the velocity fields of both the tip
vortex and the flap vortex cancel out. When considering the distance from each of
the vortices to xs along the axis that links both vortices, one obtains :

xs =
Γ1x2 + Γ2x1

Γ1 + Γ2
(5.1)

Which is a simple way to show that xs ̸= x1+2. Notably, x1+2 is located closer to the
stronger vortex while xs is closer to the weaker one.

It is useful to separate the regions of v⊥ that are mainly influenced by each of
the vortices. We illustrate our procedure in Fig. 5.10. In short, we trace a line per-
pendicular to the axis of the dipole and passing through xs. In particular, this allow
us to characterize the circulation of each vortex separately. We integrate the velocity
field around contours drawn around each vortex centroid (x1 and x2 in the figure).
It can be seen in Fig. 5.10 that each contour mainly contains the vorticity of one of
the vortices of the pair.

FIGURE 5.10: Contours of integration to compute the circulation ratio
of co-rotating vortices in the wake of the HL wing under configura-
tion F2 : HL. The figure shows the field of normalized axial vortic-
ity ωxb0/U0 at tb0/U0 =3.25. The contour of the wingtip vortex is
shown by a red solid line while that of the flap vortex is shown by a

blue dashed line.

5.3.2.2 Evolution of the properties of the co-rotating pair

The dynamics of the co-rotating pair from their formation to their fusion are studied.
The main characteristics of the pair are defined first. In the pair, the wing tip vortex
is defined as the primary vortex and the flap tip vortex as the secondary vortex. The
primary and secondary vortices are denoted with subscripts 1 and 2. At t ≈ 0, the
secondary vortex is located at the trailing edge of the wing flaps and then undergoes
an orbital motion around the wing-tip vortex. The time scale of the orbital period
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for point vortices of same circulation as those from our experiment is defined as

torb =
(2πd)2

Γ
=

8b(πd)2

CzU0S
(5.2)

With d the distance between vortices 1 and 2. A non-dimensional time scaled by the
orbital motion t/torb is thus defined. The pair is also characterized by the ratio of
vortex circulation γ0 = Γ2/Γ1 and by the ratio of distances between vortices at the
right and left sides of the wake β0 = b2/b1. β0 is estimated from the wing geome-
try (as per Betz’s method [86], see sec. 5.1), yielding β0 = 0.75 for all experiments.
Therefore d in equation 5.2 is set as d0 the distance between the flap and wing tips.
The magnitude of γ0, however, is dependent on both time and towing conditions.
This is why the characteristic ratio γ0 of each pair is estimated from the ratio mea-
sured at the earliest available time.

U0m/s 1.0 2.0 3.75 5.0
α = −0, 5◦ 0.93 1.01 0.88 1.11

α = 2.5◦ − − 0.79 −
α = 5◦ 0.68 0.62 0.58 −

TABLE 5.3: Characteristic ratio γ0 measured at time t/torb = 0.1 as a
function of angle of attack α and towing velocity U0 for the HL wing.

The characteristic ratio of circulations between the flap and wing-tip vortices, γ0,
is shown in Table 5.3 at a normalized time of t/torb = 0.1 which is often the earliest
time at which measurements are available. If PIV measurements are not available at
that time, the ratio is estimated by linear interpolation of γ(t) over non-dimensional
time t/torb based on measurements in the range of 0.1 < t/torb < 1. Table 5.3 reveals
that the circulation ratio is weakly dependent on U0 and decreases with α. At α ≈ 0◦,
both vortices have similar strength at their formation. For α = 5◦, the flap vortex
circulation is approximately 0.58 to 0.68 that of the wing-tip vortex.

The characteristic ratio of circulation γ0 has a direct influence on the orbital be-
havior of the vortices within the pair. Specifically, these vortices orbit around their
shared barycenter of vorticity x1+2(t). Consequently, when γ0 approaches unity,
both vortices assume relatively equidistant orbits from x1+2(t). Conversely, when
γ0 is less than unity, the trajectory of x1(t) exhibits a tighter orbit around x1+2(t)
compared to that of x2(t). This distinction is evident in Fig. 5.11, where the posi-
tions of x1(t), x2(t), and x1+2(t) are presented for two distinct configurations: one
with γ0 = 1.01 (Fig. 5.11a and b) and the other with γ0 = 0.62 (Fig. 5.11c and d).

The vortex trajectories in the laboratory reference frame are shown on the first
column of Fig. 5.11, followed by their representation in a reference frame centered
around x1+2(t) (second column of Fig. 5.11), which accentuates the orbital motion
of the vortices. These trajectories generally align with the predictions derived from
point vortex simulations (not shown). However, it is worth noting that in the experi-
ments, the vortices approach each other during their orbit, a characteristic indicative
of the the time dependency of the properties of the pair (see, for example Fig. 5.11b).
This behavior is not replicated in the simulations, where the properties of the vor-
tices are constant.

At this stage, the main characteristics of the co-rotating pair are defined. The time
evolution of the properties of the pair is now analyzed in order to characterize the
process of vortex fusion. To achieve this, the evolution of the circulation ratio γ(t), of
the distance between the vortices d(t) and of ϕ(t) which is the angle between x1 and
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FIGURE 5.11: Vortex 2D trajectories as a function of time (the first in-
stant is indicated by a filled symbol) for the wing-tip and flap vortices
of configurations a) and b) : γ0 = 1.01 (HL, U0 = 2m/s, α = −0, 5◦)
and c) and d) : γ0 = 0.62 (HL, U0 = 2m/s, α = 5◦). Trajectories are
represented in the laboratory reference frame (first column) and in a
reference frame centered around the barycenter of vorticity (second

column).

x1+2 are studied. The time evolution of these variables is shown in Fig. 5.12. ϕ(t)
characterizes the orbital motion of the pair. ϕ(t) is also of practical interest since it
allows us to define an origin of time as the instant where ϕ(t) = 0. The data in Fig.
5.12 has been thus corrected from this origin of time.

It is found that γ(t) decreases with time, meaning that the secondary vortex
looses circulation, and the primary vortex gains circulation. All the experiments
follow this trend in a self-similar fashion. The distance between the pair depends
on the circulation of the vortices Γ1 or Γ2 because of the conservation of angular
momentum J considering

J =
∫

Ω
(x − x1+2)

2 ωx(x)dΩ (5.3)

d(t) decreases with time meaning that the two vortices get closer to each other. The
rate of decrease is larger when γ0 ∼ 1 than when γ0 is lower. This can be seen in
Fig. 5.11b and d : when γ0 = 1.01, the initial distance between x1 and x2 (shown by
the filled circles) is larger than that of the last measurement, i.e. prior to fusion. On
the contrary, when γ0 = 0.62, the distance between the vortices on the first measure-
ment and on the last measurement are of similar magnitude.
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FIGURE 5.12: Time evolution, of the co-rotating pair characteristics
for different values of characteristic circulation ratio γ0 : a) circulation
ratio γ(t)/γ0, b) distance between the co-rotating pair d(t)/d0 and c)
orbit angle ϕ1(t) for the wing-tip vortex, (the evolution of ϕth, the
orbit angle calculated by using an inviscid model, is represented by a
dashed line), Dispersion between runs is represented by error bars.

Following these previous points, the evolution of the angle ϕ(t) relates to the
evolution d(t). The angle ϕ(t) is compared to ϕth which is the theoretical angle pre-
dicted by the inviscid model for the orbital period 1/torb. The evolution of ϕth is
defined by equation 5.2. It is observed that ϕ closely matches ϕth until what can be
denoted as a threshold, that is when t/torb ∼ 0.4. Beyond this threshold, the orbital
velocity of the wing-tip vortex, ϕ̇, appears to accelerate, suggesting a completion of
a full turn (2π) by t/torb ∼ 0.75. However, in all experiments, vortex fusion occurs
before a complete rotation of the two vortices is completed.

FIGURE 5.13: Fusion time as a function of initial ratio of circulations
scaled by the orbit time scale torb. ⋄ : Bristol et al.[12] (d/b0 = 0.25) , ◦
: Chen et al. [17] (d/b0 = 0.351) , • : Chen et al. [17] (d/b0 = 0.164) , ▲
: Breitsamter [8] (d/b0 = 0.175) , ▼ : Breitsamter [8] (d/b0 = 0.04) , + :

Meunier [61] , ■ : present study (d/b0 = 0.125)
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In our measurements, the fusion time t f refers to the moment when the separate
regions with G1(x) > G1crit coalesce into a single continuous region (see Fig. 5.9
for an illustration). Fusion times from our experiments and from the literature show
consistent values when scaled by the orbital period of the vortex pair. Fig. 5.13
shows the fusion times of the present experiment along which other results from the
literature [12, 8, 17, 61]. When analyzing fusion times scaled by the orbit time scale,
a consistent trend emerges - fusion typically occurs when t/torb = O(1).

Here fusion occurs before one rotation period, indicating a faster process than
predicted by 2D theory. Previous studies [85] used point vortex simulations to ex-
amine merging parameters, such as circulation ratio and initial spacing, and found
that vortices might deform and orbit without merging. Comparing our results to
these studies, one observes a faster fusion than expected for our initial conditions.
This finding confirms those of the literature where t f /torb < 1 was also observed.

5.3.3 High-lift wake after vortex fusion (t > t f ) : Comparison of the far
wake evolution of the fused vortex characteristics with that of the
baseline vortex in order to estimate the impact of a high-lift config-
uration on the vortex wake hazard

We wish to assess the effect of the loading distribution on the properties of the trail-
ing vortices. To do this, the post-fusion vortex from the HL configuration is com-
pared to the vortex of the Re f configuration. The vortices are compared under equal
conditions of Reb0 and Cz, and also at equal normalized time. For each configuration
of Table 5.2, URe f

0 = UHL
0 , since ReRe f

b0
= ReHL

b0
and both wings have the same span.

The temporal evolution of vortex radius (Rd(t)) is presented in Fig. 5.14, for the
Re f and HL configurations of case F2. This analysis draws upon the insights gained
from the investigation of the behavior of Rd(t) in the Re f configuration, which is
detailed in detailed in sec. 4.3.1. The vortex behavior in the high-lift configuration
mirrors that of the reference vortex. Specifically, the HL vortex exhibits an increase in
size attributed to laminar diffusion. This relationship is evident in Fig. 5.14a, where
the analytical prediction derived from eq. 4.34 is plotted with solid and dashed lines,
corresponding to the Re f and HL configurations, respectively.

FIGURE 5.14: Vortex normalized dispersion radius as a function of
the induction based time for the right side vortex trailing downstream

from the reference and high-lift wings under configurations F2 .
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Fig. 5.15 shows the azimuthal velocity and axial vorticity profiles of the Re f and
HL vortices of all cases from Table 5.2. The difference in peak azimuthal velocities is
on average max(vθ

HL)/max(vθ
Re f ) ∼ 0.65. On the other hand, we note an average

increase of the dispersion radius of RHL
d /RRe f

d ∼ 1.65. The complete set of values is
summarized in table 5.4.

In all configurations bHL/bRe f < 1, which indicates that the vortex separation b is
reduced on the high-lift case compared to the reference case. This reduction in sep-
aration is expected due to the increase in root circulation Γ0 caused by the presence
of an inboard flap on the HL wing (see equation 4.6). ΓHL/ΓRe f > 1, indicating a
higher circulation in the high-lift configuration compared to the reference configura-
tion. The increase in circulation goes from 8% to 20% at tU0/b0 = 30. The measured
change in circulation confirms the increase in root circulation in the HL case, also
it is in good agreement with the inference made from comparing the separation b,
namely ΓHL/ΓRe f = bRe f /bHL.

FIGURE 5.15: Scaled profiles of vortices generated under configura-
tions of table 5.4, t b0

U0
= 30. a) azimuthal velocity, b) axial vorticity

Configuration F1 F2 F3 F4 F5
ΓHL/ΓRe f 1.08 1.15 1.20 1.20 1.17
bHL/bRe f 0.89 0.87 0.88 0.85 0.85
max(vθ

HL)/max(vθ
Re f ) 0.62 0.64 0.67 0.67 0.63

Rd
HL
0 /Rd0

Re f 1.62 1.67 1.51 1.49 1.67

TABLE 5.4: Towing configurations, noted as (U0, α) for which the ref-
erence and high-lift wings generate comparable lift. Ratios of vor-
tex characteristics between configurations for T = 30 ± 1 wingspans

downstream on the wake are shown.

5.4 Intermediate conclusion

In this chapter, the behavior of a co-rotating pair of trailing vortices is investigated.
Our study involves the development of a methodology for analyzing this vortex
pair, allowing for the characterization of their trajectories and circulation ratios.

The fusion of the co-rotating vortices is consistently observed over a time scale
corresponding to the period of the vortices orbital motion. The load distribution on



5.4. Intermediate conclusion 121

the generating wing mimics that of a commercial aircraft in its high-lift configura-
tion. To understand the impact of this modified wing-load on the wake, we compare
the generated vortices with those generated by a plain configuration (Re f ). The com-
parison is performed under the same conditions of lift coefficient (Cz) and Reynolds
number (Reb0).

The HL vortex is found to possess a 8% to 20% higher normalized circulation
than the Re f vortex. However, the vortex core of the HL configuration is more dif-
fused, exhibiting an average reduction of 35% in maximum azimuthal velocity and
an average increase of 65% in its dispersion radius compared to the Re f case.

In the following section, we introduce counter-rotating vorticity into the wake,
as interactions between flap and wing-tip vortices in this configuration are known
to promote the development of viscous and three-dimensional effects, potentially
leading to a rapid decay in vorticity intensity.
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Chapter 6

Analysis of vortex interaction in a
counter-rotating trailing vortex
system and properties in the far
wake

In this chapter, we analyze the results of experiments using a wing configuration that
generates two counter-rotating pairs of vortices. This wing configuration is denoted
CnR and the particular flow generated in its wake is referred to as a counter-rotating
system hereafter. In a commercial aircraft, a counter-rotating system can result from
the interaction between the vortices shed by the wing-tip and those shed by the
horizontal stabilizers. First, in section 6.1 we discuss the design and objectives set
for the experiments involving the CnR wing. Then in section 6.2 we describe the
methodology developped to assess the characteristics of the counter-rotating pair
during an experiment. Finally, in section 6.3 we characterize the diffusion that affects
the flap and wing tip vortices.

6.1 Modification of the wing geometry in order to generate a
counter-rotating vortex system

In the CnR wing, a twist angle of Θ = −8o is applied to the baseline geometry
(described in sec. 3.1.1) from the midplane to y = 0.075b0, leading to the wing-
load distribution illustrated in Fig. 6.1a, with the grey area indicating the region
of twist variation. At this point of geometrical discontinuity, a significant change in
bound circulation Γy(y) is observed, resulting in a negative value of dΓy/dy. Accord-
ing to Betz theory [26, 86], vorticity roll-up occurs around regions of peak vorticity
strength, typically situated close to the wing and flap tips. Consequently, the CnR
wing design is expected to enable the generation of strong counter-rotating vorticity,
referred to as secondary vorticity, alongside the primary wingtip vortex. A sketch
of the counter rotating system is recalled in Fig. 6.2. b1 (and similarly, b2) repre-
sents the distances between the primary (and secondary) vortices on each side of
the plane. Following Betz theory (see sec. 2.3.1.1 for details) βCnR = b2/b1 can be
estimated to be approximately equal to the ratio of the flap span to the wing span,
resulting in βCnR = 0.15. As discussed in section 2.3, the behavior of vortex pairs
is determined by their ratio of circulation γ = Γ2/Γ1 and of distances β. This rela-
tionship is graphically represented in the Donaldson-Bilan diagram [26] depicted in
Fig. 6.1b. For βCnR = 0.15, three types of motion can occur: a divergent motion , a
steady motion and a periodic motion . The critical value of γ at which the behavior
transitions between periodic and divergent motion is approximately γs ∼ −0.425.
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The subscript s is employed to denote that at this critical value, vortices are expected
to exhibit steady motion. Hence, the present CnR wing is expected to generate pairs
of vortices that demonstrate divergent, steady and periodic motion.

FIGURE 6.1: Design of the CnR wing model a) Supersposed view of
the wing geometry and bound circulation Γy as a function of span-
wise station, as predicted by lifting line theory. b) Donaldson-Bilanin
diagram for counter-rotating vortex pairs. The zone of divergent
motion is colored gray while the zone of periodic motion is colored
white. The value of b2/b1 for the CnR wing is shown by a dashed line.
A modelization of vortex trajectories for points 4,5 and 6 is shown in

Figs. 6.3, 6.5 and 6.4 respectively
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FIGURE 6.2: Diagram of a system of four vortices

Point-vortex motion simulations are conducted as a preliminary step to predict
the expected outcomes of our experiments. In these simulations, the trajectories of
a system comprising four point vortices are calculated using, as input, values for γ
and for β. Initially, the point vortices are aligned in the spanwise direction. Their
subsequent positions over time are then determined according to eq. 6.1 (see sec.
2.3.1.2 for details) :

dYn

dt
= ∑

m ̸=n
−Γm

2π

(Zn − Zm)

(Yn − Ym)2 + (Zn − Zm)2 (6.1)

dZn

dt
= ∑

m ̸=n

Γm

2π

(Yn − Ym)

(Yn − Ym)2 + (Zn − Zm)2 (6.2)
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The simulation is advanced in time using a first-order explicit time scheme. The
trajectories of point vortices in a periodic, steady and divergent configuration are
displayed in Figs. 6.3, 6.4 and 6.5, respectively. In these figures, we depict the tra-
jectories of the portside wing-tip vortex x1 and the portside flap vortex x2, relative
to the reference frame centered around the barycenter of vorticity x1+2 (highlighted
in red). Additionally, the trajectories of vortices are presented in the laboratory ref-
erence frame. In the counter-rotating system (be it a divergent, steady or periodic
configuration), the barycenter of vorticity is located beyond the spanwise station of
the wing-tip.

Consider the periodic case depicted in Fig. 6.3. All four vortices follow circular
trajectories as they descend in the laboratory reference frame. The downwash from
tip vortices dominates, causing a general downward motion for each pair. Examin-
ing the trajectories relative to x1+2(t), shows that each pair orbits around this point.
The rotation period is approximately ∆tU0/b0 = 100 for this configuration.

FIGURE 6.3: Periodic trajectories of point-vortices in a counter-
rotating dipole for γ0 = −0.2, b2/b1 = 0.15 (point 4 in Fig. 6.1))
: a) in a reference frame centered around the portside barycenter of

vorticity and b) in the laboratory reference frame.

In the steady case (depicted in Fig. 6.4), vortices descend linearly in the labora-
tory reference frame. Here, the velocities induced by flap and tip vortices counteract
each other as per eq. 2.77, resulting in a purely descending motion. In the x1+2
centered frame, the vortices appear stationary.

In the divergent case (depicted in Fig. 6.5), flap vortices move upward in the
laboratory reference frame, while tip vortices descend as usual. The barycenter x1+2
follows a downward trajectory. In the x1+2 centered frame, both tip and flap vortices
appear to ascend. This behaviour is due to the strong upward velocity induced by
flap vortices on each other, overpowering the downwash from tip vortices. Vortex
interaction in this case is less prominent than for periodic and steady cases.

Our first goal in this study is to develop a methodology for assesssing the value
of γ(t) during an experiment. Subsequently, we analyze vortex trajectories to dis-
tinguish between divergent and periodic motion, allowing us to estimate the ex-
perimental value of γs. Finally, we focus on the periodic motion cases, examining
the flow’s evolution over extended periods in order to characterize the effects of the
interactions within the vortex pair.
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FIGURE 6.4: Steady trajectories of point-vortices in a counter-rotating
dipole for γ0 = −0.425, b2/b1 = 0.15 (point 5 in Fig. 6.1) : a) in a
reference frame centered around the portside barycenter of vorticity

and b) in the laboratory reference frame.

FIGURE 6.5: Divergent trajectories of point-vortices in a counter-
rotating dipole for γ0 = −0.7, b2/b1 = 0.15 (point 6 in Fig. 6.1) : a) in
a reference frame centered around the portside barycenter of vorticity

and b) in the laboratory reference frame.

6.2 Analysis of vortex trajectory and circulation in a counter-
rotating system

6.2.1 Identification of the vortices

The methodology employed for vortex identification is adapted from the previous
case of co-rotating vortices to the challenges posed by the counter-rotating vortex
system. The data measured for an experiment realized at configuration C126 =
(CnR, U0 = 3m/s, α = 10◦) is used in this chapter to visually represent the steps
of the procedure. 3D iso-surfaces of vorticity obtained from the PIV field are pro-
vided in Fig. 6.6. The positive vorticity (red) is linked to the wing-tip vortex while
the negative vorticity (blue) is linked to the flap vortex.
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FIGURE 6.6: Vorticity iso-surfaces (side-view), reconstructed from the
PIV measurements, for the wake generated at configuration C126 (pe-
riodic motion). a) Iso-surfaces ω = ±15 s−1 and b) ω = −20 and

+80 s−1.

Analyzing this pair of counter-rotating vortices is challenging due to the signif-
icant separation between vortices relative to the measurement window’s size. De-
pending on the experiment, the trajectories of these vortices may exit the measure-
ment window from various sides, necessitating adjustments to the window’s posi-
tion accordingly. Consequently, the vortices are often situated near the measurement
window’s borders, potentially obstructing the measurement of vortex characteris-
tics like location and circulation. This is observed in Fig. 6.6a : the wing tip vortex
descends vertically and has exited through the lower border of the measurement
window almost completely at tU0/b0 = 390.5. Also, it can be seen that the flap vor-
tex nears the upper and lower borders of the measurement window during its life
time. A substantial loss of circulation is experienced by the vortices during the ex-
periment, sometimes leading to an apparently complete diffusion. This is observed
in Fig. 6.6b, which displays iso-surfaces for high magnitudes of positive and neg-
ative vorticity: the vorticity of the wing tip vortex is higher than +80s−1 only for
tU0/b0 < 200. Hence, the adopted methodology for vortex identification must be
robust in the face of vortex disappearance, either due to them exiting the measure-
ment window or diffusing.

On the following, t = t0 corresponds to the time of the first measurement avail-
able after the passage of the wing through the PIV plane (t0U0/b0 = 0.5 in the case
of Fig. 6.6). Also t = tmax is the time of the last measurement for which one of the
vortices is still detected in the PIV window.
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First, the barycenters of vorticity of each vortex in the pair, denoted xω,1 and xω,2,
are computed. Let i ∈ {1, 2} :

xω,i(t) =

∫
Ωi

xω(x)dΩi∫
Ωi

ω(x)dΩi
(6.3)

Where Ω1 = Ω1(t) and Ω2 = Ω2(t) are two distinct regions of radius 0.1b0. At t = t0,
these regions are centered on the locations of the flap and wing tips, respectively.
This process is visually represented in Fig. 6.7 for an experiment conducted under
the towing configuration C126 at tU0/b0 = 11.8. At each subsequent time step t +
n∆t, the integration surfaces are recentered yielding :

x ∈ Ωi(t + n∆t) ⇐⇒ |x − xω,i(t + (n − 1)∆t)| ≤ 0.1b0 (6.4)

This provides an initial approximation of the vortices trajectories within the mea-
surement window. Additionally, by analyzing the field over a region Ωm encom-
passing both vortices, we determine x1+2(t), the shared barycenter of the vortex
pair. This methodology faces challenges, particularly when xω,1(t) and xω,2(t) are
near the measurement window borders, causing Ωm to extend beyond the window’s
boundaries. In most cases, the shared barycenter of vorticity of the pair, x1+2(t), lies
outside the measurement window. Nevertheless, this approach for locating x1+2(t)
yields satisfactory results, as shown further down.

FIGURE 6.7: Procedure to assess the location of the barycenters of
vorticity xω,1(t) and xω,2(t) and x1+2(t), respectively attributed to the
flap vortex, wing tip vortex and to the barycenter of the pair. The

wake is generated at the configuration C126, here tU0/b0 = 11.8
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A front view (the (z, y) plane) of the iso-surfaces of vorticity for the wake gen-
erated at C126 is shown in Fig. 6.8a. Negative vorticity, which for the most part is
shed from the portside wing flap-tip, is seen to "wrap-up" around strong positive
vorticity (shed from the wing-tip). The trajectories of xω,1(t) and xω,2(t) are illus-
trated in Fig. 6.8b. Initially, both trajectories display a circular motion, with xω,2(t)
seemingly circling xω,1(t). This suggests a periodic regime in the vortex system.
However, around t1U0/b0 = 84.5, the trajectory of the flap vortex, xω,2(t), starts to
exhibit random behavior. This is due to the weakening of the vorticity magnitude of
the flap vortex over the duration of the experiment at this point. The calculation of
xω,2(t) is affected when vorticity levels are overcome by surrounding vorticity or by
measurement noise. Similar issues arise when xω,2(t) approaches the measurement
window’s border, since this places Ω2(t) partially outside the measurement win-
dow, rendering the barycenter operation ill-defined. In Fig. 6.8b, it can be observed
that the computation of xω,1(t) continues until tmaxU0/b0 = 387.5, at which point
xω,1(t > tmax) exits the measurement window. The behavior described by xω,1(t)
and xω,2(t) is similar to the one observed in the iso-surfaces of vorticity. Thus, this
step of the identification procedure is validated.

At this stage of our study, the trajectories of the vorticity barycenters for both
the flap and wing-tip vortices (xω,1(t) and xω,2(t)) are defined along with a rough
estimate of when vortices either diffuse or exit the measurement window. Thus, the
next objective is to refine this computation by introducing a criterion to assesss when
a vortex diffuses. To achieve this, we calculate the G1 criterion for both Ω1 and Ω2,
defined in eq. 6.4. The computation of the G1 field necessitates an examination of the
flow within a reference frame that moves with the vortices. To do this, the vortices
vertical and lateral motion is substracted from the wake flow. Vertical and lateral
motions of the vortex pair are defined as Wv and Vv respectively:

Vv =
dyω,1

dt
; Wv =

dzω,1

dt
(6.5)

Only the trajectory data from the wing tip vortex xω,1(t) is used in eq. 6.5 as
its location remains consistent throughout the experiment in this dataset, unlike the
flap vortex. Note that in previous studies (Re f and HL), subtracting only the vertical
motion from the flow sufficed for our purposes, as Vv was negligible compared to
Wv. In the case of counter-rotating systems, Wv and Vv are of similar magnitude and
significant with respect to the vortices azimuthal velocity. Thus, on the following,
the velocity field is defined as:

v(y, z, t) = u(y, z, t)ex + (v(y, z, t)− Vv(t)) ey + (w(y, z, t)− Wv(t)) ez (6.6)

therefore the in-plane velocity field v⊥(y, z, t) is

v⊥(y, z, t) = (v − Vv)ey + (w − Wv)ez (6.7)

The G1 criterion computation over Ω1(t) and Ω2(t) is illustrated for the con-
figuration C126 in Fig. 6.9. In this process, the vortex is defined as a region where
G1(y, z) > 0.7, and its centroid as xi = max(G1(y, z)). These vortex regions are
shown with colored dashed lines for the flap and tip vortices, respectively, in Figs.
6.9b and 6.9c.

In Fig. 6.9c, it is seen that the condition G1(y, z) > 0.7 is satisfied in multiple
connected regions within Ω2(t). This is primarily due to the stretching of the flap
vortex resulting from its interaction with the wing-tip vortex. In such cases, priority
is given to the region where max(G1(y, z)) is located.
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FIGURE 6.8: Analysis of the vorticity field in order to obtain an esti-
mation of vortex trajectories : a) Vorticity iso-surfaces, reconstructed
from the PIV measurements, in the (z, y)-plane for the wake gener-
ated at configuration C126 (periodic motion). b) Trajectories of xω,1(t)
and xω,2(t) on the measurement plane. The first and last measure-
ments for each vortex are shown by filled symbols. Normalized times
of interest are indicated : the time of the first measurement is denoted
t0, while the times of the last measurement for the flap and wingtip

vortices are, respectively, t1 and tmax

Similarly to our observations in the co-rotating case, this threshold-based ap-
proach effectively determines the moment at which the vortex intensity significantly
decreases (i.e., G1(y, z) < 0.7 over Ωi(t)). This reduction in intensity is attributed
either to the vortex exiting the measurement window or reaching a point that can be
considered, for our purposes, as the end of its lifespan. The precise value produced
by G1(y, z) is dependent on factors such as the PIV resolution and computation pa-
rameters, including the size of Ωi(t). However, these parameters remain constant
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FIGURE 6.9: Computation of vortex locations x1(t) and x2(t) with
the G1 criterion for vortices generated in the configuration C126 at
tU0/b0 = 12. a) locus of x, xω and the region for G1 computation
superposed over the axial vorticity field, b) G1 field computed over

the region Ω1 and c) G1 field computed over the region Ω2.

throughout the entire dataset, ensuring the consistency of results across the tested
towing configurations. Consequently, this enables us to terminate the computation
of vortex locations at an appropriate time.

In summary, this methodology developed for identifying vortices in the counter-
rotating system proves efficient for the analysis of PIV measurements, delivering
robust and coherent results for experiments with both periodic and divergent be-
haviors. In this way, large datasets are efficiently analyzed without the need for
manual computation of flow characteristics in each PIV measurement.

Moving forward, we utilize this methodology to characterize each vortex within
the counter-rotating pair separately.
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6.2.2 Assessment of the flap and tip vortices circulation in order to char-
acterize the counter-rotating system

The vortex position x1(t) and x2(t) is used to calculate the vortices individual circu-
lations Γ1(t) and Γ2(t), respectively, and derive the circulation ratio, γ(t). The total
portside (y > 0) circulation ΓTot(t) is also estimated from the PIV measurements
using an integral method :

ΓTot(t) =
∮

ΛTot

v⊥(t).dℓ (6.8)

Where ΛTot is a rectangular contour which extends up until the borders of the mea-
surement plane and dℓ is the unit vector tangent to ΛTot. This is illustrated in Fig.
6.10.

To compute the circulation pertaining to the wing-tip vortex, a closed contour,
denoted Λ1 and centered about x1(t) is defined. The dimensions of Λ1 are the same
for all measurements. The velocity field is then integrated around this contour to
compute Γ1(t), as follows:

Γ1(t) =
∮

Λ1

v⊥(t).dℓ (6.9)

where dℓ is the unit vector tangent to Λ1. The analogous procedure is realized for
Γ2. The velocity in the contours is interpolated using a 2D cubic scheme from the
measurements in the PIV grid points. For ΓTot(t), eq. 6.9 is also utilized but over a
squared contour defined on the portside of the wake. Here, the PIV velocity field is
directly integrated with no interpolation.

FIGURE 6.10: Contours of integration Λ1, Λ2 and ΛTot superposed to
the measured velocity field of the wake generated in the configura-

tion C126 at tU0/b0 = 11.8



6.2. Analysis of vortex trajectory and circulation in a counter-rotating system 133

The evolution of Γ1(t) and Γ2(t) thus computed is shown in Fig. 6.11a and that of
the resulting ratio of circulations, γ(t), is shown in Fig. 6.11b. The primary focus is
on the downstream stations where both the flap and wingtip vortices coexist. Sub-
sequent measurements and the evolution of total circulation are discussed further
down, in section 6.3. Despite the independent measurement of circulation at each
time step t, the values are quite similar from one time step to the next.

On one hand, the normalized circulation magnitude for both the flap and the
wingtip vortices decreases with time. On the other hand, γ(t) decreases with time
and becomes nearly negligible when tU0/b0 > 50. This is explained by the fact that
Γ2(t) also approaches zero at this approximate time, whereas the magnitude of Γ1(t)
remains significant in the meantime.

FIGURE 6.11: Estimated characteristics of the counter-rotating vor-
tex pair generated at the configuration C126 (periodic motion) for
tU0/b0 < 100. a) Evolution of the normalized vortex circulations
Γ1(t)/U0b0 and Γ2(t)/U0b0 and b) evolution of the vortex pair circu-

lation ratio γ(t). The sampled data is decimated by 2 for clarity.

In this context, the decrease in measured circulation magnitude can be attributed
to two distinct causes. Firstly, as time progresses, the vortex experiences diffusion,
causing a portion of its circulation to exit the integration contour Λi(t) (whose size
remains constant over time). This results in a reduction of |Γi(t)| (measured). Sec-
ondly, an additional factor may come into play: if the vorticity undergoes reorien-
tation and is no longer normal to the measurement plane, a portion of the vortex’s
circulation becomes inaccessible for measurement within Λi(t).

The temporal evolution of γ(t), as depicted in Fig. 6.11b, demonstrates notable
change with time, starting almost immediately after the onset of vortex shedding (at
approximately t ∼ t0). In cases where the counter-rotating system exhibits a diver-
gent regime, the flap vortices depart from the measurement window shortly after
formation (not shown). This constraints the availability of data for the estimation
of γ(t). Consequently, the prompt measurement of γ(t) is key to characterize the
counter-rotating system. Because of this, the characteristic circulation ratio, γ0, is
assessed by averaging the circulation measurements taken for tU0/b0 < 5. At later
times, the diffusion of flap vortices may have already begun, or flap vortices may
have exited the measurement window. Consequently, Γi,0, a value representing the
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initial circulation of the ith vortex, is defined as :

Γi,0 =
1

N5

N5

∑
j=1

Γi(tj) (6.10)

where N5 is the number of measurements available for tU0/b0 < 5. It follows that

γ0 = Γ2,0/Γ1,0 (6.11)

FIGURE 6.12: Characteristic ratio of circulation γ0(t) as predicted by
numerical simulations and as measured through the integral method

for the experiments realized with the CnR wing.

The values obtained for γ0 across the towing configurations tested are now dis-
cussed. In this work, three towing velocities where tested U0 ∈ {1, 3, 5}m/s for
which a range of wing-tip angle of attack α ∈ [−1◦, 17◦] was explored (see appendix
A for the complete set of configurations). A large range of α was chosen since it is
expected for γ0 to exhibit strong dependence on α and little dependence on U0. The
evolution of γ0 as a function of α is shown in Fig. 6.12. At low angles of attack, both
the flap and wingtip vortices exhibit similar circulation magnitudes, with some ex-
periments even showing γ0 < −1, signifying that the flap vortex circulation is larger
than that of the wingtip vortex at tU0/b0 < 5. As the angle of attack increases, γ0 di-
minishes in magnitude, indicating that the wingtip vortex becomes dominant. This
trend aligns well with results obtained from simulations conducted using the panel
method during the wing geometry design phase [64]. Within the range of γ0 values
observed, and considering the analytical results discussed earlier (e.g., Fig. 6.1), it
is expected that experiments with γ0 > −0.425 display periodic behavior and those
with γ0 < −0.425 divergent behavior. Steady motion is anticipated at γ0 = −0.425.
This is shown in the figure with the grey colored region representing that of diver-
gent motion. Therefore, in the following sections, we examine the trajectories of the
vortices to characterize the flow regime in each experiment. Furthermore, on the
upcoming analysis, the variable γ0 here computed (and also β0 = 0.15, as discussed
earlier) serves to parametrize the point vortex numerical model in order to oppose
an analitical prediction of the vortex trajectories to the measurements.
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6.2.3 Analysis of vortex trajectories in order to identify the system regime

We now aim to characterize the flow regime of the counter-rotating vortex system
based on the trajectories of the portside vortices.

6.2.3.1 Periodic motion

The trajectories x1(t) and x2(t), representing the tip and flap vortices of configuration
C126, are depicted in Fig. 6.13a. These experimental trajectories are juxtaposed with
those predicted by the point vortex (PV) model, which is described in sec. 6.1. For
the flap vortex, both the experiment and the PV model show a circular trajectory.
However, the PV model trajectory extends more downward and outward compared
to the experimental results. In the case of the wingtip vortex, the PV model predicts
a "looping" trajectory, which is not observed in the experiment. This is because the
shape of the vortices trajectory is highly dependent on the ratio of circulations γ(t)
(this is easily shown by analyzing eqs. 2.75). In particular the loop shape of x1(t) is
promoted in cases where Γ2(t) is comparable to Γ1(t). Such behavior is consistent
with the simulation, where γ(t) is constant (≈ −0.35 in this case), but it does not
align with the experimental data, where |γ(t)| decreases over time.

To better study the difference between the experiment and the model prediction,
we recast the results into a reference frame centered around x1+2. The PV trajectories
display circular orbits around x1+2, characteristic of a periodic vortex system. The
vortex positions x1(t) and x2(t) also exhibit a circular orbit around x1+2(t). In con-
trast to the PV model orbit, it can be seen in Fig. 6.13b that the radius of the orbit of
x1(t) and x2(t) decreases over time. This is explained by the fact that the circulation
of the vortices in the experiment decreases over time (see Fig. 6.11b). For instance,
the center of rotation of the system x1+2(t) is located closer to the wing-tip vortex
x1(t) when γ(t) → 0 resulting in a smaller radius of orbit for x1(t). From these re-
sults, it can be inferred that in the configuration C126, the system of counter-rotating
vortex pairs exhibits a periodic regime. To confirm that the vortex system behaves
like a periodic system, we compare the velocity at which the pair orbits its center of
rotation to that predicted by the periodic model.

Similar to the periodic trajectories observed for the co-rotating system (see eq. 5.2
from Chapter 5), we analyze the period of rotation of the counter-rotating system,
denoted as torb, given by:

torb =
(2πd)2

Γ1 + Γ2
=

8b(πd)2

CzU0S
(6.12)

The variables in eq. 6.12 can be seen in the sketch of Fig. 6.2.

b(t) = |x1+2(t)− x3+4(t)| (6.13)

d(t) = |x1(t)− x2(t)| = |x3(t)− x4(t)| (6.14)

It is useful to define a time scale from this period of rotation when analyzing the
properties of the vortex pair. Thus, we define the scale torb from an estimation of b(t)
and d(t) at t = 0. Since at this time the vortices are aligned in the spanwise direction,
b(0) is equal to

b(0) = b0
1 + β0γ0

1 + γ0
(6.15)
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FIGURE 6.13: Periodic motion : Trajectories of the vortices trailing on
the portside of the wing towed in the configuration C126. The data
is decimated by 2, for clarity. The trajectories as predicted by a point
vortex model (PV) are shown by dashed and solid lines. a) Trajec-
tories in the laboratory reference frame and b) in a reference frame

centered around the barycenter of vorticity of the pair x1+2(t)

Furthermore one can estimate d(0) ≈ d0 which is the geometrical distance between
the flap and wing tips. On the following analysis, torb is the time scale computed
with d(0) and with b(0) unless specified.

The evolution of the distance d(t) and of the angle ϕi(t) between vortex i and
x1+2(t) is visualized in Fig. 6.14a and b, respectively. In these figures, time is scaled
separatedly by torb and by b0/U0. The distance measured between the vortices is
compared to that predicted by the PV model in Fig. 6.14a. dPV(t) fluctuates around
a constant mean value which is ≈ d0. This is in line with the fact that in the PV
model the vortex circulations are constant. However, the distance measured in the
experiments, dexp(t), seems to decrease around t/torb = 0.2. The angle ϕ in this
system of vortices can be inferred from torb following :

ϕ = 2π
t

torb
+ π (6.16)

ϕ(t) is thus plotted in Fig. 6.14b for torb(t) = torb(dexp(t)) and for torb(t) = torb(dPV(t)).
The time evolution of the angle ϕPV , shown by a dashed line in Fig. 6.14b, is quasi-
linear. This means that in the model the velocity at which the vortices orbit each
other (ϕ̇) is approximately constant with time. For t/torb < 0.2, it can be seen that
the angles ϕ1 ∼ ϕ2 ∼ ϕPV . Thus the measured velocity of the orbit movement of the
vortices is in good agreement with the PV model. However, for t/torb ≥ 0.2, both
ϕ̇1(t) and ϕ̇2(t) exceed 2π/torb(dPV), indicating an increase in the rotational velocity
of the vortices about each other. One can derive from eq. 6.12 that an increase in
rotational velocity (i.e. a reduction of the period of rotation torb) could be caused by
a decrease of vortex distance d or by a decrease in the total circulation of the system.
We observe in Fig. 6.14b that the evolution of ϕ1(t) and of ϕ2(t) correlates well with
the one obtained by accounting only for the evolution of the vortex distance dexp(t)
(which is represented by the solid line). This indicates that the increase in rotational
velocity is mostly due to the decrease of distance between the vortices dexp(t).
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FIGURE 6.14: Evolution of properties of the vortices trajectories as
predicted by a point vortex model and as observed experimentally
for configuration C126 (periodic motion). Time is scaled by the period
of rotation 1/torb(d0) and by b0/U0. The data is decimated by a factor

4, for clarity. a) b) the angle ϕi(t) between vortex i and x1+2(t)

These results confirm that the vortex system can be approximated by the peri-
odic model. Additionally, the results presented in Fig. 6.14 provide an estimate of
the point at which the real flow deviates from the model prediction (in which vortex
circulation is constant), as ϕ̇i(t) becomes greater than 2π/torb at around t = 0.2torb.

6.2.3.2 Divergent motion

Consider the iso-surfaces of vorticity shown in Fig. 6.15, which illustrate a case of
divergent motion obtained at configuration C118 = (CnR, U0 = 3 m/s, α = −1◦). On
the side-view, in Fig. 6.15a, it can be seen that the portside flap vorticity (in blue)
ascends and exits the measurement plane soon after formation while the wing tip
vortex (in red) descends.

This behavior can be analyzed with more precision on the vortex trajectories,
which are shown for this case in Fig. 6.16a. The flap and wing tip vortices exit the
window around tU0/b0 ∼ 30 and tmaxU0/b0 ∼ 350, respectively. The measured
trajectories align with the point-vortex predictions, as expected. In all experiments
showing divergent motion, the wing tip vortex consistently moves downward upon
formation. In most instances, like the one shown in Figs. 6.16 and 6.15, the flap
vortex ascends and exits the upper measurement window relatively quickly.

However, in certain cases with a divergent trajectory, a different behavior is ob-
served. When the circulation ratio γ0 approximates γs, (which indicates the critical
value at which the regime is steady), the flap vortex may descend but at a slower
rate than the wing tip vortex. In a reference frame centered around x1+2(t), x1(t)
and x2(t) invariably move in opposite directions.

Consider now the evolution of normalized circulation, shown for this experiment
in Fig. 6.16b. The magnitude of the circulation of both vortices decreases slowly
up until t U0

b0
∼ 20. Beyond this time, the flap vortex circulation seems to decrease

abruptly, but this is due to the vortex exiting from the measurement plane. At t U0
b0

∼
30, the flap vortex has exited completly from the measurement plane. The circulation
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FIGURE 6.15: Divergent motion : Axial vorticity iso-surfaces ωx =
±14 s−1 for the wake generated at configuration C118. a) Side-view
and b) isometric view. The field of velocity modulus in the Treft plane
is shown at three instances : tU0/b0 = 0, tU0/b0 = 130 and tU0/b0 =

230.

of the wing-tip vortex decreases with time. Contrary to what is observed for the flap
vortex, the circulation decrease of the wing-tip vortex is not related to it exiting the
measurement plane for t U0

b0
< 200. Indeed, it can be seen in Fig. 6.15a that the

vorticity magnitude of the wing tip vortex diminishes during its descent, crossing
below the threshold ωx < +15s−1 around t U0

b0
∼ 150. On the isometric view in Fig.

6.15b, one can see that at t U0
b0

= 130 the structure of the vortex is less coherent than
upon formation, which is consistent with the observation that some of its circulation
has been lost. At t U0

b0
= 350, the wing tip vortex has exited the measurement plane
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completly.
The loss of circulation by the wing tip vortex is intirguing and may be due to a

particular interaction with the counter-rotating vortex from the flap. Unfortunately,
it is challenging to establish any link between the vortices in the flow because of the
swift departure of the flap vortex from the measurement plane.

FIGURE 6.16: Divergent motion : Characteristics measured on the
portside vortices generated in the configuration C118 = (CnR, U0 =
3 m/s, α = −1◦) : a) Trajectories measured and predicted by a point
vortex model (PV), in the laboratory reference frame. b) Time evo-
lution of the normalized circulation. The data is decimated by 2, for

clarity

6.2.3.3 Steady motion

Experiments that display steady motion are now analyzed. The trajectories of vor-
tices in a steady regime are shown in Fig. 6.17. The condition to achieve steady mo-
tion is defined in Chapter 2.3.1.2. In particular, equation 2.77 expresses that steady
motion results from the balance between the motion that the four vortices in the
wake induce on each other, so that only the wake descent motion remains. In order
to identify a steady motion regime in the experiments, we simplify this condition
to one where x1+2(t), x1(t) and x2(t) display a similar descent velocity, resulting in
a somewhat vertical and straight trajctory of the vortices of the system, i.e., at any
instant t at which both the flap and wing tip vortices are present in the measurement
window :

z1(t) ∼ z2(t) ∼ z1+2(t) (6.17)

This behavior is exemplified by vortices generated in the configuration (CnR, U0 =
3 m/s, α = 4◦), as shown in Figs. 6.17 and 6.18. In Fig. 6.17a, the vortices trajectories
are shown and compared to that predicted by the PV model. In Fig. 6.17b the focus
is put on the vertical coordinates.

In Fig. 6.18, 3D iso-contours of velocity modulus for this same configuration (re-
constructed from the PIV measurements) are displayed. The measurement window
contains both flap-tip vortices but only the portside wing-tip vortex.

It is important to note that in our observations of the vortex trajectories for the
present database, we did not witness perfectly straight motion in any experiment.
Achieving fully steady motion (i.e. verifyng condition 2.77) during an experiment is
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FIGURE 6.17: Steady motion : Evolution of coordinates of the port-
side vortices generated in the configuration (CnR, U0 = 3 m/s, α =
4◦). a) x1+2(t), x1(t) and x2(t) in the laboratory reference frame and
b) evolution of z1+2(t), z1(t) and z2(t) as a function of normalized

time. The data is decimated by 2, for clarity

challenging due to the evolving characteristics of the vortices with time. However,
the behavior of the vortices in some configurations where α ∼ 4◦, seem to indicate
that condition 6.17 is indeed verifyed in the early stages of the experiment.

Take for instance the flow of configuration C143 = (CnR, U0 = 3 m/s, α = 4◦)
shown in Figs. 6.17 and 6.18. The trajectory of x1(t) and of x2(t) is somewhat straight
from zi/b0(t) = 0 to zi/b0(t) ∼ −0.3 (see Fig. 6.17a). During the same time, the
trajectory of the vorticity barycenter x1+2(t) goes from a far span-wise location to
blending with x1(t). This indicates that vortex 2 undergoes diffusion, since most of
the vorticity integrated in the contour used to compute x1+2(t) is now located around
vortex 1. A similar conclusion can be reached from analyzing the iso-contours in Fig.
6.18. The intensity of the flap-tip vortices rapidly diminishes after formation, with
velocities dropping below the threshold |v⊥| ≤ 0.235 m/s soon after. A similar
phenomenon occurs for the wing tip vortex, albeit at a later time. This decline in
flow velocity translates into a decline of the measured circulation of the vortices.
This is explored further in section 6.3.

When analyzing the vertical component of the trajectories (shown in Fig. 6.17b),
it is seen that the vortices descend at a similar rate until tU0/b0 ∼ 25, after which the
wing-tip vortex descends at a slower rate than the flap vortex. This behavior sug-
gests that the conditions for steady motion where reunited during the early stages
of the experiment, until tU0/b0 ∼ 25. This is further supported by the shape of the
iso-contours of velocity, which exhibit a nearly straight profile (see Fig. 6.18). In-
terestingly, in the case of configuration C143, where γ0 < γs, the point vortex model
predicts divergent motion (as seen in Fig. 6.17a). This is discussed in the parragraphs
below.

The evolution of Γ2(t) and Γ1(t) in this steady case is shown in Fig. 6.19a. The
circulation magnitude of both vortices decreases with time, resulting in a complete
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FIGURE 6.18: Steady motion : Iso-contours of velocity modulus,
|v⊥| = 0.235 m/s, measured on the wake generated under config-

uration C143 = (CnR, U0 = 3 m/s, α = 4◦)

FIGURE 6.19: Steady motion : Estimated characteristics of the
counter-rotating vortex pair generated at the configuration C143.
a) Evolution of the normalized vortex circulations Γ1(t)/U0b0,
Γ2(t)/U0b0 and ΓTot(t)/U0b0 and b) evolution of the vortex pair cir-

culation ratio γ(t). The sampled data is decimated by 2 for clarity.
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diffusion of the flap vortex and a partial diffusion for the wing tip vortex. The evolu-
tion of total circulation is coherent with that of Γ2(t) and Γ1(t). For instance ΓTot ∼ Γ1
when Γ2 ∼ 0, which occurs around tU0/b0 = 50. Furthermore, the Γ1(t) appears to
remain mostly constant for tU0/b0 ∼ 50, time at which the flap vortex seems to
diffuse completly. For tU0/b0 > 50 the wing-tip vortex circulation Γ1(t) starts to
decrease with time, this is in part due to the diffusion it endures, but also to its exit
from the measurement window, which starts soon after tU0/b0 = 50.

It can be seen in Fig. 6.19b that the ratio of circulation γ(t) decreases quickly with
time. This is consistent with the observation that the conditions for steady motion
may be reunited at the initial stages of the wake evolution, but may be lost further
downstream.

6.2.3.4 Analysis of the three regimes

After analyzing the trajectories across all the experiments of this study, γ0 is plotted
as a function of α in Fig. 6.20a and as a function of β in Fig. 6.20b. γ0 is color-
coded according to the observed flow regime (divergent, steady or periodic). We
note that the flow regime changes from divergent to periodic motion at approxi-
mately αs ≥ 4◦. Also, some experiments where αs ≈ 4◦ exhibit steady motion.
Experimental and analytical limits between the periodic and the divergent regime,
denoted as γ

exp
s and γth

s , are shown with a dotted and with a solid line, respectively.
γ

exp
s is smaller than γth

s , which can be attributed to three main factors : Firstly, γth
s

is a function of β0. Thus our approximation of β0 = 0.15 may be improved with
a more accurate estimation based on the measured vortex positions. Secondly, the
limitations of the integral method used to assesss vortex circulation can affect accu-
racy when the vortices circulation exits the integration contours as a consequence of
diffusion. This is specially true when vortices approach the measurement window
borders, which occurs in some configurations where the measurement window is
adjusted to maximize the observations in downstream stations. Thirdly, one could
question the validity of the hypothesis made to obtain γth

s , which asumes that, in
this experiment, vortices behave like line vortices, i.e. the vortex radius is small
with respect to the distances b1 and b2.

With this extensive analysis, the behavior of the counter-rotating vortex pair is ef-
fectively characterized across various towing configurations. The observations align
well with simple models, such as those using point vortices with constant circula-
tion. However, it is clear that vortices undergo diffusion causing the measured circu-
lation to diminish with time. Moreover, it’s consistently observed that the diffusion
of the flap vortex is promoted in the periodic and steady motion scenarii, whereas
the wing tip vortex persists further downstream. Consequently, in the following
section, we delve into the evolution of Γ1(t) and Γ2(t) to identify the underlying
physical mechanisms responsible for the observed reduction in measured circula-
tion within the experiments.

6.3 The effect of flap vortex diffusion on the evolution of the
vortex system

In this section, we analyze the evolution of the counter-rotating vortex wake at large
downstream stations. We quantify the decay of vortex strength, based on the hy-
pothesis that it is related to the interaction between wing-tip and flap-tip vortices.
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FIGURE 6.20: Ratio of circulations measured with the integral method
(refer to sec. 6.2.2 for details) a) as a function of angle of attack and b)
as a function of separation ratio β, for the counter-rotating vortices at

tU0/b0 = 2 ± 0.5.

The time evolution of the wake for configuration C126 is examined. A top-view
of the iso-vorticity surfaces of the wake is shown in Fig. 6.21. Also, the evolution
of Γ1(t) and Γ2(t) is shown in Fig. 6.22. Time is scaled using both b0/U0 and torb.
The wingtip vortex remains within the measurement window until approximately
tmaxU0/b0 ∼ 390 or 2.5 times torb.

6.3.1 t < t∆ : Analysis of the diffusion of the flap vortex through viscous
cancellation

The flow is analyzed for tU0/b0 < 100, which is a good estimation of the time span in
which both the flap and wing-tip vortices are detected in the measurement window.
As previously observed, vorticity levels in the wake decay shortly after formation.
This is seen in the vorticity measurements of Fig. 6.21b. A quantitative evaluation
is obtained from Γ1(t) and Γ2(t) which experience an initial drop in magnitude that
extends until tU0/b0 ∼ 100 (see Fig. 6.22). At tU0/b0 ∼ 100, the measured circula-
tion of the flap vortex has diminished practically to zero, while that of the wing tip
vortex retains significant magnitude. However, total circualtion ΓTot(t) remains con-
stant over this time span (with the exception of tU0/b0 < 10, for which the contour
ΛTot does not contain both vortices). These observations suggest that counter-signed
vorticity is undergoing a viscous cancellation effect along the interface between the
two vortices.

At tU0/b0 = 100, only the wing tip vortex is detected in the flow, however,
ΓTot > Γ1. This suggests that the contour of integration Λ1 (see Fig. 6.10 is not large
enough to contain all of the vorticity in the wake at this point in time. However, the
dimensions of the contours Λ1 and Λ2 are constrained by the fact that vortices often
locate close to the window borders, which is why we could not enlarge these con-
tours in order to improve the procedure. Nevertheless, as shown above, these results
are sufficient to characterize the viscous cancellation occuring for tU0/b0 = 100.
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FIGURE 6.21: Axial vorticity iso-surfaces (top-view), reconstructed
from the PIV measurements, for the wake generated at configuration

C126. a) Iso-surfaces ω = ±15 s−1 and b) ω = −20 and +80 s−1.
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FIGURE 6.22: Evolution of normalized circulation for the flap and
wingtip vortices generated at configuration C126.

6.3.2 t > t∆ : Analysis of the wing-tip vortex after the complete diffusion
of the flap vortex

In this section, we explore the causes contributing to the observed decay in mea-
sured circulation beyond tU0/b0 > 100. Two distinct events of circulation loss are
identified, as depicted in Fig. 6.22: First, a sudden loss of circulation is observed
during the time span of 100 < tU0/b0 < 200 in both ΓTot(t) and Γ1(t). This first
event appears to be localized within approximately tU0/b0 ∈ [120, 160], as the to-
tal circulation magnitude remains stable outside of this temporal frame. A second
loss of circulation is noticed, commencing (in ΓTot(t)) at around tU0/b0 ∼ 240 and
continuing until tmax. This second phase of circulation loss is primarily associated
with the wing-tip vortex leaving the measurement window and therefore it is less
relevant for our analysis.

The flow evolution within tU0/b0 ∈ [100, 200] is examined based on the iso-
vorticity surfaces presented in Fig. 6.21b. At tU0/b0 = 100, there are no discernible
structures of negative vorticity (below −20s−1) in proximity to the wing-tip vortex.
However, around tU0/b0 ∼ 150, a substantial structure with ω < −20s−1 emerges,
orbiting the wing-tip vortex. The structure of the wing-tip vortex deviates from a
straight shape as a result from the presence of this negative vorticity spot. Addition-
ally, during this period, the vorticity levels of the tip-vortex drop below the thresh-
old of +80 s−1. Notably, the abrupt decay in circulation within the flow (seen in Fig.
6.22) corresponds to the appearance of this negative vorticity spot at tU0/b0 ∼ 150.

The loss of measured circulation is observed in both Γ1(t) and ΓTot(t), contrary to
the behavior observed for tU0/b0 < 100, where only Γ1(t) experiences a reduction,
while ΓTot(t) remains constant. This suggests that during this short time interval,
the wing-tip vortex experiences substantial diffusion, leading to the dissipation of
a portion of its circulation outside of the contour ΛTot. Another plausible cause for
the decline in measured circulation could be the tilting of the vortices, causing their
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axes to deviate from a perpendicular orientation to the PIV plane. This hypothesis
aligns with the abrupt emergence of the negative vorticity spot at tU0/b0 ∼ 150,
suggesting that this vorticity spot was not initially aligned with the plane. Conse-
quently, the negative vorticity spot may simply be the remnants of the flap vortex,
which, aside from viscous cancellation, also tilted out of the measurement window
around tU0/b0 ∼ 100, and is reorienting into the plane at tU0/b0 ∼ 150, subse-
quently resuming viscous cancellation as well. However, this interpretation remains
unverified due to limitations in the available dataset.

Finally, it is worth mentioning that this decay of circulation in the wing tip vortex
also leads to the stagnation of the vortex in the vertical plane, and to the outwards
position of the vortex, as seen in the figure.

The decrease in vorticity magnitude within the wake is characterized here based
on the circulation data. We define t∆ as the time at which the measured circulation
of the flap vortex reaches zero. This parameter serves as an indicator of the duration
during which viscous cancellation is likely to occur. The evolution of normalized
t∆U0/b0 as a function of the ratio γ0 is plotted in Fig. 6.23a. A general trend is
observed where the diffusion of the flap vortex occurs earlier at lower |γ0|. This
behavior is expected, since at low |γ0|, the velocity field induced by the wing-tip
vortex significantly exceeds that of the flap vortex. We further introduce the ratio ∆Γ
to quantify the average loss in circulation within the wingtip vortex following the
diffusion of the flap vortex :

∆Γ =
1

tmax − t∆

∫ tmax

t∆

Γ1(t)
Γ1,0

dt (6.18)

FIGURE 6.23: Characteristics of the diffusion occuring in the counter-
rotating pair of vortices as a function of the initial ratio of circulation
γ0. a) t∆ and b) Ratio ∆Γ. Experiments where the flow regime is
periodic and steady are shown. Data is plotted as a function of lift

coefficient Cz.

The evolution of ∆Γ as a function of γ0 is provided in Fig. 6.23b. Cases in which
the wingtip vortex exits the measurement window shortly after t∆ have been ex-
cluded from this analysis due to limited data availability for assesssing the circula-
tion of the wing-tip vortex. Significant reductions in the circulation of the wing-tip
vortex are observed, ranging from ∆Γ ∼ 0.7 to approximately ∼ 0.2.
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This reduction demonstrates a proportional relationship with γ0. This implies
that, in the experiments, viscous cancellation is the primary mechanism driving the
diffusion of the wingtip vortex. It is noteworthy that these reductions occur while
preserving an aerodynamic lift coefficient comparable to that of a planar wing con-
figuration. When ∆Γ ∼ 0.7, the lift coefficient Cz approximates 1.1, and for ∆Γ ∼ 0.2,
the Cz ranges between approximately 0.3 and 0.5. This outcome aligns with expec-
tations, as both γ0 and the lift coefficient increase with the wing’s angle of attack in
this specific α range.

6.4 Intermediate conclusion

In this chapter, we analyze the wake generated by the CnR wing configuration, char-
acterized by the presence of counter-rotating vortex pairs on each side of the wake.
Vortices in this flow exhibit time-dependent intensity which can be challenging to
characterize when it is overcome by surrounding vorticity and measurement noise,
or when it is located at the borders of the measurement window (as it is often the
case in these experiments). We apply methodologies tailored to these unique chal-
lenges in order to identify the vortices and assess their main characteristics. Our
characterization of each vortex proves robust, even in cases where the flap vortex
diffuses during the course of an experiment. Periodic, divergent, and steady tra-
jectories where observed across the tested towing configurations. Upon formation,
the measured ratio of circulation between the flap and wing-tip vortices is in good
agreement with numerical predictions. Notably, the characteristic circulation ratio,
γs, at which steady motion occurs is found to be close to, yet slightly smaller, than
what is predicted by analytical arguments.

In cases featuring periodic, divergent, and steady motion, the motion of the vor-
tices within this flow aligns remarkably well with simple models like point vortex
simulations. Discrepancies between experimental data and the model arise primar-
ily due to the rapid decrease in circulation magnitude observed experimentally, of-
ten leading to the complete diffusion of the flap vortex.

Both vortices in a pair experience a similar decrease in circulation magnitude
over comparable time-frames while the total circulation measured in the flow re-
mains constant. This indicates that viscous cancellation is the mechanism respon-
sible for this diffusion. Following this phenomenon, the wake is left with only the
wing-tip vortices for which the circulation has been significantly reduced compared
to its magnitude upon formation. This reduction of the vorticity intensity in the
wake is acheived while mantaining lift coefficients comparable to that of the plain
wing configuration.
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Chapter 7

General conclusion and
perspectives

7.1 Conclusion

In this work we realize an experimental study of the impact of the lift span-wise
distribution on the dynamics of a wing’s vortex wake. The reference geometry (Re f )
is rectangular with no twist and a NACA 4412 airfoil. Variations about this wing
model are designed from a different span-wise evolution of geometrical twist with
respect to four main subjects of study :

1. The physics of vortices trailing from a baseline configuration.

2. The impact of a trailing edge undulation on the properties of the trailing vor-
tices.

3. The impact of flaps-down wing configurations, including a high-lift wing con-
figuration, on the generated co-rotating vortex system.

4. The impact of the introduction of counter-rotating vortices in the wake of the
wing.

These experiments are performed in a towing tank facility and the vortex wake
is investigated through stereoscopic particle image velocimetry. The span based
Reynolds number is Reb0 ≈ 105 and the circulation based Reynolds number is 104 <
ReΓ < 105. For the reference wing, our experimental configuration has a maximum
Strouhal number of fPIVb0/U0 on the order of 4, and a maximum time of observa-
tion on the order of 2 times the time scale of the dipole mutual induction which is
tb = 2πb2/Γ. The experiments in this work are designed to characterize the wingtip
vortices for each load profile under a wide range of towing velocities ([1, 5]m/s) and
angles of attack ([−3o, 20o]). The vortex flow is measured in a reference frame de-
scending with the barycenter of vorticity. In this way, we inspect the properties of
the vortices from vortex formation to a maximum of 300 wingspans downstream.

With respect to subject 1., the main results are : Vortex properties are tracked
as a function of time, and it is confirmed that the vortex radius follows the growth
predicted by viscous theory. Additionally, a decrease in circulation is observed. We
attribute this to tank boundary effects and, to a lesser degree, to measurement inac-
curacies. Measurements Γ(t) suggest that the rate of change of circulation is larger
with a larger circulation magnitude. Also the velocity distribution of the vortices
seems to not be fully irrotational at large radial distances in the order of r ∼ 10Rd.
Both of these observations align with the hypothesis of a circulation decay driven
by wall effects. Vortex trajectories are analyzed, revealing periodic components that
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suggest the development of countergrade Kelvin waves with a high axial wavenum-
ber. However, the consistency of this phenomenon across experiments is variable,
and the precise conditions for its occurrence remain unknown. In experiments ex-
hibiting non-periodic motion, Proper Orthogonal Decomposition (POD) is applied
revealing that the most energetic vorticity modes exhibit a structure resembling an
overlap of dipoles, potentially explaining the erratic, non-periodic displacement of
the vortex centroid.

The development of wake-type axial flow downstream, represented as vx(t), ex-
poses two opposing mechanisms. Initially, an increase in the magnitude of axial flow
as a function of time is noted, likely linked to the evolution of azimuthal velocity
through cyclostrophic equilibrium. Subsequently, axial flow reduction is observed
as it approaches the magnitude of azimuthal velocity, attributed to stabilizing effects
within the vortex core. When the swirl parameter (q) approaches approximately 1.5,
perturbations induced by strong vx(t) are transported away from the vortex cen-
troid and dispersed, causing a decline in vx(t). However, q approximates 1.5 mainly
at large downstream stations. Hence, most configurations necessitate measurements
at greater downstream locations to offer deeper insights into the evolution of vx(t)
under such conditions. Further investigation should focus on the impact of these
events on other properties like radius and circulation and also their correlation with
vortex stability.

The analysis of vortex trajectories and properties does not reveal the develop-
ment of the Crow instability before the vortices exit the measurement window, which
occurs at t = 2tb.

With respect to subject 2., Experiments were conducted using wings featuring
undulating trailing edges with equal wavelengths but varying amplitudes. All wings
maintained equivalent aerodynamic characteristics, exhibiting consistent Cz values.
The design of our wing model was based on a numerical solution obtained through
a parabolized stability analysis of the wing wake.

The principal discovery of this study is that as the undulation amplitude in-
creases, the vortex core becomes more diffused, yet the circulation of the vortex
remains unaltered. While the diffusion of the core results in a reduction of the
maximum induced rolling moment of the vortex, the scale of this reduction is not
substantial for applications related to hazard alleviation.

Notably, our experimental results did not replicate the characteristics of the wake
seen in the numerical solution. However, our experiments were constrained to a
specific towing configuration (symmetrical profile, U0 = 2 m/s, α = 5◦) due to
experimental limitations. This raises questions about how the flow perturbation in-
troduced by this wing geometry might behave under higher load conditions, such as
increased towing velocities or a cambered wing profile. Furthermore, it is essential
to determine whether the geometry modification accurately represents the intended
mode excitation from the numerical reference. In-depth analysis of the flow in the
near wake of the modified wings could provide a more precise understanding of the
effects of this geometry modification. Additionally, examining flow measurements
for unsteady phenomena, potentially through a POD analysis, could identify modi-
fied flow characteristics guiding future experiments.

With respect to subject 3., We analyze the wake generated by a wing with an
inboard region of constant positive twist similar to an airplane flaps. In this way
flap vortices are introduced in the wake. These are co-rotating with the wing-tip
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vortices. The key characteristics governing the behavior of the vortex pairs are the
ratios of circulation and span-wise distances, denoted as (γ, β).

In the case of co-rotating configurations generated by an inboard flap of span
10%b0, the flap vortices appear relatively weak and are often overcome by the wake
generated by the strut, yielding no significant results. Instead, we investigate the
co-rotating pairs formed in the near-wake a wing model with a flap of 75% inboard
span. An analysis of the pair time evolution is performed with particular focus on
the orbital movement of the vortices around the vorticity barycenter and on the oc-
currence of vortex fusion. A point vortex model is used to predict vortex trajectories
based on initial characteristics (γ0, β0), yielding accurate predictions during the early
stages of the wake. Vortex fusion commences as vortices approach each other, lead-
ing to a sudden acceleration in their orbital velocity around the vorticity barycenter.
During this process, γ(t) decreases, translating the transfer of circulation from the
flap vortex to the tip vortex. The fusion concludes when vortices within the dipole
became indistinguishable, a phenomenon typically occurring within a time frame
corresponding to one period of the orbital movement of a point vortex dipole with
analogous attributes.

Furthermore, in the case of the wing model with a flap of span 75%b0, the re-
sulting wing-load profile is of type high-lift (HL). This allows for the study of the
impact of the lift distribution on the physics of the wake when transitioning from
a cruise (Re f ) to a landing/take-off (HL) wing configuration. Here, a single dipole
of trailing vortices results from the fusion of the dipole of co-rotating vortices on
each side of the near wake. The normalized circulation of the HL vortex exceeds
that of the Re f vortex by a maximum of 20%. Nonetheless, the HL vortex displays
a more diffuse structure near its centroid, characterized by lower velocities and a
larger radius compared to the Re f configuration. This diffusive effect is attributed
to the upstream fusion event.

In both configurations, the characteristics of the dipole were mapped, offering
experimental references for future studies. It also lays the groundwork for inves-
tigations involving the interaction of trailing vortices with the ground, as aircraft
adopt a flaps-down configuration during take-off and landing. Indeed, our obser-
vations near the lower boundary of the measurement window highlighted ground
effects on the vortices. While not our primary focus, this suggests the experimental
setup potential for studying the ground effect and the effect of flow control localized
at the wall.

With respect to subject 4., counter-rotating vortices are generated by towing a
wing with an inboard flap of span 15%b0. This setup allows for the experimental
study of counter-rotating systems that display divergent, steady or periodic mo-
tion. We develop a methodology that allows for tracking and characterizing the flap
and tip vortices separatedly until they exit the measurement window or until they
diffuse. Indeed, it is found that the interaction between the tip and flap vortices
leads to a diffusion process ocurring over a time scale ranging from 20 b0

U0
to 80 b0

U0
.

In steady and periodic cases, the flap vortex eventually diffuses completely, while
the tip vortex persists in a modified state with its circulation reduced by 30% to
80% relative to its initial magnitude. Before the diffusion of the flap vortex is com-
pleted, at t = t∆, both vortices follow orbital paths. The diffusion process appears
to be primarily driven by viscous cancellation, suggesting that cooperative instabil-
ities did not manifest significantly within the temporal frame defined by t < t∆.
In the counter-rotating configuration, vortex trajectories in the "steady" regime are
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observed at β0 ∼ 0.15, γ0 ∼ −0.65, which is not entirely aligned with model predic-
tions, (for theory β0 ∼ 0.15, γ0 ∼ −0.425). The point vortex model described above
is used here too yielding a good prediction of vortex trajectories in the early stages
of the development of the wake. Beyond the early stages of the wake, events such
as vortex diffusion induce time-dependent changes in (γ, β), which are currently be-
yond the scope of our model. Future work could involve using experimental data
in order to develop a model, that accounts for circulation transfer between vortices.
Such a model would permit precise predictions of the evolution of the vortex system.

7.2 Discussion of results and perspectives

The methodologies, main results and limitations encountered in this work are dis-
cussed now. The towing tank installation in which we realize the experiments of
this work allows for the observation of vortex evolution from its formation up to
tU0/b0 = 200, for the baseline wing geometry. We exploited the extent of this
frame of observation to investigate physical phenomena that are not commonly
characterized in other experiments (for instance, the interplay between axial and
azimuthal flow in the regime where q ∼ 1.5). However, the maximum observation
time turned out to be small with respect to the time-scale of vortex mutual induction,
tb = 2πb2/Γ = b/Wd. This renders the observation time insufficient to character-
ize the development of vortex instabilities, such as the Crow instability. This con-
straint is primarily attributed to the vertical dimensions of the tank, since vortices
travel vertically during their evolution and exit the measurement plane resulting in
a maximum observation time of tmax ∼ 2tb. In order to observe the full-fledged
instability, one would require tmax ∼ 5tb. One potential axis for improvement in-
volves the design of experiments employing wings with reduced spans. In such
cases, the objective is to bring the shed vortices within a distance small with respect
to the tank and measurement window dimensions. Prolonged observation periods
would be attained in this way. However, such experiments may require exception-
ally small wing spans, raising concerns about the detectability and lifespan of the
generated vortices due to the low Reynolds number and to the effects of the wake
of the strut. For instance, if the wing is towed 0.5 meters below the water surface,
with significant ground effects considered only within a distance of approximately
one wingspan above the ground level, then the maximum vertical descent length for
observation is estimated to be 0.8 meters. If one considers that the angle of vortex
descent is the same as observed in the experiments of this work, where b0 = 0.4 m,
then in order to achieve an observation time equivalent to 5 induction time scales,
a minimal vortex spacing of b = 0.16 meters is required, corresponding to a wing
span of b0 = 0.2 meters. While the vortices generated under such conditions would
be smaller in dimensions, the existing spatial resolution may still suffice for their
detection, potentially facilitating observations of the Crow instability.

Another limitation inherent to the towing tank installation is that it is challeng-
ing to study the measured data with a statistical approach. The limitation is tied to
the availability of only a single velocity field for discrete downstream stations, ren-
dering the results highly sensitive to the quality of each measurement. In this work,
we adress this challenge by averaging the measurements spatially (on the azimuthal
direction) but also over small time-frames. On top of this, we used a synchroniza-
tion procedure that allowed us to average the results of multiple realizations of each
experimental configuration. This methodology yields data that allows us to track
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the vortex time evolution. However, in some instances of our study, this data is in-
sufficient to conclude on the hypothesis raised, (for example when characterizing
the periodic and non-periodic motion of vortices in the plane). In this context, we
propose another axis of amelioration : given the now-established knowledge of par-
ticular downstream stations where significant physical phenomena occur, focusing
measurements on smaller, better-resolved temporal/spatial windows is suggested.
Employing a smaller PIV window for improved spatial resolution and specialized
equipment for time-resolved PIV can enhance data quality and yield more robust
findings.

As said above, this experimental setup enables the study of the interaction be-
tween axial and azimuthal flow in the limit where q ∼ 1.5. In this work we identify
the underlying physical mechanisms governing this interaction. Notably, it has be-
come apparent that the longitudinal gradients in azimuthal and axial velocity are
linked, a phenomenon consistent with classical theory on cyclostrophic equilibrium.
Then, in the limit where q ∼ 1.5, there is a discernible dampening of axial velocity,
a characteristic reminiscent of stabilization mechanisms that have been predicted
analytically in other works.

Conversely, a limitation in our work arises from the absence of concrete confir-
mation regarding whether these stabilization mechanisms indeed are the cause of
the observed behavior. Ideally, to fully characterize the dampening of axial velocity,
one would require measurements of the flow over a large time period in which q(t)
is not changing with time. This would allow us to confirm that although q decreases
over the first stages of evolution, the vortex does not enter a state where q(t) < 1.5
during its life time. However, in numerous experimental configurations, the vortices
exit the measurement window soon after q begins its stabilization, leaving open the
question of wheter the threshold of 1.5 is crossed or not. In some less common cases,
q(t) < 1.5 occurs. For some of these experiments, the flow quickly returns to a state
where q(t) > 1.5 before the vortex exits the measurement window, but for other,
the vortex exits the measurement window soon after q(t) < 1.5 occurs, impeding
further observation. It is thus evident that the limitations of our observation frame
is the main constraint in this part of our work. Another constraint arises in specific
configurations, where intense axial flow impedes measurement due to experimental
limitations of the PIV setup. In these instances, particles exit the laser plane in a
direction perpendicular to it, rendering accurate measurements impossible.

Multiple avenues for improvement are proposed. Firstly, there exists an oppor-
tunity for more in-depth analysis of the available data, particularly through a POD
study of the axial flow field. This can offer a deeper understanding of the underlying
dynamics.

Secondly, it remains essential to study the impact that the development (or the
dampening) of axial velocity has on other vortex characteristics, such as radius and
circulation. Particular emphasis is placed on the question of whether conditions of
strong axial flow contribute to the decay of vortices.

Thirdly, a targeted measurement campaign can be conducted at specific down-
stream locations where q ∼ 1.5, as identified in this study. The ability to perform
time-resolved PIV measurements at these locations can facilitate a more precise as-
sesssment of whether the stabilization mechanisms are indeed taking place.

Another notable result in this work lies in the study of analytical investigations
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into practical experiments. Specifically, we characterize the impact of a passive con-
trol strategy involving the undulation of the wing trailing edge. This design modifi-
cation is grounded in theoretical studies of wake stability, where a body force whose
shape matches a specific perturbation mode is introduced numerically into the near
wake of a wing.

However, one limitation in our experiment is evident as the measurements did
not provide confirmation that the trailing edge undulation successfully introduces
the desired perturbation in the wake. Additionally, the analytically identified mode
is time-dependent, a characteristic that is not replicated by our passive control.

One potential avenue for improvement involves testing new wing geometries
while adhering to the same underlying principle of reproducing a perturbation mode
that is periodic in the spanwise direction. For example, the implementation of wings
with evenly spaced bumps along their span could introduce time-dependent pertur-
bations through the physical mechanism of vortex shedding. Other wing designs
could be aimed at targeting alternative perturbation modes, such as those obtained
through optimal perturbation analysis of Navrose [70]. The wing models in these
experiments where 3D printed. This caused cavitation issues to arise at high towing
velocities, limiting the experimental configurations that we could test. New wings
would need to be constructed using more homogeneous materials to mitigate this
problem.

A strength of this work is the study of the wake of a wing configuration that has
a flap of large span. This geometry generates a co-rotating vortex pair on each side
of the wake and its wingload is representative of a high-lift configuration of com-
mercial aircraft. Although it was not the intended objective of this study, the data
collected here serves as valuable initialization for investigating vortex behaviors in
ground effect, since high-lift configurations are typically adopted during take-off
and landing. Presently, some numerical studies in this domain initiate wake proper-
ties using a wing elliptic configuration, which, as demonstrated here, deviates from
the high-lift case. Furthermore, during the experimental campaign, it was confirmed
that the tank ground has a strong impact on the vortices as they approach within
one wingspan’s height (refer to Fig. 7.1). Therefore, it is evident that further work

FIGURE 7.1: Wake downstream evolution for an experiment at con-
figuration (Re f , U0 = 5 m/s, α = 7.5◦). Subsequent times are repre-

sented, tU0/b0 = a) 50, b) 100, c) 150 and d) 250

could involve adapting the experiment to investigate the ground effect on high-lift
vortices. This adaptation could include the introduction of a dedicated solid sur-
face parallel to the water’s surface. A key experimental parameter in this setup
would be the vertical distance between the wing and the horizontal solid surface.
This parameter governs the extent to which the vortices can develop independently
before ground effect becomes the predominant mechanism. Moreover, the design



7.2. Discussion of results and perspectives 155

of the surface that serves as the ground can incorporate either smooth features or
passive control strategies through deformations. This modified setup is particularly
intriguing since image vorticity around the ground represents another pathway for
the development of cooperative instabilities.

As a preliminary assesssment of this scenario, numerical simulations were con-
ducted to predict the timescale of Crow instability development in proximity to the
ground. The results, shown in Fig. 7.2, reveal that a height h in the order of the vor-
tex distance b is necessary for the instability to manifest between the tip vortex and
its image vorticity at a rate observable within our experimental framework. These
simulations, however, neglect the effect of other phenomena that stem from ground
interaction, such as the the boundary layer induced by the vortex flow, which may
be a significant factor to consider in the design of the experiments.

ℎ/𝑏 

𝑡𝑙𝑖𝑛𝑘
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with ground effet 
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FIGURE 7.2: From [63] : Normalized time to linking tlink/tb as a func-
tion of initial vertical distance to the ground h/b as predicted by nu-

merical simulations.

Finally, this work ecompassess the study of a wing that generates a counter-
rotating vortex pair on each side of its wake. Here, the time evolution of circulation
for each vortex within the pair is measured by employing a contour of integration
that moves with the center of each vortex. Furthermore, we quantify the total circu-
lation using a large contour that extends over the entire measurement frame.

A notable strength of this study is the analysis of the impact of flap vortex dif-
fusion on the evolution of the vortex system. Scenarios involving divergent, steady,
and periodic motion of the dipole system are achieved during the experiments. We
provide data on the time required for flap vortex diffusion as a function of the initial
circulation ratio in the pair. Additionally, the magnitude of the wingtip vortex decay
is quantified after the complete diffusion of the flap vortex. These results contribute
to forthcoming experiments focused on the development of control strategies that
involve counter-rotating flow.

However, a limitation of this experimental setup is that only the axial vorticity
data is measurable. Indeed, in other experiments in the litterature, it is confirmed
through dye visualizations that the flap vortex undergoes a particular instability that
causes the reorientation of its vorticity out of the 2D plane. With only the planar PIV
data available, it is challenging to confirm that this occurs in our experiments.

Furthermore, due to the wide trajectories that the vortices describe, in some in-
stances the measurement plane is not large enough to encompass the whole flow.
This is evident for the experiments involving divergent motion but it is also a lim-
itation in some cases of periodic motion. These limitations do not impede us from
concluding that viscous cancellation operates between the flap and wing-tip vor-
tices during the earlier stages of the wake evolution, since the total circulation is



156 Chapter 7. General conclusion and perspectives

kept constant while that of the vortices decreases. However, in the later stages of
evolution, the total circulation in the flow decreases, and it becomes challenging to
fully attribute this and subsequent occurrences to one particular cause. In summary,
the measurement of total circulation reveals that in these experiments the vorticity
exits the measurement plane, but it is unclear wheter vorticity remains axial and ex-
its through the sides of the PIV window, or if vorticity is being reoriented and exits
the PIV plane altogether.

In order to answer these question, it is interesting to further study the state of the
wing-tip vortex after the dissipation of the flap vortex. This is because experimen-
tal [73] and analytical [29] references describe the wingtip vortex state as "altered"
by the influence of the flap vortex before its complete diffusion. Indeed, our results
show that the interaction between the flap and wing-tip vortices has an impact in
their diffusion and in their trajectory. It follows that if the flap vortex does undergo
strong deformations due to instability, then the wavelength of these deformations
will impact in some way the structure of the wing-tip vortex structure. Thus, us-
ing the available data one could explore the presence of periodic components in the
trajectories or in the radius of the wing-tip vortex after the diffusion of the flap vor-
tices. The existence (or the absence) of these periodic components could provide
insights into the question of wheter the flap vortex is being deformed. Then, if it
is established that the wing-tip vortex exhibits periodic deformations, and if these
characteristics are dependent on the initial ratios of distances and circulations, it
could signify that this perturbation could be fine-tuned to incite a deformation cor-
responding to the wavelength of the Crow instability.
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Appendix A

Description of the database

The experiments realized with the Re f , HL and CnR wing configurations are shown
in the table below. This information is also represented visually in Fig. A.1.

no Wing H U0 m/s αo ± 0.25o Efforts PIV (high frame) PIV (low frame)
C1 Ref 0.5 1.0 -3.0 !(1)
C2 Ref 0.5 1.0 -1.0 !(2)
C3 Ref 0.5 1.0 0.0 !(2)
C4 Ref 0.5 1.0 1.0 !(3) !(2)
C5 Ref 0.5 1.0 2.5 !(3) !(2)
C6 Ref 0.5 1.0 3.0 !(2)
C7 Ref 0.5 1.0 3.5 !(3) !(3)
C8 Ref 0.5 1.0 5.0 !(8) !(3) !(2)
C9 Ref 0.5 1.0 7.0 !(3) !(1) !(2)
C10 Ref 0.5 1.0 7.5 !(1) !(1)
C11 Ref 0.5 1.0 12.0 !(1)
C12 Ref 0.5 1.0 13.5 !(3) !(1)
C13 Ref 0.5 1.0 18.5 !(1)
C14 Ref 0.5 2.0 1.0 !(3) !(3)
C15 Ref 0.5 2.0 3.5 !(2) !(2)
C16 Ref 0.5 2.0 5.0 !(3) !(3)
C17 Ref 0.5 2.4 -0.5 !(1) !(1)
C18 Ref 0.5 2.4 1.0 !(1) !(1)
C19 Ref 0.5 2.4 3.0 !(4) !(1)
C20 Ref 0.5 2.4 8.5 !(1) !(1)
C21 Ref 0.5 2.4 13.0 !(1) !(1)
C22 Ref 0.5 2.4 18.0 !(1) !(1)
C23 Ref 0.5 2.4 21.0 !(1)
C24 Ref 0.5 2.4 23.0 !(1)
C25 Ref 0.5 3.0 -2.0 !(2)
C26 Ref 0.5 3.0 0.0 !(2)
C27 Ref 0.5 3.0 0.5 !(4) !(4)
C28 Ref 0.5 3.0 2.5 !(2) !(2)
C29 Ref 0.5 3.0 3.0 !(15) !(6) !(2)
C30 Ref 0.5 3.0 4.5 !(3) !(3)
C31 Ref 0.5 3.0 5.0 !(4) !(2)
C32 Ref 0.5 3.0 7.0 !(4) !(2)
C33 Ref 0.5 3.0 7.5 !(2) !(2)
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C34 Ref 0.5 3.0 8.0 !(2) !(1)
C35 Ref 0.5 3.0 9.0 !(1)
C36 Ref 0.5 3.0 11.0 !(1)
C37 Ref 0.5 3.0 13.0 !(4) !(1)
C38 Ref 0.5 3.0 14.5 !(1) !(1)
C39 Ref 0.5 3.0 15.0 !(1)
C40 Ref 0.5 3.0 17.0 !(1)
C41 Ref 0.5 3.0 19.0 !(1)
C42 Ref 0.5 4.0 0.5 !(5) !(5)
C43 Ref 0.5 4.0 3.0 !(5) !(7)
C44 Ref 0.5 4.0 5.0 !(3) !(3)
C45 Ref 0.5 4.8 4.5 !(2) !(2)
C46 Ref 0.5 5.0 -2.5 !(1)
C47 Ref 0.5 5.0 -2.0 !(2)
C48 Ref 0.5 5.0 0.0 !(2)
C49 Ref 0.5 5.0 0.5 !(3) !(3)
C50 Ref 0.5 5.0 2.0 !(3) !(3)
C51 Ref 0.5 5.0 2.5 !(2) !(1)
C52 Ref 0.5 5.0 3.0 !(2) !(2)
C53 Ref 0.5 5.0 3.5 !(3) !(3)
C54 Ref 0.5 5.0 4.5 !(2) !(2)
C55 Ref 0.5 5.0 5.0 !(9) !(3) !(2)
C56 Ref 0.5 5.0 7.0 !(4) !(4)
C57 Ref 0.5 5.0 7.5 !(1) !(1)
C58 Ref 0.5 5.0 8.0 !(2) !(2)
C59 Ref 0.5 5.0 12.5 !(2) !(1)
C60 Ref 0.5 5.0 17.5 !(1) !(1)
C61 HL 0.5 1.0 -4.0 !(1)
C62 HL 0.5 1.0 -3.0 !(1)
C63 HL 0.5 1.0 -2.0 !(3)
C64 HL 0.5 1.0 -0.5 !(3) !(3)
C65 HL 0.5 1.0 0.0 !(4) !(1)
C66 HL 0.5 1.0 3.0 !(3)
C67 HL 0.5 1.0 5.0 !(22) !(8) !(6)
C68 HL 0.5 2.0 -0.5 !(2) !(2)
C69 HL 0.5 2.0 0.0 !(5) !(4)
C70 HL 0.5 2.0 5.0 !(1)
C71 HL 0.5 2.0 5.5 !(3) !(3)
C72 HL 0.5 2.4 -3.0 !(1)
C73 HL 0.5 2.4 0.0 !(1)
C74 HL 0.5 2.4 4.0 !(1)
C75 HL 0.5 2.4 9.0 !(1)
C76 HL 0.5 2.4 17.0 !(1)
C77 HL 0.5 3.0 -4.0 !(1)
C78 HL 0.5 3.0 -3.0 !(1)
C79 HL 0.5 3.0 -2.0 !(3)
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C80 HL 0.5 3.0 -0.5 !(3) !(2) !(1)
C81 HL 0.5 3.0 0.0 !(10) !(6)
C82 HL 0.5 3.0 3.0 !(5)
C83 HL 0.5 3.0 5.0 !(16) !(6) !(6)
C84 HL 0.5 3.0 6.0 !(1) !(1)
C85 HL 0.5 3.0 7.0 !(1)
C86 HL 0.5 3.0 9.0 !(1)
C87 HL 0.5 3.0 10.0 !(1) !(1)
C88 HL 0.5 3.0 12.0 !(1)
C89 HL 0.5 3.0 14.0 !(1)
C90 HL 0.5 3.0 15.0 !(1)
C91 HL 0.5 3.0 16.0 !(1)
C92 HL 0.5 3.0 19.0 !(1)
C93 HL 0.5 3.75 -3.0 !(1)
C94 HL 0.5 3.75 -2.0 !(1)
C95 HL 0.5 3.75 -1.0 !(2) !(2)
C96 HL 0.5 3.75 0.0 !(1)
C97 HL 0.5 3.75 2.5 !(4) !(4)
C98 HL 0.5 3.75 3.0 !(4) !(2)
C99 HL 0.5 3.75 4.5 !(3) !(3)
C100 HL 0.5 3.75 5.0 !(8) !(6) !(2)
C101 HL 0.5 3.75 5.5 !(1) !(1)
C102 HL 0.5 4.0 -1.0 !(2) !(2)
C103 HL 0.5 4.0 0.0 !(1) !(1)
C104 HL 0.5 4.0 5.0 !(8) !(6)
C105 HL 0.5 5.0 -3.0 !(1)
C106 HL 0.5 5.0 -2.0 !(2)
C107 HL 0.5 5.0 -1.0 !(5) !(5)
C108 HL 0.5 5.0 0.0 !(7) !(2)
C109 HL 0.5 5.0 3.0 !(3)
C110 HL 0.5 5.0 5.0 !(5) !(3)
C111 CnR 0.5 1.0 -1.0 !(1) !(1)
C112 CnR 0.5 1.0 0.0 !(1) !(1)
C113 CnR 0.5 1.0 1.0 !(1) !(1)
C114 CnR 0.5 1.0 2.0 !(1) !(1)
C115 CnR 0.5 1.0 3.0 !(1) !(1)
C116 CnR 0.5 1.0 8.0 !(1) !(1)
C117 CnR 0.5 1.0 9.5 !(2) !(2)
C118 CnR 0.5 3.0 -1.0 !(4) !(4)
C119 CnR 0.5 3.0 0.0 !(3) !(3)
C120 CnR 0.5 3.0 1.0 !(2) !(2)
C121 CnR 0.5 3.0 2.0 !(4) !(4)
C122 CnR 0.5 3.0 3.0 !(1) !(1)
C123 CnR 0.5 3.0 5.0 !(4) !(4)
C124 CnR 0.5 3.0 7.0 !(2) !(2)
C125 CnR 0.5 3.0 8.0 !(1) !(1)
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C126 CnR 0.5 3.0 10.0 !(3) !(3)
C127 CnR 0.5 3.0 11.0 !(2) !(2)
C128 CnR 0.5 3.0 13.0 !(2) !(2)
C129 CnR 0.5 3.0 15.0 !(1) !(1)
C130 CnR 0.5 3.0 17.0 !(2) !(2)
C131 CnR 0.5 5.0 -1.0 !(1) !(1)
C132 CnR 0.5 5.0 0.0 !(1) !(1)
C133 CnR 0.5 5.0 1.0 !(1) !(1)
C134 CnR 0.5 5.0 2.5 !(1) !(1)
C135 CnR 0.5 5.0 7.5 !(1) !(1)
C136 CnR 0.5 5.0 12.5 !(1) !(1)
C137 CnR 0.5 5.0 14.5 !(1) !(1)
C138 CnR 0.6 3.0 -1.0 !(3) !(3)
C139 CnR 0.6 3.0 0.0 !(1) !(1)
C140 CnR 0.6 3.0 2.0 !(3) !(3)
C141 CnR 0.6 3.0 2.5 !(3) !(3)
C142 CnR 0.6 3.0 3.0 !(2) !(3)
C143 CnR 0.6 3.0 4.0 !(3) !(3)
C144 CnR 0.6 3.0 5.0 !(1) !(1)
C145 CnR 0.6 3.0 5.5 !(1) !(1)
C146 CnR 0.6 3.0 6.0 !(1) !(1)
C147 CnR 0.86 3.0 -0.5 !(1) !(1)

(A) (B)

FIGURE A.1: Test cases for the Re f , HL and CnR wing configurations.

The experiments realized to study the effect of an undulated trailing edge are
shown in the table below.

no A/c0 H U0 m/s αo ± 0.25o Efforts PIV (high frame) PIV (low frame)
C138 0.0 0.5 2.0 5.0 !(2) !(2)
C139 0.01 0.5 2.0 5.0 !(2) !(2)
C140 0.05 0.5 2.0 5.0 !(2) !(2)
C141 0.10 0.5 2.0 5.0 !(2) !(2)
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Appendix B

Calibration procedure on the
experimental installation

B.1 Calibration of the wing angle of attack

The wing angle of attack (α) and towing speed (U0) are used to characterize the
results of this work. The following section describes the calibration procedure to
obtain an accurate (pm0.25◦) measurement of α.

strut

Angle control 
Interface

Force probe

a) b)

FIGURE B.1: Structures used to attach the strut and wing ensemble to
the chariot. a) structure S20 and b) structure S23

The angle of attack is defined as the angle between the wing tip chord and the
longitudinal direction (X). Before each experiment, we set the angle of attack by
tilting the strut and wing together. This is accomplished using a structure attached
to the chariot, which holds the strut and wing ensemble during towing. During
this research project, we had two different structures, referred to as S20 and S23
(shown in Fig. B.1a and B.1b, respectively). In both structures, the pivot point for
adjusting α is situated approximately 0.53 m above the wing. The range of α allowed
by each structure is α ∈ [0◦, 5◦] for S20 and α ∈ [−3◦, 25◦] for S23. During the
experimental campaign, it often becomes necessary to unmount the structure from
the chariot, which introduces ambiguity regarding the true value of α before and
after the unmounting. To achieve precise control of α, we have developed a specific
methodology, which is presented in what follows.

Our calibration procedure can be summarized as follows:
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1. First, the exact geometric angle of attack (±0.01◦) is obtained on a calibration
rig (Fig. B.2). The angle is determined using an inclinometer and the analysis
of digital images.

2. Then, force probe measurements are performed during towing to obtain a cal-
ibrated data curve of Ccal

z (α).

3. The values of ∆Ccal
z /∆α in the linear regime and of Ccal

z (α = 0◦) are identified
to be used as a reference.

4. The data from experiments is compared to this reference to compute a correc-
tion factor αcorr for the angle of attack set at the angle control interface.

5. Finally, experiments performed between two unmountings of the structure
(S20 or S23) are grouped and compared in order to assign a single value of
αcorr to the group.

This approach provides a rigorous a posteriori calibration of α and allows for the har-
monization of experiments done with both structures. However, the precision and
repeatability of the real towing velocity (U0) and force probe measurements (Fz) can
introduce limitations to the methodology. The error introduced by the former is ne-
glected, as velocity measurements show consistent and repeatable values due to a
closed-loop command system. The latter can be significant when dealing with tow-
ing configurations that generate a lift force comparable to the measuring resolution
of the force probe. To address this, experiments generating strong lift forces are re-
alized before unmounting the structure and the data from these experiments reduce
the impact of weaker lift force experiments on αcorr.

a) b)

Plumb line

Wing model

Camera

strut

Angle control 
interface (set to 0°)

FIGURE B.2: Calibration procedure for the angle of incidence of the
wing model.

Description of step 1.

In the first step of the process, the real angle of the wing tip chord is determined
in relation to the angle indicated by the angle control interface. To achieve this,
the wing model, strut, and angle control interface are placed in a calibration rig, as
depicted in Fig. B.2a. The angle control interface is initially set to 0◦ using an incli-
nometer. A plumb line is then positioned next to the wing tip, as shown in Fig. B.2b,
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to assesss the angle between the chord and the vertical direction. To ensure minimal
image deformation caused by the camera’s optical lenses, we carefully control the
positions of the elements in the rig using meters and the inclinometer. This ensures
that the camera plane remains parallel to both the line and the wingtip plane. We
place the line and wing at the center of the image plane, where optical deformation is
minimal. Also when analyzing the image we confirm that the line appears perfectly
vertical, indicating no optical distortion. For instance, upon analysis of the image
in Fig. B.2b, we find that the wing angle of attack is approximately 2.2◦ when the
angle control interface is set to 0◦. This procedure allows us to accurately assesss the
real angle of the wing tip chord in comparison to the indicated angle at the control
interface.

Description of steps 2. and 3.

Next, the calibrated ensemble is mounted into the towing tank facility and force
probe measurements are conducted to obtain a calibrated dataset, Ccal

z (α). The re-
sults for the reference wing are shown in Fig. B.3a. From this dataset, the values of
Ccal

z (α = 0◦) and ∆Ccal
z /∆α are extracted, this is presented in Table B.1. To ensure

accuracy, we focus on the range α ∈ [−3◦; 7◦], in which Ccal
z (α) is linear. Measure-

ments are conducted at three different towing velocities, U0 ∈ [1, 3, 5]m/s, as the
evolution of Cz(α) may vary with the Reynolds number. By performing three repeti-
tions of each measurement point (U0, α), we ensure the consistency and reliability of
our data. This is indicated in Table B.1 : the maximum standard deviation between
repetitions of the experiments, max(sCcal

z
), is remarkably small. We conclude that the

calibration of the dataset Ccal
z (α) is accurate enough for the purpose of providing

reference data.

FIGURE B.3: Calibration procedure for α : a) Reference measurements
of lift coefficient obtained with the calibrated setup. b) Determination
of αcorr for experiments with the Re f wing towed at U0 = 5 m/s. Note

that scales are adapted to each figure for clarity.

Description of steps 4. and 5.

The values of Ccal
z (α = 0) and ∆Ccal

z /∆α are used to determine the corrective an-
gle αcorr, which adjusts the angle set at the control interface during experiments.



164 Appendix B. Calibration procedure on the experimental installation

U0 1 m/s 3 m/s 5 m/s
Ccal

z (α = 0) 0.20◦ 0.22◦ 0.21◦

∆Ccal
z /∆α 0.073 0.071 0.074

max(sCcal
z
) 4 × 10−3 3 × 10−3 9 × 10−4

TABLE B.1: Characteristics of the calibrated dataset Ccal
z (α)

CRe f
z (α) data obtained from experiments on the Re f wing at U0 = 5 m/s are shown

with black symbols in Fig. B.3b. The strut and wing structure remained unchanged
throughout the series of plotted experiments. In Fig. B.3b, the solid line represents
the calibrated data. A close match is observed between ∆CRe f

z /∆α and ∆Ccal
z /∆α,

confirming the validity of this approach – the sole adjustment needed to align ex-
perimental and calibrated data is a correction in the angle of attack. Hence, αcorr is
defined as follows:

CRe f
z (αcorr) = Ccal

z (α = 0◦) (B.1)

The value of CRe f
z (αcorr) is interpolated from available data. This corrected data is

depicted in Fig. B.3b using red symbols, and for the given data, αcorr = 1.83◦. For
the other experiments in this work the range of |αcorr| lies within [0◦, 2.5◦]. While the
correction magnitude seems substantial, this can be attributed to the challenge of
precisely verifying the wing model chord angle during the experimental campaign,
where the rig and camera setup is not always available. Nonetheless, this calibration
method is well-suited for this experimental setup, offering a retrospective dataset
correction.

B.2 Verification of the calibration of force measurements

The calibration of the force is verifyed probe to ensure reliable measurements through-
out the experiments. This procedure is summarized as follows:

1. Before the experimental campaign, the precision of the probe measurement
bridges is verified using precise weights.

2. Identification of strut and wing forces: measurements of the aerodynamic forces
generated solely by the strut (without any wing model attached) are realized
for each velocity and angle of attack.

3. Correction for random drift: Prior to each experiment, measurements are per-
formed with the wing model at rest.

Description of step 1.

The 6-component force probes (AMTI-MC3A and PHI-70) are calibrated by subject-
ing them to calibration weights and measuring the forces and moments applied at
the center of the probe. Each channel is calibrated separately by placing the weights
only on the axis of the respective channel. The choice of the weight used depends on
the channel uncertainty, which is determined by its maximum measurable weight.
This calibration procedure is initially performed by the manufacturer and then veri-
fied in our laboratory.

An illustration of the test procedure is shown in Fig. B.4. 1kg and 2kg weights
are applied on the isolated channels. Each test is repeated three times. The mea-
sured forces are compared to the theoretical values (approximately 9.81 N and 19.62



B.2. Verification of the calibration of force measurements 165

wire

Tip of the strut

Force probe

pulley

weights

a) b)

FIGURE B.4: Calibration verification tests performed in the laboratory
a) as viewed from above the chariot and b) as viewed from below. In

the images, the wire is overlined in red for clarity.

N). During these tests the mean error obtained for the measured forces is 0.26 N, and
for the moments, it is 0.59 N·m. These errors are lower than the inherent error of the
force probe and are deemed sufficient for our purposes.

FIGURE B.5: Evolution of a) drag coefficient, b) drag force and c)
pitching moment generated by towing the strut alone as a function

of depth h.

Description of step 2.

During these experiments, the measured drag Fx is approximated to be the sum of
the drag generated by the wing and the drag generated by the strut, which gives us
the expression:

Fx,wing = Fx − Fx,strut (B.2)

The strut is towed alone as a preliminary step yielding measurements of Fx,strut and
My,strut. The effect of α is neglected and so are the forces and moments generated
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in the Y and Z directions. Measurements of Fx,strut and My,strut, realized at various
water depths (h) and towing velocities are presented in Fig. B.5. Each measurement
point is repeated 2 times. The results show that Fx,strut(h, U0) increases linearly with
h, as expected, because more of the strut is immersed during towing and generates
drag. The geometry of the strut is thin and faired over 0.50 m and thicker above 0.50
m. Thus a stronger increase is observed in Fx,strut(h, U0) for h > 0.5 at any given
towing velocity. The dataset of measurement points (h, U0) is utilized to correct the
values of experiments conducted at the same h and U0. If no drag measurements are
available for a specific point (h, U0) during the campaign, the value of Fx,strut(h, U0)
is interpolated from the available dataset.

FIGURE B.6: Polars obtained experimentally (symbols) and numeri-
cally (lines) for the Re f wing towed at U0 = 2.4 m/s (Rec ∼ 2 × 105),
a) without the correction for the strut drag, b) with the correction for

the strut drag.

The dataset Fx,strut(h, U0) allows us to mitigate the effects of water depth levels
when comparing the aerodynamic force results from experiments conducted during
the campaign. Fig. B.6 shows the polars obtained for experiments performed with
the Re f wing at U0 = 2.4m/s at three different water depths: h = 0.3m, 0.5m, and
0.87 m. In Fig. B.6a, where no correction is applied to the data, one can observe
the effect of h on the polar. However, when the correction using the measurements
from Fx,strut(h, U0) is applied (as shown in Fig. B.6b) the results collapse, indicating
that the effect of the water level has been successfully corrected. Furthermore, the
corrected results yield values closer to the numerical prediction. This supports our
previous assumption that the strut generates no efforts in the Z direction.

Description of step 3.

Prior to each experiment in the campaign, a "self-zeroing" procedure is performed
on the force probe to correct for any random drift that may occur over time. This
drift can be caused by factors such as changes in ambient temperature or warm-up
of the probe upon activation. Therefore, the "zeroing" procedure needs to be carried
out recurrently and as close to the start of the experiment as possible. During this
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procedure, the weight of the strut and wing is also corrected, which is beneficial
for the purposes of measuring the generated lift only. However, to cope with cases
where the initial "self-zeroing" results are not consistent, a second "self-zeroing" step
is consistently conducted during the post-processing of results. This second step
takes into account the data measured at the end of the experiment when the wing is
once again at a standstill.

B.3 Calibration of velocity field measurements

FIGURE B.7: Schematics of the image dewarping process.

The calibration of the cameras field of view is crucial for reconstructing the real
space in which particles move. The dewarp image process is sketched in Fig. B.7.
The precision of the spatial calibration directly impacts the reliable assesssment of
particle displacements. Our setup is stereoscopic, with two cameras positioned on
opposite sides of the measurement plane. It is generally admitted [80] that measure-
ment precision is enhanced by aligning the cameras orthogonal to each other. As ex-
plained in section 3.2.2.1, this is achieved in most experiments by placing 45◦ prisms
between the cameras and the tank windows. The camera’s point of view is defined
by its position and orientation with respect to the measurement plane, along with
lens focal length and its nominal magnification factor. Additionally, a slight angle is
set between the lens plane and image plane of the cameras in order to obtain uniform
focus across the measurement plane. This is referred to as a Sheimpflung setting and
it is set on each camera by trial and error during the calibration process. Theoreti-
cally, knowing all of the information regarding the camera point of view allows us
to correct for perspective deformations and perform image dewarping, enabling us
to retrieve accurate space displacements. However, achieving precise control of the
PIV setup parameters and accounting for nonlinear effects like lens distortions can
pose challenges, making complete image dewarping often unfeasible.

Instead, a polynomial dewarping process that overcomes these limitations is
used. To achieve this, a flat calibration target is employed, as depicted in Fig. B.8a,
and analyze the image-to-object point pairs derived from it. This calibration proce-
dure is analogous to a numerical determination of the geometric characteristics of
the camera point of view. Regarding the accuracy of the velocity measurements, PIV
studies where the accuracy of different stereo-reconstruction algorythms are com-
pared [76, 95] show that the results obtained by image-mapping methods (such as
the one employed in this work) give comparable results to those of more classical ap-
proaches, like the Soloff method, where the calibration target is displaced along the
x direction during the calibration process. Thus, by representing the image deforma-
tion through a polynomial expression, one can accurately reconstruct the dewarped
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(A) (B)

FIGURE B.8: Images, taken by camera 1, of the calibration target : a)
warped image and b) dewarped image.

images. The dewarped image of camera 1 is shown in Fig. B.8b. An additional ben-
efit of this process is the determination of the magnification factor. The calibration
process was conducted approximately every two days, accounting for any minor
displacements in the measurement setup that may occur during usage. The quality
of the dewarping process is controled by computing the error between the cartesian
grid used as reference and the actual gridpoints that are detected in the dewarped
image of the target (Fig. B.8b).

(A) (B)

FIGURE B.9: a) Alignement of the laser plane with the calibration
target. b) PIV picture of quiescent flow.

It is crucial that during measurements, the laser plane remains aligned with the
position previously occupied by the calibration target to ensure accurate image de-
warping. This alignment is first done manually, as shown in Fig. B.9a. Besides plane
alignment, one also needs to address uneven lighting conditions across the image
plane, as it can affect the accuracy of our measurements. An example of a warped
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PIV image is depicted in Fig. B.9b, where the left side of the picture appears brighter
than the right side. This uneven lighting occurs due to the diffusion of light in the
water medium and the distribution of light along the laser plane, influenced by the
optical setup. Notably, Fig. B.9a demonstrates that more laser light is focused at the
middle of the plane than at the top and bottom regions (the mean laser plane thick-
ness is of 3 mm). The uneven distribution of particles across the image space also
contributes to the uneven lighting in the final image, as light reaches the cameras
only when it bounces off a particle.

Laser plane 
(schematized)

Laser source

Spherical lens

Cylindrical
convergent lens

Laser path
(schematized)

mirror

FIGURE B.10: Elements of the laser setup.

To ensure optimal lighting conditions, measurements of the flow are conducted
in quiescent conditions. The setup quality is assessed by quantifying the correlation
obtained across the plane and fine-tuning the optical setup of the laser through trial
and error to achieve even correlation scores throughout the space. The components
of the optical setup, as depicted in Fig. B.10, are adjusted to achieve this goal. Specif-
ically, the parameters modifyed are the power output of the laser, the position and
orientation of the optical lenses generating the laser plane, and the orientation of
the mirror that directs the plane into the tank. Fig. B.11 illustrates the correlation
fields on the still flow before and after this optimization procedure. In Fig. B.11a,
the quality of measurements is degraded on the left side of the picture. However,
after adjusting the elements of the optical setup, Fig. B.11b shows a correlation field
with consistently good quality measurements across the entire space.
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FIGURE B.11: Fields of correlation score measured a) before and b)
after the laser alignement procedure.

B.4 Time-synchronisation of the measurements

The timings in the movement of the wing XTE(t), force probe measurements Fi(t)
and PIV measurements v(X = XPIV , t) are synchronized using a master clock that
generates a TTL signal at 10Hz (denoted, TTL10(t)). The specialized hardware and
acquisition rate corresponding to each quantity are provided in table B.2. In this
paragraph the procedure to synchronize these measurements is detailed. This pro-
cedure is summarized in table B.3. An example of the syncronization data for an
experiment is provided in Fig. B.12. The synchronization procedure is realized in
the reference frame of the towing tank (X′, t′), where X′ is the longitudinal position
from the edge of the tank and t′ the time elapsed since the onset of towing motion. In
Fig. B.12a the evolution of the trailing edge position XTE(t) is shown. The position
of the sensors that trigger the acquisition of data is shown by a blue line and that of
the PIV plane by a green line. Two gray regions are colored in Fig. B.12a : the first
marks the time frame that is displayed in Fig. B.12b and the second marks the time
frame displayed in Fig. B.12c.

To ensure synchronization of the data, the following procedure is carried out :

1. The time origin t′ = 0 is defined by the experiment initiation (the onset of the
towing motion). The towing motion is triggered on the next rising edge of
TTL10(t).

2. The towed wing passess through two gates, denoted trig, 1 and trig, 2, located
at the begining of the course : X(t′ = ttrig,i) = Xtrig,i. In Fig. B.12a, Xtrig,1 is
shown by a blue line.

3. The times ttrig,1 and ttrig,2 are precisely identified through an interpolation of
the discrete XTE(t′) measurements.

4. The crossing of the gates results in two square signals TTLtrig,1 and TTLtrig,2
which are recorded by the force probe and by the PIV installation : These trig-
ger signal is shown with a blue line in Fig. B.12b. Only the square wave
of TTLtrig,2 can be observed. The force probe acquisition is triggered on the
falling edge of TTLtrig,1. The PIV acquisition is triggered on the falling edge of
TTLtrig,2.
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FIGURE B.12: Syncrhonisation procedure. a) Evolution of the trailing
edge position XTE(t) as a function of time. b) Synchronization signals
recorded by the measurement hardware during 3.2 < t′ < 3.8 s. c)

Data recorded recorded around tPIV such that XTE(tPIV) = XPIV .

5. Thus, the timing of the XTE(t′) data is synchronized with that of Fi(t′) by com-
paring the signals TTLtrig,1. Conversly the XTE(t′) data is synchronized with
that of v(t′) by comparing the signals TTLtrig,2.

6. Additionally, both the force probe and the PIV hardware record TTL10(t) (shown
in red in Fig. B.12b). Both the force probe and the position sensors record a
reference signal at 5Hz, TTL5(t) (shown in green in Fig. B.12b). The sound
overlap of these signals in the synchronized data is an indicator that validates
the procedure.

7. The towed wing crosses the PIV plane at t′ = tPIV . This instant is determined
through an interpolation of XTE(t) and accounting for the x-wise offset caused
by the wing’s angle of attack. Thus XTE(tPIV) = XPIV .

8. By setting the origin at t′ = tPIV , the time t elapsed since crossing the PIV
plane becomes the common time reference for all data. This can be observed
with precision in B.12c. Here, the instants at wich the PIV images are captured
are shown by a red cross.

Thus, through this process, the data is recast into the reference frame of the wing
motion (X, t) : where t is the time elapsed since the crossing of the measurement
plane and where X is the longitudinal distance between the measurement plane
and the wing TE. In this way, precise timing information is obtained for each of
the PIV snapshots. Furthermore, this synchronization process ensures a repeatable
PIV snapshot between different runs of the same experiment. This is validated in the
PIV images since the wing maintains a consistent position at the same cliche number
for a given towing velocity.
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Quantity Measured Hardware Frequency Range (Hz)
XTE(t) Sensors and E1433 card 50 to 500
Fi(t) Force Probe and E1403 card 1000 to 5000
v(X = XPIV , t) PIV Hardware 5 to 10

TABLE B.2: Timing synchronization for the experimental data : the
three measurements to synchronize are that of the trailing edge po-
sition XTE(t), the aerodynamic forces Fi(t) and the velocity field

v(X = XPIV , t)

Quantity Measured Data Acquisition Trigger Time Reference Frame
XTE(t) Chariot movement on the ris-

ing edge of TTL10(t)
Origin at tPIV based on
XTE(t)

Fi(t) Falling edge of TTLtrig,1 emit-
ted by the gate

Recast into the same time
frame

v(X = XPIV , t) Falling edge of TTLtrig,2 emit-
ted by the gate

Recast into the same time
frame

TABLE B.3: Timing synchronization for the experimental data : the
three measurements to synchronize are that of the trailing edge po-
sition XTE(t), the aerodynamic forces Fi(t) and the velocity field

v(X = XPIV , t)
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Appendix C

Analysis of the uncertainty of the
PIV measurement

The uncertainties associated with our velocity measurements obtained through PIV
are analyzed in this section. This uncertainty is influenced by three main compo-
nents: uncertainty in particle displacement estimation, timing, and image magni-
fication. We quantify each source of uncertainty individually and then assesss the
overall uncertainty. In this study, we follow guidelines outlined by Raffel et al. [81]
and Sciaccitano [91].

We begin with the fundamental equation used to estimate the velocity magni-
tude v from the particle displacement dm provided by PIV:

v =
dm

dt
=

dpx

Mdt
(C.1)

Here, dt represents the time between successive frames, and dpx denotes the dis-
placement in pixels. It’s evident that dm = dpx/M, with M being the magnification
factor that represents the spatial dimension per pixel. By treating dpx, dt, and M as
independent variables, we can estimate the uncertainty in v using a Taylor series
propagation method [91]:(

Uv

v

)2

=

(Udpx

dpx

)2

+

(
Udt

dt

)2

+

(
UM

M

)2

(C.2)

Where Uv
v is the uncertainty on the velocity measurements relative to the mea-

sured value. Furthermore, Uv
v relates to the uncertainty on the measurement real-

ized by one camera only. Indeed, the stereoscopic arrangement of our measurement
installation has an effect on the random uncertainty of out-of-plane measurements
(vx) and on that of in-plane measurements (vy, vz). This was shown by Prasad [79],
who demonstrated that

Uvy

vy
=

Uvz

vz
=

Uv√
2v

;
Uvx

vx
=

tan(θ)√
2

Uv

v
(C.3)

Where θ is the semi-angle between the two cameras. On the experiments of this work
where θ = 45◦, tan(θ) = 1, and on those where θ = 37◦, tan(θ) ≈ 0.75. The factor

√
2

stems from the fact that both cameras contribute equally to the final measurement
result. Having defined the basis for our quantification of measurement uncertainty,
the next step is to determine the contribution of each term in eq.C.2.
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Assessment of timing uncertainty

The uncertainty related to timing, denoted as Udt, is adressed first. In our experi-
mental setup, camera activation is synchronized with laser pulses using specialized
hardware which is a Portable Timing Unit from LAVISION. The time interval dt be-
tween frames ranges from 1 to 10 milliseconds, which is small compared to the time
scale of the vortex flow discussed in section 3.2.2.3. As a result, truncation errors
in equation C.1 are negligible. The uncertainty Udt in the inter-frame time is deter-
mined by the equipment manufacturer and is typically around Udt = 1 nanosecond.

Assessment of uncertainty in magnification

Next, we consider the uncertainty associated with image magnification, denoted as
UM. This is linked to the calibration procedure performed before conducting exper-
iments. It’s important to note that due to the camera’s angle relative to the measure-
ment plane, the magnification factor is not constant but varies across the image. For
computing UM

M , we use the mean magnification value M from our PIV setup. De-
tailed guidelines for assesssing UM are provided in reference [15]. Uncertainty UM
arises from several sources :

• Uncertainty on the locations of dots on the calibration target,

• Errors in calculating calibration coefficients, which correct for perspective de-
formations caused by camera positioning, lens distortion, optical aberrations
and refraction when light transitions from water to the tank window to the
prisms medium to air.

• Misalignment between the calibration plane and the laser plane (measurement
plane).

Possible errors due to misalignment between the measurement and camera planes
are accounted for in the numerical image dewarping process (see appendix B). As-
suming these variables to be uncorrelated, we can express the uncertainty in magni-
fication UM in terms of individual components:(

UM

M

)2

=

(
Us

s

)2

+

(
Um

m

)2

+

(
Ul

l

)2

(C.4)

Here, s, c, and l represent the uncertainty in dot positions, image dewarping, and
alignment between the laser and the calibration target, respectively.

The dots in the calibration target are printed in and are spaced by s = 20 mm (see
Fig. B.8 for a photo of the calibration target). The printer’s uncertainty is 0.1% of the
instructed spacing, resulting in an estimated Us

s = 0.001.
Error in the image dewarping procedure is provided by the calibration software.

The mean squared error Um between dewarped dot positions and grid positions
is provided at the end of the dewarping procedure. A representative value from
multiple calibrations during the experimental campaign is Um = 2.1 px. The spacing
s on the dewarped image covers approximately m = s/M ∼ 98.5 pixels on average,
leading to Um

m = MUm
s .

Uncertainty due to misalignment between the laser sheet and the calibration tar-
get is assesssed. During a calibration, we adjust the alignment of the laser plane
using the PIV software as shown in appendix B. After careful alignment, an offset



Appendix C. Analysis of the uncertainty of the PIV measurement 175

lt = 0.3mm is estimated relative to the middle of the target which is 3 mm in thick-
ness. The alignment error Ul

l is proportional to arctan(lt/Lt), where Lt = 500mm is
the width of the calibrated image plane.

FIGURE C.1: From [81] : Schematics of the generation of artificial
particle images : three-dimensional volume containing a light sheet
and particles. Note that contrary to the picture, in our simulations the

particle size is uniform.

Analysis of the uncertainty in particle displacement using nu-
merical simulations

The random errors in particle displacement, denoted as Udpx , are estimated. These
errors originate from both PIV software precision and image quality, influenced by
factors such as particle image density, particle diameter, image noise, displacement
amplitude, and velocity gradients[61]. Our investigation does not cover typical
PIV software aspects like outlier detection due to the specific algorithm used in the
FOLKI software. During our experimental campaign, we enhance correlation com-
putation by optimizing the interrogation window size and applying pre-processing
steps like background removal. However, in this assesssment of Udpx , we exclude
the effects of interrogation window size and background removal.

To evaluate Udpx , we opt to study the remaining parameters through numerical
particle images input into our PIV software. We simulate a group of particles whose
coordinates evolve within a 3D domain measuring 2b0 × 1.5b0 × 6mm, as depicted in
Fig. C.1. Two snapshots of this domain are taken, separated by dt = 5ms. The par-
ticle positions between t and t + dt follow a Lamb-Oseen vortex profile with center
(yc, zc). We denote dLO

⊥ (y, z) the field of in-plane particle displacement magnitude
defined by this Lamb-Oseen vortex. Additionally, each particle’s illumination is de-
termined by its x coordinate, simulating a light sheet of thickness dz at x = 0. The
illumination function I(x) follows a normal distribution with mean 0 and standard
deviation σ = dz/6. Therefore half of the laser thickness is covered by 3σ. This
simulation accounts for particle overlap but not out-of-focus effects. Real images
are affected by background noise in the camera sensor, but in our simulations no
noise is added so we do not consider this effect. This approach allows us to control
seeding density (N = P/m2, where P is particle count) and particle diameter (⊘) on
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the images to assesss their impact on displacement error. The vortex characteristics
(Γ, Rd) in the simulation are chosen to result in particle displacements (d⊥) rang-
ing from 0 to 10 pixels between two snapshots, resembling our experimental setup
(see Fig. 3.12). The snapshots have dimensions of 2160 × 2560 pixels, matching our
camera snapshots. The representative magnification factor M = 2.03 × 10−4 m/px
corresponds to the average magnification in our experiments. It is worth mention-
ing that, in a comparable investigation, Raffel [81] adopted a Monte-Carlo technique
involving 1000 simulations for each parameter set, providing a complete statistical
analysis of the effect of individual parameters on PIV uncertainty. In contrast, our
study is limited to a single simulation per parameter set, a limitation primarily at-
tributed to time constraints. Consequently, we interpret the outcomes of this study
as an estimation of the magnitude of Udpx . Nevertheless this approach is sufficient
for our purpose of estimating the influence of the measurement parameters on the
uncertainty in the context of this experiment.

(A) (B) (C)

FIGURE C.2: Windows of dimension 120 × 120 px extracted from im-
ages of particles A) during an experiment, B) simulated with ⊘ =
2 px and N = 2.3 × 105 P/m2, C) simulated with ⊘ = 6 px and
N = 2.3 × 105 P/m2. An interrogation window of 32 × 32 px is rep-

resented by a red square.

To illustrate our methodology, we compare two simulated images with a real
image in Fig. C.2. Fig. C.2a is taken from a snapshot during our experimen-
tal campaign. The red square indicates a 32x32-pixel window, corresponding to
the interrogation window size in this study. Information from this and other real
snapshots helps estimate the parameters N and ⊘ that we set in our simulations.
Particle counts in windows like Fig. C.2a range from 95 to 135, yielding Nexp ∈
[1.6 × 105, 2.3 × 105]P/m2. From this information, we set Nexp = 2.3 × 105 P/m2 as
a representative value from our experiments. Additionally, particle diameters in the
images vary from ⊘ ∼ 2px to ⊘ ∼ 6px. Simulations with ⊘ = 2px and ⊘ = 6px
are shown in Fig. C.2b and C.2c, respectively. While improvements could involve
diverse particle sizes and image noise, these images suffice for our objectives. They
closely resemble real PIV images in terms of particle count per interrogation window
and the dynamic range.

The next step is to obtain a quantification of the error that exists between the
simulated displacement field dLO

⊥ (y, z) and the one obtained from the PIV software
dPIV
⊥ (y, z). A velocity field vPIV

⊥ (y, z) is extracted from the simulated particle images
using the same software as the one used for our experiments. Thus, vPIV

⊥ (y, z) is
defined over a discrete grid of size ny, nz so that (y, z) = (yi, zj) where i = 1, 2, ..., ny
and j = 1, 2, ..., nz. The analysis parameters, like grid resolution and interrogation
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FIGURE C.3: Magnitude of the error in PIV displacement estimation,
E⊥(y, z), over a simulated particles snapshot (N = Nexp,⊘ = ⊘exp).
The vortex position and radius are shown by a red cross and dashed

line, respectively.

window size are kept the same to those of the experiments. The velocity field is
transformed into a displacement field following

dPIV
⊥ (y, z) = vPIV

⊥ (y, z) ∗ dt (C.5)

Next, we define E the error between the simulated field and the extracted field :

E⊥(y, z) = dLO
⊥ (y, z)− dPIV

⊥ (y, z) (C.6)

The field E⊥(y, z) obtained for a simulation where N = Nexp and ⊘ = 4.5 px is
shown in Fig. C.3. On the following we set ⊘exp = 4.5 px since this is an averaged
value of the range of sizes observed in our experiments. In the figure, the vortex
core is shown by a red dashed line. Errors in the displacement estimation are con-
centrated in regions where velocity gradients are significant, i.e. around the vortex
core. However, small regions where errors reach peak values of > 0.5 px are ran-
domly located on the field (these are shown in the figure as outlined white spots).
Upon comparison with the PIV images we find that these are regions where almost
no particles are present.

Now, we quantify the global error following two methodologies. The first con-
sists in computing the root mean squared error in all of the gridpoints (yi, zj) follow-
ing :

RMS2D(E⊥) =

[
1
ny

1
nz

ny

∑
i=1

nz

∑
j=1

E⊥(yi, zj)
2

]1/2

(C.7)

We trace RMS2D as a function of the seeding density N and as a function of par-
ticle size ⊘ in Fig.C.4a and b respectively. In Fig.C.4a, particle size is kept constant at
⊘ = ⊘exp. In Fig.C.4b, seeding density is kept constant at N = Nexp. First, we note
that the seeding density in our experiments is close to the critical value for which the
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FIGURE C.4: Global root mean squared error RMS2D(E⊥) as a func-
tion of a) seeding density N when ⊘ = ⊘exp and b) particle size ⊘

when N = Nexp.

density has little effect on the PIV error. Indeed, the simulations show that RMS2D
converges to 0.04 px for N ≥ 2 × 105 P/m2. If seeding density is reduced by a factor
of 2 (N ∼ 1 × 105 P/m2), RMS2D grows to 0.36 px which is larger by a factor of 9.
This is because the interrogation windows may contain few to no particles when N
is low. Second, we observe that PIV error evolves significantly in the range of parti-
cle size of our experiments. Indeed, RMS2D ∼ 0.2 for ⊘ = 2 px, and RMS2D ∼ 0.1
for ⊘ = 6 px. The significant error at small particle sizes could be a consequence of
"peak-locking" effect. These preliminary analysis provides a range for the particle
displacement error Udpx in the order of 0.1 to 0.2 px for our experiments.

We improve upon this result by assessing RMS as a function of the simulated
displacement magnitude dLO

⊥ , computing, for a given value d′ :

RMSd(E⊥, d′) =


[

1
ny

1
nz

∑
ny
i=1 ∑nz

j=1 E⊥(yi, zj)
2
]1/2

, if dLO
⊥ (yi, zj) = d′

0 , otherwise
(C.8)

It is seen that the error is a function of the displacement magnitude, with maxima
at both dLO

⊥ ∼ 0px and dLO
⊥ ∼ 7px, and a minima at dLO

⊥ ∼ 1.5px. We trace the
evolution of RMSd as a function of dLO

⊥ for different particle densities N in Fig.C.5.
The effect of seeding density is seen in the magnitude of RMSd at a given value of
dLO
⊥ but it does not affect the distribution of RMSE(d). For N = Nexp, a maximum

error of RMSd ∼ 0.2 px is obtained with low particle displacements dLO
⊥ < 1px.

Then, we trace the evolution of RMSd as a function of dLO
⊥ for different particle

sizes ⊘ in Fig.C.6. The effect of particle diameter on RMSd seems negligible in the
range of dLO

⊥ and ⊘ studied, except for small displacements 1 ≤ dLO
⊥ ≤ 2. In this par-

ticular region, a larger error is estimated when ⊘ ∼ 1.5 px. However, in this region,
the maximum magnitude of RMSd is in the order of 0.02 px, which is negligible with
respect to error estimated on dLO

⊥ ≤ 1 and on dLO
⊥ ≥ 2.

Based on these findings, we deduce that, given the expected seeding density and
sizes in our actual images (N ∈ [1.6 × 105, 2.3 × 105]P/m2 and ⊘ ∈ [2, 6]px), we can
estimate Udpx = f (dpx) by utilizing the results obtained for the simulations where
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FIGURE C.5: Root mean squared error on the PIV measurements as a
function of particle displacement magnitude dLO

⊥ and of seeding den-
sity N. Here, ⊘ = ⊘exp

FIGURE C.6: Root mean squared error on the PIV measurements as
a function of particle displacement magnitude dLO

⊥ and of particle di-
ameter ⊘. Here, N = Nexp

(⊘exp, Nexp). Indeed, we can consider that, for a given dpx, the variation of Udpx with
respect to the parameters N and ⊘ is small. This leads to the relationship:

Udpx(dpx) = RMSd(Nexp,⊘exp, dpx) (C.9)

Now, we incorporate these results into eq. C.2. We plot |Uv/v| as a function of the
estimated displacement d in Fig. C.7a. The magnitude of |Uv/v| is in the order of 3%
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FIGURE C.7: Evolution of measurement uncertainty : a) uncertainty
on the estimation of velocities on an artificial particle image |Uv

v | as
a function of displacement magnitude d and b) stereoscopic uncer-
tainty |Uv

v |(
√

2)−1 over a Lamb-Oseen vortex for which particle pixel
displacements range in d ∈ [0, 10] px

for most values of d, with the exception of very small displacements (d ∼ 0 px) where
|Uv/v| ∼ 15%. Then we compute |Uv/v|(d) where d follows a typical vortex profile
(see Fig. C.7b). We restrain our study to r/Rd ≤ 15 which is a conservative measure
of the maximum radius at which we analyze velocity measurements in the exper-
iments of this work. The stereoscopic aspect of our experiments is accounted for
on the in-plane displacements with the factor (

√
2)−1 following eq. C.3. Axial dis-

placements would also yield an uncertainty of tan(θ)|Uv/v|(d)√
2

= |Uv/v|(d)√
2

since for most
experiments θ = 45◦. It becomes evident that, for most of the vortex, the displace-
ment magnitude is big enough so that uncertainty is in the order of 3/

√
2 ≈ 2.1%.

Far from the vortex, this uncertainty reaches a magnitude of 5% of v. Furthermore,
we showed in sec. 3.2.2.3 that the inter-frame time dt is set on each experiment so
that the particle displacement magnitude lies in the same range of [0, 10] px for every
vortex flow, independently of the towing conditions. We deduce that, for the ensem-
ble of our vortex velocity measurements, the PIV measurement uncertainty can be
approximated to be around 2.1% in the region where the induced velocity filed of
the vortex is significant (this region can be estimated by r/Rd ≤ 13 in Fig. C.7b) and
in the order of 5% in the rest of the flow where velocity is very weak (d < 1 px).

In summary, our investigation focused on studying various sources of random
errors in measurements obtained from our PIV setup. Negligible contributions from
timing errors were observed, while magnification errors were found to be signifi-
cant, given the complex dewarping and laser alignment procedures. To quantify
displacement error uncertainty, we generated artificial particle images via numeri-
cal simulations and quantified displacement estimation errors that are related to the
use of PIV software. The results indicated that velocity measurement uncertainty
amounts to approximately 2.1% of the measured velocity magnitude, a level deemed
adequate for our purposes. Nonetheless, the effect of certain factors remained unex-
plored in this study, primarily due to time constraints. A more comprehensive study
of measurement uncertainty would require investigating the impact of the following
aspects: inclusion of out-of-plane velocities resulting from the vortex or streamwise
flow in the simulated particle images (this is particularly important in our work
due to axial flow in the vortex core); closer examination of uncertainty in regions
with significative velocity gradients, notably the core area; adjusting the simulation
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settings for varying particle size, out-of-focus effects, and camera sensor noise to
be more comparable with actual images; accounting for laser light diffusion through
water by introducing a spanwise luminosity gradient in the artificial particle images;
and a more rigorous statistical analysis of displacement errors, such as employing a
Monte Carlo-like approach involving an extensive number of simulations for each
parameter set.
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Appendix D

Method for computing the average
and standard deviation of
combined sub-populations

In this appendix we provide a detailed description of the method we employ to com-
bine the average value and standard deviation of given multiple sub-populations in
order to estimate the average value and standard deviation of the global population.

Let two different populations be

x = (x1, x2, ..., xn) (D.1)
y = (y1, y2, ..., ym) (D.2)

(D.3)

and the joint population be

z = (x1, ..., xn, y1, ..., ym) (D.4)

Tha average of population x is noted

x =
1
n

n

∑
i=1

xi (D.5)

and the biased estimator of the standard deviation of population x is noted

sx =

√
1
n

n

∑
i=1

(xi − x̄)2 (D.6)

note that s2
x is the variance of x. The mean value of the global population z can

also be expressed in terms of the means of the sub-populations x and y :

z =

n
∑

i=1
xi +

m
∑

i=1
yi

n + m
=

nx + my
n + m

(D.7)

Regarding the variance of the global population, we note

s2
z =

n
∑

i=1
(xi − z̄)2 +

m
∑

j=1
(yi − z̄)2

n + m
(D.8)
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Appendix D. Method for computing the average and standard deviation of

combined sub-populations

we can express s2
z as a function of the known variances s2

x, s2
y and means x,y and

z by decomposing the sums of squares as follows :

(xi − z̄)2 = (xi − x̄ + x̄ − z̄)2 = (xi − x̄)2 + 2(xi − x̄)(x̄ − z̄) + (x̄ − z̄)2 (D.9)

and then

n

∑
i=1

(xi − z̄)2 = ns2
x + 2(x̄ − z̄)

n

∑
i=1

(xi − x̄) + n(x̄ − z̄)2 (D.10)

The term in the middle vanishes since
n
∑

i=1
(xi − x̄) = nx̄ − nx̄. Finnaly, the expres-

sion for s2
z is

s2
z =

ns2
x + n(x̄ − z̄)2 + ms2

y + m(ȳ − z̄)2

n + m
(D.11)
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TITRE EN FRANÇAIS : Impact du chargement alaire sur les propriétés et la dy-
namique des tourbillons de sillage, une analyse en bassin hydrodynamique
RÉSUMÉ EN FRANÇAIS : L’impact des modifications dans la géométrie d’une aile sur la
dynamique des tourbillons marginaux est étudié à l’aide d’expériences en bassin hydrody-
namique. L’objectif est de comprendre si la dangerosité des tourbillons marginaux peut être
réduite grâce à une conception intelligente des ailes. L’aile de référence est rectangulaire,
l’effet des variations de la charge alaire est ensuite examiné, notamment à travers les cas
d’une configuration hypersustentée, des perturbations du bord de fuite et des ailes générant
plusieurs tourbillons. Des mesures Stereo PIV suivent le développement du sillage tour-
billonnaire depuis la phase de formation jusqu’à 300 envergures en aval. Le nombre de
Reynolds moyen basé sur la corde est de Rec = 105.

Les propriétés des tourbillons sont analysées pour en dégager une interprétation physique.
Les modifications du bord de fuite entraînent des tourbillons marginaux élargis tout en
maintenant une circulation constante. Les configurations hypersustentées, générant des
paires de tourbillons co-rotatifs, présentent un phénomène de fusion puis un effet diffusif
sur le coeur du tourbillon fusionné par rapport à la configuration de référence. Ici, une
augmentation de la circulation de jusqu’à 20% est observée en raison de la proximité des
tourbillons. En revanche, les configurations avec des tourbillons contra-rotatifs montrent un
processus de diffusion visqueuse, réduisant la circulation du tourbillon marginal.

Dans l’ensemble, ce travail démontre que la charge alaire a un impact significatif sur la
position spécifique, la force et la taille des tourbillons dans le sillage.

TITRE EN ANGLAIS : Impact of wing loading on the properties and dynamics of
trailing vortices, a water towing tank analysis
RÉSUMÉ EN ANGLAIS : The impact that span-wise shape modifications on a wing have
on the dynamics of trailing vortices is studied using towing tank experiments. The focus
is on understanding if wake hazard can be reduced through intelligent wing design. The
baseline wing is rectangular, variations in wing-loading configurations are then examined,
including high-lift loading, trailing edge disturbances and wings that generate multiple vor-
tices. Stereo PIV measurements track vortex wake development from the roll-up stage up to
300 spans downstream. The mean chord-based Reynolds number is Rec = 105.

The essential properties of the vortices are presented and analyzed to provide physical
meaning. Trailing edge shape modifications result in enlarged trailing vortices with con-
sistent circulation. High-lift wing-load configurations, generating co-rotating vortex pairs,
show a fusion phenomenon and a subsequent diffusive effect on the fused vortex core com-
pared to the baseline. An increase in circulation,up to 20%, is observed due to closer vortex
proximity. Conversely, configurations with counter-rotating vortices exhibit a viscous diffu-
sion process, reducing the circulation of the wing-tip vortex.

Overall, the present work shows that wing loading has an important impact on the spe-
cific position, strength and size of vortices in the wake.

MOTS-CLEFS : Charge aérodynamique - Tourbillons de sillage - Stabilité des tour-
billons
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