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Résumé :

Les nuages jouent un rôle important dans

le cycle de l’eau et le bilan radiatif de la Terre,

et tendent à significativement refroidir le cli-

mat. Cependant, de nombreuses incertitudes

demeurent concernant leurs rétroactions et

leur évolution dans le contexte du réchauffe-

ment climatique. Les nuages de phase mixte

représentent une part non négligeable de l’ef-

fet radiatif des nuages. Ils sont constitués

d’un mélange de cristaux de glace, de gout-

telettes d’eau surfondues et de vapeur d’eau.

Cette coexistence implique des processus com-

plexes et la fraction de liquide et de glace af-

fecte de manière significative leurs propriétés

radiatives. Cette complexité les rend difficiles

à représenter dans les modèles numériques,

introduisant des biais significatifs. Il est donc

crucial de mieux comprendre les processus

microphysiques de ces nuages pour réduire

les incertitudes des prévisions climatiques et

météorologiques.

Pour observer les nuages, il existe plusieurs

types d’instruments, tels que les sondes in

situ (au contact des hydrométéores) et les in-

struments de télédétection (observations dis-

tantes). Les radars et les lidars nous perme-

ttent d’obtenir des informations résolues en

distance et peuvent être embarqués à bord

d’avions ou de satellites, offrant ainsi couver-

tures régionale et globale. Les radars nuages

fonctionnent à des fréquences (35 et 95 GHz)

pour lesquelles la réflectivité est sensible à

la taille des particules, impliquant une réflec-

tivité plus élevée pour les grosses particules

nuageuses (les cristaux de glace) que pour les

petites particules (les gouttelettes d’eau). Les

lidars, quant à eux, fonctionnent habituelle-

ment entre 355 et 1064 nm et sont globalement

plus sensibles à la concentration des particules.

Ainsi, la rétrodiffusion lidar est plus élevée pour

les particules très concentrées, telles que les

gouttelettes d’eau. Leur synergie permet de

tirer avantage des forces et des faiblesses de

chacun pour restituer les propriétés des nu-

ages. Cependant, ces propriétés ne sont pas

directement accessibles à partir des mesures

et des algorithmes de restitution sont donc util-

isés pour relier les mesures aux propriétés mi-

crophysiques.

Cette thèse propose une nouvelle méth-

ode synergique radar-lidar dédiée à la restitu-

tion des propriétés des nuages d’eau surfon-

due, de glace et de phase mixte. Sur la base

d’une méthode existante mais dédiée unique-

ment aux nuages de glace, une nouvelle ap-

proche permettant d’inclure à la fois l’eau sur-

fondue et les situations de phase mixte a été

développée. La première étape a été d’adapter

et d’améliorer la classification servant à identi-

fier la nature des particules observées. Ensuite,

de nombreuses adaptations ont été apportées

à l’algorithme afin de restituer séparément les

propriétés des cristaux de glace et de l’eau sur-

fondue. Cette approche est basée sur les sen-

sibilités différentes du radar et du lidar vis-à-vis

des deux types d’hydrométéores : les cristaux

de glace dominent le signal radar tandis que

l’eau surfondue domine le signal lidar.

Afin d’évaluer cette nouvelle méthode, les

restitutions sont comparées à des mesures in

situ, provenant d’observations colocalisées et

de la littérature. La première étude compare

les restitutions obtenues à partir des données

satellites CloudSat-CALIPSO avec des mesures

in situ aéroportées colocalisées. Cette étude

montre que les restitutions radar-lidar suivent

les mêmes tendances que les mesures in situ

et fournissent des résultats prometteurs avec

un pourcentage d’erreurmoyen de 49%pour le

contenu en eau liquide et 75 % pour le contenu

en glace et ce malgré des échelles de mesures

différentes et une colocalisation imparfaite. La

méthode développée est également appliquée

aux plateformes aéroportées française et alle-

mande RALI et HALO. Les premiers résultats

sont prometteurs et les données in situ colo-

calisées obtenues lors de campagnes récentes

pourront être utilisées pour évaluer davantage

l’algorithme et améliorer son paramétrage.
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Abstract: Clouds play an important role in the

Earth’s water cycle and radiation balance, and

tend to cool the climate significantly. However,

there are still many uncertainties about their

feedbacks and their evolution in the context

of global warming. In particular, mixed-phase

clouds account for a considerable proportion of

the cloud radiative effect. They are composed

of a mixture of ice crystals, supercooled water

droplets and water vapor. This coexistence in-

volves complex processes and the fraction of

liquid and ice significantly affects their radiative

properties. This complexity makes them diffi-

cult to represent in numericalmodels, which in-

troduces significant biases. For this reason, it is

crucial to better understand the microphysical

processes of these clouds to reduce the uncer-

tainties in climate and weather forecasts.

To observe clouds, several instrument

types exist, such as in situ probes (in direct con-

tact with the hydrometeors) and remote sens-

ing instruments (remote observations). Radar

and lidar allow us to obtain distance-resolved

information. They can be deployed onboard

aircraft or satellites, providing regional and

global coverage. Cloud radars operate at fre-

quencies (35 and 95 GHz) at which the reflectiv-

ity is sensitive to particle size, implying higher

reflectivity for large cloud particles (ice crystals)

than for small particles (water droplets). Lidars,

on the other hand, usually operate between

355 and 1064 nm and are generally more sensi-

tive to particle concentration. As a result, lidar

backscatter is higher for highly concentrated

particles, such as water droplets. Their synergy

allows us to take advantage of the strengths

and weaknesses of each instrument to retrieve

cloud properties. However, these properties

are not directly accessible frommeasurements

and retrieval algorithms are therefore used to

relate measurements to microphysical proper-

ties.

This thesis proposes a new radar-lidar syn-

ergistic method dedicated to retrieve super-

cooled water, ice and mixed-phase cloud prop-

erties. Based on an existing method dedicated

solely to ice clouds, a new approach has been

developed to include both supercooled water

and mixed-phase situations. The first step was

to adapt and improve the classification used

to identify the nature of the observed parti-

cles. Next, numerous adaptations have been

applied to the algorithm to retrieve separately

ice crystals and supercooled water properties.

This approach is based on the different sensi-

tivities of radar and lidar to the two types of

hydrometeors: ice crystals dominate the radar

signal while supercooled water dominates the

lidar signal.

To assess this new method, the retrievals

are compared to in situmeasurements from co-

located observations and the literature. The

first study compares retrievals from CloudSat-

CALIPSO satellite datawith collocated in situ air-

borne measurements. This comparison shows

that the radar-lidar retrievals follow the same

trend as the in situ measurements and pro-

vide promising results with mean percent er-

ror of 49 % for liquid water content and 75 %

for ice water content, despite the quite differ-

entmeasurement scales and imperfect colloca-

tion. Additionally, this has been applied to the

French and German airborne platforms RALI

andHALO. These first results are promising and

the collocated in situ data collected during re-

cent campaigns can be used to further assess

the algorithm and improve its parameteriza-

tion.
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Introduction

Context

Water is an omnipresent chemical compound on Earth, and is continu-

ously in motion. Such perpetual movement, called the water cycle, is possi-

ble thanks to the transfers generated by the five elements constituting the

Earth’s climate system and interacting with each other: the lithosphere, the

biosphere, the cryosphere, the hydrosphere and the atmosphere. Wepresent

in Figure 1 a scene showing each of these elements and we describe them in

the next paragraphs.

Figure 1: Earth’s climate system components (fromMetOffice Website - What

is Climate? - with added name of the five elements)

The lithosphere, i.e. the Earth’s crust (continental and oceanic) and upper

mantle, plays an important role in the Earth’s thermal balance. It emits heat

through infrared radiation, which remains partially trapped on Earth due to

the greenhouse effect. In addition, it is a major source of aerosols that will

be released into the air and will interact with water vapor to form clouds. The

biosphere represents all living organisms as well as their living environments.

11
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It influences the atmosphere composition by absorbing and releasing green-

house gases in the form of carbon dioxide and water vapor. The cryosphere,

e.g. glaciers, snow surface, sea ice and permafrost, reflects solar energy due

to its high albedo. When it melts, it brings water into the oceans and the

albedo decreases, which modifies its radiative impact. The hydrosphere, e.g.

the oceans, brings water into the air through evaporation. Ocean currents

from the equator to the poles generate heat transport and have a regulating

effect on the climate system. The atmosphere is the gaseous envelope sur-

rounding the Earth and is composed, for dry air and by volume, of 78.08 %
nitrogen (N2), 20.95 % oxygen (O2), 0.93 % argon (Ar), 420 ppmv carbon diox-

ide (CO2) and other gases in small amounts. The atmosphere also contains

water vapor (H2O), whose quantity varies significantly locally and represents

about 0.25 % of the atmosphere’s total mass. When it condenses into a liquid

or solid phase, this water forms clouds, covering about 67 % of the sky (King

et al. 2013)

Consequently, each climate system element contributes to cloud forma-

tion, which partially absorb and reflect solar and terrestrial energy. The

Earth’s energy budget is the balance between incoming (mostly from the Sun),

absorbed, reflected and outgoing energy from the climate system. Conse-

quently, clouds play a significant role in the Earth’s energy budget but also in

the water cycle (Stephens 2005). The impact of clouds on the energy budget is

quantified by the the Net Cloud Radiative Effect (CRE) which is the difference

between Earth’s radiative heating for average cloud conditions and clear sky

condition (Ramanathan et al. 1989). Negative CRE indicates that clouds lead to

energy loss in the climate, inducing a cooling effect, and the opposite for posi-

tive CRE. The Figure 2 represents theNet CRE on Earth averaged over one year

and is provided by the Clouds and the Earth’s Radiant Energy Systems (CERES,

Loeb et al. 2018) satellite data. We can see that the spatial distribution differs

according to the region of the globe, with for example a positive CRE (warming

effect) in Antarctica and North Africa and a negative CRE (cooling effect) over

the oceans. The global average CRE is −19 W.m−2, meaning that clouds cools

significantly the Earth climate.

However, the atmospheric composition is currently changing due to hu-

man activities, affecting the radiative properties of clouds. Consequently, the

cooling effect of clouds on Earth’s radiation budget is also affected. This phe-

nomenon is referred as cloud feedback and most current scientific studies

indicate that clouds tend to amplify the global warming, with a positive cloud

feedback of +0.6 W.m–2.°C–1 (−0.2 to +2.0 W.m–2.°C–1, Boucher et al. 2013).
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Figure 2: Net Cloud Radiative Effect from CERES. Average values between

2000 and 2015 (Credit: NASA)

The current situation concerning climate change strongly impacts our so-

ciety (IPCC 2022), notably due to the increasing frequency and intensity of

extreme temperatures, droughts, severe precipitation, flooding and tropical

cyclones (Clarke et al. 2022). Weather and climate forecasts are therefore im-

portant to understand and predict respectively short and long term events.

However, climate and weather prediction models still have lack of knowl-

edge in some situations and scenarios where clouds remain one of the main

sources of uncertainty, due to a lack of understanding of the key processes

controlling their life cycle, their macrophysical and microphysical properties.

Problematic

Among all cloud types, mixed-phase clouds account for a significant pro-

portion of the CRE (20 %, Matus and L’Ecuyer 2017). These clouds occur at

all latitudes and more frequently at mid- and high-latitudes (Choi et al. 2010;

Shupe 2011), reflecting efficiently solar energy back to space, and consist of

a coexisting mixture of three phases of water: ice crystals, supercooled liq-

uid droplets and water vapor at temperatures between −40°C and 0°C. This
coexistence implies complex formation processes, such as primary ice nucle-

ation (Meyers et al. 1992), secondary ice production (Field et al. 2017; Kanji et
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al. 2017) and ice deposition (Meyers et al. 1992), and growing processes, such

as theWegener–Bergeron–Findeisen (WBF) process (Wegener 1911; Bergeron

1935; Findeisen 1938), water vapor deposition (Song and Lamb 1994), aggre-

gation (Hobbs et al. 1974) and riming (Hallett and Mossop 1974). Since liquid

droplets and ice crystals influence the shortwave and longwave radiation dif-

ferently (Matus and L’Ecuyer 2017), the fraction of liquid and ice particles will

significantly affects the radiative properties of mixed-phase clouds, altering

the radiative balance of the Earth’s atmospheric system. Moreover, all these

processes are difficult to represent in numerical models (Morrison et al. 2008,

2012) and mixed-phase clouds that are not well represented in models can

introduce significant biases, such as a misrepresentation of the cloudy state

(Pithan et al. 2014). For that reason, it is crucial to have information onmixed-

phase cloud microphysics in order to reduce the uncertainties in climate and

weather prediction.

Observing clouds is the key to obtaining information about them. For this,

it is necessary to use instruments designed for cloud observation, i.e. sen-

sitive to cloud properties. Two options are available: in situ measurements,

where probes come into contact with cloud particles to sample them, and re-

mote sensing instruments, which measure the radiation emitted or scattered

by cloud particles from a distance. In situ measurements enable the analy-

sis of a specific small volume, especially inside clouds, while remote sensing

instruments can analyze entire range profiles of clouds. Remote sensing is

generally less detailed than in situ, but allows a more global analysis of clouds

and the processing of a larger number of cases. Remote sensors can be split

into two categories: passive remote sensing, which directly measures the ra-

diation emitted or scattered by the object, and active remote sensing, which

sends energy to the target and measures the energy reflected or backscat-

tered by the target. Active remote sensing instruments can then probe inside

clouds, while passive remote sensors provide integrated information on the

atmospheric column. Radar (RAdio Detection And Ranging) and lidar (Light

Detection And Ranging) are two instruments that use electromagnetic radi-

ation as an energy source to observe clouds. Each instrument has its own

characteristics and a specific sensitivity that depends notably on the instru-

ment wavelength. With a wavelength between 355 nm and 1064 nm, the li-

dar attenuated backscatter 𝛽𝑎 [m
−1.sr−1] is more sensitive to the concentra-

tion of air molecules, hydrometeors and can detect small cloud particles and

aerosols. However, this signal can be attenuated or extinguished by highly

concentrated particles and cannot give information below this cloud layer. On

the other hand the radar reflectivity 𝑍 [dBZ] at typical wavelength for cloud

radars, at 35GHz or 95GHz, ismore sensitive to the particle size and the signal

can penetrate thick clouds (Delanoë et al. 2013; Cazenave et al. 2019).
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Figure 3: CALIOP lidar attenuated backscatter at 532 nm a) and CPR radar

reflectivity at 95 GHz b) on 1st January 2008. Both panels share the same

abscissa axes (time and latitude). The dark blue box reveal the ice cloud

seen by both instrument. Data from DARDAR-MASK V2.23 products, https:
//www.icare.univ-lille.fr/, orbit ID: 2008001002019_08922

Radar and lidar can be ground-based, allowing clouds to be observed from

below, or on board an aircraft or satellite, allowing large-scale cloud probing

with vertical profiles seen from above. Airborne and spaceborne platforms

are useful to detect the mixed-phase layer at cloud top, which is typically the

case in arctic boundary layer clouds (Gayet et al. 2009; Mioche et al. 2017). On

one hand, in mixed-phase clouds, the lidar is more sensitive to highly concen-

trated liquid droplets and gives a strong backscatter signal. On the other side,

the radar reflectivity of liquid droplets is less strong than the reflectivity of ice

crystals. Both instruments complement each other thanks to their different

sensitivities. The Figure 3 shows an example of supercooled water layer and

mixed-phase clouds detected by (panel a)) the Cloud-Aerosol Lidar with Or-

thogonal Polarization (CALIOP) onboard the Cloud Aerosol Lidar and Infrared

Pathfinder Satellite Observations satellite (CALIPSO, Winker et al. 2003) and

(panel b)) the Cloud Profiling Radar (CPR) onboard the Cloud Satellite (Cloud-

Sat, Stephens et al. 2002). In the upper panel, we can see the strong backscat-

ter signal (red color, above 10−4 m−1.sr−1) coming from the detection of su-

percooled droplets and indicated by three black boxes. In the lower panel,

for the box 1, the radar signal is very low revealing the lack of ice crystals

over a large part of the supercooled water layer detected by the lidar. For

the two other boxes, the radar signal indicates ice crystals and consequently

mixed-phase. As a result, these measurements can be used to retrieve mi-

15

https://www.icare.univ-lille.fr/
https://www.icare.univ-lille.fr/


crophysical cloud properties such as the visible extinction 𝛼, the ice and liquid

water contents (IWC and LWC), effective radius of the particles 𝑟𝑒 and the total

number concentration 𝑁𝑡. To achieve this, dedicated retrieval algorithms are

required.

Lidar-radar synergistic methods were first proposed by Intrieri et al. 1993,

Donovan and Lammeren 2001, Tinel et al. 2005 and Mitrescu et al. 2005 to

retrieve ice clouds properties where both instrument overlap. Algorithms as

2C-ICE (Deng et al. 2010) and VarCloud (Delanoë and Hogan 2008) were later

developed to retrieve ice clouds properties all along the instruments profile

using CPR onboard CloudSat, CALIOP onboard CALIPSO and additionally ra-

diometers for VarCloud. For the Earth Clouds, Aerosols and Radiation Ex-

plorermission (EarthCARE, Illingworth et al. 2015), which is planned for launch

in 2024, the unified synergistic retrieval algorithm CAPTIVATE (Mason et al.

2022) uses the ATmospheric LIDar (ATLID), the Cloud Profiling Radar (CPR) and

the Multi-Spectral Imager (MSI) to retrieve clouds, precipitations and aerosols

properties.

Thesis contributions

This thesis is dedicated to mixed-phase cloud observation and the devel-

opment of a new synergistic radar-lidar method to retrieve cloud properties.

For this, I propose to extend the variational method VarCloud to simultane-

ously retrieve the microphysical properties of mixed-phase clouds, ice clouds

and supercooled water clouds using airborne or satellite radar and lidar syn-

ergy. As a result, it is possible to retrieve simultaneously the visible extinction

for ice 𝛼ice and liquid 𝛼liq particles [m
−1], the ice and liquid water contents IWC

and LWC [g.m−3], the effective radius of ice 𝑟𝑒,ice and liquid 𝑟𝑒,liq particles [µm]

and the ice and liquid number concentrations 𝑁ice and 𝑁liq [m
−3]. In addition,

total extinction 𝛼tot, total water content TWC and total number concentration

𝑁tot can also be estimated. The method I propose, named VarPy-mix, relies

on the following assumptions to retrieve the mixed-phase:

- The supercooled liquid droplets dominate the lidar measurements:

the liquid droplets are more concentrated than ice crystals and give

a stronger lidar backscatter signal since the lidar is more sensitive to

highly concentrated particles;

- The ice crystals dominate the radar measurements: ice crystals are

larger than liquid droplets and give a stronger radar reflectivity signal

since the radar is sensitive to the particle size.
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These assumptions are reasonable, but in reality, the signal from each

instrument is affected by the presence of the two hydrometeors. As a result,

the synergy is partial for each phase of the mixed-phase and the retrievals

rely strongly on a priori values determined from in situ measurements.

VarCloud has been improved over the years with new parameterizations

(Ceccaldi 2014; Cazenave et al. 2019) and is currently named VarPy-ice. Both

VarPy-ice and VarPy-mix were written in Python3 during this thesis, which

makes them flexible and allow them to be applied to multiple airborne and

spaceborne platforms, presented in Table 1 (planned for EarthCARE). As a

starting point, VarPy-mix was first developed with CloudSat and CALIPSO in-

struments datasets. These data have a large, robust and proven classification

algorithmic statistics as well as existing cases of collocation with in situ mea-

surements. With Frédéric Tridon 1, Guillaume Mioche 2 and Olivier Jourdan 2,

we compared VarPy-mix retrievals (CloudSat-CALIPSO data) with in situ data

from the ASTAR campaign. This study constitutes the subject of a scientific

paper submitted to the Atmospheric Measurement Techniques Journal and

the results are presented in chapter 4.

Table 1: Radar-lidar airborne and satellite platforms with some instru-

ment specifications.

Platform
RADAR LiDAR

Name Frequency Doppler Name Wavelengths HSR

RALI RASTA 95 GHz 3 LNG 1064, 532, 355 nm 355 nm

HALO MIRA-35 35 GHz 3 WALES 1064, 935, 532 nm 532 nm

ER-2 CRS 94 GHz 3 CPL 1064, 532, 355 nm 7
A-Train CPR 94 GHz 7 CALIOP 1064, 532 nm 7

EarthCARE CPR 94 GHz 3 ATLID 355 nm 355 nm

Additionally, I took part in four measurement campaigns duringmy thesis

with various objectives:

- Ice-Genesis - from 18th to 30th January 2021, Dijon (France): increasing

scientific knowledge about snow and improve 3D simulation of icing in

aeronautics.

- CADDIWA - from 8th to 24th September 2021, Espargos (Sal, Cape

Verde): observation of the interaction between cloud, atmospheric dy-

namics and aerosols.

1DIATI, Politecnico di Torino, Turin, Italy
2Laboratoire de Météorologie Physique, OPGC, Aubière, France
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- HALO-(AC)3 - from 6th March to 15th April 2022, Kiruna (Sweden): quasi-

Lagrangian observations of air mass transformation processes during

southern transports.

- RALI-THINICE - in August 2022, Longyearbyen (Svalbard, Norway):

studying the dynamics of Arctic cyclones as well as their interactions

with cloud microphysics (particularly mixed-phase) and sea ice.

During these campaigns, I operated several instruments (RASTA, BASTA and

MIRA35 radars, the radiometers of HAMP and in situ probes) onboard three

aircraft (the SAFIRE’s ATR42, the SAFIRE’s Falcon20 and the HALO). In addi-

tion, to ensure the monitoring of instruments (start-up, data saving, decision-

making, problem resolution), scientific information was communicated and

shared with other crew members, in particular the mission PI. After the CAD-

DIWA, HALO-(AC)3 and RALI-THINICE campaigns, I processed the radar-lidar

data with VarPy. Consequently, the RALI and HALO platforms were integrated

into the new version of the algorithm.

As part of a collaborationwith StephenNicholls34 and AndrewHeymsfield5,

an intercomparison study (blind test) of VarPy-ice and 2C-ICE radar-lidar inver-

sion methods was carried out using data from the IMPACTS campaigns. This

collaboration led to the submission of a paper to the JTECH journal. The data

used in this study is from the Cloud Radar System (CRS) and Cloud Physics

Lidar (CPL) instruments from the ER-2 platform. A new instrumental platform

has therefore been integrated into the algorithm VarPy.

Document organization

In this manuscript, we present the scientific knowledge needed to under-

stand the challenge of studying mixed-phase clouds, as well as the proposed

solutions. The paper is organized into five chapters as follows:

Chapter 1 - Clouds and their impact on the climate: this first chapter

contains the scientific knowledge needed to understand the importance of

studying clouds, especially mixed-phase clouds. The first section of the chap-

ter introduces the composition and the different types of clouds. I further

describe the cloud particle microphysical properties that can be used to de-

scribe a given cloud volume. A second section is dedicated to the interaction

between clouds and radiations, and the way clouds interact with the Earth’s

water cycle and the radiation balance.

3Science Systems and Applications, Inc. Greenbelt, MD
4NASA Goddard Space Flight Center, Greenbelt, MD
5National Center for Atmospheric Research, Boulder, CO
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Chapter 2 - Instrumentation for cloud observation: this three-parts

chapter describes the different approaches for studying clouds. The first part

is dedicated to various in situ instruments. The second part focuses on passive

and active remote sensing, particularly radar and lidar. A subsection is also

devoted to explaining how radar-lidar synergy works and its benefits. The last

part of the chapter describes five existing radar-lidar spaceborne or airborne

platforms.

Chapter 3 - Method to retrieve mixed-phase clouds with radar-lidar

measurements: this third chapter presents the variational method VarPy-

mix. The first section introduces the inverse problem and the variational

method principle. I detail the ice cloud property retrieval algorithm, VarPy-

ice, on which our retrieval method is based. The second section is dedicated

to the classifications used by retrieval algorithms to identify the hydromete-

ors. The last section aims to describe in detail the VarPy-mix algorithm, espe-

cially the various modifications implemented to retrieve supercooled water

and mixed-phase clouds with radar and lidar measurements.

Chapter 4 - Application on several platforms and comparison to in situ

measurements: in the last chapter the results of VarPy-mix applied to dif-

ferent mixed-phase cases are presented. The first part analyses a collocated

case where in situmeasurements were taken under the trajectory of CloudSat

and CALIPSO satellites. A comparison is made between VarPy-mix retrieved

properties and the in situ measurements (extinctions and water contents).

Next, two other mixed-phase cases from recent field campaign are retrieved

by VarPy-mix. A comparison with in situ data from literature is presented in

a dedicated subsection. The last section summarizes a study that compares

the VarPy-ice algorithm retrieving ice cloud properties with another retrieval

algorithm and in situ measurements.

Conclusion: this document concludes by summarizing all the work

achieved during this thesis and by offering an opening through work perspec-

tives.

The List of Figures is provided on page 242 and the List of Tables on page

244. The list of used acronyms is available on page 256 and the list of scientific

notations on page 252. The references can be found on page 286.
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1.1 . What is a cloud?

1.1.1 . Clouds formation and classification

Most of the water vapor (99 %) of the atmosphere is located in the tropo-

sphere and constitutes 0.3 to 0.4% of the gases in this region (Reichle 2023).

When the relative humidity of an air mass exceeds the saturation threshold,

water vapor can condense into water droplets or be transformed into ice crys-

tals by deposition nucleation. For these processes to occur, Cloud Conden-

sation Nuclei (CCN) and Ice Nucleating Particle (INP) (Vali et al. 2015) are re-

quired to form droplets and crystals respectively. These condensation and

nucleation products from water vapor are called hydrometeors.

The Figure 1.1 summarizes and illustrates the different processes of ice nu-

cleation. Between 0 and −38°C, liquid droplets can form ice crystals by im-

mersion, condensation or contact freezing (Kanji et al. 2017). These processes

are categorized as heterogeneous freezing. At these temperatures and when

they contain very few impurities, liquid droplets can stay in metastable state

and are called supercooled water droplets. Below −38°C, these supercooled

droplets freeze into ice without INP. This phenomenon, called the homoge-

neous freezing, is less common than heterogeneous freezing below 140 % of

relative humidity with respect to ice (Kanji et al. 2017).

Figure 1.1: Diagram of ice nucleation processes (from Kanji et al. 2017).
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The various processes involved in hydrometeors formation result in a wide

variety of clouds. Howard 1803 classified clouds and splits this classification

into three main parts - cirrus, stratus and cumulus - as well as intermediate

cloud types such as cirrocumulus and cirrostratus. Since, the World Meteoro-

logical Organization takes this classification to recognized now tenmain cloud

type groups, called genera, illustrates by Figure 1.2 and are the following:

- Low level clouds, up to 2 km, mainly composed of liquid droplets: Stra-

tocumulus (Sc), Stratus (St) and Cumulus (Cu)

- Mid level clouds, between 2 and 6 km, composed of both ice crystals

and liquid droplets: Altocumulus (Ac), Altostratus (As) and Nimbostra-

tus (Ns)

- High level clouds, above 6 km, mainly composed of ice crystals: Cirrus

(Ci), Cirrocumulus (Cc) and Cirrostratus (Cs)

- Multi-level clouds, up to 21 km, composed of ice crystals at the top and

liquid droplets at low altitude: Cumulonimbus (Cb)

In addition to these ten genera, two other classification levels, called species

and varieties, offer the possibility to create a hundred or so combinations to

classify clouds. There are fourteen species that classify clouds according to

their shape and internal structure. Then, nine varieties describe the arrange-

ment of the clouds and their transparency. The classification is constantly

evolving and the new variety Volutus has recently been added. Supplemen-

tary features are also used to classify clouds and some clouds are categorised

as “special clouds”.

More generally, clouds are classified according to their vertical structure,

which is linked to the air stability. When conditions are stable, the airmass has

difficulty extending in a vertical direction and consequently spreads homoge-

neously horizontally. Theses conditions form stratiform cloud. In some cases,

the cloud base is very low, even touching the ground and forming fog. On the

contrary, when the conditions are unstable, with turbulence and convection,

cumuliform clouds are formed. They extend more vertically than horizontally

and have convective cells distinguishable by their high relief.

After their formation, clouds can dissipate by evaporation, i.e. when the

water returns as vapor to the atmosphere due to a temperature rise, or by

precipitation. When the particles become so heavy that upward air move-

ments can no longer keep them suspended in the cloud, precipitation fall

from the clouds. Sometimes precipitation evaporates before even touching
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Figure 1.2: Illustration of the 10 genera, Cloud spotting guide (fromMetOffice).

the ground and the trail formed is called virga. Precipitation can be liquid

(rain, drizzle), solid (snow, ice pellets, hail) or a mixture of both. Droplets be-

come larger by coalescence, i.e. when two small droplets merge to form a

larger droplet. Ice crystals can also merge to form larger crystals through the

aggregation process. The Wegener–Bergeron–Findeisen (WBF) process (We-

gener 1911; Bergeron 1935; Findeisen 1938) allows ice crystals to expand, at

the expense of supercooled water droplets. Indeed, below 0°C the ambient

vapor pressure is lower than the saturation vapor pressure over water, which

implies liquid droplets evaporation. Then, the water vapor forms ice crystals

through vapor deposition, as the ambient vapor pressure is higher than satu-

ration vapor pressure over ice. This process enables precipitation, especially

in supercooled clouds, and allows the formation of mixed-phase clouds.
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1.1.2 . Supercooled water and mixed-phase clouds

The mixed-phase is a coexisting mixture of three water phases at temper-

atures between −40 and 0°C: ice crystals, supercooled liquid droplets and

water vapor. This coexistence implies complex formation processes, such as

primary ice nucleation (Meyers et al. 1992), secondary ice production (Field et

al. 2017; Kanji et al. 2017) and deposition nucleation (Meyers et al. 1992), as

well as growing processes, such as the Wegener–Bergeron–Findeisen (WBF)

process (Wegener 1911; Bergeron 1935; Findeisen 1938), water vapor depo-

sition (Song and Lamb 1994), aggregation (Hobbs et al. 1974) and riming (Hal-

lett and Mossop 1974). Mixed-phase occurs in several type of clouds at all

latitudes and more significantly at mid- and high-latitudes (Choi et al. 2010;

Shupe 2011).

The Figure 1.3 (fromKorolev et al. 2017) illustrates the distribution ofmixed-

phase within different types of clouds. In wave clouds (altocumulus, Figure

1.3 a), liquid droplets and ice crystals are formed in the upwind section of

the clouds, by droplet formation with CCN, ice deposition on INP and droplet

freezing (Baker and Lawson 2006; Field et al. 2012). In frontal clouds (cirro-

stratus and nimbostratus, Figure 1.3 b), the mixed-phase is formed inside ice

cloud by the creation of water droplets caused by Kelvin-Helmholtz instability

(Field et al. 2014) - when two fluids that are thermally stable are superposed

andmove at different speeds at their interface. In boundary layer clouds (stra-

tus and stratocumulus, Figure 1.3 c), the WBF process plays an important role

for mixed-phase formation and maintenance. The hydrometeors form, grow

and evaporate by cycles. As the liquid droplets evaporate at the cloud base,

the mixed-phase layer is at the top of the cloud and the ice crystals at the

base. When the mixed-phase layer is inside the cloud, its lifetime does not

exceed 10 to 20 minutes, since the difference of water vapor saturation over

ice and liquid makes the mixed-phase condensationally unstable. However,

for boundary layer mixed-phase clouds, the lifetime of the mixed-phase can

persist for hours or even days (Morrison et al. 2012; Korolev et al. 2017). In

deep convective clouds (cumulonimbus, Figure 1.3 d), the mixed-phase layer

is inside the cloud, where the temperature is between 0 and −40°C. Verti-

cal flows will determine the formation and lifetime of the mixed-phase layer.

More information on the processes within the different cloud types can be

found in Korolev et al. 2017.

The presence and proportion of supercooled water in these clouds implies

interactions with solar and Earth radiation that are different from those of

other cloud types (Matus and L’Ecuyer 2017). Better understanding of mixed-

phase clouds is important to improve their representation in models, whose
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Figure 1.3: Illustration of mixed-phase (blue area) formation in a) wave clouds

(Ac), b) frontal clouds (Cs, Ns), c) boundary layer clouds (St, Sc) and d) deep

convective clouds (Cb) (from Korolev et al. 2017).

current uncertainty includes significant biases in climate and weather fore-

casts and radiation surface calculation (Ricaud et al. 2020). For this, it is nec-

essary to characterize them, in particular through their microphysical and op-

tical characteristics, presented in the following subsections.

1.1.3 . Ice crystals and liquid droplet shape

The average size for cloud droplets is approximately 20 µm while it is ap-

proximately 2 mm for raindrops (Pruppacher 1997). Their shape depends

on the size and is spherical for cloud droplet and a slightly flattened sphere

at the bottom for raindrop, that gradually flattening out as the droplet gets

larger. Consequently, the shape of these drops is basic and relatively simple

to represent in microphysical models. On the contrary, ice crystal shape can

be very complex and can be composed of different types of simple or com-

posite crystals. The Figures 1.4 a) to f) show image of some ice crystals. When

they form, the crystals are small and often take the form of hexagonal prisms.

This phenomenon is explained by the crystalline structure of water, which is

hexagonal due to the angle between the hydrogen and oxygenmolecules. Ice

crystal then expands at the corners to form branches. This hexagonal struc-

ture is clearly observed in panels a) to c) for plate and dendrite crystals.

26



Figure 1.4: Photography of different ice crystals, from Libbrecht 2005. Panel

a): Simple plate crystal, 1.4 mm from tip to tip. Panel b): More complex plate,

2.1 mm from tip to tip. Panel c): Multibranched stellar dendrite, 3.0 mm from

tip to tip. Panel d): Simple hexagonal column, 0.45 mm. Panel e): Needle

crystals, the largest is 1.1 mm long. Panel f): Capped column crystal, 0.6 mm

long.

The variety of ice crystal shapes depends on temperature and humidity and

this is shown in Figure 1.5. On one hand, temperature determines whether

the crystal will be platelike or columnar. Plates and dendrites form down to

around −3°C and then between −10 and −22°C. Columnar crystals like nee-

dles and hollow columns exist between −3 and −10°C. Below −22°C, plates
and columns shapes coexist. On the other hand, the humidity affects the

complexity of crystal structure. For example, needles are more likely to be

found with a higher supersaturation relative to ice than solid prisms and the

same applies to complex stellar dendrites compared to solid and thin plates.

For mixed-phase clouds, Lawson et al. 2001 and Fleishauer et al. 2002 have

shown that ice crystals come in a wide variety of shapes (e.g. regular sphere,

columns, plates, aggregates).

However, during their formation and evolution in nature, ice crystals are af-

fected by variations in temperature and humidity, resulting in irregular crystal

shapes and, consequently, optical properties that differ from those of individ-

ual ice crystals. There are three main processes involved in the development

of ice crystals:
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1. Growth of ice crystal by deposition of water vapor onto the crystal sur-

face. Atmospheric conditions (temperature and ice supersaturation)

determine the growth rate and consequently the ice crystal shape.

2. Riming process involves the agglomeration of supercooled water

droplets onto the ice crystals surface. These droplets nucleate and

freeze during this process, increasing the mass and size of the crystal.

3. Aggregation is the process of ice crystals sticking together. At negative

values close to 0°C, ice crystals have a high adhesive capability and in-

crease the probability of cohesion between two colliding ice crystals.

Figure 1.5: Diagram of various crystal shapes depending on water vapor su-

persaturation relative to ice and temperature, from Libbrecht 2005. The black

line shows the supercooled water supersaturation limit, as it might be found

in a dense cloud. The temperature axis is decreasing.

The hydrometeor size and shape influence other microphysical and optical

properties, described in the next subsection.
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1.1.4 . Clouds optical and microphysical variables

Studying cloud properties requires to consider volumes describing cloud

parcels. In cloud microphysics, the use of a Particle Size Distribution (PSD)

- or Droplet Size Distribution (DSD) for liquid droplets - is very popular and

represents the particles number concentration 𝑁 [m−3] as a function of the

particle maximum dimension 𝐷 [m], noted 𝑁(𝐷). This allows to convert in-

formation concerning a given particle diameter into information concerning a

volume and to average optical andmicrophysical hydrometeors properties in

a volume. Consequently, ice and liquid water contents IWC and LWC [g.m−3],

which depend on the particle number and size, can be expressed as a function

of 𝑁(𝐷) and are defined following Equations 1.1 and 1.2 respectively:

IWC = ∫
∞

0
𝑁(𝐷)𝑀(𝐷)d𝐷 (1.1)

LWC = ∫
∞

0
𝑁(𝐷)𝑀(𝐷)d𝐷 (1.2)

where 𝑀(𝐷) is the particle mass as a function of 𝐷.

In addition, the extinction coefficient 𝛼 [m−1] can be expressed as a function

of the PSD as follows:

𝛼 = ∫
∞

0
𝜎ext(𝐷)𝑁(𝐷)d𝐷 (1.3)

where 𝜎ext [m
2] is the extinction cross section, which describes the probability

for a photon to be absorbed or scattered (explained in Section 1.2.2). At visible

wavelength, the absorption by hydrometeors can be neglected. In this case,

the cross section 𝜎ext is the product of the scattering efficiency 𝑄sca = 2 (ge-

ometric limit assumption, see Section 1.2.2.3) and the particle area as a func-

tion of its diameter 𝐴(𝐷) [m2]. The visible extinction is consequently given

by:

𝛼 = 2 ∫
∞

0
𝑁(𝐷)𝐴(𝐷)d𝐷 (1.4)

The visible extinction coefficientwill be referred as the extinction in this thesis.

Following this, the extinction depends on the concentration of particles in

cloud and is stronger for small, highly concentrated particles than for larger,

less concentrated particles. By integrating the extinction over a distance be-

tween two points 𝑙1 and 𝑙2, it is then possible to define the optical depth 𝛿. This
dimensionless variable can quantify the reduction of light passing through an

atmospheric layer and is given by:

𝛿 = ∫
𝑙2

𝑙1
𝛼(𝑙)d𝑙 (1.5)
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Additionally, the optical depth is correlated to the transmittance of the mate-

rial 𝜏 by Equation 1.6:

𝜏 = 𝑒−𝛿 (1.6)

Finally, the effective radius 𝑟𝑒 [m] is also related to the PSD and is defined as

the weighted average value of the cloud particle radius. It can be expressed

as the ratio between the third to the second moment of the PSD and is math-

ematically given by Equation 1.7

𝑟𝑒 =
1
2

∫∞
0 𝑁(𝐷)𝐷3 d𝐷

∫∞
0 𝑁(𝐷)𝐷2 d𝐷

(1.7)

Taking into account non-spherical shapes of ice crystals, the ice effective ra-

dius 𝑟𝑒,ice can be written as a function of IWC and the ice extinction 𝛼ice (Equa-

tion for ice particles), given by (Foot 1988):

𝑟𝑒,ice =
3
2
IWC

𝜌𝑖𝛼ice

(1.8)

where 𝜌𝑖 is the density of ice, equals to 917 kg.m−3 at 0°C.

The same can be applied to water droplets to determine a relationship be-

tween liquid effective radius 𝑟𝑒,liq, LWC and the liquid extinction 𝛼liq (Equation

for water droplets) as follows:

𝑟𝑒,liq =
3
2
LWC

𝜌𝑖𝛼liq

(1.9)

where 𝜌𝑤 is the density of water, equal to 1000 kg.m−3 at 4°C.

Typically, the PSD is best described by a gamma function, given by Equation

1.10:

𝑁(𝐷) = 𝑁0𝐷𝜇𝑒−Λ𝐷 (1.10)

where 𝑁0 is the intercept parameter, Λ is the slope parameter, 𝜇 is the shape

parameter of the gammadistribution and𝐷 is themaximumdimension of the

particle, found as theminimumdiameter of a circle that completely covers the

two dimensional particle image.

Furthermore, the “normalized PSD” formalism has been proposed by Tes-

tud 2001, Delanoë et al. 2005 and Field et al. 2005 and consists in scaling both

concentration and diameter axes so that the PSD can be independent from
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the water content WC and themean volume-weighted diameter 𝐷𝑚. The nor-

malization can then be expressed as follows:

𝑁(𝐷) = 𝑁∗
0𝐹 (

𝐷
𝐷𝑚

) (1.11)

where, 𝑁∗
0 [m−4] is the concentration scaling parameter, also called normal-

ized number concentration, 𝐷𝑚 [m] acts as the diameter scaling parameter

and 𝐹 is the normalized shape of the particle distribution that has a modified

gamma shape. As a result, the concept of the “normalized PSD” makes it pos-

sible to find a robust relationship linking 𝛼/𝑁∗
0 to any extensive and intensive

variable describing clouds (Delanoë et al. 2005).

Both scaling parameters can be expressed as a function of the PSD. Indeed,

𝐷𝑚 is expressed as the ratio between the fourth moment and the third mo-

ment of the PSD, written as follow:

𝐷𝑚 =
∫∞

0 𝑁(𝐷)𝐷4 d𝐷
∫∞

0 𝑁(𝐷)𝐷3 d𝐷
(1.12)

and the normalized number concentration 𝑁∗
0 is given by Equation 1.13:

𝑁∗
0 =

44

6
(∫∞

0 𝑁(𝐷)𝐷3 d𝐷)5

(∫∞
0 𝑁(𝐷)𝐷4 d𝐷)4

(1.13)

As mentioned previously in Section 1.1.3, ice crystals can take various

shapes and are not spherical. Consequently, another parameter can be used

to replace 𝐷 in the PSD in case of ice crystals: the mass-equivalent diameter

𝐷𝑒𝑞 [m]. It represents the diameter that a particle of mass 𝑀 would have if

it were a spherical liquid droplet of the same mass and is defined following

Equation 1.14:

𝐷𝑒𝑞 = (
6𝑀(𝐷)

𝜋𝜌𝑤
)

1
3

(1.14)

where 𝜌𝑤 is the density of water and𝑀(𝐷) is the particlemass as a function of

𝐷, also called mass-size relationship. 𝑀(𝐷) can be used to assess the density

of these crystals, which is lower than the density of ice 𝜌𝑖. Typically, to simplify

parameterizations, this relationship is expressed using a power law of the

maximum dimension 𝐷 (Brown and Francis 1995; Mitchell 1996; Heymsfield

et al. 2010; Erfani and Mitchell 2016), given by Equation 1.15.

𝑀(𝐷) = 𝜁𝐷𝜉 (1.15)

For water droplets, that are assumed to be spherical, their mass can be ob-

tained by multiplying their volume by the density of water 𝜌𝑤.
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Finally, these properties allow us to characterize the particles composing a

given cloud volume. These characteristics differ according to the hydrome-

teor type, and influence the interaction of clouds with the environment, espe-

cially radiation.

1.2 . Clouds’ impact on the Earth’s climate

Through their various microphysical and optical properties, cloud particles

interact with radiation, particularly that from the Sun or the Earth surface. In

this section, we describe these interactions and the impact they have on the

Earth climate.

1.2.1 . Introduction of electromagnetic radiation

Any object at temperature above absolute zero (−273.15°C or 0 K) emits

electromagnetic radiation, composed of electromagnetic waves. They are the

result of synchronized oscillations of electric field and magnetic field propa-

gation, perpendicular to each other and to the direction of wave propagation.

The oscillation frequency 𝜈 [s−1 or Hz] determines the wavelength 𝜆 [m] via

Equation 1.16:

𝜆 =
𝑐
𝜈 (1.16)

where 𝑐 is the wave celerity and is equal to 299 792 458 m.s−1 in vacuum.

All electromagnetic waves form the electromagnetic spectrum, which is

shown in Figure 1.6 regarding frequency andwavelength. It is divided in seven

separated classes: the gamma rays, the X rays, the ultraviolet (UV), the visible

light, the infrared (IR), the microwaves and the radio waves.

Figure 1.6: Schema of the electromagnetic spectrum.

The Wien’s law states that the wavelength 𝜆max at which a black body at

absolute temperature T [K] emits the most intense radiation is inversely pro-
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portional to the temperature, given by Equation 1.17:

𝜆max =
𝑏
T

(1.17)

where 𝑏 is the Wien’s displacement constant, approximate to 2898 µm.K.

The Sun’s light emission is similar to the light emitted by a black body. The

Sun surface temperature is approximately 5800 K, so it emits mainly in visi-

ble and ultraviolet wavelengths, also called shortwave (SW) radiations. The

solar radiation spectrum - at the top of the atmosphere and at sea level - is

shown in Figure 1.7, where UV, visible light and IR wavelengths region are

specified. On Earth, solar radiation is absorbed and reflected by the surface

and atmosphere. The Figure 1.8 presents the Earth’s thermal radiance spec-

trum, marked by absorption bands of H2O, CO2, O3 and CH4 present in the

atmosphere. The Earth’s surface (290 K) emits radiations in the infrared wave-

length, called longwave (LW) radiations.

Figure 1.7: Graph of the solar radiation spectrum (from Robert A. Rohde in

Wikimedia, based on NREL data). The yellow area represents the radiation at

the top of the Earth’s atmosphere and the red area at sea level. The black

curve is the theorical blackbody spectral irradiance at 5250°C. The H2O, O2,
and CO2 absorption bands are specified in indigo and the UV, visible light and

IR wavelength regions are indicated with dashed lines.
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Figure 1.8: Model from the Virtual Planetary Laboratory (VPL) of the Earth’s

thermal radiance (from Glenar et al. 2019). The blue line represents the radi-

ance at mid-latitude during winter and the red during summer. The black line

shows the mean value of blue and red lines. The grey dashed lines display

the blackbody radiances at 270 and 280 K.

Electromagnetic radiation can interact with atmospheric particles by three

main different processes - emission, absorption and scattering - depending

on the radiation wavelength and the particles physical properties (e.g. com-

position, size, emissivity). These interactions take place constantly in the at-

mosphere and have an impact on the Earth’s radiation budget.

1.2.2 . Emission, extinction and scattering

The three main radiation-matter interaction processes are presented and

detailed in this subsection. The focus will be on scattering, which is particu-

larly important for studying clouds.

1.2.2.1 Emission

Every body emits thermal radiation depending on its temperature. At the

atomic level, photon emission occurswhen an atomgoes froman energy level

𝐸𝑖 to a lower level energy 𝐸𝑓 (panel a) of Figure 1.9. The energy of the emitted

photon is equal to the difference between the two energy levels Δ𝐸, given by

Equation 1.18:

Δ𝐸 = ℎ𝜈 (1.18)

where 𝜈 is the frequency of the emitted photon and ℎ the Planck constant,

equal to 6.62607015 × 10−34 J.Hz−1.
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Figure 1.9: Simplified energy diagram for absorption and emission phenom-

ena.

The emissivity 𝜖𝜆 of a surface element corresponds to the radiative flux of

thermal radiation it emits at a given temperature, relative to the flux emitted

by a black body at the same temperature, which is the reference value. As

the emissivity of a black body is the maximum possible value, the emissivity

of a body is a value between 0 and 1, depending on the wavelength. The

emitted spectral radiance of a black body 𝐵𝜆 [W.m−3.sr−1] at temperature T,

at wavelength 𝜆 and in thermal equilibrium is given by the Planck’s law:

𝐵𝜆(T) =
2ℎ𝑐2

𝜆5
1

𝑒

ℎ𝑐
𝜆𝑘𝑏T − 1

(1.19)

where 𝑘𝑏 is the Boltzmann constant 𝑘𝐵 = 1.380649 × 10−23 J.K−1.

The Figure 1.10 shows the spectral radiance of black bodies at 273 K (Earth

surface temperature), 1000 K, 2000 K and 5800 K (Sun surface temperature),

as well as the wavelength at which the black body emits the maximum

amount of radiation 𝜆max, given by the Wien’s law (Equation 1.17) and repre-

sented by dashed black lines. The emitted spectral radiance of a body 𝐿𝜆(T)
[W.m−3.sr−1] can be deduced from the Planck’s law and the body’s emissivity

𝜖𝜆 as following:

𝐿𝜆(T) = 𝜖𝜆 × 𝐵𝜆(T) (1.20)
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Figure 1.10: Spectral radiance distribution according to the Planck’s law (Equa-

tion 1.19) and the corresponding 𝜆max according to theWien’s law is indicated

by dashed black line (Equation 1.17).

1.2.2.2 Extinction

At the atomic level, photon absorption occurs when an atom goes from an

energy level 𝐸𝑖 to a higher level energy 𝐸𝑓 (panel a) of Figure 1.9. The energy of

the absorbed photon corresponds to the difference between the two energy

levels Δ𝐸, given by Equation 1.18, where 𝜈 is the frequency of the absorbed

photon. Clouds absorb the Earth’s LW radiation but the extinction of visible

radiation ismainly due to scattering (explained in the next subsection). Visible

solar radiation is absorbed by atmospheric gases (Figure 1.7) as well as Earth’s

LW radiation (Figure 1.8).

The Bouguer–Lambert’s law states that the intensity 𝐼 of an electromagnetic

wave propagating along d𝑥 length is attenuated by a factor d𝐼, given by:

d𝐼 = −𝐼𝜆 × 𝛼ext
𝜆 d𝑥 (1.21)

where 𝛼ext
𝜆 [m−1] is the extinction coefficient, that depends on the wavelength

𝜆. As explained in Section 1.1.4 (Equation 1.3), the extinction coefficient de-

pends on the extinction cross section 𝜎ext
𝜆 [m2], which describes the probabil-

ity for a photon at the wavelength 𝜆 to be absorbed or scattered:

𝜎ext = 𝜎abs + 𝜎sca (1.22)
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Consequently, the extinction coefficient can be expressed as the sum of the

absorption 𝛼abs
𝜆 and scattering 𝛼sca

𝜆 coefficients:

𝛼ext
𝜆 = 𝛼abs

𝜆 + 𝛼sca
𝜆 (1.23)

1.2.2.3 Scattering

Electromagnetic wave can be deviated from its initial direction of propaga-

tion after interacting withmatter. This phenomenon is called scattering and is

considered elastic when thewave frequency remains unchanged and inelastic

when the frequency changes. The inelastic scattering occurs when the energy

of the incident wave is used by the atom to change its vibrational or rotational

state. Sometimes scattering modifies the polarisation of the incident wave.

Scattering can be uniform in all directions (isotropic) or not (anisotropic). The

process is called backscattering when the direction of the scattered wave is

the opposite to that of the incident wave.

The particle size is an important factor for the scattering process. Following

the Mie theory (Mie 1908), the scattering efficiency 𝑄sca can be defined by the

ratio of the scattering cross section 𝜎sca [m
2] to the surface area of a sphere

of diameter 𝐷 [m], given by:

𝑄sca =
4𝜎sca

𝜋𝐷2 (1.24)

Consequently, the scattering efficiency can be linked, as for the cross sec-

tions 𝜎𝜆, to the absorption𝑄abs and the extinction𝑄ext efficiency as following:

𝑄ext = 𝑄abs + 𝑄sca (1.25)

Depending on the particle diameter 𝐷 (or the radius 𝑟 = 𝐷
2 ) and the inci-

dent wavelength 𝜆, the efficiency and cross section scattering follow different

regime. TheMie theory define, for a spherical particle, the size parameter 𝑥 as
the ratio of the particle perimeter 2𝜋𝑟 to the radiation wavelength 𝜆 (Equation

1.26).

𝑥 =
2𝜋𝑟
𝜆 (1.26)

The Figure 1.11 presents the different types of scattering depending on

𝑥. When 𝑥 ≤ 0.002, the scattering phenomenon become negligible. For

0.002 < 𝑥 < 0.2, 𝐷 is significantly smaller than 𝜆 and the scattering follow

the Rayleigh regime (Rayleigh 1899). In this case, the scattering cross section
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corresponding to the Rayleigh regime 𝜎Rayleigh
sca is defined by (Sauvage et al.

1999):

𝜎Rayleigh
sca =

𝜋5𝐷6

𝜆4
∣∣∣∣
n2 − 1
n2 + 2

∣∣∣∣

2

(1.27)

where n is the refractive index of the medium, whose values range from 1.0
to 1.6 for cloud particles, depending on the wavelength (Kokhanovsky 2004).

As a result, the scattering efficiency corresponding to the Rayleigh regime

is defined by:

𝑄Rayleigh
sca =

4𝜋4𝐷4

𝜆4
∣∣∣∣
n2 − 1
n2 + 2

∣∣∣∣

2

(1.28)

Figure 1.11: Graph of the different scattering regimes depending on the par-

ticle size (radius 𝑟), the radiation wavelength 𝜆 and the size parameter 𝑥. The
particle types are shown on the right of the graph (related to the particle ra-

dius) and the wavelength band name are indicated on the top.

Consequently, the scattering effect is stronger for larger particles and

shorter wavelengths. In the atmosphere, it mainly concerns air molecules

interacting with solar and thermal radiations.
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However, the Rayleigh regime is no longer valid when particle size and ra-

diation wavelength have the same order of magnitude (𝐷 ≈ 𝜆). Between 0.2
and 2000 for 𝑥, the Mie scattering regime can be applied (Mie 1908). The as-

sociated cross-section 𝜎Mie
sca is given by (Sauvage et al. 1999):

𝜎Mie
sca =

𝜆2

4𝜋
∣∣∣∣

∞
∑
𝑘=1

(−1)𝑘(2𝑘 + 1)(∣𝑎𝑘∣ − ∣𝑏𝑘∣)
∣∣∣∣

2

(1.29)

where 𝑎𝑘 and 𝑏𝑘 are the “Mie coefficients”, that describe respectively electric

and magnetic fields multipole expansion.

This implies the scattering efficiency corresponding to the Mie regime ex-

pressed by:

𝑄Mie
sca =

𝜆2

𝜋2𝐷2
∣∣∣∣

∞
∑
𝑘=1

(−1)𝑘(2𝑘 + 1)(∣𝑎𝑘∣ − ∣𝑏𝑘∣)
∣∣∣∣

2

(1.30)

The scattering efficiency is shown in Figure 1.12 as a function of the parti-

cle diameter and the wavelength. The relation is more complex for the Mie

regime than for Rayleigh regime. Hydrometeors such as cloud droplets and

drizzle are affected by Mie scattering for visible and IR wavelength. Above

2000 for 𝑥, the particle diameter is much larger than the wavelength and the

scattering follow geometric optics.

The distribution of the scattered wave differs according to the scattering

regime. The Figure 1.13 presents the direction and the intensity of the scat-

tering for the Rayleigh and the Mie regimes. The scattering is symmetric in

the Rayleigh case, with maxima for the forward and the backward direction.

It is different for the Mie scattering, with a higher intensity in the forward

direction than in the backward direction. This phenomenon becomes more

intense when the particle is larger.

For the study of clouds, these two regimes only apply to water droplets

and are not valid for ice crystals. Indeed, ice crystals have a wide diversity

of shapes (Section 1.1.3) and cannot be described by the size parameter 𝑥.
Consequently, scattering models must be adapted to the physical properties

of crystals. Based on electromagnetic theory, Kahnert 2003 lists the main

numerical methods for non-spherical particles. One of these methods is the

Transition Matrix Method, also known as the T-matrix. This method is widely

used for its high performance. It allows multiple particles to be processed

with high efficiency and precision. This matrix aims to link the incident and

the scattered field coefficients for a given particle, by solving the Maxwell’s
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equation. This operator depends on the particle optical properties but not on

the incident field.

Figure 1.12: Graph of the scattering efficiency 𝑄sca as a function of
𝐷
2𝜆 accord-

ing to Mie calculations (Mie 1908).

Figure 1.13: Illustration of the scattering direction and intensity for Rayleigh

(left) andMie regime, for small (center) and large (right) particle. The direction

of the incident wave is indicated by the blue arrow.
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However, as shown in Figure 1.11, ice crystals that are large enough fol-

low the geometric optics for incident visible wavelengths. Due to the crys-

tals inhomogeneity, the scattering cross section 𝜎sca in this case depends on

the apparent particle area. This area can be determined by power-law func-

tion of maximum dimension, depending on temperature and crystal type (i.e.

Mitchell 1996; Field et al. 2012)

As a result, the proportion of scattered radiation will depend on the mi-

crophysical properties of the particles. These interactions will have different

consequences for the Earth’s radiation budget.

1.2.3 . Earth water cycle and radiative budget

The Earth water cycle is a endless process of water transfer between ocean,

atmosphere and land. The Figure 1.14 presents the different processes of the

water cycle on Earth. These processes involve energy transfer that impacts

the Earth’s radiative balance and climate. For example, the evaporation of

water is an endothermic process, which means that it requires energy to oc-

cur. As a result, the surface (ocean, lake, clouds) is cooling. Once produced,

this water vapor condenses into cloud droplets, which releases energy in the

atmosphere. Condensation is then an exothermic process and it can be noted

that this energy can be used to dissipate clouds by evaporation. Clouds can

also dissipate by precipitation, which releases energy in the atmosphere. As a

result, the water cycle and associated processes have an impact on the global

radiative balance. When one of these processes is modified, it has a global

impact on the water cycle and consequently on radiative transfer (Lau et al.

2005).

Figure 1.14: Illustration of the Earth water cycle (from NOAA website).
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The Earth’s energy budget is defined as the balance between the solar en-

ergy received by the Earth and the energy released by the Earth to the space.

It is generally expressed at the top of the atmosphere (TOA) and over one

year. The Figure 1.15 illustrates the different energy transfers included in the

Earth’s energy budget. The total irradiance of the Sun is 1360.8 ± 0.5 W.m−2

(Kopp and Lean 2011) and the average received energy of the Sun at TOA is

340.1±0.1 W.m−2. This value represents 100 units in the Figure 1.15. Of these

100 units of SW radiation, 23 are directly reflected by clouds, going back to

space. Clouds absorb 4 units and the atmosphere 19. The rest of solar en-

ergy is absorbed (47 units) or reflected (7 units) by the Earth’s surface (land

and ocean). The atmosphere re-emits the absorbed energy towards space

and Earth’s surface. The total absorbed energy by the surface is re-emitted

(116 units) as LW radiation in the atmosphere and also to the space through

the infrared atmospheric windows (between 8 and 13 µm). Clouds and at-

mosphere also emit, respectively 9 and 49 units, towards space. The cloud

presence and their quantity determine the amount of solar radiation (LW)

reaching the Earth’s surface and, consequently, the energy re-emitted by the

Earth’s surface (SW). As a result, clouds have a significant influence on the

TOA’s energy balance.

Figure 1.15: Illustration of the Earth’s energy budget. The reference unit is

based on 100 units of incoming solar energy. (from NOAA website)
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To conclude, at TOA, the incoming solar energy is balanced by the outgo-

ing energy from the atmosphere, the clouds and the Earth’s surface. There

is also an energy balance in the atmosphere and at the Earth’s surface, be-

tween absorbed and released energy. Nonetheless, the Sun’s radiation is not

equally distributed at every latitude and is higher near the equator than in the

polar regions. The outgoing energy also differs according to latitude, related

in particular to the solar energy, but also to the uneven composition of the

atmosphere and clouds. Consequently, there is a surplus of energy near the

tropics and a deficit at the poles.

1.2.4 . Cloud radiative effect and feedback

The cloud effect on the Earth’s energy budget is estimated by the Cloud

Radiative Effect CRE (or forcing CRF). It is the difference in radiation between

“all-sky” (with clouds) and “clear-sky” (hypothetical) conditions (Ramanathan

et al. 1989):

CRENet = Φcloudy − Φclear (1.31)

On the one hand, Φcloudy [W.m−2] is the radiative energy of the cloudy at-

mosphere, given by (Ramanathan et al. 1989):

Φcloudy = Γ(1 − 𝜔cloudy) − 𝐹cloudy (1.32)

where:

- Γ [W.m−2] is the solar irradiance.

- 𝜔cloudy is the clouds albedo, which describes the capacity of clouds to

reflect solar radiation.

- 𝐹cloudy [W.m−2] is the LW radiative flux emitted to space in cloudy condi-

tion. This flux is given by the Stefan–Boltzmann law and is proportional

to the temperature at given height 𝑧, T𝑧 and the Stefan-Boltzmann con-

stant 𝜎𝐵 as follow:

𝐹cloudy = 𝜎𝐵 × T4
𝑧 (1.33)

On the other hand,Φclear [W.m−2] is the clear sky net radiative energy, given

by (Ramanathan et al. 1989):

Φclear = Γ(1 − 𝜔clear) − 𝐹clear (1.34)

where 𝜔clear is the clear sky albedo and 𝐹clear is the LW radiative flux emit-

ted to space for clear sky condition.

43



Since clouds interact differently with SW and LW radiation, the net CRE can

be expressed as the sum of the CRE for SW and LW radiation, CRESW and

CRESW respectively (Ramanathan et al. 1989):

CRENet = CRESW + CRELW (1.35)

where CRESW is defined by:

CRESW = Γ(𝜔clear − 𝜔cloudy) (1.36)

and CRELW is defined by:

CRESW = 𝐹clear − 𝐹cloudy (1.37)

Depending on their properties, clouds can have different radiative effects.

SW and LW radiations are not affected in the same way depending on cloud

type:

- Low level clouds with strong albedo 𝜔cloudy and high optical depth 𝛿,
such as stratocumulus, reflect more incoming solar SW radiation into

space than they absorb. As a result, the net CRE for low level clouds is

negative and leads to a cooling effect of the surface.

- High level clouds with weaker albedo 𝜔cloudy and small optical depth 𝛿,
such as cirrus, act in a way similar to air since they are highly transpar-

ent to incoming solar SW radiation. These cloudstrap the Earth’s LW

radiation. In addition, the absorbed LW radiation is emitted out into

space. Since these clouds are high and consequently cold, the emitted

energy is lower than it would be without clouds. As a result, the surface

is warmed (greenhouse warming), with a positive CRE.

- Thick and vertically extended clouds such as cumulonimbus have a

strong albedo 𝜔cloudy and then reflect SW radiation. However, they

also block LW outgoing radiation as their base is close to the Earth’s

surface. Consequently, both effects balance each other and the CRE of

cumulonimbus is neutral, meaning that there is neither warming nor

cooling.

The Clouds and Earth’s Radiant Energy Systems Energy Balanced and Filled

(CERES-EBAF, Loeb et al. 2018) can provide global monthly mean LW, SW and

net fluxes at TOA under clear and cloudy conditions. The Figure 1.16 (from

Wild et al. 2019) shows CRESW, CRELW and CRENet values at the TOA, the Earth’s

atmosphere and the surface. Consequently, we can note that the presence of

clouds reduces the absorption of shortwave radiation by 47 W.m−2, signifying
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that the climate system is cooling down. The contribution of clouds regarding

LW radiation is described by a positive CRELW, equal to 28 W.m−2, meaning

that the climate system is warming up. In conclusion, the net CRE is negative

and equal to −19 W.m−2, which indicates that clouds lead to a loss of energy

in the climate system and cool it considerably.

Figure 1.16: Illustration of the SW, LW and net CRE at the Earth’s TOA, atmo-

sphere and surface, from Wild et al. 2019. Unit is in W.m−2.

Meanwhile, climate change related to human activities is leading to changes

in atmospheric composition and surface temperature. This can affect the ra-

diative properties of clouds and consequently the cooling effect of clouds on

the Earth’s radiation budget. This phenomenon is referred as cloud radiative

feedback.

Quantifying this feedback is complicated because of all cloudproperties (i.e.

altitude, phase and albedo) and physics. For this, studies estimate cloud feed-

back with climate model, with a doubling of CO2 quantity as input. In 2012, 11
models from the Cloud Feedback Model Intercomparison Project (CFMIP) has

been compared by Zelinka et al. 2012b and Zelinka et al. 2012a. They show

that the annual global mean of SW and LW cloud feedbacks is positive and

demonstrate that various processes lead to this result, such as the increase

of the cloud altitude and the increase of high latitudes cloud brightness.
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Currently, scientific studies tend to show a positive cloud feedback, of +0.6
W.m–2.°C–1 (-0.2 to +2.0 W.m–2.°C–1, Boucher et al. 2013), which implies that

clouds tend to amplify global warming.

However, misrepresentation of clouds in models can lead to biases in feed-

back estimation. This is notably the case for boundary layer mixed-phase

clouds and the estimation of their supercooled water content (Zelinka et al.

2020). These low level clouds have significant impacts on the radiation budget

and climate change (Bony and Dufresne 2005). Consequently, it is important

to study them to improve their representation in models.

1.3 . Conclusion

Clouds are an important component of the Earth system, particularly within

the climate system and the water cycle. Their radiative impact on the climate

is significant, tending to cool it (−19W.m-2). This effect is related to the clouds

interaction with radiation from the Sun and Earth, depending on the clouds

microphysical and optical properties. Nevertheless, the actual context of cli-

mate change related to human activities can modify the radiative impact of

clouds. Current studies tend to show that clouds amplify global warming, with

a positive cloud feedback of +0.6 W.m−2.°C−1.

Among all cloud types,mixed-phase clouds account for a significant propor-

tion of the CRE (20 %, Matus and L’Ecuyer 2017). These clouds are composed

of water vapor, supercooled water and ice crystals, all coexisting in the same

volume. Our current knowledge of mixed-phase cloud properties is limited

and introduces biases into weather and climate prediction models. Conse-

quently, it is important to study these clouds, particularly their microphysical

and optical properties, to improve their representation in climate models. To

achieve this, we need to developmethods to observe clouds and retrieve their

properties. In the next chapter, I describe various instrument types that allow

us to study clouds, including mixed-phase clouds.
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2 - Instrumentation for cloud observation
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Cloud properties can be measured by instruments that directly collect

cloud samples (e.g. with in situ probes) or by instruments that remotely mea-

sure the energy emitted or scattered by cloud particles, called remote sensing

instruments. In this section, I describe these two types of cloud observations.

First, I present some in situ probes whichmeasure a precise volume in contact

with them. The description of three of them will facilitate the understanding

of the comparison made in Chapter 4. Next, I present passive and active re-

mote sensing. A more in-depth description is given on radar and lidar active

remote sensing, and a section on radar-lidar synergy and its benefits for cloud

observation, especially mixed-phase clouds. The last part of the chapter is de-

voted to present different spaceborne and airborne radar-lidar platforms.

2.1 . In situ measurements

One way of observing clouds is to directly collect and analyze a sample.

For this, dedicated probes are installed on aircraft or balloons to access a

precise location in the cloud, or even on the ground to observe fog. These

measurements are called in situ and rely on the interaction between light and

cloud particles. As seen in the previous chapter, cloud particles interact with

light and scatter it differently depending on their microphysical properties

and the radiationwavelength. As a result, it is possible to accessmicrophysical

properties by measuring the properties of light scattered by a cloud sample.

There are several types of in situ probe dedicated to measuring the proper-

ties of crystals, water droplets or even aerosols, depending on the instrument

sensitivity. In this section, I present five probes used tomeasure hydrometeor

properties, including the first three whose data are used in this thesis. Amore

complete list of in situ probes, their principle and limitations can be found on

Baumgardner et al. 2017.

2.1.1 . Cloud Particle Imager

The Cloud Particle Imager (CPI, Lawson et al. 2001) is an in situ imager

developed by the Stratton Park Engineering Company (SPEC) to capture high-

resolution (2.3 µm) two-dimensional images of clouds particles ranging in size

from 23 µm to 2300 µm. The Figure 2.1 shows the CPI fixed to the Polar 2

aircraft from the AlfredWegener Institute for polar andmarine research (AWI)

during a measurement campaign in the Arctic.
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Figure 2.1: The Cloud Particle Imager on the Dornier 228 Polar 2 aircraft

flying over the Svalbard archipelago. (from C. Gourbeyre, http://wwwobs.
univ-bpclermont.fr/atmos/fr/recherches/campagnes/astar2007.php)

Cloud particles enter the probe to be imaged by a system composed of

lasers (Light Amplification by Stimulated Emission of Radiation) and different

detectors, including a Charge-Coupled Device (CCD) camera. The Figure 2.2

illustrates how the particles are detected by the CPI, the panel a) shows the

various components of the instrument and panel b) is a zoom of panel a) to

focus on the detection area.

Figure 2.2: a) CPI probe detection principle (http://www.specinc.com/
cpi-operation) and b) CPI sampling volume definition (from Mioche 2012,

page 44).

Two Particle Detection System (PDS), consisting of a laser emitting at 788
nm with a power of 30 mW and a detector, are positioned at 45° (PDS45) and
90° (PDS90) to the horizontal plane. The overlap of these two lasers defines

the detection surface and the sampling volume depends on this detection

surface, the flight speed and the optical system’s depth of field (Figure 2.2

panel b)). When both PDS simultaneously detect the presence of at least one
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particle in the sampling volume, an imaging laser, with a wavelength of 850
nm and an adjustable power of up to 80 W, is activated and delivers a 25 ns

pulse. The CCD camera then captures a 1024 × 1024 pixel image (pixel size 2.3
µm) of the particles present in the sample volume at a maximum acquisition

frequency of 40 Hz. Usually, ten pixels are needed to correctly identify a cloud

particle, which means that the CPI can obtain information for hydrometeors

of sizes between 23 and 2300 µm. All these specifications are listed in Table

2.1.

Table 2.1: CPI specifications.

Instrument part Properties Values

CCD Camera

Pixel size 2.3 µm

Colors 256 grey levels

Resolution 1024 × 1024
Particle size range 23 - 2300 µm

Acquisition frequency max. 40 Hz

Imaging laser
Wavelength 850 nm

Power up to 80 W

Pulse duration 25 ns

PDS laser
Wavelength 788 nm

Power 30 mW

The result is an 8 bit 256 grayscale image, enabling the shape of the parti-

cles to be identified and the observed particles to be classified. Lefèvre 2007

developed an algorithmbased onMagono and Lee 1966 classification to iden-

tify ten classes of particle shapes, shown on Figure 2.3. First, the algorithm

defines the contour of each particle to extract several morphological param-

eters such as the surface, the perimeter, the sphericity, the width, the length,

the degree of symmetry and the roughness. The algorithm then uses thresh-

olds or criteria on these parameters to determine particle shape and class.

More details can be found on Lefèvre 2007. Other methods for classifying

particle shape from CPI images also exist, such as those using Convolutional

Neural Network (CNN; Xiao et al. 2019; Przybylo et al. 2022).

As a result, these images can be used to determine microphysical param-

eters of ice crystals such as the PSD, the ice concentration 𝑁ice, the ice water

content IWC and the extinction coefficient of ice particles 𝛼ice, with uncertain-

ties between 50 and 60 %. In addition, radar reflectivity 𝑍 (cf. Section 2.2.2.1,

Equation 2.10) can be calculated from the size and shape of the particles de-
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tected and the definition of a mass-diameter law for each crystal shape class,

with an uncertainty of ±4 dBZ (Mioche 2012).

Figure 2.3: The ten classes of particle shapes recognized by the CPI image

processing algorithm (Lefèvre 2007).
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2.1.2 . Forward Scattering Spectrometer Probe

The Forward Scattering Spectrometer Probe (FSSP model 100, Knollen-

berg 1976; Baumgardner and Spowart 1990) is an Optical Particle Counter

(OPC) developed by Particle Measuring Systems (PMS) to count and size wa-

ter droplets with diameters ranging from 3 to 47 µm. These measurements

are obtained with a resolution of 3 µm and at a frequency of 1 Hz. The Figure

2.4 presents the FSSP, which was first introduced in 1976, along with its size (1
m) and weight (16 kg). Like the CPI probe, it can be mounted under the wing

of an aircraft using a pylon.

Figure 2.4: The Forward Scattering Spectrometer Probe introduced in 1976

(from Beswick et al. 2014).

The Figure 2.5 presents the FSSP operating principle, specifying the opti-

cal path of the laser beam. The laser source is a Helium Neon laser emit-

ting at 632.8 nm, focused by an optical system to a diameter of 0.2 mm and

directed perpendicular to the air flow. When particles encounter the laser

beam, they scatter light in all directions, and some of the forward-scattered

light is directed by a right-angle prism through a condensing lens and onto a

beam splitter. A “dump spot” on the prism prevents the beam from entering

the collection optics, giving a collection angle (also defined by the condensing

lens aperture) between 4° and 12°. The amount of scattered energy is then

collected by a photodetector.

Since the amount of scattered energy depends on the particle size, it is pos-

sible to use the collected energy by the photodetector to determine the parti-

cle diameter. Assuming that the particles are spherical and have a refractive

index of 1.33, the Lorenz-Mie theory is used to obtain a calibration curve to de-

termine the particle diameter. In practice, the calibration curve is discretized

into fifteen classes. Then, the measured energy is compared with the thresh-

old values associated with the classes and the number of particles present in

each of these classes is accumulated over a pre-selected period of time. With

this information, it is possible to deduce the concentration 𝑁liq and the DSD
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of the sampled particles, depending on the sampling volume (50 cm-3.s-1 at

200 m.s-1). All the specifications of the FSSP are summarized in Table 2.1

Figure 2.5: The FSSP detection principle (from Dye and Baumgardner 1984).

In addition, the extinction coefficient of liquid droplets 𝛼liq and the LWC can

be calculated from the DSD. The measurement errors for concentration and

diameter are around 10 to 15 %, while they are at least 20 % for parameters

derived from a distribution, such as liquid water content (20 to 35 %) or ex-

tinction coefficient (35 %).

Table 2.2: FSSP specifications.

Properties Values

Laser wavelength 632.8 nm

Focus laser beam diameter 0.2 mm

Collection angle range 4 - 12°
Particle size range 3 - 47 µm

Resolution 3 µm

Acquisition frequency 1 Hz

Sampling volume

at 200 m.s-1
50 cm-3.s-1
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2.1.3 . Polar Nephelometer

The Polar Nephelometer (PN, Gayet et al. 1997) is an instrument devel-

oped at the Laboratoire de Météorologie Physique (LaMP) to measure the

scattering phase function of cloud particles with a size range between 3 µm

and about 1 mm. This describes the angular distribution of radiation scat-

tered by a distribution of hydrometeors. The Figure 2.6 shows the PN fixed

to the ATR 42 aircraft operated by the French facility for airborne research

SAFIRE (Lamorthe et al. 2016) during the RALI-THINICE campaign (more de-

tails in Section 4.2.2.1) in the Arctic.

Figure 2.6: The Polar Nephelometer on the ATR 42 scientific aircraft during

the RALI-THINICE campaign.

The PN uses the light scattering by particles to obtain their optical prop-

erties. The Figure 2.7 describes the measurement principle of the PN. When

particles enter the probe, they are illuminated at the focus of a paraboloidal

mirror by a laser beam with a wavelength of 804 nm, generated by a laser

diode with a power of the order of 1 W. The laser beam is then scattered by

the particles and reflected by the parabolic mirror to a circular ring composed

of 56 photodiodes (the beam path is indicated by the red lines in Figure 2.7).

These photodiodes cover scattering angles from ±3.49° to ±172.5°. The de-

tector position determines the energy received for each scattering angle. This

characterizes the scattering phase function of the particles in the sampling

volume, which depends on the microphysical characteristics of the particles

- such as concentration, diameter and refractive index - and on their shape.

The NP offers a large sampling volume, determined by multiplying the sam-

pling area (i.e. 10 mm long by 5 mm in diameter) by the aircraft speed, at an

acquisition frequency defined by the operator (i.e. 10 L for an aircraft speed

of 200 ms−1 and an acquisition frequency of 1 Hz). All the specifications of
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the PN are summarized in Table 2.3

Figure 2.7: The PN measurement principle (from Gayet et al. 1997).

Table 2.3: PN specifications.

Properties Values

Laser wavelength 804 nm

Laser power 1 W

Number of photodiodes 56
Scattering angle range ±3.49° - ±172.5 °
Particle size range 3 µm - 800 µm

Sampling frequency range 1-1000 Hz

Sampling volume

at 200 m.s-1 and 1 Hz
50 cm-3.s-1

From these measurements, it is possible to calculate the total extinction

coefficient 𝛼tot and the asymmetry parameter 𝑔 of the sampled hydrometeor

between 15° and 155°, based on the methodology proposed by Gerber et al.

2000 and Gayet et al. 2002. The asymmetry parameter is defined by:

𝑔 =
∫

𝜋

0
𝜓(𝜃) sin(𝜃) cos(𝜃) d𝜃

∫
𝜋

0
𝜓(𝜃) sin(𝜃) d𝜃

(2.1)
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where 𝜓(𝜃) is the angular scattering coefficient [µm−1.sr−1] measured at the

scattering angle 𝜃. The values of 𝑔 range from −1 to 1 and reflect the ability

of a cloud particle to scatter incident light preferentially forwards (𝑔 > 0) or
backwards (𝑔 < 0), with a value of 𝑔 = 1 indicating that all the scattered energy

is concentrated in the incident direction of the light (𝜃 = 0°). The value of

the asymmetry factor at visible wavelengths depends on the size, the shape

and therefore the type of hydrometeors. Generally, it is greater than 0.7 in

clouds, and Jourdan et al. 2003b, 2010 have shown that 𝑔 values measured by

the PN are usually less than 0.8 in ice clouds and around 0.84 - 0.85 in liquid-

phase clouds. These measurements of extinction and asymmetry parameter

make it possible to distinguish between water droplets and non-spherical ice

crystals, as well as the thermodynamic phase of clouds (Jourdan et al. 2003a)

and the uncertainties on these measurements are estimated at 25 % and 4 %

respectively (Gayet et al. 2002).

2.1.4 . Two-Dimensional Stereo Probe

The Two-Dimensional Stereo Probe (2D-S, Lawson et al. 2006) is an optical

imager developed by SPEC to obtain images and properties of cloud particles

measuring between 10 and 1280 µm with a resolution of 10 µm. This instru-

ment, presented in Figure 2.8, consists of four branches, allowing two laser

beams to cross each other at right angles. The detection systems are com-

posed of 128 photodiodes each, arranged in linear arrays.

Figure 2.8: The 2D-S probe (from the Pacific Northwest National Laboratory

(PNNL) et al. 2019).

Like all Optical Array Probe (OAP), the 2D-S is based on the principle that

particles passing in front of a collimated laser beam create a two-dimensional

shadow on linear photodiode array, enabling an image of the particles to be
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reconstructed thanks to the state of the photodiodes. This principle is illus-

trated in Figure 2.9.

Figure 2.9: OAP principle detection (from Baumgardner et al. 2001)

The strength of the 2D-S lies in its use of two laser-photodiode detection

systems, providing better detection of small particles (less than 100 µm in

size) and the ability to image particles in three dimensions. In addition, this

technique allows liquid water droplets to be distinguished from ice crystals.

Consequently, 2D-S measurements provide information on both ice crystals

and liquid water droplets, including image catalogs, the particle diameter and

the particle size distribution, from which several properties listed in Table 2.4

are derived. Similarly to the CPI, the 2D-S images are in black and white, and

the probed particle shape can be deduced and classified using various meth-

ods (e.g. Praz et al. 2018; Jaffeux et al. 2022). An example of images obtained

with the 2D-S and the CPI is presented in Figure 2.10.
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Table 2.4: Microphysical properties determined using 2D-S images.

Property Abbreviation

Maximum diameter 𝐷
Mean diameter 𝐷mean

Effective diameter 𝐷𝑒
Droplet Size Distribution DSD

Ice Particle Size Distribution PSD

Liquid water content LWC

Ice water content IWC

Total water content TWC

Liquid number concentration 𝑁liq

Ice number concentration 𝑁ice

Total number concentration 𝑁tot

Figure 2.10: Example of particle images from the 2D-S and CPI, categorized by

crystal type (from Praz et al. 2018). For each probe, a size scale is indicated.

2.1.5 . Cloud Droplet Probe

The Cloud Droplet Probe (CDP, Lance et al. 2010) is an optical scattering

probe manufactured by Droplet Measurement Technologies (DMT) to mea-

sure water droplets with diameter ranging from 2 and 50 µm, with a resolu-

tion of 1 to 2 µm. Figure 2.11 presents the probe itself, while Figure 2.6 shows

the probe mounted under the wing of the ATR 42 scientific aircraft of SAFIRE.

This instrument is a more recent version of the FSSP and works on a similar

principle, shown in Figure 2.12. Using a 658 nm laser with a power of up to

50 mW, the instrument measures the scattering cross-section in solid angles

between 4° and 12°. These measurements, performed at a frequency of 1
or 10 Hz, enable particle size to be calculated with a resolution of 1 to 2 µm.
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As a result, it is possible to deduce the properties (listed in Table 2.5) of the

sampled particles in the sameway as for the FSSP, with better resolution. The

specifications of the CDP are summed up in Table 2.5.

Figure 2.11: The Cloud Droplet Probe (from DMT Website).

Figure 2.12: The CDP optical scheme (from Lance et al. 2010), showing in red

the scattering signal for a droplet in the depth of field and in blue the scatter-

ing signal for a droplet outside the depth of field.
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Table 2.5: CDP specifications.

Properties Values

Laser wavelength 658 nm

Laser power up to 50 mW

Scattering angle range 4° - 12°
Particle size range 2 µm - 50 µm

Resolution. 1 µm - 2 µm

Measurement frequency 1 or 10 Hz

Microphysical properties

Particle diameter 𝐷
Droplet Size Distribution DSD

Particle number concentration 𝑁liq

Liquid Water Content LWC

Extinction 𝛼liq
Effective diameter 𝐷𝑒

2.2 . Remote sensing

The principle of remote sensing is to measure at some distance from the

target the radiation emitted or scattered by cloud particles in order to obtain

their location and movement, as well as their physical, optical, microphysical

or even thermodynamic properties. When the instrument collects radiation

initially emitted by an external source (e.g. the Sun), it is called passive remote

sensing. On the other hand, when the instrument itself emits radiation in the

direction of the target and collects the backscattered energy, it is referred to

as an active remote sensing instrument. Thus, the two remote sensing tech-

niques provide different information and possess their strengths and weak-

nesses, depending on what needs to be observed. For example, active instru-

ments allow to vertically resolve cloud properties (range resolution) whereas

passive instruments provide integrated information or from the nearest part

to the instrument (e.g. cloud top information). In practice, an ice water con-

tent profile can be derived from active sensor while passive sensors are lim-

ited to ice water path. Nevertheless, the spatial cover of passive instruments

is generally higher than for active instruments. Compared to in situ, sampled

volumes are much larger, and the signal received by the instrument provides

information on the average properties of the sampled volume. Furthermore,

for both methods, the instrument can be ground-based or onboard a satel-

lite, an aircraft, a stratospheric balloon or a boat. The Figure 2.13 illustrates

and summarizes the difference between passive and active remote sensing.

In this section, I first describe passive remote sensing in more detail, before

focusing on active remote sensing.
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Figure 2.13: Passive and active remote sensing.

2.2.1 . Passive remote sensing

Passive remote sensing instrument collects thermal, microwave and so-

lar radiation emitted, reflected or scattered by the Earth’s surface and at-

mosphere. These radiations are used to determine atmospheric and cloud

properties with radiative transfer models, which relate measurements to the

different radiation processes. As seen in Section 1.2.2.1 with Equation 1.20,

the emitted radiation of a body is given by its emissivity and the Planck’s law

depending on the temperature. Consequently, the wavelengths used by pas-

sive remote sensing instruments can be visible (0.4 to 0.9 µm), middle (1 to 5
µm) and thermal (8 to 15 µm) IR, and microwaves (3 mm to 30 cm). For visi-

ble wavelengths, the emissivity can be neglected, since the amount of energy

studied is the energy emitted by the Sun and reflected by clouds. The incon-

venience of this technique is that it can only be used during daytime. For

IR, the emissivity of clouds depends on their microphysical and macrophysi-

cal properties, as well as on the wavelength. The measured radiance comes

from cloud tops, and from the ground if the clouds are not sufficiently opaque

at these wavelengths to block all terrestrial radiation. The radiance emitted

by the Earth surface (land and ocean) often accounts for a large proportion

of the radiance measured, knowing that in the thermal IR all surfaces have

emissivities of over 0.7.

There are various types of passive remote sensing instrument such as the

radiometers, which are instruments that measure the intensity of electro-

magnetic radiation flux in different wavelength ranges, and the spectrome-
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ter, which distinguishes the specific wavelengths constituting the light beam

and analyzes them. Several types of radiometers exist: e.g. hyperspectral

radiometer (detects hundreds of very narrow spectral bands throughout the

visible, near-infrared, and mid-infrared), imaging radiometer (scans an ob-

ject or a surface to produce a two-dimensional image) and spectroradiometer

(measures the intensity of radiation in multiple wavelength bands).

In order to cover large areas and observe clouds frequently, these instru-

ments are on board satellites such as the Advanced Very High Resolution

Radiometer (AVHRR, Eidenshink and Faundeen 1994; Zhu and Yang 1996),

the Moderate Resolution Imaging Spectroradiometer (MODIS, Platnick et al.

2003) and the Spinning Enhanced Visible Infrared Imager (SEVIRI, Schmetz et

al. 2002). They have multiple wavelength channels and a resolution between

250 m (for MODIS) and 3 km (maximum for SEVIRI). Using the measurements

made by these instruments, it is possible to retrieve cloud properties such

as thermodynamic phase, optical thickness, effective droplet radius or even

water content (e.g., Nakajima and King 1990; King et al. 2004; Roebeling et

al. 2006; Bugliaro et al. 2011; Strandgren et al. 2017). Some remote sens-

ing instruments can be on the ground or airborne, like the Spectral Modu-

lar Airborne Radiation measurement sysTem (SMART, Wendisch et al. 2001;

Ehrlich et al. 2008) and the Solar Spectral Flux Radiometer (SSFR, Pilewskie et

al. 2003). The cloud properties, like the optical thickness or the particle size,

are retrieved using the solar transmissivity or the reflectivity from those in-

struments (Kikuchi et al. 2006; McBride et al. 2011). Besides, the slope of the

radiance spectrum can be used to determine the cloud phase: the slope is

negative for liquid clouds and positive for ice clouds (Ehrlich et al. 2009; Jäkel

et al. 2013).

More recently, the airborne and ground-based hyperspectral imager spec-

MACS (spectrometer of the Munich Aerosol Cloud Scanner, Ewald et al. 2016)

has been developed at the Meteorological Institute in Munich to measure to

solar radiation in the 400-2500 nm wavelength range. The instrument is pre-

sented in Figure2.14 and is composed of two hyperspectral cameras, one is

sensitive to the visible and near-IR (VNIR, 400 nm - 1000 nm) and the other to

the shortwave IR (SWIR, 1000 nm - 2500 nm).
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Figure 2.14: The specMACS VNIR and SWIR cameras, ground-based on the

roof of the Meteorological Institute in Munich and protected from stray light

by black protection visible in the front on the sensors (from Ewald et al. 2016).

An exemple of dataset from specMACS is presented in Figure 2.15, from

Ewald et al. 2016. The instrument was ground-based and looked at the clouds

from their side. The figure shows that the clouds appearance changes with

wavelength, and some properties can be deduced from this. For example,

clouds appear much smoother at 870 nm than at 2100 nm, revealing radiative

smoothing (horizontal photon transport) (Ewald et al. 2016). The rough ap-

pearance at 2100 nm can be due to the higher absorption by cloud droplets

at 2100 nm than at 870 nm. In addition, cloud tops that are darker at 2100 nm

probably indicate the presence of large cloud droplets. Ewald 2016 describes

how to retrieve other properties like the liquid phase and the apparent effec-

tive radius from specMACS data.

The specMACS can also be installed on board an aircraft, looking through a

side window, or in nadir view, to complement measurements taken by active

remote sensing instruments, which can probe inside clouds. These instru-

ments are described in Section 2.3.4
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Figure 2.15: Example of specMACS measurements of cloud sides during the

HOPE-Melpitz campaign in 2013: True-color image with superimposed iso-

lines of the same scattering angle towards the Sun a), Calibrated spectral ra-

diance image at 870 nm b) and at 2100 nm c) (from Ewald et al. 2016).

In addition, further passive remote sensing instrumentswill soon be in orbit

around the Earth, onboard the EarthCARE satellite (Section 2.3.2). Four pas-

sive and active remote sensing instruments are onboard EarthCARE and their

observations are collocated and complement each other. The two passive in-

struments are the Multi-Spectral Imager (MSI) and the Broad-Band Radiome-

ter (BBR) and their specifications are detailed in Wehr et al. 2023. Figure 2.16

presents the viewing geometry of each instrument, showing that MSI detects

over a 150 km band along the track, asymmetrical to the satellite trajectory

(35 km on the right, 115 km on the left) and that BBR detects over three 100
km2 zones, one at nadir, one towards the front of the satellite at an angle

of 50° and one backwards with the same angle. MSI operates 7 channels in

the VNIR (670 nm, 865 nm), the SWIR (1670 nm, 2210 nm) and the thermal IR

(8.80 µm, 10.80 µm, 12.00 µm), providing TOA radiance and brightness tem-

perature, which is the temperature that would be emitted by a body with the
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same intensity as the one emitted by an object at wavelength 𝜆. These mea-

surements may be used to determine the cloud mask (which indicates if and

what type of cloud is present), the cloud and aerosol microphysical parame-

ters and the cloud top height. On the other side, BBR measures the reflected

SW (0.2 − 4.0 µm) radiance at TOA with an accuracy of 2.5 W.m2.sr−1 and the

emitted LW (4.0 - 50.0 µm) radiance with an accuracy of 1.5 W.m2.sr−1 at TOA.

The SW and LW fluxes obtained by BBR can then be used to make a closure

study by comparing them with the fluxes obtained with the other EarthCARE

instruments (active and passive).

Figure 2.16: Viewing geometry of MSI and BBR onboard EarthCARE.
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2.2.2 . Active remote sensing

While passive remote sensing instruments consist solely of an electromag-

netic wave receiver, active remote sensing instruments emit electromagnetic

waves towards the targets to be studied, and therefore combine an transmit-

ter and a receiver. The energy emitted by the instrument at a given wave-

length and power is transmitted into the atmosphere until it interacts with

particles (aerosols, air molecules, ice crystals, cloud droplets etc.) or the sur-

face (ground, mountain, ocean, sea ice, etc.). Some of the energy is then

backscattered to the instrument, depending on the physical properties of the

particles. Finally, the instrument receiver collects the backscattered energy,

providing information on the targeted particles.

The power received by the instrument 𝑃𝑟(𝑑, 𝜆) is given by Equation 2.2 and

depends on the emitted power at wavelength 𝜆, 𝑃𝑒(𝜆), the instrument charac-

teristics given by an instrumental constant Cinstr, the distance 𝑑 [m] between

the target and the instrument, the target volume characteristics represented

by the backscatter coefficient at distance 𝑑, 𝛽(𝑑, 𝜆) [m−1.sr−1], and the atmo-

spheric transmission between emitting source and scattering targets T (𝑑, 𝜆).

𝑃𝑟(𝑑, 𝜆) =
𝑃𝑒(𝜆) ⋅ Cinstr ⋅ 𝛽(𝑑, 𝜆) ⋅ T 2(𝑑, 𝜆)

𝑑2 (2.2)

Since the photons in the emitted radiation travel through themedium twice

(to the targeted particles and then back to the instrument), the atmospheric

transmission T (𝑑, 𝜆) is squared in Equation 2.2 and can be expressed as fol-

lows:

T (𝑑, 𝜆) = 𝑒−𝜑⋅𝛿(𝑑,𝜆) (2.3)

where 𝜑 is the multiple scattering coefficient (dimensionless) and 𝛿(𝑑, 𝜆)
is the optical depth (Equation 1.5). The multiple scattering refers to the scat-

tering of a photon by several successive scatterers before being detected by

the receiving part of an instrument.

The emitted energy propagates according to the divergence of the emitted

beam Θ, as shown in Figure 2.17. As a result of this geometry, the power

received per unit volume decreases with distance, proportionally to
1
𝑑2 (2.2).
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Figure 2.17: Divergence of the emitted beam Θ and range resolution Δ𝑑 for

active remote sensing instrument.

Remote sensing instruments emit pulsed or continuous signals, to assess

the distance between the instrument and the target. One the one hand,

with pulse-based instruments, the distance 𝑑 to the target is given by (Skolnik

2008):

𝑑 =
Δ𝑡 × 𝑐

2 (2.4)

where Δ𝑡 is the time delay between emission and reception. All the instru-

ments used during this thesis are pulse-based. Additionally, the temporal

resolution, which also corresponds to the horizontal resolution along the in-

strument sight, can be determined by the pulse emission duration.

On the other hand, instruments emitting continuous signal typically rely

on a frequency modulation. For example, FMCW (Frequency-Modulated Con-

tinuous Wave) instruments emits a periodic signal with a constantly decreas-

ing or increasing frequency (chirp). To determine the distance between the

instrument and the target, FMCW instruments measure the difference in fre-

quency between the emitted and received signals Δ𝜈. As a result, the distance
𝑑 is given by (Williams 2011; Suleymanov 2016):

𝑑 =
Δ𝜈 × 𝑐

2
B

𝑡sweep

(2.5)

where B is the chirp bandwidth and 𝑡sweep is the chirp period (also called

sweep time).
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Since active remote sensing instruments emit their own energy to observe

clouds, measurements can be performed both day and night, unlike some

passive instruments using sunlight. However, some active instruments can

be affected by sunlight, resulting in signal noise.

Using energy emission and reception has the advantage of providing in-

formation inside the cloud with vertical profiles, since the energy emitted by

the instrument penetrates the cloud and is backscattered towards the instru-

ment. However, the range resolution is defined by the emitted power, the

characteristics of the receiving part of the instrument and the time between

two energy emission pulses. Consequently, the detected signal is from the

entire sampling volume filled with several particles and not from single parti-

cle (raindrop, ice crystal, aerosol, ...). The instruments therefore measure the

average characteristics of particles within a given volume.

In this thesis, two types of active remote sensing instruments are used and

can be operated on the ground, onboard an aircraft or a satellite. They are de-

scribed in more detail in the following subsections, and examples of existing

or future platforms are presented in Section 2.3.

2.2.2.1 Radar

Generally speaking, radars (RAdio Detection And Ranging) are instruments

utilized to detect objects, transmitting at frequencies between 3 MHz and 220
GHz (radio waves and microwaves). They have a wide range of applications,

including military, automotive and security systems. Additionally, they are

useful in the scientific field, for mapping surfaces, detecting icebergs or even

identifying vegetation density. For atmospheric sciences, radars are designed

to study hydrometeors in clouds and precipitations, by working in the mi-

crowave domain between 1 and 220 GHz.

Several notations exist for radar frequency bands, but themost widely used

is the IEEE Standard Letter Designations for Radar-Frequency Bands 2020 estab-

lished by the Institute of Electrical and Electronics Engineers, presented in

Table 2.6. As explained in Section 1.2.2.3, to interact with particles, the wave-

length of the instruments needs to be of the same order of magnitude (Mie

regime) or greater (Rayleigh regime) than the size of the particles to be ob-

served. For observing liquid (drizzle, rain) and solid (snow, ice pellets, hail)

precipitations, radars with centimetric wavelengths (S, C and X bands) are

commonly used. However, at these wavelengths, these instruments are un-

able to detect small cloud particles.
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Table 2.6: Radar frequency bands according to IEEE Standard Letter Des-

ignations for Radar-Frequency Bands 2020.

IEEE Band name Name meaning Frequency 𝜈 Wavelength 𝜆

HF High Frequency 3 - 30 MHz 10 - 100 m

VHF Very High Frequency 30 - 300 MHz 1 - 10 m

UHF Ultra High Frequency 300 - 1000 MHz 0.3 - 1.0 m

L Long wave 1 - 2 GHz 15 - 30 cm

S Short wave 2 - 4 GHz 7.5 - 15.0 cm

C Compromise between S and X 4 - 8 GHz 3.75 - 7.50 cm

X 8 - 12 GHz 2.50 - 3.75 cm

Ku Kurz-under 12 - 18 GHz 1.67 - 2.50 cm

K Kurz 18 - 27 GHz 1.11 - 1.67 cm

Ka Kurz-above 27 - 40 GHz 0.75 - 1.11 cm

V 40 - 75 GHz 4.0 - 7.5 mm

W 75 - 110 GHz 2.7 - 4.0 mm

mm millimeter 40 - 300 GHz 1.0 - 7.5 mm

G 140 - 220 GHz 1.4 - 2.1 mm

On the other side, millimeter-wavelength radars (Ka to W) are sensitive to

cloud particles, which are smaller than the hydrometeors of precipitation.

Consequently, the two most widely used wavelengths for studying cloud ice

crystals and cloud droplets are 35 and 95 GHz, which can penetrate thick,

dense cloud layers, providing a complete scan of even the deepest clouds. An-

other advantage of using millimeter wavelengths is that the size of the radar

antennas is smaller than for centimeter radars. This makes the instrument

easier to deploy, either on the ground or on board an aircraft or satellite. Fig-

ure 2.18 shows the transmitting and receiving antennas of the BASTA (Bistatic

rAdar SysTem for Atmospheric studies, Delanoë et al. 2016) radar, described

as bistatic because the receiving antenna is separate from the transmitting

antenna. Some radars use the same antenna to transmit and receive the sig-

nal, in which case they are called monostatic radars.

The radar equation defines the power received by the instrument (Equation

2.6) and can be obtained by adapting Equation 2.2 to the characteristics of

the instrument, and by neglecting multiple scattering. As a result, the power

received by the radar is defined as follows (Sauvageot 1992):

𝑃radar
𝑟 (𝑑, 𝜆) =

Cradar ⋅ 𝐴 ⋅ 𝑍
𝑑2 (2.6)

where Cradar is the radar factor, i.e. the instrument constant linked to the

emission and reception parameters (e.g. antenna geometry, wavelength) of

the radar. This constant can be determined by instrument calibration. 𝐴 is

a coefficient related to the attenuation effects that depend on atmospheric
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Figure 2.18: The BASTA radar (photo from Julien Delanoë) with inclined

radomes (antenna protection).

composition and 𝑍 is the radar reflectivity factor, representing the average

characteristics of the scattered particles in the sampled volume.

The reflectivity factor 𝑍 [mm6.m−3] is determined from the total radar re-

flectivity 𝜂 [m−1], which depends on the scattering cross section 𝜎sca (Section

1.2.2.3) according to the following equation (Sauvageot 1992):

𝜂 = ∫ 𝑁(𝐷)𝜎sca(𝐷)d𝐷 (2.7)

where 𝐷 is the particle maximum dimension and 𝑁(𝐷) the Particle Size Dis-

tribution, defined in Section 1.1.4.

As mentioned in Section 1.2.2.3, the scattering cross section 𝜎sca differs ac-

cording to Mie (Equation 1.30) or Rayleigh (1.28) scattering regime. At 35 or

95 GHz, if the cloud particles are small enough the Rayleigh scattering can

be assumed and the total radar reflectivity, 𝜂Rayleigh, is expressed as follows

(Sauvageot 1992):

𝜂Rayleigh =
𝜋5|K|2

𝜆4 ∫ 𝑁(𝐷)𝐷6 d𝐷 (2.8)

where:

- K is the dielectric factor given by:

K =
n2 − 1
n2 + 2

(2.9)
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- the integral represents the reflectivity factor 𝑍, which is consequently

defined by (Sauvageot 1992):

𝑍 = ∫ 𝑁(𝐷)𝐷6 d𝐷 (2.10)

As a result, the reflectivity factor strongly depends on the particle size and

most of the radar response is made by large ice crystals. Due to its large

dynamic range, the reflectivity is typically expressed in decibel relative to 𝑍,
noted dBZ, obtained by:

𝑍dBZ = 10 log10(𝑍) (2.11)

In order to obtain accurate measurements and cloud properties retrievals,

it is essential to be able to calibrate the instrument correctly, which can be

a challenging task. Indeed, the internal radar calibration requires analyzing

each of the radar numerous components separately to determine the total

power budget (or radar factor, Cradar in Equation 2.6). However, this method

induces biases in reflectivity of the decibel order (Anagnostou et al. 2001; Pro-

tat et al. 2009), since the connections and interactions between components

are note taken into account. These biases are not negligible for cloud char-

acterization, given that one decibel can induce uncertainties up to 15 to 20 %
when retrieving ice and liquid water content (Fox and Illingworth 1997; Ewald

et al. 2019). As a result, several methods propose to calibrate the instrument

while it is in operation. For example, Hogan et al. 2003b calibrate a W-band

radar using rainfall, assuming constant reflectivity of 19 dBZ for rainfall rates

between 3 and 10 mm.h−1. Li et al. 2005 developed a methodology using

the ocean surface. Maneuvers over the ocean in clear-sky conditions are per-

formed, and consist in repeating measurements at different angles by rolling

the aircraft at defined angles (Li et al. 2005). The results obtained are then

compared with ocean surface backscatter models as a function of incident

angle and surface wind. Another way of calibrating, proposed by Ewald et al.

2019, uses measurements of the same target by multiple radars (Ka and W

bands) in order to compare them. This method needs to take into account

variations in signal attenuation, due to differences in gas and liquid water ab-

sorption between operating frequencies, and the scattering regime of each

radar as it interacts with cloud particle. Jorquera et al. 2023 also develops

a calibration method using the intercomparison of multiple radars, with or

without the same frequency, when observing ice clouds. Alternatively, as pro-

posed by Toledo et al. 2020, radar can be calibrated using a target of known

reflectivity. These methods allow a calibration accuracy about 1 dBZ.
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Some radars are also designed to measure a Doppler velocity spectrum,

whose moments provide the mean Doppler velocity (first moment) corre-

sponding to the velocity of the observed particles and the Doppler spectrum

width (secondmoment) which is the standard deviation of the Doppler veloci-

ties. This measurement comes from the phase variation of the backscattered

signal, which can be determined between two consecutive pulses. This addi-

tional information is particularly useful for distinguishing the cloud from its

precipitation zone or vertical air motion (turbulence, Majewski et al. 2023).

It is interesting to note that a radiometric (or passive) mode can be used

with some radars (e.g. CPR CloudSat, Battaglia and Panegrossi 2020), allowing

for example to obtain a brightness temperature and thus a better character-

ization of snowfall over the ice-free ocean.

2.2.2.2 Lidar

Lidars (Light Detection And Ranging) are instruments operating globally

in the same way as radars, but using a laser as an electromagnetic source.

Some lidars are monostatic, meaning that they transmit and receive on the

same optical chain. However, others are bistatic, implying that the transmit-

ter (laser source) is always separate from the telescope, used to receive the

signal backscattered by the targets. Consequently, as shown in Figure 2.19,

the laser beam is outside the field-of-view (FOV) of the telescope over a cer-

tain distance (usually a few meters) and the telescope misses a portion of the

backscattered energy. This phenomenon exists for monostatic lidars when

the beam is in the shadow of the telescope mirror. To correct this, an overlap

function can be used O(𝑑), which depends on the instrument configuration

as well as the alignment of the laser source with the telescope FOV. Never-

theless, if the laser alignment varies during the measurement, the overlap

function has to be adapted, making calibration procedures complex. Conse-

quently, it is important to avoid misalignments, and they must be corrected

when necessary.
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Figure 2.19: Geometry of the laser beam and the receiver FOV, showing the

distance at which the receiver detects no backscattered signal.

The wavelength ranges used by lidars for cloud observation are near-UV,

visible and near-IR, with three typical wavelengths: 355 nm (near-UV), 532
nm (visible, green) and 1064 nm (near-IR). At these wavelengths, which are

smaller than radar wavelengths, the lidar signal can detect very thin particles

such as air molecules, aerosols or small cloud particles. The lidar beam can

be assumed to follow the geometry optics for large ice particles and the Mie

scattering for smaller particles. In both cases, the scattering cross section is

then proportional to the square of the particle diameter, i.e. its area. As a

result, the lidar signal is more sensitive to concentration changes and is more

affected by the scattering and absorption of particles, contributing to the at-

tenuation of the signal. The attenuated (or apparent) backscatter [m−1.sr−1],

at a distance 𝑑 [m] from the instrument, measured by the lidar is given by

(Weitkamp 2005):

𝛽𝑎(𝑑) = 𝛽(𝑑)𝑒
−2 ∫

𝑑

0
𝛼(𝑧)d𝑧

(2.12)

where 𝛽 is the backscatter coefficient [m−1.sr−1] and 𝛼 is the extinction

coefficient [m−1] (Equation 1.1.4). The backscatter coefficient 𝛽 can be disso-

ciated into two components, since part of the backscattered energy comes

from the contribution of the air molecules, 𝛽𝑚, and the other from the cloud

particles, 𝛽𝑝. The same can be applied to the extinction coefficient 𝛼, giving
the following equations (Weitkamp 2005):

𝛽 = 𝛽𝑚 + 𝛽𝑝 (2.13)

𝛼 = 𝛼𝑚 + 𝛼𝑝 (2.14)
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From both 𝛼 and 𝛽 coefficients, we can define the lidar ratio 𝑆 (also

known as the extinction-to-backscatter ratio) [sr], and is expressed as follows

(Weitkamp 2005):

𝑆 =
𝛼
𝛽 (2.15)

For scatterers commonly found in the atmosphere, the lidar ratio can vary

between 5 and 100 sr, depending on the nature and chemical properties of

the particles. For tropospheric clouds, the lidar ratio typically ranges from 10
to 60 sr (Del Guasta 2001; Whiteman et al. 2004) with an average of 25 sr for ice
clouds and 16 sr for altocumulus clouds (Yorks et al. 2011). Nevertheless, the

lidar ratio of liquid cloud particles varies only slightly and can be considered

constant (Pinnick et al. 1983) at a value close to 18 sr. Table 2.7 lists lidar ratio

values at different wavelength and according to the particle size or type.

Table 2.7: Lidar ratio 𝑆 for liquid droplet depending on cloud type, par-

ticle size and lidar wavelength.

Source Particle or cloud type Wavelength 𝜆 [nm] 𝑆 [sr]

Pinnick et al. 1983 Spherical water droplets
1064
632

18.2
17.7

O’Connor et al. 2004
Median equivolumetric diameter

between 8 and 20 µm

905
532
355

18.8 ± 0.8

18.6 ± 1.0
18.9 ± 0.4

Hogan et al. 2003a
Mie theory and distributions with median

volume diameters between 5 and 50 µm
905 18.75

As the intensity of the backscattered light is highly dependent on the inte-

gration of the extinction along the light path (Equation 2.12), the lidar signal

is sometimes attenuated very fast and is unable to penetrate optically thick

clouds.

The power received by the lidar, 𝑃lidar
𝑟 , using Equation 2.2, can be expressed

as (Weitkamp 2005):

𝑃lidar
𝑟 (𝑑, 𝜆) =

𝑃𝑒(𝜆) ⋅ Clidar ⋅ O(𝑑) ⋅ 𝛽(𝑑, 𝜆)
𝑑2 ⋅ T 2(𝑑, 𝜆) (2.16)

where 𝑃𝑒 is the emitted power, Clidar the instrument constant, O(𝑑) the

overlap function, 𝛽 the backscatter coefficient and T (𝑑, 𝜆) the atmospheric

transmission, representing the attenuation and multiple scattering effects

(Equation 2.3). The power received therefore depends on the emitted wave-

length, the properties of the sampled particles, the multiple scattering effect

and the attenuation along the optical path.
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For air molecule detection, Rayleigh scattering is assumed for the lidar sig-

nal. Some lidars have the capability of isolating the Rayleigh signal (backscat-

tered from air molecules, 𝛽𝑚) from the Mie signal (backscattered from

aerosols or cloud particles, 𝛽𝑝), and are called High Spectral Resolution Lidars

(HSRL). Figure 2.20 illustrates the backscatter signal fromamixture composed

of airmolecules and cloud particles. The signal can be split into twoparts, with

a large peak representing the Rayleigh scattering of molecules, and a higher

amplitude but much narrower peak representing the Mie scattering of par-

ticles. These two peaks could be separated with an ideal filter of very fine

bandwidth, as shown in gray dashed line in Figure 2.20. In practice, two types

of HSRL exist for spectral filtering, using either an absorption cell (e.g. Hair et

al. 2008, Esselborn et al. 2008) or interferometers (e.g. Bruneau et al. 2015).

Figure 2.20: Spectral backscattered energy distribution from air molecules

and cloud particles. The x axis corresponds to the frequency shift between

transmitted and received signal.

There are several interferometer types, such as the Michelson (Burton et

al. 2018), the Mach-Zehnder (e.g. Bruneau et al. 2015), the Fabry-Pérot (e.g.

Wehr et al. 2023) and the Fizeau (e.g. Reitebuch et al. 2009), which can be

used in HSRL. The principle of the interferometer is to divide the received

electromagnetic beam into several beams, which then follow paths of differ-

ent lengths. The beams are then recombined, forming interferences from

which information can be extracted. Figure 2.21 shows the example of the

Mach-Zehnder interferometer, using twomirrors, two beam splitters and two

detectors.

Regardless of the filtering technique used, the High Spectral Resolution

(HSR) method separates the energy backscattered by air molecules from the
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total backscattered energy. Consequently, the backscatter ratio BR can be

determined and is expressed as follows:

BR =
𝛽𝑝 + 𝛽𝑚

𝛽𝑚
(2.17)

Figure 2.21: Mach-Zehnder interferometer principle.

This ratio does not take the attenuation into account. By using the attenu-

ated molecular backscatter measurement, it is possible to retrieve the partic-

ular extinction and lidar ratio from Equations 2.18 and 2.19.

𝛽𝑎,𝑚 =
𝛼𝑚
𝑆𝑚

𝑒−2 ∫𝑅
0 (𝛼𝑚(𝑧)+𝛼𝑝(𝑧)) 𝑑𝑧

(2.18)

𝛽𝑎,𝑝 =
𝛼𝑝

𝑆𝑝
𝑒−2 ∫𝑅

0 (𝛼𝑚(𝑧)+𝛼𝑝(𝑧)) 𝑑𝑧
(2.19)

where 𝑆𝑚 an 𝑆𝑝 are the molecular and the particular lidar ratio respec-

tively.

Another lidars capability (also found in some radars) is to use the polariza-

tion of light to deduce some properties of the observed objects. An electro-

magnetic wave of frequency 𝜈 consists of the coupling of an electric field �⃗�
with a magnetic field �⃗�, oscillating at the same frequency 𝜈. These fields de-

fine the electromagnetic wave propagation direction, as illustrated in Figure

2.22. Both fields are always perpendicular to each other and are located in a

plane orthogonal to the wave propagation direction. Moreover, the electric

field direction determines the light polarization:
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- Linear polarization: the electric field always oscillates in the same di-

rection it is referred as linear polarization (Figure 2.22).

- Circular polarization: the electric field oscillates equally along two com-

ponents rotating at constant speed.

- Elliptic polarization: the electric field oscillates differently along two

components, rotating at constant speed.

Figure 2.22: The electric field �⃗� and themagnetic field �⃗� of an electromagnetic

wave with wavelength 𝜆 and frequency 𝜈.

For cloud studies, the transmitted wave polarization can be imposed and

compared with the polarization of the received wave using polarizers. These

allow the polarization of the received wave to be determined according to two

components: the polarization perpendicular to the transmitted wave P⟂ and

the polarization parallel to the transmitted wave P∥. It is therefore possible

to define the depolarization ratio D, describing the depolarization power of

a targeted particle and given by the ratio between the perpendicular compo-

nent and the parallel component of the received wave polarization:

D =
P⟂
P∥

(2.20)

This ratio become useful to distinguish the nature of some hydrometeors,

since ice crystals depolarize light whereas spherical water droplets do not

(D = 0), or for determining the shape or orientation of ice crystals.
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Like radar, some lidars are capable of using theDoppler signal to determine

the velocity of observed hydrometeors (e.g. Grund et al. 2001; Westbrook et

al. 2010; Bruneau et al. 2015) or to determinewind information. One example

is the Atmospheric LAser Doppler INstrument (ALADIN) instrument onboard

the Atmospheric Dynamics Mission Aeolus (ADM-Aeolus) satellite or onboard

an aircraft for its airborne version (Reitebuch et al. 2009).

Regarding lidar calibration, it is required to determine the instrument con-

stant Clidar for eachwavelength channel. Themost traditionalmethod consists

in using clear sky region (or “clean air”) (e.g. Sauvage et al. 1999; Beyerle et

al. 2001), since it is free of any cloud particles. In this region, the lidar mea-

surement is compared to a molecular attenuated backscatter model calcu-

lated following Bucholtz 1995, Bodhaine et al. 1999 and She 2001 atmospheric

density, molecular scattering cross-section and depolarization. Thesemodels

also require atmospheric information such as the temperature and the pres-

sure (Cazenave 2019), coming from instruments collocated with the lidar to

be calibrated or from weather forecasting models. Uncertainty in these at-

mospheric measurements can introduce calibration errors and the aerosols

presence in these clear-sky regions can also lead to biases of a few percent in

the calibration (Powell et al. 2009).

2.2.3 . Radar-lidar synergy

In this subsection, I focus on the radar-lidar synergy, which consists in

combining the measurements of these instruments to take advantage of

their complementary sensitivities. Synergy between active and passive in-

struments also exists, such as lidar-radiometer (Garnier et al. 2012; Sourde-

val 2012; Garnier et al. 2013) and radar-radiometer (Evans et al. 2005; Vish-

wakarma et al. 2022) synergies used to retrieve cloud microphysical proper-

ties, with radiometric information helping for example to constrain ice wa-

ter path (integration of the ice water content between to points of the atmo-

sphere) retrieval.

As explained previously, radar and lidar do not have the same sensitivity to

every hydrometeor. Figure 2.23 presents an example of the lidar attenuated

backscatter at 532 nm of CALIOP (CALIPSO) in panel a) and the radar reflectiv-

ity at 95 GHz of CPR (CloudSat) in panel b). Panel c) shows which instrument

signal can be used, whether it detects ice particles or liquid droplets. In this

example, the lidar (panel a)) detects optically thin clouds between 8 and 11
km (box 1.), while the radar signal (panel b)) is unable to detect these small

ice cloud particles. This can be explained by the sensitivity of the lidar to par-

ticle concentration, whereas the radar is more sensitive to particle size. Panel

c) indicates that these high clouds are only observed by the lidar signal.
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Next, between 5 and 8 km and before 21:51:45 UTC (box 2.), the lidar sig-

nal is also around 10−5 m−1.sr−1, while the radar signal gives a reflectivity of

around −10 dBZ. Thus, this zone is one of synergy, as shown in panel c), with

both radar and lidar signals detecting ice cloud particles. At 4 km (box 3.), the

strong lidar backscatter signal (> 10−4 m−1.sr−1) indicates the presence of

liquid water droplets. The radar signal is also relatively strong in these areas,

indicating the presence of ice particles. This suggests, in this case, areas of

mixed-phase, and panel c) identifies an area of synergy. Below these layers

of liquid water, the lidar signal is completely attenuated and is unable to de-

tect down to the ground. In contrast, radar, which is not attenuated by these

layers of liquid water, is capable of detecting cloud particles (precipitating or

not) down to the ground.

Figure 2.23: CALIOP lidar attenuated backscatter at 532 nm a), CPR radar re-

flectivity at 95 GHz b) and the instrument synergy (single instrument or syn-

ergy areas) c) on 21st November 2008. The three panels share the same ab-

scissa axes (time and latitude). Data from DARDAR-MASK V2.23 products,

https://www.icare.univ-lille.fr/, orbit ID: 2008326202854_13667

By using these two instruments in synergy, more information can be ob-

tained than with only one. For areas where instrument synergy can be ex-
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ploited, measurements from both instruments can be used to constrain the

retrieval of ice or mixed-phase cloud microphysical properties. Radar-lidar

synergy can also be used to build a cloud hydrometeors classification (Sec-

tion 3.2), as for DARDAR-MASK (Delanoë and Hogan 2010) products designed

for CPR (CloudSat) and CALIOP (CALIPSO) instrument data, or the future AC-TC

products designed for the data of the lidar and radar instrument of EarthCARE

(Irbah et al. 2023).

Additionally, radar-lidar synergy can be utilized in algorithms for the restitu-

tion of cloud microphysical properties. Lidar-radar synergistic methods were

first proposed by Intrieri et al. 1993, Donovan and Lammeren 2001, Tinel et

al. 2005 and Mitrescu et al. 2005 to retrieve ice clouds properties where both

instrument overlap. Algorithms as VarCloud (Delanoë and Hogan 2008) and

2C-ICE (Deng et al. 2010) were later developed to retrieve ice clouds proper-

ties all along the instruments profile using the CPR (CloudSat), the CALIOP

(CALIPSO) and additionally radiometric information for VarCloud. For the

EarthCARE mission (Section 2.3.2) the unified synergistic retrieval algorithm

Cloud, Aerosol, and Precipitation from mulTiple Instruments using a VAria-

tional TEchnique (CAPTIVATE, Mason et al. 2022) uses the ATmospheric LIDar

(ATLID), Cloud Profiling Radar (CPR), as well as MSI data to retrieve clouds,

precipitations and aerosols properties.

In this thesis, I describe a new method designed to retrieve the properties

of mixed-phase clouds, supercooled water and ice, using radar-lidar synergy

and based on the VarCloudmethod. Further details are presented in Chapter

3. The VarCloud method and the one proposed in this thesis are flexible and

can be applied to various radar-lidar platforms, which are introduced in the

next section.

2.3 . Spaceborne and airborne radar-lidar platforms

For better collocation of synergistic measurements (in this case, radar-

lidar), the instruments are often located in the same place, on the same in-

strument platform. Several types of radar-lidar platforms exist: onboard a

satellite, an aircraft or even ground-based. Each platform has its own advan-

tages and limitations, which are listed in Table 2.8.

During my thesis, I worked with data from both airborne and spaceborne

radar-lidar platforms. In this section, I present two spaceborne platforms as

well as three airborne platforms with specifications of the carrier aircraft.
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Table 2.8: Advantages and drawbacks of spaceborne, airborne and

ground-based radar-lidar platform.

Platform Advantages (+) Drawbacks (−)

Spaceborne

Area covered (global)

Permanent / frequent observation

Looking direction (from above)

Low resolution

Limited number of instruments

Less durable (depending on orbit altitude)

Difficult to repair

Airborne

Area covered (precise)

High resolution

Numerous instruments (including in situ)

Closer to the cloud

Looking direction (multiple)

Observation limited to a few hours

Limited coverage

Ground-based

High resolution

Durable

Easily repairable

Permanent observation of the same area

Area covered

Radome attenuation

Observation of the same area

2.3.1 . CloudSat and CALIPSO from A-Train

The Afternoon Constellation, widely known by its nickname A-Train, con-

sists of seven satellites (described in the following paragraphs), carrying two

active remote sensing instruments and thirteen passive instruments.

- Aqua, originally called EOS PM-1 as it belongs to the National Aero-

nautics and Space Administration (NASA) Earth Observing System (EOS)

mission, was launched on the 4th of May 2002 and is dedicated to the

study of the water cycle. It possesses six passive remote sensing instru-

ments including MODIS (swath of 2330 km across the track) and CERES

(swath of 3000 km across the track). The satellite is still operational.

- Aura, originally called EOS CH-1 (also part of the NASA EOS mission),

was launched on the 15th of July 2004 and is dedicated to the study

of the air quality, the ozone layer and the climate. It comprises four

passive remote sensing instruments operating in the UV, visible and IR.

The satellite is scheduled for shutdown in 2025 or 2026.

- PARASOL (Polarization and Anisotropy of Reflectances for Atmospheric

Sciences coupled with Observations from a Lidar) is a french micro-

satellite from the Centre National d’Études Spatiales (CNES), the french

space agency. The satellite joined the A-Train on 18th of December 2004

and exited it on 18th of December 2013. It carried the POLDER-3 ra-

diometer (POLarization and Directionality of the Earth’s Reflectances),

operating nine channels in the near-UV, visible and near-IR wave-

lengths, to study clouds, aerosols and water vapor microphysical and

radiative properties. Some of its channels were sensitive to light polar-

ization.
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- CloudSat, which is also part of the NASA EOS, was launched on the 28th

of April 2006. It carries the CPR, which is a cloud radar emitting at 94.05
GHz, giving vertical profile of clouds and precipitation. The radar spec-

ifications are given in Table 2.9. CloudSat and its components are illus-

trated in Figure 2.24. After seventeen years of operation, the radar was

turned off on the 20th of December 2023.

Table 2.9: CPR (CloudSat) specifications (from https://cloudsat.
atmos.colostate.edu/instrument).

Parameter Value

Frequency 94.05 GHz

Pulse repetition frequency 4300 Hz

Range resolution 500 m

Across-track resolution 1.4 km

Along-track resolution 1.7 km

Pulse width 3.3 µs

Nadir angle

(since 15th of August 2006)
0.16°

Minimum detectable Z

(atmospheric attenuated not included)
< −29 dBZ

Data window 0 to 25 km

Antenna diameter 1.85 m

Dynamic range 70 dB

Data rate 20 kbit.s−1

Figure 2.24: The CloudSat satellite and its components.
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- CALIPSO, operated by both CNES and NASA, was launched at the same

time as CloudSat and its operation ended on the 1st of August 2023. It

is also part of the EOS mission and carries the lidar CALIOP, emitting

at 532 and 1064 nm, with the 532 nm channel sensitive to polarization,

and providing high-resolution vertical profiles of clouds and aerosols.

In 2007, the instrument pointing was adjusted to 3° from nadir to avoid

specular reflection from ice crystals. The lidar specifications are given

in Table 2.10. Figures 2.25 shows the lidar (panel a)) and satellite (panel

b)) with their respective components. Two passive instruments are also

onboard CALIPSO: the Wide Field of View Camera (WFC) and the In-

frared Imager Radiometer (IIR), providing context for day and night lidar

measurements respectively.

Table 2.10: CALIOP (CALIPSO) specifications (from https://calipso.
cnes.fr/en/CALIPSO/lidar.htm and Feofilov et al. 2023).

Parameter Value

Lidar type
Nd:YAG, diode-pumped

Q-switched, frequency doubled

Wavelength 532 and 1064 nm

Pulse repetition frequency 20 Hz

Range resolution*

(troposphere)
30 m

Horizontal resolution* 333 m

Nadir angle

(since 28th of November 2007)
3°

Telescope aperture 1 m

Telescope FOV 130 µrad

Laser beam divergence 100 µrad

Footprint (diameter) 90 m

Data rate 316 kbit.s−1

* The range and horizontal resolution of CALIPSO data varies with altitude and the

wavelength channel, see Winker et al. 2009 for further details.
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Figure 2.25: a) CALIOP transmitter and receiver, and b) the CALIPSO satellite

components (CALIOP,WFC and IIR). Images from https://calipso.cnes.fr/
en/CALIPSO/lidar.htm.

- GCOM-W1, for Global Change Observation Mission - Water 1 (also

named Shizuku), is a satellite from the Japan Aerospace eXploration

Agency (JAXA) launched on the 17th of May 2012. It transports the

Advanced Microwave Scanning Radiometer 2, that scans a 1450 km

cone-shaped swath between 6.925 and 89 GHz (6 channels). It was de-

signed to be the follow-up to AMSR-E (Advanced Microwave Scanning

Radiometer for EOS), onboard Aqua, and is dedicated to the water cycle

study.

- OCO-2, for Orbiting Carbon Observatory-2, was launched on the 2nd

of July 2014 and is operated by NASA. Thanks to three channels in the

near-IR, it is used for high-resolution observation of CO2 from space.

Figure 2.26 shows the composition of A-train in 2018. Until 2018, the all

A-Train satellites orbit at 705 km altitude, in a circular near-polar (inclination

98.2°) sun-synchronous orbit (crossing the equator at 1:30 pm local time). In

February 2018, CloudSat moved its orbit down to 16.5 km below the other

satellites, due to technical issues that could affect the maneuverability of the

satellite. To ensure that the two active remote sensing instrument CPR and

CALIOP remain side by side, CALIPSO performed a series of maneuvers in

September 2018 to join the orbit of CloudSat, resulting in the creation of the

C-Train constellation. Consequently, since 2018, the Afternoon Constellation

consists in the A-Train satellites Aura, Aqua, GCOM-W1 and OCO-2 and the

C-Train satellites CloudSat and CALIPSO, whose tracks cross approximately

every 20 days, making it possible to continue collocated observations.
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Figure 2.26: The Afternoon Constellation (A-Train and C-Train) in 2018 (from

https://atrain.nasa.gov/). PARASOL exited the constellation in 2013 and

the orbit of CloudSat and CALIPSO has been changed in 2018, creating the C-

Train. Active remote sensing instruments are indicatedwith dashed lines (CPR

of CloudSat et CALIOP of CALIPSO). Passive remote sensing instruments are

color coded as follows: microwaves (AMSR-E, AMSR-2, AMSU-A, CPR, MLS) are

represented with colors ranging from red-purple to deep purple, solar wave-

lengths (OMI, OCO-2) with yellow, solar and infrared wavelengths (MODIS,

CERES) with gray and other infrared wavelengths (IIR, AIRS, TES, HIRDLS) with

red.

2.3.2 . CPR and ATLID from EarthCARE

The Earth Clouds, Aerosols and Radiation Explorer (EarthCARE, Illingworth

et al. 2015) is a joint satellite of the European Space Agency (ESA) and the JAXA,

scheduled for launch in May 2024. It is composed of four instruments, shown

in Figure 2.27, including two active remote sensing instruments, the CPR radar

and the ATLID lidar, and two passive remote sensing instruments, MSI and

BBR (described in Section 2.2.1). The satellite is expected to operate at an

altitude of 393 km, in a polar Sun-synchronous regime with an inclination of

97.1°. The altitude is much lower than for CloudSat-CALIPSO, in order to im-

prove the spatial resolution and the sensitivity. The collocation of these four

instruments is expected to improve our understanding of the Earth radiation

balance and its effects on the climate.
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Figure 2.27: Artistic view of the EarthCARE satellite (from Wehr et al. 2023).

Complementing Figure 2.16 in Section 2.2.1, Figure 2.28 shows the pointing

and footprints of each EarthCARE instrument, including CPR and ATLID.

Figure 2.28: Viewing geometry of CPR (in orange), ATLID (in green), MSI (in

cyan) and BBR (in blue) onboard EarthCARE.
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The CPR of EarthCARE uses an extended interaction klystron at the same

frequency as the CPR of CloudSat, 94.05 GHz, and with Doppler capability,

which will make it the first spaceborne Doppler cloud radar. It operates at

nadir with a beam width of 0.095° (3 dB), its horizontal and range resolu-

tion are 500 m, but the range resolution can be oversampled at 100 m. CPR-

EarthCARE is expected to have a better sensitivity than CPR-CloudSat, of −35
dBZ, thanks to its lower orbit and larger antenna. The instrument will provide

radar echo product, target classification (Irbah et al. 2023), reflectivity profiles

used to retrieve clouds and precipitation properties and vertical motion of hy-

drometeors. The CPR specifications are listed in Table 2.11 and more details

can be found in Illingworth et al. 2015 and Wehr et al. 2023.

Table 2.11: CPR (EarthCARE) specifications.

Parameter Value

Frequency 94.05 GHz

Pulse repetition frequency 6100 to 7500 Hz

Range resolution
500 m

(oversampled at 100 m)

Across-track resolution ∼ 500 m

Along-track resolution ∼ 1 km

Pulse width 3.3 µs

Antenna diameter 2.5 m

Reflectivity sensibility −35 dBZ

Data rate 270 kbit.s−1

ATLID will operate at 355 nm including polarization sensitivity and HSR

thanks to a Fabry-Pérot interferometer. As with CALIOP, the pointing of ATLID

is 3° from nadir direction to avoid specular reflection from oriented ice crys-

tals. Consequently, CPR and ATLID measurements will not be perfectly col-

located. The telescope FOV is 64 µrad and the laser beam divergence is 45
µrad, which are thinner than those of CALIOP, helping to reduce the solar

radiation contamination and multiple scattering effects. The instrument will

provide target classification (combined with CPR target classification, Irbah et

al. 2023) as well as backscatter and depolarization vertical profiles, used to

retrieve aerosols and clouds properties. The ATLID specifications are listed in

Table 2.12 andmore details can be found in Illingworth et al. 2015, Wehr et al.

2023 and Feofilov et al. 2023.
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Table 2.12: ATLID specifications.

Parameter Value

Laser type Nd:YAG tripled frequency

Wavelength 355 nm

Pulse repetition frequency 51 Hz

Range resolution

(between 0 and 20 km)
100 m

Horizontal resolution 285 m

Nadir angle 3°
Telescope aperture 0.6 m

Telescope FOV 64 µrad

Laser beam divergence 45 µrad

Footprint (diameter) 29 m

Data rate 642 kbit.s−1

Thanks to the unification of passive and active instruments in a single satel-

lite, it will be convenient to develop synergies with these instruments, as

shown for example by Mason et al. 2022 with the CAPTIVATE algorithm. The

algorithm developed in this thesis can also be adapted to EarthCARE data to

retrieve themicrophysical properties of mixed-phase, supercooled water and

ice clouds with CPR and ATLID measurements.

2.3.3 . RALI: RASTA and LNG

The radar RASTA (RAdar SysTem Airborne, Delanoë et al. 2013) and the

lidar LNG (LÉANDRE New Generation - Lidars aéroportés pour l’Étude des

Aérosols, des Nuages, de la Dynamique, du Rayonnement et du cycle de l’Eau,

Bruneau et al. 2015), together with the radar BASTA, form the airborne mea-

surement platform called RALI (for RAdar–LIdar). These instruments were de-

veloped at LATMOS (Laboratoire Atmosphères et Observations spatiales) and

DT-INSU (Division Technique de l’Institut National des Sciences de l’Univers)

and can be integrated onboard the SAFIRE ATR 42 aircraft (Figure 2.32) for

measurement campaigns. The previous version of the platform was installed

onboard the SAFIRE Falcon 20 (without BASTA), which stopped operating in

2021.

The position and pointing of each instrument onboard the ATR 42 are rep-

resented in Figure 2.29. LNG is positioned at the front of the aircraft with

two observation positions at nadir and zenith (alternately), while RASTA is po-

sitioned further back with three antennas pointing above the aircraft (zenith,

28° backward, 20° transverse) and three below (nadir, 28° backward, 20° trans-
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verse). Any RASTA antenna can be switched on or off in real time to suit the

mission objectives. Meanwhile, BASTA is installed next to RASTA, at a window

on the starboard side of the aircraft to get a horizontal side view. This configu-

ration offers the possibility to obtain profiles in several directions around the

aircraft. In addition, the synergy between the various instruments provides

microphysical and dynamical properties of clouds, aerosols and precipitation.

Figure 2.29: Configuration of RALI onboard the ATR 42 (since 2022). Panel

a): Side view, panel b): Top view, panel c): Front view. In panel c), the nadir

and zenith pointing of RASTA and LNG are not superimposed for better visual

readability.

In this thesis, I focus on the synergy between RASTA and LNG, which are

describe in the next paragraphs. The BASTA specifications, which provides

Doppler velocity and reflectivity along the horizontal direction on the right-

hand side of the aircraft, are not described here and can be found in Delanoë

et al. 2016 and https://rali.aeris-data.fr/airborne-basta/.

RASTA emits 1.5 kW pulses at 95 GHz, almost the same wavelength as CPR

radars, allowing for example validation and calibration campaigns for these

satellite instruments using RALI. In addition to being equipped with six anten-

nas, the spatial resolution of RASTA can be adapted as required, with values

ranging from 15 m to 120 m in resolution and 6 to 15 km in distance. For each

operationmode, this distance depends on the timedelay between twopulses.

The same applies to the ambiguous velocity (𝑉𝑎), meaning that the Doppler

velocities measured by RASTA are in the Nyquist interval (Bringi and Chan-

drasekar 2001) and need to be corrected from “folding” when they are out-
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side the interval [−𝑉𝑎, +𝑉𝑎] (Brown and Wood 2007). The different possible

resolution configurations are listed in Table 2.13, which also gives the num-

ber of values per profile for each configuration (when available). The Doppler

capability of RASTA, combined with its six antennas, enables the retrieval of

3D wind fields, as well as the microphysical and dynamic properties of hy-

drometeors. Other RASTA specifications are listed in Table 2.14, such as its

dimensions, the size of its antennas and its beamwidth and panel b) of Figure

2.30 shows the radar installed onboard the ATR 42.

Table 2.13: Number of values per profile depending on RASTA range

resolution and distance (since 2022, from https://rali.aeris-data.
fr/rasta/.

Distance Ambiguous velocity

Resolution

Pulse length

15 m

100 ns

30 m

200 ns

60 m

400 ns

120 m

800 ns

6 km 19.71 m.s−1 400 200 100 -

7.5 km 15.76 m.s−1 500 250 125 -

9 km 13.14 m.s−1 600 300 150 -

12 km 9.85 m.s−1 800 400 200 -

15 km 7.88 m.s−1 - 500 250 125
18 km 6.57 m.s−1 - - 300 150

Table 2.14: Specifications of RASTA (since 2022, from https://rali.
aeris-data.fr/rasta/.

Parameter Value

Frequency 95 GHz

Energy 1.5 kW (Klystron)

Integration time 250 to 1000 ms

Antenna size 30 cm

Beam width 0.8°

Sensitivity at 1 km

(depends on configuration)

Nadir: −35 dBZ

Zenith: −28 dBZ

Others: −32 dBZ

Weight 110 kg

Dimensions 82 × 102 × 150 cm
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LNG is operating three wavelength channels at 355 (linear polarization, UV),

532 (visible, green) and 1064 nm (NIR) for the transmission and four wave-

length channels for the reception, at 355 nm parallel polarization, 355 nm

perpendicular polarization, 532 nm and 1064 nm. Emitted energies and beam

divergence for each wavelength are specified in Table 2.15. Additionally, a

Mach-Zehnder interferometer (Section 2.2.2.2, page 75) provides HSR capa-

bility for the UV channel. LNG specifications such as the range resolution and

the laser type are listed in Table 2.15 and the panel a) of Figure 2.30 shows

LNGonboard the ATR 42 aircraft. The instrument provides optical parameters

of aerosols and clouds, as well as along-sight wind.

Table 2.15: Specifications of LNG transmitter and receiver (before

2024,

from https://rali.aeris-data.fr/high-spectral-resolution-lidar/.

Parameter Value

Wavelength 355 nm 532 nm 1064 nm

Transmitter energy ∼ 40 mJ ∼ 9 mJ ∼ 45 mJ

Transmitter energy 0.15 mrad 4 mrad 5.6 mrad

Receiver FOV 0.5 mrad 5 mrad 7 mrad

Receiver spectral bandwidth 9 nm 0.2 nm 1 nm

Receiver detector PM PM APD

Laser type
flashlamp-pumped Nd:YAG

Q-switched oscillator

Transmitter frequency 20 Hz

Range resolution 37 m

Range 15 km

PM: PhotoMultiplier, APD: Avalanche PhotoDiode.

Information provided in this table is subject to change in 2024,

as LNG is currently being refurbished.

During measurement campaigns, the ATR 42 flies at an average speed of

100 m.s−1, for a period of between four and six hours, and at an average al-

titude of 5 km. All onboard instruments are operated during the entire flight

by a person physically present in the aircraft. LNG requires careful attention,

since laser calibration and alignment procedures must be performed regu-

larly and because LNG pointing must be set to nadir or zenith manually, de-

pending on scientific requirements.
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Figure 2.30: a) LNG and b) RASTA instrument onboard the ATR 42 aircraft.

2.3.4 . MIRA and WALES

The cloud radar MIRA (Melchionna et al. 2008; Mech et al. 2014) and the

lidar WALES (WAter vapor Lidar Experiment in Space, Wirth et al. 2009) can

be installed onboard the German research aircraft HALO (High Altitude and

LOng Range Research Aircraft, Figure 2.32). Both instruments transmit and

receive downwards through the belly pod windows of HALO, as indicated in

Figure 2.31. To avoid specular reflection for WALES, the aircraft has an angle

attack during flight of 2.5 to 3°. This Gulfstream G550 modified for scientific

measurement campaigns (like the SAFIRE ATR 42) can fly at speeds up to 300
m.s−1 at a typical altitude of 9 to 10 km, and is capable of flying for more than

ten hours. Besides the two active remote sensing instruments, HALO can also

carry several passive instruments such as specMACS or the radiometers from

HAMP (HALO Microwave Package, Mech et al. 2014), which includes MIRA.

Figure 2.31: WALES and MIRA positioning and pointing onboard HALO.
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Figure 2.32: The SAFIRE ATR 42 and HALO aircraft in Kiruna (Sweden) in 2022

during Arctic measurement campaigns.

MIRA is an instrument commercialized by METEK (Meteorologische

Messtechnik) that operates at 35.2 GHz (Ka-band) with Doppler capability and

polarization sensitivity. It provides reflectivity and velocity vertical profiles,

used to retrieve clouds and precipitation microphysical and dynamical prop-

erties. Panels a) and b) of Figure 2.33 present the instrument onboard the

HALO. The transmitter and emitter electronics accessible in the aircraft cabin

and the antennas are in the belly pod. MIRA possesses a different sensitivity

to hydrometeors than CPR radars and RASTA, with a reflectivity sensitivity of

−38 dBZ at 5 km. In addition, it has a range resolution of 30 mwith a footprint

at 13 km of 130 m. Other specifications are listed in Table 2.16.

Table 2.16: MIRA specifications (from Mech et al. 2014).

Parameter Value

Frequency 35.563 GHz

Peak power 30 kW

Pulse length 200 ns

Pulse repetition rate 5 kHz

Antenna diameter 1 m

Beam width 0.6°
Minimum detection signal

at 5 km
−38 dBZ

Footprint at 13 km 130 m

Range resolution 30 m
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WALES has been developed at the Deutsches Zentrum für Luft- und Raum-

fahrt (DLR, the German Aerospace Center) and operates at 532 nm with HSR

using iodine filter (Esselborn et al. 2008) and at 1064 nm. Additionally, the visi-

ble channel is sensible to polarization. Both channels produce vertical profiles

of backscatter and extinction, making it possible to characterize aerosols and

cloud particles. Additionally, WALES has four channels (three absorption line

and one off line) around 935 nm for water vapor Differential Absorption Lidar

(DIAL) capabilities, providing the water vapor mixing ratio used to obtain for

example the cloud relative humidity using temperature models (e.g. Dekout-

sidis et al. 2023). More information on the DIAL function can be found inWirth

et al. 2009. The characteristics of each channel are listed in Table 2.17, as well

as the other instrument specifications. Figure 2.33 shows WALES onboard

HALO, with a two-angle view with panels a) and d). Panel c) shows the belly

pod as seen from the cabin and the window through which the lidar transmits

and receives, and panel d) also presents the control station of WALES.

Table 2.17: WALES specifications (from Wirth et al. 2009).

Parameter Value

Wavelength 532 nm (HSR) 935 nm (H2O DIAL) 1064 nm

Pump laser

pulse energy
220 mJ - 400 mJ

System output 75 mJ 45 mJ 120 mJ

Pulse length 7.5 ns 5.5 ns 8 ns

Detector type PM APD APD

Beam divergence 1 mrad

Laser type
Nd:YAG laser pumped

Two Q-switched monolitic, OPO

Telescope diameter 480 mm

Telescope FOV 1.6 mrad

Nadir angle 2.5 to 3°
Pulse response 100 ns

Sampling rate 10 MHz

Resolution 30 m

Footprint at 10 km 16 m

Total weight 450 kg

Dimension

Length × Width × Height
1.7 × 1.1 × 1.2 m

PM: PhotoMultiplier, APD: Avalanche PhotoDiode, OPO: Optical Parametric

Oscillator.
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Figure 2.33: MIRA and WALES onboard HALO. The transmitter and receiver

system of MIRA is indicated in panels a) and b). Panels a), c) and d) presents

the different parts of WALES.
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2.3.5 . CRS and CPL

The Cloud Radar System (CRS, Li et al. 2004) and the Cloud Physics Li-

dar (CPL, McGill et al. 2004) from NASA can be installed onboard the Earth

Resources 2 (ER-2) NASA research aircraft, with nadir pointing for both in-

struments, as indicated in Figure 2.34. The ER-2 typically flies for eight to ten

hours, at a speed of 210 m.s−1 and at a maximum altitude around 20 km.

At these altitudes, the instruments aboard ER-2 operate above 94 % of the

atmosphere, and can therefore be used as spaceborne instrument simula-

tors. In addition to the CRS radar, the platform can also include the High-

altitude Imaging Wind and Rain Airborne Profiler (HIWRAP) and the ER-2 X-

band Doppler Radar (EXRAD), which work at 13.5 GHz (Ku-band), 35 GHz (Ka-

band) and 9.6 GHz (X-band) respectively.

Figure 2.34: CRS and CPL positioning and pointing on ER-2 aircraft.

CRS operates at 94 GHz and provide radar reflectivity and Doppler velocity.

These measurements characterize clouds and precipitation, and can be used

in synergy with CPL lidar data to retrieve cloud microphysical properties. On

the other hand, the CPLworkswith threewavelengths at 355, 532 and 1064nm,

giving vertical backscatter profiles with a resolution of 30m,making it possible

to obtain information on aerosols, dust, ice clouds and liquid water. CRS and

CPL specifications are presented in Tables 2.18 and 2.19 respectively.
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Table 2.18: CRS specifications.

Parameter Value

Frequency 94.155 GHz

Peak power 1.7 W

Sensitivity

at 10 km range
−29 dBZ

Pulse repetition frequency 0.5 to 20 kHz

Range resolution 115 m

Antenna beamwidth 0.46°

Table 2.19: CPL specifications.

Parameter Value

Laser type Solid state Nd:YVO4

Wavelength 355, 532 and 1064 nm

Laser output energy

at 355 and 1064 nm
50 µJ

Laser output energy

at 532 nm
25 µJ

Laser repetition rate 5 kHz

Telescope diameter 20 cm

Telescope FOV 100 µrad

Range resolution 30 m

Horizontal resolution 200 m (1 s)

2.4 . Conclusion

Observing clouds and determining their optical, dynamic andmicrophysi-

cal properties can be achieved in a variety of ways. In situ instruments can be

used to obtain detailed information about a cloud specific area, down to crys-

tal images. Meanwhile, remote sensing instruments provide average charac-

teristics of a sampled volume or surface without physical contact.

By using all these tools, clouds can be described on several scales, helping

to improve weather and climate models. The observations obtained can be

compared with the predictions, enabling possible model biases to be identi-

fied.
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Radar-lidar synergy combines two active remote sensing instruments, of-

fering cloud vertical profiles. These two instruments can be deployed on air-

borne and spaceborne platforms, providing wide cloud coverage. Addition-

ally, they observe clouds from above, allowing straightforward detection of

the mixed-phase layers present at cloud tops.

Nevertheless, the microphysical properties of clouds are not directly avail-

able from these measurements. For this, it is necessary to rely on retrieval

algorithms, which use scattering models to relate radar-lidar measurements

to the microphysical properties. Furthermore, in situ measurements can be

used to improve the parameterization of these algorithms, as well as for their

validation.

In the following chapter, I explain the inverse problem method used to re-

trieve the microphysical properties of clouds. In particular, 3.3 describes in

detail the method proposed in this thesis to retrieve the properties of clouds

composed by ice and/or supercooled water.
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Thanks to radar-lidar synergy, methods to retrieve ice cloud particle mi-

crophysical properties have been developed, providing clouds characteriza-

tion and information for forecast and climate models. Nevertheless, mixed-

phase clouds are not well represented in climate and weather forecasting

models, due to a lack of the key processes controlling their life cycle, as ex-

plained in Chapter 1. Since these clouds play a significant role in the climate,

developingmethods to study thembecomes crucial, despite the complexity of

mixed-phase cloud processes and the difficulty of observing two cloud phases

simultaneously. In this thesis, we propose a method to retrieve mixed-phase,

ice and supercooled water cloud properties from airborne or satellite radar

and lidar measurements. In this chapter, I explain this approach based on

the VarCloud algorithm initially developed by Delanoë andHogan 2008, which

characterizes clouds consisting solely of ice crystals from radar, lidar and ra-

diometric data. VarCloud principle is presented in the first section. Notably,

I detail the latest version I have designed, called VarPy-ice. Since ice and liq-

uid water have distinct physical properties, a classification is required to pro-

cess them. The second section is devoted to explaining these classifications

involved in retrieval algorithms. Finally, the last section focuses on the exten-

sion of VarPy-ice to liquid water and the mixed-phase, carried out during this

thesis and named VarPy-mix.

3.1 . Ice cloud properties retrieval

Radar-lidar measurements cannot directly provide the cloud microphysi-

cal properties. To overcome this limitation, we can formulate it as an inverse

problem that can be solved by a Bayesian variational method, as proposed

by VarCloud. In this section, I present the inverse problem applied to the ice

cloud properties retrieval. The VarPy-ice algorithm is detailed as an example

in the second part of this section.

3.1.1 . The inverse problem

An inverse problem is a situation where the causes of a phenomenon are

determined from experimental observations of its effects. This can be ap-

plied in many scientific fields, notably in atmospheric science. In the case of

radar and lidar measurements, the radar reflectivity 𝑍 [mm6.m−3] and the

lidar backscatter 𝛽 [m−1.sr−1] are linked to the clouds microphysical verti-

cal structure. For example the water content is strongly correlated with the

reflectivity (Atlas 1954) and the lidar backscatter is related to the extinction

coefficient 𝛼 (Section 2.2.2.2, Equation 2.12). Nevertheless, the relationship

between the measurement and the microphysical and optical property is not

direct. This situation can be associated with an inverse problem expressed by

the following equation :
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𝑌 = 𝑓 (𝑋) + 𝜀 (3.1)

where:

- 𝑌 is the observation vector composed of themeasured radar reflectivity

𝑍obs and lidar apparent backscatter 𝛽obs.

- 𝑋 is the state vector composed of the variables that describe the sys-

tem, in our case clouds microphysical properties.

- 𝑓 is the forward function (Rodgers 2000, p. 14). It corresponds to the

radar and lidar forward models, which link the observation vector 𝑌 to

the state vector𝑋. The radar forwardmodel estimates𝑍fwd values from

the state vector while the lidar estimates 𝛽fwd values. This function is

usually very complex and non-invertible. This means that 𝑋 cannot be

directly calculated from 𝑌 and the inverse forward function 𝑓 −1 via the

equation 𝑋 = 𝑓 −1(𝑌 − 𝜀).

- 𝜀 is the error vector, representing the models and measurements un-

certainties.

For cloud studies, the solution to the inverse problem can be derived from

empirical relationships between measurements and cloud properties (e.g.

Hogan et al. 2006b), from a statistical approach using neural networks (e.g.

Wang et al. 2022) or from a probabilistic method based on the Bayes theo-

rem (e.g. Delanoë and Hogan 2008). The latter is a variational method used

in our algorithm and is detailed in the next subsection.

3.1.1.1 The Bayes theorem

The Bayes theorem is defined by the following equation:

𝑃(𝑋 ∣ 𝑌) =
𝑃(𝑌 ∣ 𝑋)𝑃(𝑋)

𝑃(𝑌) (3.2)

where:

- 𝑃(𝑋) and 𝑃(𝑌) are the Probability Density Functions (PDF) of 𝑋 and 𝑌,
respectively. They are independent and can be considered as defining

a probable state volume in a multidimensional space. 𝑃(𝑋) expresses
the volume in the state space containing the a priori (i.e. before the

measurement) probable states set centered on 𝑋. As a result, 𝑃(𝑋)d𝑋
expresses the probability of having the state between 𝑋 and d𝑋. This

represents the a priori state space.
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- 𝑃(𝑌 ∣ 𝑋) is the conditional probability of 𝑌 given 𝑋.

- 𝑃(𝑋 ∣ 𝑌) is the conditional probability of 𝑋 given 𝑌. This represents

the PDF of a state after a measurement is made at 𝑃(𝑋) and 𝑃(𝑌 ∣ 𝑋).
𝑃(𝑋 ∣ 𝑌) describes the a posteriori probable states volume, i.e. after

knowing the information provided by the measurement.

If the measurement provides information on the state vector, the a posteri-

ori probable state volume is reduced compared to the a priori one. The infor-

mation contained in the measurement space can be used to minimize the a

priori probable state number contained in the state space. Consequently, the

variational method consists in finding the value of 𝑋 that maximizes 𝑃(𝑋 ∣ 𝑌),
taking into account any a priori information we have on the state vector as

well as model and observations errors. One approach, detailed in the next

subsection, is to calculate a cost function and to minimize its result.

3.1.1.2 Cost function optimization

If we assume that the previous PDF can be represented by a Gaussian dis-

tribution, 𝑃(𝑋) can be expressed as follows:

𝑃(𝑋) =
1

(2𝜋)
𝑢
2 |𝐵|

1
2

𝑒
−

1
2 (𝑋−𝑋𝑎)T𝐵−1(𝑋−𝑋𝑎)

(3.3)

where:

- 𝑢 is the state vector dimension.

- 𝑋𝑎 is the a priori state vector. It defines our knowledge of 𝑋 before

measurement. It has the same dimension as 𝑋.

- 𝐵 is the error covariance matrix of the a priori. It represents the uncer-

tainties associated with 𝑋𝑎 (explained in 3.1.2). It is a square matrix of

the same dimension as 𝑋𝑎.

In the same way, the conditional probabilities 𝑃(𝑌 ∣ 𝑋) is given by:

𝑃(𝑌 ∣ 𝑋) =
1

(2𝜋)
𝑣
2 |𝑅|

1
2

𝑒
−

1
2 (𝑌−𝑓 (𝑋))T𝑅−1(𝑌−𝑓 (𝑋))

(3.4)
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where:

- 𝑣 is the observation vector dimension.

- 𝑓 (𝑋) represents the forward model values when applied to 𝑋 (i.e. 𝑍fwd

and 𝛽fwd).

- 𝑅 is themeasurement error covariancematrix. It represents the uncer-

tainties associated with 𝑌 (explained in 3.1.2). It is a square matrix of

the same dimension as 𝑌.

Since 𝑃(𝑌) is an irrelevant physical quantity for inversion problems, it is

considered as a scaling factor which is not presented here. Finally, the con-

ditional probability 𝑃(𝑋 ∣ 𝑌) can be calculated by replacing the terms from

Equation 3.2 with Equations 3.3 and 3.4:

𝑃(𝑋 ∣ 𝑌) =
1

(2𝜋)
𝑢+𝑣

2 |𝑅|
1
2 |𝐵|

1
2

𝑒
−

1
2 ((𝑌−𝑓 (𝑋))T𝑅−1(𝑌−𝑓 (𝑋))+(𝑋−𝑋𝑎)T𝐵−1(𝑋−𝑋𝑎))

(3.5)

In addition, Equation 3.5 can be written according to the covariance ma-

trix of the vector �̂�, 𝑆�̂�, which represents the state vector after knowledge of

the measurement and corresponds to the state vector best estimate. This is

generally referred to as the retrieved state vector. As a result, 𝑃(𝑋) can be

expressed as follows:

𝑃(𝑋 ∣ 𝑌) =
1

(2𝜋)
𝑢
2 ∣𝑆�̂�∣

1
2

𝑒
−

1
2 (𝑋−�̂�)T𝑆−1

�̂� (𝑋−�̂�)
(3.6)

Furthermore, �̂� can be determined by minimizing the cost function 𝐽 de-
fined as follows (Rodgers 2000):

2𝐽 = (𝑌 − 𝑓 (𝑋))T𝑅−1(𝑌 − 𝑓 (𝑋)) + (𝑋 − 𝑋𝑎)T𝐵−1(𝑋 − 𝑋𝑎) (3.7)

The cost function can be assimilated to a random variable following a chi-

squared (𝜒2) distribution and can be minimized under two conditions:

1. The difference 𝑌 − 𝑓 (𝑋) (between the measurement and the forward

model value) is small, taking into account a weighting by the measure-

ment error covariance matrix 𝑅. This condition means that the state

vector enables 𝑓 (𝑋) to be close enough to the measurement.
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2. The difference 𝑋−𝑋𝑎 (between the state vector and its a priori) is small,

weighted by the matrix 𝐵. This condition imposes that the retrieved

state vector parameters must be part of the a priori probable state vol-

ume.

Non-linear models require to use an iterative method to minimize the cost

function and determine �̂�. For example, the Newton method consists in de-

composing the cost function 𝐽 to the second order around the state vector

value at iteration 𝑖, 𝑋𝑖:

2𝐽𝑋 = 2𝐽𝑋𝑖
+

𝜕 2𝐽𝑋𝑖

𝜕 𝑋 (𝑋 − 𝑋𝑖) +
1
2

𝜕2 2𝐽𝑋𝑖

𝜕2𝑋
(𝑋 − 𝑋𝑖)2 (3.8)

where:

- 𝐽𝑋 is the cost function for the state vector 𝑋.

- 𝐽𝑋𝑖
is the cost function for the state vector at iteration 𝑖, 𝑋𝑖

-
𝜕 2𝐽𝑋𝑖

𝜕 𝑋 and
𝜕2 2𝐽𝑋𝑖

𝜕2𝑋
are respectively the first and the second partial

derivatives of 2𝐽𝑋𝑖
with respect to 𝑋.

As a result, the state vector at iteration 𝑖 + 1, 𝑋𝑖+1, can be obtained by:

𝑋𝑖+1 = 𝑋𝑖 −
𝜕 2𝐽𝑋𝑖

𝜕𝑋
𝜕2 2𝐽𝑋𝑖

𝜕2𝑋

−1

(3.9)

The first and second derivatives of the cost function are given by Equations

3.10 and 3.11, respectively:

𝜕 2𝐽𝑋𝑖

𝜕𝑋 = −𝐾T𝑅−1(𝑌 − 𝑓 (𝑋𝑖)) + 𝐵−1(𝑋𝑖 − 𝑋𝑎) (3.10)

where𝐾 is thematrix containing the partial derivatives of the observations

with respect to the state vector parameters. This matrix plays a crucial role in

this optimization method, because it represents the sensitivity of each state

vector parameter to each observation vector component. It is often called the

Jacobian matrix or Kernel.

Furthermore, the second derivative is often called the Hessian matrix,

noted 𝐻:

𝐻 =
𝜕2 2𝐽𝑋𝑖

𝜕2𝑋
= 𝐾T𝑅−1𝐾 −

𝜕𝐾
𝜕𝑋

T
𝑅−1(𝑌 − 𝑓 (𝑋𝑖)) + 𝐵−1 (3.11)
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where
𝜕𝐾
𝜕𝑋 represents the forwardmodel second derivative. It is neglected

in the Gauss-Newton method (Rodgers 2000), allowing the cost function sec-

ond derivative to be described by the following equation:

𝐻 = 𝐾⊺𝑅−1𝐾 + 𝐵−1 (3.12)

Finally, by replacing Equation 3.9 terms with Equations 3.10 and 3.12, the

state vector at iteration 𝑖 + 1 can be defined by:

𝑋𝑖+1 = 𝑋𝑖 + 𝐻−1(𝐾⊺𝑅−1(𝑌 − 𝑓 (𝑋𝑖)) − 𝐵−1(𝑋𝑖 − 𝑋𝑎)) (3.13)

The computation of 𝑋𝑖+1 is iterated until convergence is reached, i.e. when

𝐽 minimum value is found, taking into account the uncertainties associated

with the forward models, the measurements and 𝑋 a priori. In this last step,

𝑆�̂� can be calculated according to the following equation:

𝑆�̂� = (𝐾⊺𝑅−1𝐾 + 𝐵−1)−1 (3.14)

which corresponds to the inverse of the Hessianmatrix, 𝐻−1. In this equa-

tion, 𝐾 value is the one corresponding to the iteration chosen as minimizing

the cost function.

This optimization method is used by the VarCloud algorithm proposed by

Delanoë and Hogan 2008. The next subsection describes the main parame-

ters involved in this algorithm, notably the state vector parameters.

3.1.2 . The VarPy-ice version

The variationalmethod VarCloud aims to retrieve ice clouds properties us-

ing radar, lidar and radiometers data. First written in C++, this algorithm has

been improved with new parameterization for ice clouds retrievals (Ceccaldi

2014; Cazenave et al. 2019). During this thesis, I improved the algorithm on

certain points, notably by writing its latest version in Python 3, offering more

flexible parameterization and the ability to be applied to multiple airborne

and spaceborne platforms. This version is called VarPy-ice, to distinguish it

from the VarPy-mix version (described in 3.3), which additionally retrieves the

properties of the mixed-phase and supercooled water clouds.

In this subsection, I describe the main VarPy-ice components. The diagram

of Figure 3.1 summarizes the whole structure of the variational scheme.
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Figure 3.1: VarPy-ice retrieval method scheme.
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First, one of VarPy-ice main inputs is the observation vector 𝑌 (box 1 of

Figure 3.1) composed of the measured radar reflectivity 𝑍obs and the mea-

sured lidar backscatter 𝛽obs. The natural logarithm is applied to 𝑌 variables

to avoid the unphysical possibility to retrieve negative values. The vector is

defined for one measurement profile and as a function of the distance from

the instrument. In addition, radar and lidar do not have the same amount of

values per profile (also called hereafter gate): there are 𝑞 values of ln(𝑍obs)
for a profile and 𝑝 values for ln(𝛽obs). As a result, the observation vector 𝑌 is

defined for a single profile as follows:

𝑌 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ln(𝑍obs,0)
⋮

ln(𝑍obs,𝑞)

ln(𝛽obs,0)
⋮

ln(𝛽obs,𝑝)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.15)

Secondly, the radar, lidar and cloud phase classifications identified from the

measurements are used as input to the algorithm (box 2 of Figure 3.1) to de-

termine the gates to be retrieved. More information on these classifications

can be found in 3.2. For VarPy-ice, only gates containing ice (pure or mixed-

phase) are retrieved. Nevertheless, two conditions must be considered:

- The lidar signal is more sensitive to water droplets than to ice crystals.

Consequently, for mixed-phase clouds, the lidar signal cannot be ex-

ploited to retrieve the ice crystal properties.

- The lidar signal is strongly attenuated after a supercooled water layer

(pure ormixed-phase), meaning that it cannot retrieve ice clouds below

this layer.

Consequently, mixed-phase and ice cloud below supercooled water are not

retrieved via radar-lidar synergy but only with the radar signal. For these

cases, the retrieval strongly relies on the state vector a priori values.

Next, the state vector is initialized with the first guess values, giving 𝑋0 (box

3 of Figure 3.1). Additionally, the a priori state vector, 𝑋𝑎, is defined during

the same step. Similarly to 𝑌, the natural logarithm is applied to 𝑋0 and 𝑋𝑎
variables to avoid negative values and the vectors are defined for one mea-

surement profile and as a function of the distance from the instrument. The

state vector is composed of three variables:
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• The extinction coefficient 𝛼 [m−1] (also simply referred to as the extinc-

tion). For 𝑛 measurements gates, the state vector is composed of 𝑛
values of ln(𝛼)

• The extinction-to-backscatter ratio 𝑆 [sr], which is the inverse of the nor-

malized phase function value at 180 °. It is assumed to be a function of

temperature T [°C], adapted from Platt et al. 2002 and derived using

radar-lidar data from previous version of DARDAR-CLOUD (Cazenave

et al. 2019). Consequently, the lidar ratio 𝑆 is not represented in the

state vector for each gate but by the two coefficients 𝑎ln(𝑆) and 𝑏ln(𝑆)
that are the slope and the intercept coefficient from the temperature

dependence relationship, given by:

ln(𝑆) = 𝑎ln(𝑆) + 𝑏ln(𝑆) ⋅ T (3.16)

As a result, the dimension of the lidar ratio 𝑆 is given by 𝑘 = 2. For

VarPy-ice, the lidar ratio values can range from approximately 15 to 60
sr, with an average value of 35 sr, for a temperature range from −60
°C to −20 °C (Cazenave et al. 2019). The lidar ratio can be determined

using HSRL, but this technique is not used in VarPy-ice.

• The number concentration parameter 𝑁′, related to the extinction and

the normalized number concentration parameter 𝑁∗
0 [m−4] (cf. Section

1.1.4 Equations 1.11 and 1.13):

𝑁′ =
𝑁∗

0
𝛼𝛾 (3.17)

where 𝛾 is an empirically determined coefficient normalizing 𝑁′ (De-

lanoë and Hogan 2010; Delanoë et al. 2014). Values for this coefficient

are shown in Table 3.1. Contrary to 𝛼, 𝑁′ is not retrieved for each gate.

A cubic-spline basis function (Hogan 2007) interpolates the 𝑁′ profile

with a number concentration parameter spacing factor 𝜘𝑁 set to 4 to

decreases the number of 𝑁′ values to 𝑚. Consequently, the retrieved

𝑁′ is continuous in itself and until its second derivatives. This approach

smooths 𝑁′ profile and improves computing efficiency by reducing cal-

culation time (Hogan 2007; Delanoë and Hogan 2008). As a result, like

𝛼, 𝑁′ is represented as a function of the distance in the state vector, but

with a number of values 𝑚 less than the number of gates 𝑛.
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As a result, for VarPy-ice the state vector, 𝑋ice, to retrieve a 𝑛-gate profile

is given by:

𝑋ice =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ln(𝑁′
0)

⋮
ln(𝑁′

𝑚)

𝑎ln(𝑆)
𝑏ln(𝑆)

ln(𝛼0)
⋮

ln(𝛼𝑛)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.18)

Once defined, the 𝑋 and 𝑌 vectors are used as input to the radar and lidar

forward models. Nevertheless, an intermediate step is required, since the

forward models calculate the partial derivatives with respect to each variable

entire profile. For this, a conversion matrix 𝐶 multiplies the state vector to

obtain 𝑛 values for each variable 𝛼, 𝑆 and 𝑁′. This matrix is (𝑚+𝑘+𝑛)×(3×𝑛)
dimension and is as follows:

𝐶 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

Υ(0,0) … Υ(0,𝑚) 0 0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮

Υ(𝑛,0) … Υ(𝑛,𝑚) 0 0 0 … 0
0 … 0 1 𝑇0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 … 0 1 𝑇𝑝 0 … 0
0 … 0 0 0 1 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 … 0 0 0 0 … 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.19)

where:

- Υ(𝑖,𝑗) are the values derived from the cubic-spline basis function. These

(𝑛 × 𝑚) elements (highlighted in blue) correspond to 𝑁′. This provides

a value of 𝑁′ for each gate.

- The two columns at 𝑚 + 1 and 𝑚 + 2 (highlighted in green) consist of

ones and temperature values T, corresponding to the lidar ratio 𝑆. The
first column is multiplied by 𝑎ln(𝑆) and the second by 𝑏ln(𝑆), resulting in

the lidar ratio according to Equation 3.16.

- The terms highlighted in yellow represent an 𝑛-dimensional identity

matrix corresponding to the extinction. This means that the matrix 𝐶
has no effect on the 𝛼 elements of the state vector.
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Once the 𝐶 matrix is applied to the state vector, the forward models (box 5

of Figure 3.1) are finally utilized to compute ln(𝑍fwd) and ln(𝛽fwd) values, as

well as the Jacobian 𝐾 defined by:

𝐾 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜕𝛽0
𝜕𝑁′

0
…

𝜕𝛽0
𝜕𝑁′

𝑚

𝜕𝛽0
𝜕𝑎𝑙𝑛(𝑆)

𝜕𝛽0
𝜕𝑏𝑙𝑛(𝑆)

𝜕𝛽0
𝜕𝛼0

…
𝜕𝛽0
𝜕𝛼𝑛

⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝜕𝛽𝑝

𝜕𝑁′
0

…
𝜕𝛽𝑝

𝜕𝑁′
𝑚

𝜕𝛽𝑝

𝜕𝑎𝑙𝑛(𝑆)

𝜕𝛽𝑝

𝜕𝑏𝑙𝑛(𝑆)

𝜕𝛽𝑝

𝜕𝛼0
…

𝜕𝛽𝑝

𝜕𝛼𝑛
𝜕𝑍0
𝜕𝑁′

0
…

𝜕𝑍0
𝜕𝑁′

𝑚

𝜕𝑍0
𝜕𝑎𝑙𝑛(𝑆)

𝜕𝑍0
𝜕𝑏𝑙𝑛(𝑆)

𝜕𝑍0
𝜕𝛼0

…
𝜕𝑍0
𝜕𝛼𝑛

⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝜕𝑍𝑞

𝜕𝑁′
0

…
𝜕𝑍𝑞

𝜕𝑁′
𝑚

𝜕𝑍𝑞

𝜕𝑎𝑙𝑛(𝑆)

𝜕𝑍𝑞

𝜕𝑏𝑙𝑛(𝑆)

𝜕𝑍𝑞

𝜕𝛼0
…

𝜕𝑍𝑞

𝜕𝛼𝑛

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.20)

For better readability, the indices fwd of 𝑍 and 𝛽 are not displayed and the

natural logarithm of 𝑍, 𝛽, 𝑁∗
0 and 𝛼 are not written. The Jacobian is (𝑝 + 𝑞) ×

(𝑚 + 𝑘 + 𝑛))-dimensional and consists of:

- The 𝛽 Jacobian, 𝐾𝛽, given by the lidar forward model (𝑝 first lines in 𝐾,
highlighted in teal).

- The 𝑍 Jacobian, 𝐾𝑍, given by the radar forward model (𝑞 last lines in 𝐾,
highlighted in orange).

To obtain ln(𝛽fwd), 𝐾𝛽, ln(𝑍fwd) and 𝐾𝑍, the forward models use the ratio
𝛼

𝑁∗
0
derived from the state vector. This ratio is linked via an one-dimensional

Look Up Table (LUT, box 4 of Figure 3.1) to the reflectivity 𝑍 for the radar

forward model and the equivalent area radius 𝑟𝑎 [m] for the lidar forward

model. 𝑟𝑎 corresponds to the radius of a sphere with the same cross-sectional

area as the entire size distribution mean area and is an input to Multiscatter

code from Hogan 2006 (box 5 of Figure 3.1) to compute ln(𝛽fwd) and 𝐾𝛽. Two

LUTs can be used to retrieve the ice cloud properties:

- The “Heymsfield Composite” (HC) LUT uses the Transition Matrix

Method (T-matrix) and the mass-size relationship from Heymsfield et

al. 2010.

- The “Brown and Francis modified” (BF) LUT is based on a combination

of Brown and Francis 1995 and Mitchell 1996 mass-size relationships.

Delanoë et al. 2014 and Cazenave 2019 provide further information on these

LUTs, which are used to retrieve DARDAR v3.00 (BF, Delanoë 2023a) and v3.10

(HC, Delanoë 2023b) products.
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In addition, the LUT setting involves defining the state vector a priori and

first guess values. The a priori values are important for regionswhere only one

instrument is available and this constrains the scheme towards temperature

dependent empirical relationships. In VarPy-ice, a priori and first guess values

are equal. We have postulated previously that the lidar ratio is given by a

temperature-dependent relationship (Equation 3.16). 𝑎ln(𝑆) and 𝑏ln(𝑆) a priori

and first guess values are listed in Table 3.1. For the number concentration

parameter ln(𝑁′), the a priori and first guess values are given as a function of

the temperature T [°C] (Delanoë and Hogan 2008):

ln(𝑁′) = 𝑎ln(𝑁′) + 𝑏ln(𝑁′) ⋅ T (3.21)

Table 3.1 lists the values of 𝑎ln(𝑁′) and 𝑏ln(𝑁′) used for each mass-size rela-

tionship (BF and HC). The coefficient 𝛾 linking 𝑁∗
0 to 𝛼 and 𝑁′ differs according

to the mass-size relationship and the values are also given in Table 3.1. For

the extinction, the a priori and first guess are constant values.

Table 3.1: A priori and first guess values for each variable of the state

vector in VarPy-ice. (BF: Brown and Francis modified LUT, HC: Heyms-

field Composite LUT).

Variable
Values

BF HC

𝑎ln(𝑁′) 22.234435 21.94
𝑏ln(𝑁′) −0.090736 −0.095

𝛾 0.61 0.67
𝑎ln(𝑆) 3.18 3.18
𝑏ln(𝑆) −0.0086 −0.0086
ln(𝛼) −7 −7

Regarding the Multiscatter code implied in the lidar forward model, it in-

volves numerous calculations and considerably slows down profile retrieval

times. This is mainly due to the interface between the Multiscatter code writ-

ten in C and VarPy written in Python. At the beginning of this thesis, I modified

the data transfer betweenMultiscatter and VarPy. Instead of retrieving values

one by one, we now retrieve whole vectors, as indicated in Figure 3.2. This ap-

proach considerably speeds up profile processing (execution time is reduced

by a factor 2).
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Figure 3.2: Correction implemented in the interface with the Multiscatter

code. The figure on the left (orange) shows the way to get the data from the

Multiscatter code before the correction, and the figure on the right (green)

indicates the new procedure.

Next, calculating the cost function requires to compute the measurement

error covariance matrix 𝑅. This matrix represents instrumental and forward

model errors. It is an 𝑣-dimensional diagonal squarematrix, meaning that the

errors are not spatially correlated and is composed of the standard deviation

𝜎2
𝑌 associated with each instrument, giving:

𝑅 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜎2
𝑍,0 0 … … … 0
0 ⋱ ⋱ ⋱ ⋱ ⋮
⋮ ⋱ 𝜎2

𝑍,𝑞 0 ⋱ ⋮
⋮ ⋱ 0 𝜎2

𝛽,0 ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ 0
0 … … … 0 𝜎2

𝛽,𝑝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.22)

For the lidar backscatter, the variance 𝜎𝛽 is given by:

𝜎𝛽 = √(
𝜎lidar

𝛽obs

)
2

+ 𝜎2
𝛽fwd

(3.23)

where:

- 𝜎lidar is the lidar instrumental error, generally provided with the mea-

surements and varies along the profile. During this thesis, I introduced

an option to add a default value, constant along the profile, particu-

larly relevant when the dataset does not provide information regard-

ing 𝜎lidar. In addition, the code has been improved, as it was noticed

that with some datasets, the 𝜎𝛽 vector could contain default values that

could affect the retrieval (e.g. −999). In these particular cases, an inter-

polation function has been implemented to smooth the 𝜎𝛽 profile and

thus avoid using these values for retrieval.

- 𝜎𝛽,fwd is the lidar forward model error, set to 0.5 (Delanoë and Hogan

2008).
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For the radar reflectivity, the variance 𝜎𝑍 is expressed as follows:

𝜎𝑍 = √ln(100,1×𝜎radar)2 + ln(100,1×𝜎𝑍fwd)
2

(3.24)

where:

- 𝜎radar is the radar instrumental error, generally provided with the mea-

surements and varies along the profile. If the errors are not available,

the default and constant value for the entire profile is 1 dBZ.

- 𝜎𝑍,fwd is the radar forward model error, set to 1 dBZ (Delanoë and

Hogan 2008).

Additionally, the cost function computation required the a priori error co-

variance matrix 𝐵. Generally, radar and lidar signals do not both cover si-

multaneously the entire vertical cloud profile. In many ice clouds cases, lidar

in downward direction first detects the cloud top, while radar only detects

thicker cloud regions down to the ground. The lidar signal does not detect

the cloud lower layers if it gets strongly attenuated or extinguished. To en-

sure that the results tend towards physical values in regions where a single

instrument is available, state vector a priori parameterization and errors are

used. The a priori errors are defined by the a priori error covariance matrix

𝐵 and express how strong is the constrain of the a priori. This matrix is com-

posed of the state vector a priori error variances 𝜎2
𝑋 and is diagonal in the

simplest case where no information propagates between gates.

To overcome the limitation of single instrument retrieval, the matrix 𝐵 can

be used to spread information in range. Additional off-diagonal elements can

be added to propagate information from synergistic regions to single instru-

ment ones. In VarPy-ice, the 𝐵 off-diagonal terms corresponding to 𝑁′ are

given by Equation 3.25 (Hogan 2007; Delanoë and Hogan 2008):

𝐵𝑖,𝑗 = 𝐵𝑖,𝑖 × 𝑒
−

|𝑧𝑗 − 𝑧𝑖|
𝑧0 (3.25)

where:

- 𝑧𝑖 and 𝑧𝑗 are the centered heights at which the two functions whose

correlations are calculated.

– 𝑧0 is the decorrelation distance, a parameter set to 600 m for VarPy-

ice (initially set to 1 km for VarCloud first version). This value is set for

CloudSat-CALIPSO and can be adapated to the resolution of the data

used.
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As a result, thematrix𝐵 is composed of diagonal terms for each state vector

variable and additional non-diagonal terms for 𝑁′, resulting in:

𝐵 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜎2
ln(𝑁′),(0,0) … 𝜎2

ln(𝑁′),(0,𝑚) 0 0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮

𝜎2
ln(𝑁′),(𝑚,0) … 𝜎2

ln(𝑁′),(𝑚,𝑚) 0 0 0 … 0
0 … 0 𝜎2

𝑎ln(𝑆)
0 0 … 0

0 … 0 0 𝜎2
𝑏ln(𝑆)

0 … 0
0 … 0 0 0 𝜎2

ln(𝛼),0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 … 0 0 0 0 … 𝜎2

ln(𝛼),𝑛

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.26)

The a priori error variances values are listed in Table 3.2 and are assumed

to be constant with height.

Table 3.2: A priori error variances used in VarPy-ice for the a priori error

covariance matrix 𝐵

Variable Value

𝜎ln(𝑁′) 1
𝜎𝑎ln(𝑆)

0.1
𝜎𝑏ln(𝑆)

0.0001
𝜎ln(𝛼) 5

The last step before cost function calculation is to smooth the extinction

profile. In fact, each measurement is limited by the instrument performance

and the signal-to-noise ratio. This is notably the case for the lidar and this

can affect the extinction retrieval (Hogan et al. 2006a). To limit the impact of

measurement noise, a “Twomey-Tikhonov” matrix 𝑇 (box 7 of Figure 3.1) is

used to penalize the extinction profile second derivative. Since we only want

to smooth the extinction profile, the 𝑇 values corresponding to the lidar ratio

𝑆 and the number concentration parameter 𝑁′ are set to 0. As a result, 𝑇 is

a (𝑚 + 𝑘 + 𝑛) dimension square matrix composed of a “Twomey-Tikhonov”

matrix at indices 𝑚 + 𝑘 + 1 to 𝑚 + 𝑘 + 𝑛 corresponding to the extinction 𝛼 and

noted 𝑇𝛼. For 𝑛 = 6, 𝑇𝛼 is defined by:

𝑇𝛼 = 𝜅 ×

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 −2 1 0 0 0
−2 5 −4 1 0 0
1 −4 6 −4 1 0
0 1 −4 6 −4 1
0 0 1 −4 5 −2
0 0 0 1 −2 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.27)
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where 𝜅 is a coefficient setting the smoothness degree of 𝑇. Its value was

arbitrarily set to 100.

At each iteration, the matrix 𝑇 is applied to the state vector in the cost func-

tion calculation (box 6 of Figure 3.1) to smooth 𝛼 profile. Consequently, the

cost function expressed by Equation 3.7 is modified and becomes:

2𝐽 = (𝑌 − 𝑓 (𝑋))T𝑅−1(𝑌 − 𝑓 (𝑋)) + (𝑋 − 𝑋𝑎)T𝐵−1(𝑋 − 𝑋𝑎) + 𝑋T𝑇𝑋 (3.28)

As a result, the state vector update at the next iteration 𝑖+1 (box 8 of Figure
3.1) is given by:

𝑋𝑖+1 = 𝑋𝑖 + 𝐻−1(𝐾⊺𝑅−1(𝑌 − 𝑓 (𝑋𝑖)) − 𝐵−1(𝑋𝑖 − 𝑋𝑎) − 𝑇𝑋𝑖) (3.29)

The state vector is updated at iteration 𝑖 + 1 until convergence is achieved.

A chi-square (𝜒2) test is performed to determine the convergence status. It

estimates, at each iteration 𝑖, whether the forward model outputs are close

to the observations by the following expression:

𝜒2
𝑖 =

𝑣
∑

𝑗

(𝑌𝑗 − 𝑓 (𝑋𝑖)𝑗)2

𝑅𝑗,𝑗
(3.30)

where:

-
𝑣

∑
𝑗
sums the matrix elements.

- 𝑅𝑗,𝑗 are the diagonal elements of 𝑅, i.e. 𝜎2
𝛽 and 𝜎2

𝑍.

Consequently, convergence is achieved when the following condition is

reached (Cazenave 2019):

∃ 𝑖test ∈ 𝕀, ∀𝑖 ∈ [𝑖test, 𝑖test + 6], 𝜒2
𝑖test − 𝜒2

𝑖test+1 < 0.01 (3.31)

where 𝕀 is the possible iteration set, i.e. integers from 0 to 20. This means

that 𝜒2
𝑖 reaches a plateau.

Finally, the state vector 𝑋𝑓 selected to retrieve the microphysical properties

(box 9 of Figure 3.1) is determined by the 𝜒2 test with the lowest value, 𝜒2
min.

The ratio
𝛼𝑓

𝑁∗
0,𝑓

calculated with the 𝑋𝑓 values are related to the
𝐼𝑊𝐶
𝑁∗

0
,

𝑁ice

𝑁∗
0

and

𝑟𝑒 values in the chosen LUT. These ratios finally determine the values of 𝐼𝑊𝐶,
𝑁ice and 𝑟𝑒.
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3.2 . Cloud phase classifications

As explained in the previous chapter, radar and lidar detect cloud parti-

cles, as well as aerosols (for lidar) and precipitation (for radar). Consequently,

the particles detected by the instruments must be identified to ensure that

only those to be retrieved by the algorithm are processed (i.e. ice crystals for

VarPy-ice). For this, a hydrometeor classification is established for each in-

strument according to the sensitivity of each instrument. Typically, the lidar

classification distinguishes aerosols and cloud phases, while the radar classi-

fication identifies precipitations and clouds. Additionally, combining the lidar

and the radar classifications results in a more detailed merged classification,

called hereafter the radar-lidar classification, which is an important input to

the algorithm (box 2 of Figure 3.1) andmore significantly regarding themixed-

phase in VarPy-mix.

Each radar-lidar platform has its own classifications, based on the instru-

ments intrinsic characteristics. In this section, I focus solely on DARDAR-MASK

v2 (Delanoë and Hogan 2010; Ceccaldi et al. 2013), the classification devel-

oped for CloudSat and CALIPSO, to present the three classifications (radar, li-

dar and radar-lidar) required for the algorithm. Nevertheless, in some cases,

supercooled water and especially the mixed-phase can be incorrectly iden-

tified by DARDAR-MASK, leading to misclassifications. In this thesis, I have

improved the algorithm input classifications to enable better identification of

the hydrometeors to be retrieved and to better adapt the classifications to the

algorithm. The second subsection describes themodifications that have been

applied to improve the mixed-phase and supercooled water cloud property

retrieval.

3.2.1 . DARDAR-MASK v2 classification

DARDAR (raDAR/liDAR) project originates from the collaboration between

LATMOS and the Cloud Group of the Meteorology Department at the Univer-

sity of Reading. It aims to retrieve ice cloud microphysical properties from

CloudSat and CALIPSO measurements. The three DARDAR components are:

- CS-TRACK (CloudSat-Track) product: CloudSat and CALIPSO collocated

measurements. Horizontal (along track) and range resolution are 1.7
km and 60 m respectively. Additionally, MODIS, IIR and ECMWF (Euro-

pean Centre for Medium-Range Weather Forecasts) data are include in

this product.

- DARDAR-MASK product: CloudSat and CALIPSO classifications and the

radar-lidar classification realized by combining the 2B-GEOPROF Cloud-

Sat radarmask, the CALIPSO vertical lidar featuremask CAL-LID-L2-VFM
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and CALIPSO L1 measurements with a multi-threshold decision tree

(Ceccaldi et al. 2013).

- DARDAR-CLOUD: ice cloud retrieval from CloudSat and CALIPSO mea-

surements and classifications (Delanoë et al. 2014; Cazenave et al.

2019). Two versions are currently available, v3.00 (Delanoë 2023a) and

v3.10 (Delanoë 2023b), respectively applying BF and HC LUT.

In addition, the DARDAR-Nice product (Sourdeval et al. 2018) can be in-

cluded as a supplement to DARDAR-CLOUD. It retrieves the ice concentration

of clouds with an IWC higher than 10−8 kg.m−3. All these products are publicly

available to any ICARE website user at https://www.icare.univ-lille.fr/.

In this section, I present a general overview on the three DARDAR-MASK

classifications (CloudSat, CALIPSO and radar-lidar) applied in VarPy. More in-

formation on the identification of target particles can be found in Delanoë

and Hogan 2010 and Ceccaldi et al. 2013.

First, the two main steps required to obtain the radar and the lidar classifi-

cations are:

1. Identification and separation between pixels (or gates) corresponding

to noise, clear sky and particles (e.g. aerosols, cloud particles and pre-

cipitation).

2. Particle nature identification: the radar classification detects and distin-

guishes cloud particles from precipitation, while the lidar detects and

discriminates cloud particles and aerosols.

Once the radar and the lidar classifications have been obtained, they can be

combined to produce amore complete and detailed radar-lidar classification.

Figure 3.3 presents an examplewith a precipitating cloud andan aerosol layer.

First, we focus on box 1 on panels a) and b), which present lidar backscatter

and radar reflectivity measurements, respectively. On the one hand, in this

area, radar reflectivity is very high, extending right down to the ground. In

addition, we can discern the bright band (indicated by the blue dotted box),

which indicates the melting layer formed by ice particles becoming precipita-

tion. However, at 95 GHz, the bright band can be difficult to distinguish. In

this case (e.g. for DARDAR-MASK), the melting zone is identified by the wet

bulb temperature provided by the ECMWF model (1 K uncertainty), which is

the lowest temperature that can be reached by the evaporation of the water

contained in the air at constant pressure. Under the melting layer, the gates
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are consequently classified as rain. This is termed “cold rain” (panel d)) since

the radar reflectivity is higher than−17dBZ, the temperature is above 0 °C and

the rain originates from an ice cloud (Ceccaldi et al. 2013). Similarly, “warm”

rain follows the same conditions, but does not originate from an ice cloud. On

the other hand, there is no lidar backscatter signal in this area, since the lidar

signal is fully attenuated by the ice cloud above the rain zone. In any case, the

lidar wavelength is not appropriate to detect raindrops.

Nevertheless, lidar is able to detect small particles, such as aerosols. Box 2

on panels a) and b) indicates that there is no radar signal in this area, meaning

that the radar detects no particles, while the lidar signal distinguishes small

particles. These are aerosols, as represented by panel c). By combining the

two classifications, the two zones (box 1 and 2) are indexed in a single classi-

fication.

Next, when we analyze the measurements (panels a) and b)), we observe

the behavior described in Section 2.2.3 regarding instrument sensitivity to ice

cloud particles:

- Optically thin clouds (box A): the lidar detects these clouds while the

radar is unable to detect these small particles.

- Deeper inside clouds (box B): the lidar signal is attenuated or extin-

guished when the cloud is optically too thick, while the radar signal is

strong for these particles.

For each radar and lidar classification, the “cloud” class indicates cloud

particle detection by the instrument (panels c) and d)). These two classifica-

tions are then combined to produce the DARDAR-MASK radar-lidar classifi-

cation (panel e). In the example presented in Figure 3.3, clouds A and B are

merged to form a single ice cloud represented by box C. In other cases, the

cloud phase (warm liquid, supercooled water or ice) can be determined by

combining radar and lidar classifications, measurements and additional in-

formation like the wet bulb temperature. An example is presented in Figure

3.4 and described in the next paragraph.
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Figure 3.3: CALIOP lidar attenuated backscatter at 532 nm a), CPR radar

reflectivity at 95 GHz b), CALIOP classification c), CPR classification d) and

DARDAR-MASK classification e) on 11th April 2009. Black boxes indicate rain

or aerosol areas. The radar bright band is indicated by the blue dotted

box. All panels share the same abscissa axes (time and latitude). Data from

DARDAR-MASK V2.23 products, https://www.icare.univ-lille.fr/, orbit
ID: 2009101001352_15708
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Figure 3.4: CALIOP lidar attenuated backscatter at 532 nma), CPR radar reflec-

tivity at 95 GHz b), CALIOP classification c), CPR classification d) and DARDAR-

MASK classification e) on 14th May 2019. Black boxes indicate supercooled or

mixed-phase area examples. Isotherms at 0 and −5 °C are displayed in black

dotted lines. All panels share the same abscissa axes (time and latitude). Data

from DARDAR-MASK V2.23 products, https://www.icare.univ-lille.fr/,
orbit ID: 2019134012452_69470
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First, we notice that the lidar backscatter measurements (panel a)) in Figure

3.4 are very different from those in Figure 3.3. Backscatter values are higher

(> 2 × 10−5 m−1.sr−1) and then decrease significantly with height, revealing

narrow cloud layers (panel c)) in Figure 3.4). Regarding the radar measure-

ments (panel b)), the reflectivity indicates several ice clouds between 1 and 8
km (panel d)). Focusing on the area indicated by box 1, we observe that the

cloud detected by the lidar is not detected by the radar. By combining radar

and lidar classifications with the backscatter (> 2 × 10−5 m−1.sr−1) and the

wet bulb temperature (> 0 °C) values, this area (box 1) can be identified as

supercooled water, since particles are too small to be detected by the radar.

Second, in the box 2 area, both instruments detect cloud particles (panels

c) and d)). Nevertheless, the backscatter values (> 2 × 10−5 m−1.sr−1) indicate

supercooled water (negative temperatures) and the radar signal reveals ice

crystals. Consequently, this area consists of supercooled water and ice crys-

tals (mixed-phase). In conclusion, radar-lidar classification (panel e)) identifies

supercooled water and mixed-phase clouds for boxes 1 and 2 respectively.

Finally, eighteen classes are identified with DARDAR-MASK v2.23, which are

listed in Table 3.3. Nevertheless, only classes corresponding to ice crystals

are processed by VarPy-ice, which are currently: the “ice cloud”, the “spher-

ical or 2D ice”, the “supercooled water and ice”, the “highly concentrated ice

crystals” and the “top of the convective tower” classes. These classes form a

single group to be processed. However, the classification must be adapted

and improved to handle supercooled water and mixed-phase, as described

in the following subsection.

3.2.2 . Adaptations to mixed-phase and supercooled water

To include supercooled water microphysical property retrieval (pure or in

mixed-phase), we need to identify supercooledwaterwith the radar-lidar clas-

sification. In DARDAR-MASK, two classes correspond to the identification of

supercooled water: the “supercooled water” and the “multiple scattering due

to supercooled water” classes. Consequently, I have appended these two

classes as input to the VarPy-mix algorithm. However, since supercooled wa-

ter microphysical properties differ from those of ice and require specific pro-

cessing, I have introduced the “liquid” group composed of the “supercooled

water”, the “multiple scattering due to supercooled water” and the “super-

cooled water and ice” classes. As a result, “supercooled water and ice” (mixed-

phase) now belongs to both groups, since it represents the coexistence of su-

percooled water droplets and ice crystals. Table 3.4 lists the “ice” and “liquid”

group composition.
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Table 3.3: DARDAR-MASK v2.23 classes.

Number Class

-2 Presence of liquid unknown

-1 Surface and subsurface

0 Clear sky

1 Ice clouds

2 Spherical or 2D ice

3 Supercooled water

4 Supercooled water and ice

5 Cold rain

6 Aerosol

7 Warm rain

8 Stratospheric clouds

9 Highly concentrated ice crystals

10 Top of convective towers

11 Liquid clouds

12 Warm rain and liquid clouds

13 Cold rain and liquid clouds

14 Rain maybe mixed with liquid

15 Multiple scattering due to supercooled water (lidar)

In the current versions of VarPy-ice and VarPy-mix, an intermediate classi-

fication is created based on these groups and consists of four classes:

0: “unprocessed”: it indicates the gates that are not processed by the al-

gorithm.

1: “ice”: it corresponds to the “ice” group.

2: “supercooled water”: it corresponds to the “liquid” group.

3: “mixed-phase”: it corresponds to the “supercooled water and ice” class.

This intermediate classification is flexible and easily adapts to classifications

other than DARDAR-MASK.

Nonetheless, before producing this intermediate classification, it is impor-

tant to correct misclassifications in order to improve the microphysical prop-

erties retrieval. The first step is to avoid isolated nonphysical gates that can

lead to artifacts in the retrieval. Amethodhas been implemented to erode iso-

lated supercooled water and mixed-phase gates. For supercooled water and

multiple scattering classes, the gates are replaced by clear sky in the radar-

lidar classification and the same correction is made for the lidar classification.

On the other hand, for the mixed-phase, only the radar-lidar classification is

modified and the gates are replaced by ice gates.
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Table 3.4: Cloud phases processed by VarPy-ice and VarPy-mix. Single

group for VarPy-ice and two groups (ice and liquid) for VarPy-mix.

Number Class VarPy-ice VarPy-mix

Group “ice” Group “liquid”

1 Ice clouds 3 3

2 Spherical or 2D ice 3 3

3 Supercooled water 3

4 Supercooled water and ice 3 3 3

9 Highly concentrated ice crystals 3 3

10 Top of convective towers 3 3

15
Multiple scattering due

to supercooled water
3

Afterwards, the next step is to correct somemixed-phasemisclassifications.

Indeed, a strong lidar backscatter signal (𝛽532 > 2 × 10−5 m−1.sr−1; Delanoë

and Hogan 2010) can be a detection of warm water, top of convective tower,

highly concentrated ice crystals or supercooled water. For DARDAR-MASK,

a decision tree is used to classify mixed-phase and to differentiate it from

highly concentrated crystals, based on the wet bulb temperature (Ceccaldi et

al. 2013). This decision tree is detailed in Figure 3.5. We note that a cloud

layer thickness higher than 300 m and/or a temperature below −40 °C indi-

cates highly concentrated ice crystals. However, if the temperature is higher

than −40 °C with a layer thickness < 300 m, the lidar signal reveals the pres-

ence of supercooled water and if the radar detects ice, this corresponds to

mixed-phase. In some cases, highly concentrated crystals areas are incor-

rectly classified as mixed-phase and need to be corrected for VarPy-ice and

VarPy-mix. Consequently, these gates are replaced by highly concentrated ice

crystals in the radar-lidar classification.

In addition, a final modification has been added to the DARDAR-MASK clas-

sification. Regarding supercooled water layers, we noticed that the thickness

of these layers in the classification do not match the layer thickness on the

backscatter measurements. To correct this, I have extended themixed-phase

layer by replacing gates classified as “ice” by “mixed-phase” gates in the radar-

lidar classification (and by extension the intermediate classification). In com-

parisonwith pure supercooledwater clouds, this corresponds to the “multiple

backscatter due to supercooledwater” class. In the current version, the added

gates number is fixed at 4.

To illustrate these various modifications to the radar-lidar classification, I

present an example in Figure 3.6. Panels a) and b) show lidar backscatter
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Figure 3.5: DARDAR-MASK decision tree to classify layers with a strong lidar

backscatter signal (from Ceccaldi et al. 2013).

and radar reflectivity measurements, which indicate several layers of super-

cooledwater ormixed-phase, aswell as precipitating ice clouds. Next, panel c)

presents the radar-lidar classification provided by DARDAR-MASK. Red boxes

indicate areas where isolated supercooled water pixels are present and need

to be corrected. Panel d) shows the intermediate classification when no cor-

rection is applied, and panel e) when the isolated supercooledwater pixels are

replaced by clear sky. Meanwhile, the same is applied to the green boxes on

panels c) to e), which identify areas of mixed-phase that have been replaced

by (highly concentrated) ice crystals. Furthermore, the mixed-phase layers

are thicker in panel e) than in panel d).

The extended and corrected radar-lidar classification is one of the VarPy-

mix inputs. This new version of the algorithm improves, corrects and, above

all, extends the retrieval to supercooled water (pure or mixed-phase). I de-

scribe these improvements in the next section.
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Figure 3.6: CALIOP lidar attenuated backscatter at 532 nm a), CPR radar re-

flectivity at 95 GHz b), DARDAR-MASK classification c), and the intermedi-

ate classification before d) and after e) corrections on 12th May 2019. Red

boxes indicate supercooled water isolated gates and green boxes mixed-

phase misclassifications. Isotherms at 0 and −40 °C are displayed in black

dotted lines. All panels share the same abscissa axes (time and latitude). Or-

bit ID: 2019132000852_69440 125



3.3 . The VarPy-mix version

In this section, I explain the various improvements implemented to build

up VarPy-mix. For this, I rely on its diagram presented in Figure 3.7 and based

on the VarPy-ice diagram explained in Section 3.1.2.

Figure 3.7: VarPy-mix retrieval method scheme.
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First, I present our hypotheses to retrieve both ice and supercooled water,

particularly in the mixed-phase, with a unique algorithm. In the second sub-

section, I focus on the new state vector which plays a major role in the algo-

rithm adaptation. The next subsection describes the method I chose to pro-

duce a liquid LUT to retrieve supercooled water properties. Finally, modifying

the state vector implies adapting the other matrices involved in the structure

of the algorithm. I describe these changes in the last section.

3.3.1 . Hypothesis to retrieve supercooledwater andmixed-phase

As previously stated, lidar and radar have different sensitivities to the

mixed-phase and it is essential to consider the liquid and ice parts of the

mixed-phase separately. The ideal situation would be to retrieve the mixed-

phase with both instruments simultaneously, but this is highly complicated

since we do not have access to the exact fraction of each phase with the radar

reflectivity and the lidar backscatter only. For example, additional information

such as radar Doppler spectrum or lidar depolarization would be required to

estimate this phase fraction. Consequently, we propose to simplify the situa-

tion by considering only themain response of each instrument to ice or liquid.

Indeed, as the lidar signal is more sensitive to small and highly concentrated

particles such as supercooled water droplets, it is used in VarPy-mix to re-

trieve the liquid part of the mixed-phase. Radar signal, on the other hand,

is sensitive to large particles and is designed to retrieve the ice part of the

mixed-phase.

VarPy-mix aims to retrieve several cloud phases using the same variational

method with a improved structure and parameterization adapted to super-

cooled water and mixed-phase. Although an important part of VarPy-ice has

been preserved to maintain the method strengths and the results consis-

tency, significant changes have been introduced, notably to the state vector,

which is a key element in the variational method.

3.3.2 . New state vector configuration

For themethod we propose, the state vector (box 1 of Figure 3.7) needs to

be adapted to include supercooled water properties. In addition, the specific

case of the mixed-phase must be taken into account. As stated in the pre-

vious subsection, the supercooled water and the ice particles properties are

retrieved separately for the mixed-phase. Consequently, the state vector is

divided in two parts: one part of the variables retrieves ice properties and the

other part retrieves liquid properties. Mixed-phase ice crystals are included

in the ice part and the supercooled droplets are in the liquid part. The state

vector composition differs from the VarPy-ice version and is described in the

next paragraphs.
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Since liquid droplet concentration does not depend on the air temperature

like for ice crystals, the temperature-dependent concentration parameter 𝑁′

is not required to retrieve liquid cloud properties. Instead of 𝑁′, I decided to

use 𝑁∗
0 in the state vector. I include this variable for each state vector part:

𝑁∗
0,ice for the ice part and 𝑁∗

0,liq for the liquid part. Choosing 𝑁∗
0 allows us to

keep the a priori and first guess values for the ice with the following tempera-

ture dependent relationship, based on Equation 3.21 used for 𝑁′ a priori and

first guess values:

ln(𝑁∗
0,ice) = (𝑎ln(𝑁′) + 𝑏ln(𝑁′) ⋅ T) + 𝛾 ⋅ ln 𝛼ice (3.32)

based on Equation 3.21 used for 𝑁′ a priori and first guess values where

𝛾 is empirically determined and links 𝑁′ to 𝑁∗
0 and 𝛼 (Equation 3.17). To keep

the old scheme benefits, the cubic-spline basis function interpolates the𝑁∗
0,ice

values with a spacing factor 𝜘𝑁 set to 4. This is unusable for the liquid group

since the detected supercooled layers are thin and corresponds to insufficient

gate numbers. In addition, I have implemented in the VarPy-ice algorithm the

ability to retrieve ice properties using the normalized number concentration

parameter 𝑁∗
0 . This enables the ice retrieval of VarPy-mix to be compared

with VarPy-ice retrieval to avoid any inconsistencies.

Next, regarding the lidar ratio 𝑆, we keep the same configuration in the

state vector with the two coefficients 𝑎ln(𝑆) and 𝑏ln(𝑆). As previously explained

in Section 2.2.2.2, the lidar ratio for liquid droplets can be assumed to be con-

stant (Pinnick et al. 1983). Based on the values listed in Table 2.7, I fixed the

lidar ratio value at 18.6 sr for supercooled water (pure or in mixed-phase) at

532 nm. In the state vector, 𝑎ln (𝑆) and 𝑏ln (𝑆) represent only the lidar ratio val-

ues for ice crystals (pure or in mixed-phase).

Finally, the extinction 𝛼 is still part of the state vector. Like for 𝑁∗
0,ice and

𝑁∗
0,liq, the extinction is divided into two variable: 𝛼ice for the ice properties

and 𝛼liq for the liquid ones.
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As a result, we end up with the state vector, 𝑋mix, given by Equation 3.33:

𝑋mix =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

ln(𝑁∗
0,ice,0)
⋮

ln(𝑁∗
0,ice,𝑚𝑖

)

𝑎ln(𝑆)
𝑏ln(𝑆)

ln(𝛼ice,0)
⋮

ln(𝛼ice,𝑛𝑖
)

ln(𝑁∗
0,liq,0)
⋮

ln(𝑁∗
0,liq,𝑛𝑙

)

ln(𝛼liq,0)
⋮

ln(𝛼liq,𝑛𝑙
)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.33)

where:

- 𝑛𝑖 is the number of ice gates in the profile.

- 𝑛𝑙 is the number of liquid gates in the profile.

- 𝑚𝑖 is derived from 𝑛𝑖 in the same way as 𝑚 (Section 3.1.2) depending on

the spacing factor 𝜘𝑁.

These state vector modifications imply adjustments in the conversion ma-

trix 𝐶mix, which becomes:

𝐶mix =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

Υ(0,0) … Υ(0,𝑚𝑖) 0 0 0 … 0 0 … 0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮

Υ(𝑛𝑖,0) … Υ(𝑛𝑖,𝑚𝑖) 0 0 0 … 0 0 … 0 0 … 0
0 … 0 1 𝑇0 0 … 0 0 … 0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 … 0 1 𝑇𝑠𝑖 0 … 0 0 … 0 0 … 0
0 … 0 0 0 1 … 0 0 … 0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 … 0 0 0 0 … 1 0 … 0 0 … 0
0 … 0 0 0 0 … 0 1 … 0 0 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 … 0 0 0 0 … 0 0 … 1 0 … 0
0 … 0 0 0 0 … 0 0 … 0 1 … 0
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 … 0 0 0 0 … 0 0 … 0 0 … 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.34)
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where:

- Υ(𝑖,𝑗) are the values derived from the cubic-spline basis function. These

(𝑛𝑖 × 𝑚𝑖) elements (highlight in blue) corresponds to ln(𝑁∗
0,ice).

- The two columns at 𝑚𝑖 + 1 and 𝑚𝑖 + 2 (highlighted in green) consist of

ones and temperature values T, corresponding to the ice lidar ratio 𝑆.
As for VarPy-ice, the first column is multiplied by 𝑎ln(𝑆) and the second

by 𝑏ln(𝑆), resulting in the lidar ratio according to Equation 3.16. In VarPy-

mix, since the lidar ratio is fixed at 18.6 sr for the mixed-phase, there

are 𝑠𝑖 values of temperature and ones, corresponding to the 𝑠𝑖 ice gates

detected by the lidar.

- The terms highlighted in yellow represent an 𝑛𝑖-dimensional identity

matrix corresponding to the ice extinction ln(𝛼ice). As for VarPy-ice,

this means that the matrix 𝐶mix has no effect on the ln(𝛼ice) elements

of the state vector.

- The terms highlighted in red represent an 𝑛𝑙-dimensional identity ma-

trix corresponding to ln(𝑁∗
0,liq). The cubic-spline basis function is not

applied to ln(𝑁∗
0,liq), consequently the matrix 𝐶mix does not modify

these state vector elements.

- As with the ice extinction, the matrix 𝐶mix elements corresponding to

the liquid extinction ln(𝛼liq) (highlight in purple) are an 𝑛𝑙-dimensional

identity matrix.

Thesematrixmultiplies the state vector𝑋mix to obtain a version of the state

vector where each 𝑁∗
0 , 𝑆 and 𝛼 variable has a value for each gate. This “con-

verted” state vector is thus of dimension (2𝑛𝑖+𝑠𝑖+2𝑛𝑙) and provide a complete

profile for each variable:

- 𝑁∗
0 profile is obtained by combining 𝑁∗

0,ice (converted with 𝐶) and 𝑁∗
0,liq

profiles.

- Lidar ratio 𝑆 profile is produced by converting 𝑎ln(𝑆) and 𝑏ln(𝑆) with 𝐶
for pure ice gates and adding constant values (18.6 sr) for supercooled

water (pure or mixed-phase).

- 𝛼 is obtained by combining 𝛼ice and 𝛼liq profiles.

Next, the “converted” state vector is given as input to the forwardmodels to

calculate ln(𝛽fwd), ln(𝑍fwd) and the Jacobian. For this, forwardmodels require

a LUT. However, supercooled water has different microphysical properties

compared to ice, meaning that LUTs describing ice properties cannot be used
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for supercooled water. For this reason, I decided to create a LUT dedicated to

supercooled water.

3.3.3 . Normalized Droplet Size Distribution for liquid Look Up Ta-

ble

For VarPy-mix, I decided to keep some of the VarPy-ice configuration, in

particular the two LUTs used to relate the ice crystals microphysical proper-

ties to each other, for a given PSD. However, the PSD differs between ice crys-

tals and liquid droplets. Consequently, I decided to define a DSD for liquid

droplets to create a LUT dedicated to retrieve liquid properties. The literature

proposes two types of distribution: the gamma distribution (Miles et al. 2000)

and the log-normal distribution (Frisch et al. 1995; Fielding et al. 2015). For

this study we use the following log-normal relationship define by Frisch et al.

1995:

𝑁(𝑟) =
𝑁liq

𝜎𝑁(𝑟)√2𝜋
𝑒
−

(ln(𝑟) − ln(𝑟0))2

2𝜎2
𝑁(𝑟) (3.35)

where:

- 𝑁(𝑟) [m−3] is the DSD, the number concentration at a given cloud

droplet radius 𝑟 [µm].

- 𝑁liq [m
−3] is the total number of liquid droplets per unit volume.

- 𝑟0 [µm] is the modal radius.

- 𝜎𝑁(𝑟) is the geometric standard deviation. Fielding et al. 2014 and Field-

ing et al. 2015 set this value to 𝜎 = 0.3 ± 0.1 and Frisch et al. 1995 at

𝜎 = 0.35. We have chosen to set this value at 𝜎𝑁(𝑟) = 0.3.

The kth moment ⟨𝑟𝑘⟩ of this distribution can be expressed as follows:

⟨𝑟𝑘⟩ =
1

𝑁liq

∫
∞

0
𝑁(𝑟)𝑟𝑘 𝑑𝑟 (3.36)

It permits to relate the following variables to themean volume-weighted di-

ameter𝐷𝑚 [m], which is proportional to the ratio between the fourthmoment

and the the third moment (presented in Section 1.1.4 by Equation 1.12):

- The reflectivity 𝑍 [mm6.m−3]: proportional to the sixth moment of the

DSD, as we are looking at small droplets, presented in Section 2.2.2.1

by Equation 2.10
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- The liquid water extinction 𝛼liq [m−1]: proportional to the second mo-

ment, presented in Section 1.1.4 by Equation 1.1.4.

- The liquid water content LWC [kg.m−3]: proportional to the third mo-

ment, presented in Section 1.1.4 by Equation 1.2.

- The liquid water effective radius 𝑟𝑒,liq [m]: proportional to the ratio be-

tween the thirdmoment and the the secondmoment, presented in Sec-

tion 1.1.4 by Equation 1.7.

- The equivalent area radius 𝑟𝑎 [m], equivalent to the effective radius for

droplets. It corresponds to the radius of a sphere with the same cross-

sectional area as the entire size distribution mean area.

- The total number of water droplets per unit volume 𝑁liq.

Those variables are then normalized by 𝑁∗
0,liq [m−4], which is proportional

to the ratio between the third moment to the fifth power and the fourth mo-

ment to the fourth power (presented in Section 1.1.4 by Equation 1.13). As

a result, the LUT ends up with the following composition:
𝑍

𝑁∗
0,liq

,
𝛼liq

𝑁∗
0,liq

,
LWC

𝑁∗
0,liq

,

𝑁liq

𝑁∗
0,liq

, 𝑟𝑎 and 𝑟𝑒,liq as a function of 𝐷𝑚 and the standard deviation 𝜎𝑁(𝑟).

Defining the LUT involves to determine the state vector a priori and first

guess values. In VarPy-mix, the ln(𝑁∗
0,ice) a priori is calculated with 𝑎ln(𝑁′),

𝑏ln(𝑁′) and ln(𝛼ice) a priori values via Equation 3.32. These values are the same

as for VarPy-ice and are summarized in Table 3.5, depending on the LUT. For

the lidar ratio 𝑆, the a priori values of 𝑎ln(𝑆) and 𝑏ln(𝑆) are the same as for VarPy-

ice (see Table 3.5) and corresponds to pure ice. Regarding ln(𝛼ice), we kept

the a priori values of VarPy-ice extinction, set to −7 (Table 3.5). For the liquid

part of the a priori state vector, we have set constant values for ln(𝑁∗
0,liq) and

ln(𝛼liq), to 30 and−5 respectively. We assume that ln(𝑁∗
0,liq) does not depend

on temperature. ln(𝑁∗
0,liq) and ln(𝛼liq) values were chosen based on the DSD,

with 𝐷𝑚 = 20 µm.
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Table 3.5: A priori and first guess values for each variable of the state

vector in VarPy-mix. (BF: Brown and Francis modified LUT, HC: Heyms-

field Composite LUT).

Variable
Values

BF HC

𝑎ln(𝑁′) 22.234435 21.94
𝑏ln(𝑁′) −0.090736 −0.095

𝛾 0.61 0.67
𝑎ln(𝑆) 3.18 3.18
𝑏ln(𝑆) −0.0086 −0.0086

ln(𝛼ice) −7 −7
ln(𝑁∗

0,liq) 30 30
ln(𝛼liq) −5 −5

As with ice LUT, the liquid one is involved in two algorithm steps (as illus-

trated in Figure 3.7, boxes 4, 5 and 9) with the ratio
ln(𝛼liq)

ln(𝑁∗
0,liq)

from the state

vector values. This ratio retrieves the corresponding value in the LUT, by in-

terpolation. First, at each iteration to predict ln(𝑍fwd), ln(𝛽fwd) (via ln(𝑟𝑎) and
the fast multiple-scattering model of Hogan 2006, Multiscatter) and the Jaco-

bian terms (box 5). At the end, with the final state vector, the ratio
ln(𝛼liq)

ln(𝑁∗
0,liq)

permits to obtain LWC, 𝑟𝑒,liq and 𝑁liq (box 9). These two steps are explained in

further detail in the next subsection.

3.3.4 . Algorithm adaptations to the supercooled water and the

mixed-phase retrieval

After initializing the state vector and determining the ice and liquid LUTs,

we need to compute the Jacobian 𝐾mix as well as ln(𝑍fwd) and ln(𝛽fwd) thanks
to the radar and lidar forward models (box 5 of Figure 3.7). For clarity, I have

split the Jacobian into two parts: the Jacobian of the state vector “ice” part

𝐾mix, ice (Equation 3.37) and the one of the “liquid” part𝐾mix, ice (Equation 3.38).
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𝐾mix, ice =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜕𝛽0
𝜕𝑁∗

0,𝑖,0
…

𝜕𝛽0
𝜕𝑁∗

0,𝑖,𝑚𝑖

𝜕𝛽0
𝜕𝑎ln(𝑆)

𝜕𝛽0
𝜕𝑏ln(𝑆)

𝜕𝛽0
𝜕𝛼𝑖,0

…
𝜕𝛽0

𝜕𝛼𝑖,𝑛𝑖
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮

𝜕𝛽𝑝

𝜕𝑁∗
0,𝑖,0

…
𝜕𝛽𝑝

𝜕𝑁∗
0,𝑖,𝑚𝑖

𝜕𝛽𝑝

𝜕𝑎ln(𝑆)

𝜕𝛽𝑝

𝜕𝑏ln(𝑆)

𝜕𝛽𝑝

𝜕𝛼𝑖,0
…

𝜕𝛽𝑝

𝜕𝛼𝑖,𝑛𝑖

𝜕𝑍0
𝜕𝑁∗

0,𝑖,0
…

𝜕𝑍0
𝜕𝑁∗

0,𝑖,𝑚𝑖

𝜕𝑍0
𝜕𝑎ln(𝑆)

𝜕𝑍0
𝜕𝑏ln(𝑆)

𝜕𝑍0
𝜕𝛼𝑖,0

…
𝜕𝑍0

𝜕𝛼𝑖,𝑛𝑖
⋮ ⋱ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮

𝜕𝑍𝑞

𝜕𝑁∗
0,𝑖,0

…
𝜕𝑍𝑞

𝜕𝑁∗
0,𝑖,𝑚𝑖

𝜕𝑍𝑞

𝜕𝑎ln(𝑆)

𝜕𝑍𝑞

𝜕𝑏ln(𝑆)

𝜕𝑍𝑞

𝜕𝛼𝑖,0
…

𝜕𝑍𝑞

𝜕𝛼𝑖,𝑛𝑖

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.37)

𝐾mix, liq =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜕𝛽0
𝜕𝑁∗

0,𝑙,0
…

𝜕𝛽0
𝜕𝑁∗

0,𝑙,𝑛𝑙

𝜕𝛽0
𝜕𝛼𝑙,0

…
𝜕𝛽0

𝜕𝛼𝑙,𝑛𝑙
⋮ ⋱ ⋮ ⋮ ⋱ ⋮

𝜕𝛽𝑝

𝜕𝑁∗
0,𝑙,0

…
𝜕𝛽𝑝

𝜕𝑁∗
0,𝑙,𝑛𝑙

𝜕𝛽𝑝

𝜕𝛼𝑙,0
…

𝜕𝛽𝑝

𝜕𝛼𝑙,𝑛𝑙

𝜕𝑍0
𝜕𝑁∗

0,𝑙,0
…

𝜕𝑍0
𝜕𝑁∗

0,𝑙,𝑛𝑙

𝜕𝑍0
𝜕𝛼𝑙,0

…
𝜕𝑍0

𝜕𝛼𝑙,𝑛𝑙
⋮ ⋱ ⋮ ⋮ ⋱ ⋮

𝜕𝑍𝑞

𝜕𝑁∗
0,𝑙,0

…
𝜕𝑍𝑞

𝜕𝑁∗
0,𝑙,𝑛𝑙

𝜕𝑍𝑞

𝜕𝛼𝑙,0
…

𝜕𝑍𝑞

𝜕𝛼𝑙,𝑛𝑙

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3.38)

The matrix 𝐾mix is consequently obtained by concatenating the two matri-

ces 𝐾mix, ice and 𝐾mix, liq, as follows:

𝐾mix = 𝐾mix, ice | 𝐾mix, liq (3.39)

For better readability of Equations 3.37 and 3.38, the indices fwd of 𝑍 and 𝛽
are not displayed, the ice and liq indices of 𝑁∗

0 and 𝛼 are replaced respectively

by 𝑖 and 𝑙 indices and the natural logarithm of 𝑍, 𝛽, 𝑁∗
0 and 𝛼 are omitted. The

dimension of 𝐾mix is (𝑝+𝑞)×(𝑚𝑖 +2+𝑛𝑖 +2𝑛𝑙). As for the state vector, we can
divide the Jacobian in two parts: the derivatives of ln𝑍 and ln𝛽 with respect

to ln𝑁∗
0,ice, 𝑎ln(𝑆), 𝑏ln(𝑆) and ln 𝛼ice for the ice part (𝐾mix, ice, Equation 3.37) and

the derivatives of ln𝑍 and ln𝛽 with respect to ln𝑁∗
0,liq and ln 𝛼liq for the liquid

part (𝐾mix, liq, Equation 3.37). For the mixed-phase, both liquid and ice parts

are used, but each part is retrieved with only one instrument. Indeed, the

radar is not used to retrieved the supercooled water neither in pure liquid

clouds nor in mixed-phase clouds, consequently:

𝜕 ln(𝑍𝑗)

𝜕 ln(𝑁∗
0,liq,𝑘)

= 0 ∀𝑗, 𝑘 (3.40)

𝜕 ln(𝑍𝑗)
𝜕 ln(𝛼liq,𝑘)

= 0 ∀𝑗, 𝑘 (3.41)
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On the other hand, the lidar signal retrieves ice clouds properties but not the

ice part of the mixed-phase. As a result, for any 𝑗 and 𝑘 corresponding to

mixed-phase gates, we have:

𝜕 ln(𝛽𝑗)

𝜕 ln(𝑁∗
0,ice,𝑘)

= 0 (3.42)

𝜕 ln(𝛽𝑗)
𝜕 ln(𝛼ice,𝑘)

= 0 (3.43)

To derive 𝐾mix, ice matrix values, the forwards models apply one or other

LUT used by VarPy-ice (HC or BF).

Next, since the observation vector 𝑌 remains unchanged with ln(𝑍obs) and
ln(𝛽obs) values (Equation 3.15), the measurement error covariance matrix 𝑅
remains the same as for VarPy-ice (Equation 3.22).

Regarding the a priori error covariance matrix 𝐵mix, its structure has been

adapted to the new state vector composition. In order to keep the same con-

figuration as VarPy-ice, the off-diagonal terms are calculated for the pure ice

part of𝑁∗
0,ice (not for themixed-phase gates). 𝐵mix remains diagonal regarding

the other variables and the a priori error variances values are listed in Table

3.6. These values are assumed to be constant with height.

Table 3.6: A priori error variances used in VarPy-mix for the a priori

error covariance matrix 𝐵mix

Variables Values

𝜎
ln(𝑁∗

0,ice)
1

𝜎𝑎ln(𝑆)
0.1

𝜎𝑏ln(𝑆)
0.0001

𝜎ln(𝛼ice) 5
𝜎
ln(𝑁∗

0,liq) 1

𝜎ln(𝛼liq) 5

The next step is to configure the 𝑇mix matrix (box 7 of Figure 3.7). We keep

the same approach as for VarPy-ice, which is to smooth only the extinction

profile. Consequently, the 𝑇mix elements corresponding to ln(𝑁∗
0,ice), 𝑎ln(𝑆),
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𝑏ln(𝑆) and ln(𝑁∗
0,liq) are set to zero. Contrary to VarPy-ice, we cannot use a

single matrix to smooth the entire extinction profile, since we have separated

the liquid (ln(𝛼liq)) and ice (ln(𝛼ice)) parts of the extinction. In addition, liquid

droplets extinction values are different from ice crystals extinction. Neverthe-

less, both extinction parts require to be smoothed with a “Twomey-Tikhonov”

matrix. Consequently, for VarPy-mix, a function has been developed to sep-

arate different profile section according to the smoothing to be applied: the

separation is established between ice, liquid and where there is clear sky. As

a result, one « Twomey-Tikhonov » matrix is applied to each section and the

dimension of the final matrix is (𝑚𝑖 + 𝑘 + 𝑛𝑖 + 2𝑛𝑙) × (𝑚𝑖 + 𝑘 + 𝑛𝑖 + 2𝑛𝑙). The

smoothness coefficient 𝜅 is set to 100 for ln(𝛼ice), to keep the VarPy-ice pa-

rameterization. Since the detected liquid layers are thinner than ice cloud,

the coefficient applied to the ln(𝛼liq) is lower and set to 10.

For the next steps, the cost function 𝐽 calculation and the convergence de-

termination by 𝜒2 test remain the same as for VarPy-ice and are explained

in Section 3.1.2. Finally, the final state vector 𝑋mix,𝑓 determined by the mini-

mization of the cost function 𝐽 allows us to compute
𝛼ice,𝑓

𝑁∗
0,ice,𝑓

and
𝛼liq,𝑓

𝑁∗
0,liq,𝑓

ratios.

On the one hand, the first ratio is combined to the chosen ice LUT to retrieve

the ice water content (IWC), the ice particle number concentration 𝑁ice and

the ice particle effective radius 𝑟𝑒,ice. On the other hand, the second ratio is

combined with the liquid LUT created during this thesis to retrieve the liquid

water content (LWC), the liquid droplets number concentration 𝑁liq and the

liquid droplets effective radius 𝑟𝑒,liq. In addition, liquid and ice microphysical

properties can be summed up to produce profiles of:

- total extinction 𝛼tot [m
−1], defined by:

𝛼tot = 𝛼ice + 𝛼liq (3.44)

- total water content TWC [kg.m−3] defined by:

TWC = IWC + LWC (3.45)

- total number concentration 𝑁tot [m
−3] defined by:

𝑁tot = 𝑁ice + 𝑁liq (3.46)

3.4 . Conclusion

This thesis aims to retrieve the microphysical properties of supercooled

water, ice and mixed-phase clouds from radar-lidar synergy in a single algo-

rithm. To this end, I have extended and adapted the VarPy-ice algorithm to
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include the retrieval of supercooled water, either pure or mixed with ice crys-

tals. This variational method enables the radar and lidar measurements to

be converted into cloud microphysical properties. It is based on an approach

that consists to solve an inverse problem using the Bayes theorem and the

Gauss-Newton method.

First, I have improved and adapted the classification used to identify the

observed particles to include supercooled water and the mixed-phase to hy-

drometeors to be retrieved. Next, numerous adaptations have been intro-

duced to the algorithm, notably to the state vector, which describes ice crys-

tals and water droplets separately. This approach is based on the different

sensitivities of radar and lidar to these two types of hydrometeors: the ice

crystals are retrievedwith the radar signal and the supercooledwater with the

lidar signal. Consequently, the ice clouds are retrieved with both instruments

in synergy areas while each phase of the mixed-phase and pure supercooled

water clouds are retrieved only with single instrument. In the latter case, the

retrievals relies strongly on empirically determined a priori values, that de-

pend on temperature, and error values. Finally, the last main improvement is

the inclusion of a LUT for liquid water, created from a log-normal DSD. It links

the state vector variables tomicrophysical properties such as liquidwater con-

tent LWC, effective radius 𝑟𝑒 and liquid number concentration 𝑁liq. Besides,

the LUTs defined for VarPy-ice are included in VarPy-mix to retrieve ice crystal

properties. At the end, VarPy-mix provides:

- Ice and liquid extinction profiles, 𝛼ice and 𝛼liq [m−1], which can be

summed to produce total extinction 𝛼tot profile.

- Ice and liquid water content profiles, IWC and LWC [kg.m−3], which can

be summed to produce total water content TWC profile.

- Ice and liquid number concentration profiles, 𝑁ice and 𝑁liq [m
−3], which

can be summed to produce total number concentration 𝑁tot profile.

- Ice and liquid effective radius profile, 𝑟𝑒,ice and 𝑟𝑒,liq [m].

Thismethodwasmainly developed with data from CloudSat-CALIPSO. Nev-

ertheless, our method strength is its flexibility, allowing it to be adapted to

several radar-lidar platforms, which are described in Chapter 2. In the follow-

ing chapter, I present the application of the VarPy-mix algorithm on different

platforms. Furthermore, this methodology relies on strong assumptions con-

cerning themixed-phase, where each phase (liquid, ice) is retrieved by a single

instrument (lidar, radar, respectively). To evaluate this approach, VarPy-mix

retrievals with in situ data collocated with the CloudSat-CALIPSO platform are

described and compared at the beginning of the next chapter.
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4 - Application on several platforms and com-

parison to in situ measurements
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Space missions and airborne measurement campaigns provide precious

data for our understanding of clouds. Radar-lidar data collected during these

missions are converted into cloud microphysical properties by retrieval algo-

rithms. During this thesis, I mainly processed data from the CloudSat and

CALIPSO satellites to develop VarPy-mix. To assess the algorithm, I decided

to compare VarPy-mix retrieval with in situ data. For this, the microphysical

properties of an Arctic mixed-phase cloud observed with CloudSat-CALIPSO

are retrieved by VarPy-mix and compared with in situ measurements. The

results are presented in the first section of this chapter.

Furthermore, recent airbornemeasurement campaigns provide numerous

mixed-phase cloud data. In the second section, I present two cases of mixed-

phase clouds in the Arctic collected by the RALI and HALO airborne platforms

and retrieved by VarPy-mix. The possibility to adapt our algorithm to data

collected from different measurement platforms attests to its great flexibility.

In the last section, I summarize a comparison study between VarPy-ice and

2C-ICE accepted in the Journal of Atmospheric andOceanic Technology added

in Appendix A.

4.1 . VarPy-mixfirst retrievals and comparisonwith in situmea-

surements

In this section, I present an Arctic case study combining satellite and collo-

cated airborne in situ measurements. The satellite measurements are pro-

vided by CloudSat and CALIPSO and the VarPy-mix results are compared

to collocated in situ data collected during the Arctic Study of Tropospheric

Aerosol, Cloud and Radiation (ASTAR 2007, Ehrlich et al. 2009; Gayet et al.

2009) field campaign that took place from 25th of March to 19th of April 2007.

The ASTAR project aims to characterize the microphysical and optical prop-

erties of mixed-phase clouds in the Arctic using in situ measurements. The

three in situ probes onboard the Polar-2 aircraft (Dornier 228-101) operated

by AWI are the CPI, FSSP and PN, described in Section 2.1.

First, I present the context of this study and the satellite measurements

as well as the three in situ probes onboard the aircraft. Second, the micro-

physical properties retrieved by VarPy-mix are analyzed and compared with

in situ data, notably extinctions and water contents. The results presented

in this section have been accepted in the Atmospheric Measurement Tech-

niques journal (Aubry et al. 2024).

140



4.1.1 . Remote sensing and in situ measurements

During this campaign, four legs coming from the same flight were per-

formed on the 7th of April 2007 over the ocean near Svalbard archipelago.

For this study, the radar and lidar measurements as well as the classifications

come from the DARDAR-MASK v2.23 product (see Section 3.2.1).The case pre-

sented in this section is one of the rare CloudSat-CALIPSO transect with collo-

cated airborne in situmeasurements of mixed-phase clouds. The comparison

between in situ data and VarPy-mix retrievals is possible because cloud de-

tection as well as phase identification between DARDAR-MASK and in situ ob-

servations are in overall good agreement. Indeed, Mioche and Jourdan 2018

shows that 91 % of clear sky events and 86 % of DARDAR-MASK cloudy gates

match with the Polar Nephelometer in situ probe from samples collected dur-

ing the ASTAR 2007 and POLARCAT 2008 (see the Special Issue on POLAR-

CAT in Atmos. Chem. Phys.) campaigns. In addition, the Polar Nephelometer

is used to estimate the cloud phase observed (ice, liquid water and mixed-

phase) thanks to thresholds on the asymmetry parameter 𝑔 (Jourdan et al.

2010), defined by Equation 2.1. Using the Polar Nephelometer as a reference,

Mioche and Jourdan 2018 shows that 61 % of DARDAR-MASK classification

corresponding to ice phase match with Polar Nephelometer data, 67 % for

liquid phase while 24 % for mixed-phase. This identification difference may

be due to the temporal and spatial difference between satellite and in situ

observations or to the detection limit of supercooled water by lidar due to

attenuation.

The selected latitude range is shown in Figure 4.1, which present the pro-

files of the lidar backscatter measurements on panel a), the radar reflectivity

on panel b), the intermediate classification on panel c) and the instrument flag

to knowwhich instrument is used for the retrieval on panel d). The strong lidar

backscatter signal at the top of the cloud means that there is a large amount

of small particles such as supercooledwater droplets. Since the radar also de-

tects particles in this part of the cloud this means that ice particle are present.

Consequently, the intermediate classification indicates the presence of an ice

cloud with mixed-phase layer at the top. As presented in Figure 4.1 panel d),

the mixed-phase is retrieved with both radar and lidar. However, since the

lidar is strongly attenuated and extinguished due to the supercooled water of

the mixed-phase, the ice cloud below is mainly retrieved by radar only. As a

result, the base of the supercooled liquid layer within themixed-phased cloud

cannot be determined unequivocally.
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Figure 4.1: Selected profiles of CALIPSO attenuated backscatter a), CloudSat

reflectivity b), intermediate classification c) and instrument synergy d) on 7th

April 2007. The trajectory and direction of Polar-2 are shown by respectively

magenta line and arrow. All panels share the same abscissa axes (time and

latitude). Data from DARDAR-MASK V2.23 products, https://www.icare.
univ-lille.fr/, orbit ID: 2007097090635_05010
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Besides, the three in situ instruments onboard the Polar-2 aircraft were the

CPI, the FSSP-100 and the PN, presented in Section 2.1. Since the aircraft was

not flying exactly along the satellites trajectory, nor at the same time, the col-

location is quite challenging. Among the four legs, the third one is temporar-

ily the closest to the satellites overpass with less than a ten minutes delay,

as shown on the top x axis of Figure 4.1. We focus this study on this leg to

compare VarPy-mix retrievals to the in situ measurements. The altitude of

the aircraft is shown by the magenta line in Figure 4.1, where each point cor-

responds to a thirty second averaged probe measurements and the magenta

arrow indicates the flight direction. Since the aircraft flew above the cloud be-

fore going inside the cloud and passing through the mixed-phase layer twice,

we have a vertical description of the cloud and the comparisonwith VarPy-mix

retrieval is more complete.

The size range sensitivity of each probe is summarized in Figure 4.2. As

explained in Section 2.1, the CPI gives information about the ice particles and

the FSSP about liquid droplets. For this study, we take the ice cloud extinction

𝛼CPI and icewater content IWCCPI from the CPI, the liquid cloud extinction 𝛼FSSP

and liquid water content LWCFSSP from the FSSP. By summing extinctions and

water contents from both instruments, the total water content TWCCPI+FSSP

and the total extinction 𝛼CPI+FSSP can be obtained. The PN also provides the

total extinction 𝛼PN. These in situ measurements are presented in the next

subsection in Figure 4.3 and 4.4 besides VarPy-mix retrieval results and are

detailed in the comparison in Section 4.1.3. All measurements uncertainties

are listed in Table 4.1.

Figure 4.2: CPI, FSSP and PN range sensitivities.

Table 4.1: Uncertainties of extinction and water contents from CPI,

FFSP and PN probes from Mioche et al. 2017.

Properties CPI FSSP PN

Extinction 𝛼 55 % 35 % 25 %
Water Content(IWC or LWC) 60 % 20 % -
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4.1.2 . VarPy-mix retrievals

First, to retrieve cloud properties with VarPy-mix, some parameters need

to be defined. For this case, the classification has been adapted by eroding

few isolated supercooled gates and by adding four gates below the mixed-

phase layer, as explained in Section 3.2.2 (page 123). The other parameter to

choose is the ice LUT used to retrieve ice properties. We have selected the HC

LUT, implying the application of the corresponding a priori values (see Section

3.3.3, Table 3.5). The choice here is arbitrary, but also because the LUT was

developed more recently.

Consequently, the ice and liquid extinctions retrieved by VarPy-mix are pre-

sented by the curtain in Figure 4.3 a) and b) and are used to retrieve other ice

and liquid properties via the ice and liquid LUTs. Figures 4.4 a) and b) show the

IWC and LWC and Figure 4.5 a) to d) show 𝑁ice, 𝑁liq, 𝑟𝑒,ice and 𝑟𝑒,liq retrievals.

For each microphysical properties, the ice and liquid parts are retrieved, ac-

cording to the classification. As a result, for the ice cloud between 0.5 and 1
km, only the ice properties are available. Nevertheless, ice and liquid proper-

ties are both retrieved for the mixed-phase gates.

Table 4.2 presents the mean values in all selected pixels for all retrieved

properties. These values combined to a global view in Figures 4.3, 4.4 and

4.5 curtains allow us to observe trends for each variable. The extinction of

liquid droplets is stronger than ice crystals by a factor of 7. The same trends

is observed between LWC and IWC with average values 30 % larger for LWC.

The ice crystals are larger than liquid droplets by a factor of 5 for the mean

values of effective radius. The liquid number concentration is much higher

than ice number concentration by a factor 103.

Finally, both extinctions and water contents can be compared with in situ

measurements. For extinction, water content and concentration, we can sum

the ice and liquid variables to obtain the total extinction 𝛼tot (curtain in Fig-

ure 4.3 c)), the total water content TWC (curtain in Figure 4.4 c)) and the total

number concentration 𝑁tot (panel e) of Figure 4.5).
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Figure 4.3: Liquid a), ice b) and total c) extinctions from VarPy-mix retrievals

(curtain) and in situ probes (dots) regarding the latitude and the height. The

yellow and purple shading represents the latitude range where mixed-phase

retrievals are compared with in situ. All panels share the same abscissa axes

(time difference and latitude).
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Figure 4.4: Liquid a), ice b) and total c) water content fromVarPy-mix retrievals

(curtain) and in situ probes (dots) regarding the latitude and the height. The

yellow and purple shading represents the latitude range where mixed-phase

retrievals are compared with in situ. All panels share the same abscissa axes

(time difference and latitude).
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Figure 4.5: Liquid a) and ice b) number concentration and liquid c) and ice d)

effective radius retrieved by VarPy-mix. All panels share the same abscissa

axes (time and latitude).
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Table 4.2: Mean values of retrieved properties.

Properties Mean

𝛼ice 1.03 × 10−3 m−1

𝛼liq 7.28 × 10−3 m−1

𝛼tot 4.91 × 10−3 m−1

IWC 5.32 × 10−2 g.m−3

LWC 6.89 × 10−2 g.m−3

TWC 8.99 × 10−2 g.m−3

𝑟𝑒,ice 75.2 µm

𝑟𝑒,liq 13.5 µm

𝑁ice 2.01 × 10−2 cm−3

𝑁liq 3.73 × 101 cm−3

4.1.3 . Comparison between VarPy-mix retrievals and in situ data

For VarPy-mix, the retrieved total extinction of the mixed-phase layer is

higher than the ice layer due to the presence of supercooled liquid droplets

(panel c) of Figure 4.3). The extinctions from the CPI and FSSP have been

summed in order to compare it to the total extinction of VarPy-mix and the

one from the PN. These results are presented in Figure 4.3 c) by the dots and

share the same colorscale as VarPy-mix curtain. Above the cloud, where it is

clear sky for VarPy-mix (coming from radar and lidar measurements and clas-

sifications), the PNdetects no particle and CPI+FSSP total extinction is very low

(10−8 m−1 for the FSSP). This demonstrates the consistency between remote

sensing and in situmeasurements. Inside the cloud, we can observe the same

trend between VarPy-mix retrieval and probe results, which ismainly different

between ice only area and the mixed-phase layer.

In order to provide a more detailed comparison, we keep only the gates

from VarPy-mix that are closest to the in situmeasurements. Figure 4.6 c) dis-

plays by dots and lines the total extinction from the probes and from VarPy-

mix. The points corresponding to the mixed-phase layer are highlighted on

all figures by yellow and purple vertical shading and the others correspond to

the ice cloud. Between 77.52 and 77.64° N in Figure 4.6 c), there is no data for

VarPy-mix because these points corresponds to ground clutter (ocean) area

for the radar. The extinction for mixed-phase is higher than for the ice cloud

and this trend is observed for all results. In general, VarPy-mix total extinction

is lower than total extinction from probes, especially in regions where cloud

phase classification is defined as ice. In these regions the FSSP detects liq-

uid droplets while CALIOP signal cannot be used because of the attenuation
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(extinguished). This can explain why 𝛼VarPy is lower than 𝛼CPI+FSSP.

Figure 4.6: Liquid a), ice b) and total c) extinctions from VarPy-mix retrievals

(curtain) and in situ probes (dots) regarding the latitude. The error bars of in

situmeasurements (uncertainties from Table 4.1) are displayed in each panel.

The yellow and purple shading represents the latitude range where mixed-

phase retrievals are compared with in situ. All panels share the same abscissa

axes (time difference and latitude).
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Next, in mixed-phase layer, IWC and LWC are both retrieved by VarPy-mix

and can be compared to in situ data, respectively from the CPI and the FSSP.

The TWC is also used in this comparison. The results are shown in all panels

of Figures 4.4 and 4.7. In both regions of mixed-phase measurements, the

LWC retrieved by VarPy-mix is between 2×10−2 and 2×10−1 g.m−3 and agree

well with the FSSP. Regarding the IWC, both CPI and VarPy-mix retrieve similar

trends in these regions. In the region below, due to the extinction of the lidar

signal, only ice properties are retrieved by VarPy, but the FSSP detects also

liquid in this region which impacts the TWC comparison. For that reason, in

this region we only compare the IWC retrieved by VarPy-mix to the IWC from

CPI, which are close to each other (40 % mean percent error). For the same

reason as for the extinction, the region between 77.52 and 77.64 ° N cannot

be compared.

Finally, for all variables, the mean absolute error (the mean of the abso-

lute difference between each value of VarPy-mix and in situ) and the mean

percent error regarding in situ (the mean of the absolute difference between

each value of VarPy-mix and in situ divided by in situ value and expressed as

a percentage) are calculated and are presented in Table 4.3. The liquid ex-

tinction retrieved by VarPy-mix differs from in situ by 39 %, which is similar

to in situ uncertainties (35 %), and is the closest to the in situ measurements.

On the contrary, the mean percent error of ice extinction is 398 %. This can

be explained by the large difference around 77.75° N, shown by the purple

shading. In addition, the uncertainties of in situ probes (Table 4.1) need to be

taken into account.

Table 4.3: Mean absolute error and mean percent error for each prop-

erty regarding in situ.

Properties Mean absolute error Mean percent error

𝛼ice 7.2 × 10−4 m−1 398 %
𝛼liq 4.3 × 10−3 m−1 39 %

𝛼tot (CPI+FSSP) 3.4 × 10−3 m−1 50 %
𝛼tot (PN) 4.2 × 10−3 m−1 56 %
IWC 2.9 × 10−2 g.m−3 75 %
LWC 2.6 × 10−2 g.m−3 49 %
TWC 3.0 × 10−2 g.m−3 39 %
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Figure 4.7: Liquid a), ice b) and total c) water content fromVarPy-mix retrievals

(curtain) and in situ probes (dots) regarding the latitude. The error bars of in

situmeasurements (uncertainties from Table 4.1) are displayed in each panel.

The yellow and purple shading represents the latitude range where mixed-

phase retrievals are compared with in situ. All panels share the same abscissa

axes (time difference and latitude).
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The comparison between VarPy-mix retrieval and the in situmeasurements

is limited by two main considerations:

1. The collocation in space is not perfect which can lead to biases and re-

strain this study to one case. The Polar-2 aircraft flew almost exactly

under CloudSat and CALIPSO trajectory during the third leg by crossing

it around 77.6° N. If we do not consider the measurement points above

the clouds, themaximum spatial shifts are 1.68 km around 77.44°N and

1.34 km around 77.78° N. In addition, the temporal shift is the best for

the third leg with less than ten minutes between the two platforms.

2. The probe sampling volumes are much smaller than those of the re-

mote sensing instruments. Additionally, the vertical (500 m) and hor-

izontal (1.7 km) resolutions of VarPy-mix products are larger than the

probe sampling volume.

Another bias source comes from the partial synergy of the VarPy-mix ver-

sion in the mixed-phase. Indeed, the retrieval relies more strongly on the a

priori values thanwhen both instruments are used to retrieve ice clouds prop-

erties (Delanoë et al. 2013). In addition, the ice cloud is mainly retrieved with

radar only. Consequently, in this case the retrieval relies strongly on a priori

values (which are assumed temperature dependent) and the look up tables,

which includes some bias in the comparison with in situ. A fully synergistic

retrieval would be much more reliable, with both instruments retrieving each

part of the mixed-phase. Another possible improvement would be to opti-

mize the LUT, the a priori and first guess values for liquid with in situ statistics.

Additionally, this study focuses on only one case of mixed-phase at high lati-

tude, above the ocean, which does not allow to knowhow the algorithmwould

retrieve globally the mixed-phase and the supercooled water.

Finally, VarPy-mix retrieves simultaneously ice and liquid properties of

mixed-phase and ice clouds. The comparison with in situmeasurements vali-

dates the retrieval method.

As already stated the method is not limited to satellite measurements. In

the next section, I describe two other cases of mixed-phase observed in the

Arctic over the ocean, sampled by airborne radar-lidar platforms.
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4.2 . VarPy-mix application to airborne platforms during recent

campaigns

The two cases presented in this section are mixed-phase layers inside or

at the top of Arctic ice clouds. They differ in being observed by two differ-

ent airborne platforms during two recent campaigns conducted in 2022. For

each case, I briefly present themeasurement campaign during which the data

were collected. Next, I describe the measurements and classifications for

each platform, before presenting the results retrievedwith VarPy-mix. Finally,

as the campaigns are recent, comparison with in situ measurements has not

yet been done. Consequently I present a comparison with in situ data from

literature.

4.2.1 . HALO-(AC)3 case study

4.2.1.1 HALO-(AC)3 campaign presentation

The (AC)3 project (ArctiC Amplification: Climate relevant Atmospheric and

surfaCe processes and feedback mechanisms) aims to perform airborne ob-

servations of air-mass transformation processes during meridional trans-

ports, especially warm air intrusions andmarine cold air outbreaks in the Arc-

tic region. During the HALO-(AC)3 measurement campaign, which was carried

out from the 5th March to the 15th April 2022, three aircraft were involved

in the measurements: the Polar-5 and Polar-6 aircraft operated by AWI and

based in Longyearbyen (Svalbard), and HALO based in Kiruna (Sweden). Nu-

merous in situ (Polar 6) and remote sensing (Polar 5 and HALO) instruments

have provided huge amounts of data and various collocated situations to

characterize clouds in the Arctic region. For this case study, I am interested in

the radar MIRA and lidar WALES measurements onboard HALO, whose con-

figurations are presented in Section 2.3.4.

During this campaign, HALO performed seventeen flights illustrated in Fig-

ure 4.8. The selected case is part of the scientific flight RF06 operated on the

16th March 2022. This flight is highlighted in blue in Figure 4.8 and the case

study in red. The measurements are described in the next subsection.
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Figure 4.8: Flight tracks during HALO-(AC)3. The flight RF06 is indicated in blue

line and the selected case for our study is marked by the red line.

4.2.1.2 MIRA and WALES measurements

The WALES lidar backscatter at 532 nm and the MIRA radar reflectivity at 35
GHz are presented in Figure 4.9 by panels a) and b) respectively. Both instru-

ment signals detect the presence of an ice cloud culminating at an altitude of

8 km. In addition, the high lidar backscatter values (> 2 × 10−5 m−1.sr−1) indi-

cates supercooled water droplets layers, which are highlighted by two black

boxes. In the same regions, the radar detects ice crystals, revealing mixed-

phase layers.

Consequently, the classification for each instrument and themerged radar-

lidar classification are determined and are presented in panels c) to e) in Fig-

ure 4.9. These classifications are similar to those of DARDAR (see Section

3.2.1) and distinguish between aerosols, rain and cloud phase. Thanks to

MIRA sensitivity, the bright band is clearly visible in this case, indicating pre-

cipitation from the ice cloud. Finally, radar-lidar classification shows a precip-

itating ice cloud extending up to 8 km in altitude. This cloud contains mixed-

phase layers at two locations, indicated by the black boxes on each panel of

Figure 4.9.
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Figure 4.9: WALES lidar attenuated backscatter at 532 nm a), MIRA radar

reflectivity at 35 GHz b), WALES classification c), MIRA classification d) and

merged classification e) on 16th March 2022 (HALO-(AC)3 RF06). All panels

share the same abscissa axes (time and latitude). The black boxes indicate

mixed-phase layers. The orange circles identify mixed-phase misclassifica-

tions and the reddashed circles indicate supercooledwatermisclassifications.
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For HALO, classifications are not included in the input file and need to be

determined by an algorithm external to VarPy-mix (or VarPy-ice) before each

processing. To test the algorithm, this step became time-consuming, since

the mask required recalculation for each new processing. To overcome this

limitation, I developed during this thesis a saving classifications (lidar, radar

and radar-lidar) mechanism. The collected data is serialized into binary form

using the Python Picklemodule allowing lightweight saves and fast loads. This

process significantly accelerates the data processing speed of the HALO plat-

form.

Before being used as input to the VarPy-mix algorithm, the radar-lidar clas-

sification requires the following corrections:

- The isolated mixed-phase and supercooled water pixels are eroded, as

explained in Section 3.2.2.

- Numerous gates have been incorrectly classified as “mixed-phase”, as

indicated by the orange boxes in panel e) of Figure 4.9. They have been

replaced by ice gates, as shown in the corrected intermediate classifi-

cation in panel a) of Figure 4.10. This correction type is explained in

Section 3.2.2.

- Some gates are incorrectly classified as “supercooled water” or “multi-

ple scattering due to supercooled water”, indicated by red dashed line

circles in Figure 4.9. They have been replace by clear sky in the interme-

diate classification. Unfortunately, these corrections are never perfect

and some gates are still classified as supercooled water.

- The mixed-phase layer thickness must correspond to the layer thick-

ness detected by lidar. Contrary to DARDAR, the gates must be added

above the layer to match the measurements. For this case, I added two

gates to the valid mixed-phase layers indicated by the black boxes in

Figure 4.9.

As a result, I present the corrected intermediate classification in Figure 4.10

as well as the instrument synergy, which is the flag indicating which instru-

ment signal is used to retrieve properties. Nevertheless, all these corrections

have to be appliedmanually, and require a significant amount of time. For ex-

ample, for the case presented here, there are 1120 profiles composed of 249
gates each, representing 278880 gates to check. As a result, it is impossible to

check every single gate and global rules have to be used, implying that some

gates may be incorrectly classified.
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Figure 4.10: Corrected intermediate classification a) and instrument synergy

b) for the study case on 16th March 2022 (HALO-(AC)3 RF06). All panels share

the same abscissa axes (time difference and latitude).

Finally, all this data is used as input to VarPy-mix to retrieve the ice crystal

and supercooled water droplet properties of the observed cloud.
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4.2.1.3 VarPy-mix retrievals

VarPy-mix simultaneously retrieves the supercooled water properties with

the liquid LUT and the ice crystal properties with the HC LUT selected to pro-

cess this case. Consequently, liquid and icemicrophysical properties retrieved

by VarPy-mix are presented in Figures 4.11 (extinctions, 𝛼ice and 𝛼liq), 4.12 (ef-

fective radii, 𝑟𝑒,ice and 𝑟𝑒,liq), 4.13 (water contents, IWC and LWC) and 4.14 (par-

ticles number concentrations, 𝑁ice and 𝑁liq). Additionally, the total extinction

𝛼tot (Equation 3.44), the total water content TWC (Equation 3.45) and the total

concentration 𝑁tot (Equation 3.46) are calculated and presented in panel c) of

Figures 4.11, 4.13 and 4.14 respectively. In all figures, we observe that the su-

percooled water properties are retrieved for the mixed-phase layers and that

the ice properties are retrieved for both the mixed-phase and the rest of the

ice cloud.

Additionally, to analyze the properties of each phase of the mixed-phase,

Table 4.4 lists the mean, minimum andmaximum values for each variable for

the mixed-phase layers.

Table 4.4: Mean, minimum and maximum values for each variables in

the mixed-phase (HALO-(AC)3 case study).

Variable Unit Mean Minimum Maximum

𝛼ice m−1 2.23 × 10−4 2.51 × 10−5 1.97 × 10−3

𝛼liq m−1 8.60 × 10−3 1.13 × 10−7 3.66 × 10−1

𝛼tot m−1 8.98 × 10−3 5.44 × 10−5 3.66 × 10−1

IWC g.m−3 8.76 × 10−3 6.63 × 10−4 8.40 × 10−2

LWC g.m−3 9.29 × 10−2 5.82 × 10−8 9.75
TWC g.m−3 1.03 × 10−1 1.01 × 10−3 9.76
𝑟𝑒,ice µm 63.9 31.6 98.0
𝑟𝑒,liq µm 10.0 0.5 40.0
𝑁ice cm−3 1.38 × 10−2 6.06 × 10−4 2.98 × 10−1

𝑁liq cm−3 9.42 1.91 × 10−1 4.77 × 101

𝑁tot cm−3 9.58 1.94 × 10−1 4.77 × 101
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Consequently, we can analyze each variable regarding each cloud phase:

- On average, the liquid extinction (8.60 × 10−3 m−1) is higher than ice

extinction (2.23 × 10−4 m−1) for the mixed-phase. Panel c) of Figure

4.11 highlights this result by revealing high total extinction values for

the mixed-phase. Due to the presence of supercooled water droplets

in the mixed-phase, the mixed-phase total extinction is higher than the

rest of the ice cloud.

Figure 4.11: Liquid a), ice b) and total c) extinction retrieved by VarPy-mix

(HALO-(AC)3 case, RF06). All panels share the same abscissa axes (time dif-

ference and latitude).
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- As shown in Figure 4.12, the supercooled water droplets effective ra-

dius is smaller than the effective radius of the mixed-phase ice crystals,

on average by a factor 6. The ice crystals in the mixed phase have an

effective radius close to the surrounding ice crystals and larger than the

supercooled water in the mixed phase. In addition, we can observe in

Figure 4.12 panel b) that the ice crystals are smaller at the top of the

cloud and larger at the base.

Figure 4.12: Liquid a) and ice b) effective radius retrieved by VarPy-mix (HALO-

(AC)3 case, RF06). Both panels share the same abscissa axes (time difference

and latitude).
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- Regarding water content (Figure 4.13), the observation is the same as

for extinction, with lower water content for ice crystals than for super-

cooled water droplets on average by a factor 10. Additionally, panel c)
of Figure 4.13 indicates higher total water content in the mixed-phase

than in the rest of the cloud, due to the presence of supercooled water.

Figure 4.13: Liquid a), ice b) and total c) water content retrieved by VarPy-

mix (HALO-(AC)3 case, RF06). All panels share the same abscissa axes (time

difference and latitude).
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- Figure 4.14 highlights very high concentrations of supercooled water

droplets (close to 101 cm−3), which are much higher than the ice crystal

concentration on average by a factor close to 700.

Figure 4.14: Liquid a), ice b) and total c) number concentration retrieved by

VarPy-mix (HALO-(AC)3 case, RF06). All panels share the same abscissa axes

(time difference and latitude).

In conclusion, the microphysical properties of both the mixed phase and

the ice cloud are retrieved by VarPy-mix. The supercooled water properties

of the mixed phase differ from those of ice, as in the ASTAR case. Adaptation

to an airborne platform requires modifications of the algorithm input data,

especially the classification.
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4.2.2 . RALI-THINICE case study

4.2.2.1 RALI-THINICE campaign presentation

The THINICE campaign (Rivière et al. 2024) aims to understand Arctic cy-

clones development and their interaction with tropopause polar vortices,

summer sea ice and clouds, in particular mixed-phase clouds. The campaign

took place in August 2022 and brings together threemeasurement platforms:

1. The ATR 42 aircraft operated by SAFIRE. It was based in Longyearbyen

(Svalbard) during the period of the RALI-THINICE campaign, the French

branch of the THINICE. The aircraft carried the RALI remote sensing

platform (described in Section 2.3.3) as well as six in situ probes, in-

cluding the CDP, the PN and the 2D-S (described in Section 2.1).

2. The Twin Otter aircraft operated by the British Antarctic Survey was

flying at low altitude to measure turbulent fluxes in the atmospheric

boundary layer and characterize the sea-ice and its interaction with the

lower troposphere.

3. Instrumented balloons operated by Windborne Systems sample Arctic

cyclone and tropopause polar vortices over long periods.

During RALI-THINICE, the ATR 42 performed sixteen flights, illustrated in

Figure 4.15. The studied case is the scientific flight F53, indicated by the thick-

ened orange line in Figure 4.15. The measurements are described in the next

subsection.

4.2.2.2 RASTA and LNG measurements

The LNG lidar backscatter at 532 nm and the RASTA radar reflectivity at 95
GHz are presented in Figure 4.16 by panels a) and b) respectively. The ATR

42 altitude is indicated on both panels by the magenta line revealing that the

aircraft first flew above the clouds before lowering its altitude and flying in-

side the clouds on three different levels. On the one hand, the lidar backscat-

ter signal indicates several supercooled water layers and the presence of ice

crystals in some areas. Below supercooled water layers, the lidar signal is

extinguished and consequently detects nothing below these layers. On the

other hand, the radar reflectivity shows ice clouds extending from 6 km to

the ground (ocean and sea ice). Where the lidar detects supercooled water,

the radar signal indicates the presence of ice crystals, revealing mixed-phase

layers at the top and inside the ice clouds. Furthermore, for the mixed-phase

layers at the cloud top, the radar does not detect ice crystals on top of these

layers, revealing a pure supercooled water layer above these mixed-phase

layers.
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Figure 4.15: Flight tracks during RALI-THINICE. The selected case for our study

is the flight F53, indicated by the thickened orange line.

Figure 4.16: LNG lidar attenuated backscatter at 532 nm a) and RASTA radar

reflectivity at 95 GHz b) on 25th August 2022 (RALI-THINICE, F53). Both panels

share the same abscissa axes (time and latitude). The magenta line indicates

the ATR 42 altitude.
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Figure 4.17: LNG lidar classification a), RASTA radar classification b) and RALI

radar-lidar classification on 25th August 2022 (RALI-THINICE, F53). All panels

share the same abscissa axes (time and latitude). The magenta line indicates

the ATR 42 altitude.

The radar, lidar and merged radar-lidar classifications are presented in Fig-

ure 4.17 and displays the various mixed-phase layers identified as well as the

ice cloud. RALI platform classifications are obtained by a complete process-

ing chain external to VarPy (like DARDAR-MASK) and are supplied in the same

file as the measurements. The RALI processing chain has recently been re-
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furbished and the supercooled water detection is slightly more sophisticated

than for the HALO and DARDAR-MASK platforms. In the analyzed case, no

mask correction has been performed.

As a result, I present the intermediate classification and the synergy instru-

ment used by VarPy-mix to process the data in Figure 4.18. We can observe

that some profiles are missing, meaning that VarPy-mix has encountered a

convergence problem for these profiles. In this case, the instrument syn-

ergy indicates that the properties of themajority of the ice cloud are retrieved

by only the radar, while the mixed-phase layers are retrieved by both instru-

ments. Consequently, few ice areas are retrieved by the radar-lidar synergy

for this case.

Figure 4.18: Intermediate classification a) and instrument synergy b) for the

study case on 25th August 2022 (RALI-THINICE, F53). The magenta line indi-

cates the ATR 42 altitude.

Finally, all this data is used as input to VarPy-mix to retrieve the ice crys-

tals and supercooled water droplet properties of this case. The results are

presented in the next subsection.
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4.2.2.3 VarPy-mix retrievals

As for the HALO-(AC)3 case, the supercooled water properties are retrieved

with the liquid LUT and the ice crystals properties with the HC LUT. Conse-

quently, liquid and ice microphysical properties retrieved by VarPy-mix are

presented in Figures 4.19 (extinctions, 𝛼ice and 𝛼liq), 4.20 (effective radii, 𝑟𝑒,ice
and 𝑟𝑒,liq), 4.21 (water contents, IWC and LWC) and 4.22 (particles number con-

centrations, 𝑁ice and 𝑁liq). In addition, the total extinction 𝛼tot (Equation 3.44),

the total water content TWC (Equation 3.45) and the total concentration 𝑁tot

(Equation 3.46) are calculated and presented in panel c) of Figures 4.19, 4.21

and 4.22 respectively. In all figures, we observe that the supercooled water

properties are retrieved for themixed-phase layers and that the ice properties

are retrieved for both themixed-phase and the rest of the ice cloud. Contrary

to the HALO-(AC)3 case, themixed-phase layers detected by RALI aremore nu-

merous, which allows us to establish more general trends regarding retrieval

behavior.

Table 4.5 lists the mean, minimum and maximum values for each variable

for the mixed-phase layers.

Table 4.5: Mean, minimum and maximum values for each variables in

the mixed-phase (RALI-THINICE case study).

Variable Unit Mean Minimum Maximum

𝛼ice m−1 1.54 × 10−4 1.51 × 10−6 3.80 × 10−3

𝛼liq m−1 1.29 × 10−2 1.33 × 10−6 5.38
𝛼tot m−1 1.34 × 10−2 9.68 × 10−6 5.38
IWC g.m−3 6.58 × 10−3 3.26 × 10−5 1.48 × 10−1

LWC g.m−3 1.94 × 10−1 6.98 × 10−7 3.33 × 102

TWC g.m−3 2.30 × 10−1 7.17 × 10−5 3.33 × 102

𝑟𝑒,ice µm 56.3 5.1 134.4
𝑟𝑒,liq µm 12.1 0.8 92.9
𝑁ice cm−3 2.05 × 10−2 1.31 × 10−4 3.53 × 101

𝑁liq cm−3 1.17 × 101 4.46 × 10−1 1.30 × 102

𝑁tot cm−3 1.16 × 101 4.49 × 10−1 1.30 × 102
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As for the HALO-(AC)3 case, we compare each variable regarding each cloud

phase:

- The liquid extinction is on average higher than the ice extinction by a

factor close to 102. In addition, the total extinction reveals higher values

in the mixed-phase layer than for the ice clouds. This is explained by

the high supercooled water extinction.

Figure 4.19: Liquid a), ice b) and total c) extinction retrieved by VarPy-mix

(RALI-THINICE case, F53). All panels share the same abscissa axes (time dif-

ference and latitude). The magenta line indicates the ATR 42 altitude.
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- In the mixed-phase layers, supercooled water droplets are on average

five times smaller than ice crystals. For ice clouds, two trends can be

observed: one cloud area (between 12:30 and 13:00) seems to have

ice crystals whose size varies very slightly with altitude and other cloud

sections where crystal size increases as altitude decreases.

Figure 4.20: Liquid a) and ice b) effective radius retrieved by VarPy-mix (RALI-

THINICE case, F53). Both panels share the same abscissa axes (time difference

and latitude). The magenta line indicates the ATR 42 altitude.
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- LWC in the mixed-phase are on average higher than IWC by a factor 30.
The presence of supercooled water droplets increases the TWC of the

mixed-phase layers, as shown in panel c) of Figure 4.21.

Figure 4.21: Liquid a), ice b) and total c) water content retrieved by VarPy-

mix (RALI-THINICE case, F53). All panels share the same abscissa axes (time

difference and latitude). The magenta line indicates the ATR 42 altitude.
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- The ice crystals are almost 600 less concentrated than supercooled wa-

ter droplets in all mixed-phase layers. This difference is shown in panel

c) of Figure 4.22.

Figure 4.22: Liquid a), ice b) and total c) number concentration retrieved by

VarPy-mix (RALI-THINICE case, F53). All panels share the same abscissa axes

(time difference and latitude). The magenta line indicates the ATR 42 altitude.

Finally, ice crystals and supercooled water droplets properties can also be

retrieved from the RALI airborne platform. As for the ASTAR case, the HALO-

(AC)3 and RALI-THINICE cases similarly involve collocations between radar-

lidar and in situ measurements. However, these campaigns are recent and

comparisons have not yet been made. Therefore, we cannot assess the algo-

rithm by comparing these cases with in situ measurements from the associ-

ated campaign, but this could be the subject for a future study. Consequently,
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in the following subsection, I compare the results obtained by VarPy-mix for

the ASTAR, HALO-(AC)3 and RALI-THINICE cases with in situ data from the sci-

entific literature to assess the retrievals.

4.2.3 . Comparison with in situ data from literature

To observe the trend in the microphysical properties retrieved by VarPy-

mix, I compare the results obtained for each presented case (ASTAR, HALO-

(AC)3 and RALI-THINICE) to each other and to the results derived from in situ

data and presented by Mioche and Jourdan 2018 (hereafter referred to as

MJ18). The ice properties are from the CPI probe and the liquid droplets

properties are from the FSSP probe, collected during fourmeasurement cam-

paigns: ASTAR 2004 (Jourdan et al. 2010) and 2007 (Gayet et al. 2009), POLAR-

CAT 2008 (Delanoë et al. 2013) and SORPIC 2010 (Bierwirth et al. 2013). These

results are presented in Figure 4.23. On the one hand, the top panels are

the liquid extinction 𝛼liq a), the liquid droplet number concentration 𝑁liq b),

the liquid water content LWC c) and the liquid droplet effective diameter 𝐷𝑒,liq
d). On the other hand, the lower panels are the ice extinction 𝛼ice a), the ice

crystal number concentration 𝑁ice b), the ice water content IWC c) and the ice

crystals effective diameter 𝐷𝑒,ice d).

To compare the properties retrieved by VarPy-mix with these in situ data,

I selected the mixed-phase gates for each variable and represented them as

point density distributions with ice properties on the abscissa axis and liquid

water droplet properties on the ordinate axis. These results are obtained for

each case (ASTAR, HALO-(AC)3 and RALI-THINICE) and are presented in Figures

4.24 and 4.25. In addition, an average value estimated from the in situ data

is represented by the magenta dot for each variable on these Figures, along

with the mean standard deviation.
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Figure 4.23: Liquid extinction a), droplet number concentration b), liquid wa-

ter content c) and droplet effective diameter d) from the FSSP and ice extinc-

tion e), ice crystal number concentration f), ice water content g) and ice crystal

effective diameter h) from the CPI, collected during the four airborne Arctic

campaign (ASTAR 2004 and 2007, POLARCAT 2008 and SORPIC 2010). For

each panel, the black line represents the average vertical profile over all the

campaigns and the grey shaded area indicates the standard deviation. The

Figure is from Mioche and Jourdan 2018.
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Figure 4.24: Comparison between ice and liquid properties of the mixed-

phase retrieved by VarPy-mix and compare to the in situ data from Mioche

and Jourdan 2018. Left panels: ice and liquid extinction for the ASTAR a),

HALO-(AC)3 b) and the RALI-THINICE c) cases. Right panels: ice and liquid wa-

ter content for the ASTAR d), HALO-(AC)3 e) and the RALI-THINICE f) cases. For

all panels, the in situ mean values are represented by the magenta dot and

the mean standard deviation are represented by magenta lines.
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Figure 4.25: Comparison between ice and liquid properties of the mixed-

phase retrieved by VarPy-mix and compare to the in situ data from Mioche

and Jourdan 2018. Left panels: ice crystals and liquid droplets effective ra-

dius for the ASTAR a), HALO-(AC)3 b) and the RALI-THINICE c) cases. Right pan-

els: ice crystals and liquid droplets number concentration for the ASTAR d),

HALO-(AC)3 e) and the RALI-THINICE f) cases. For all panels, the in situ mean

values are represented by the magenta dot and the mean standard deviation

are represented by magenta lines.
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First, for each variable, we can observe similar trends between the three

processed cases:

- Panels a) to c) in Figure 4.24: The liquid extinction is globally higher

than the ice extinction, with some values close to each other and very

few higher for the ice than for liquid. The liquid extinction value range

is larger than the ice extinction value range.

- Panels d) to f) in Figure 4.24: The same trend as the extinction is ob-

served between liquid and ice water content, with LWC overall higher

than IWC.

- Panels a) to c) in Figure 4.25: The liquid droplet effective radius is be-

tween 0.5 and 40µm,much smaller than the ice crystals effective radius,

which range from 20 to 135 µm.

- Panels d) to f) in Figure 4.25: The distribution between HALO-(AC)3 and

RALI-THINICE cases is quite similar but differs from the ASTAR case dis-

tribution, which has more dispersed liquid droplet number concentra-

tion values. Globally, liquid droplets number concentration values are

higher than ice crystal values.

In addition, these trends tend are consistent with MJ18 in situ values. For

each case, the retrieved extinction values are close to the average ice and

liquid extinction value fromMJ18. The sameapplied to the ice and liquidwater

content and effective radius. However, the ice crystal number concentration

of the ASTAR case is higher than the one distribution from MJ18. For HALO-

(AC)3 and RALI-THINICE cases, 𝑁ice values are close to the values from MJ18,

but most values are below the range obtained by MJ18. For 𝑁liq, the HALO-

(AC)3 and RALI-THINICE cases values are lower than the one fromMJ18. Some

𝑁liq values retrieved for the ASTAR case are close to the values from MJ18.

To conclude, the trend of the microphysical properties retrieved for the

mixed phase by the VarPy-mix algorithm is close to the trends obtained by

in situ measurements present in the literature for four measurement cam-

paigns. This comparison assesses our algorithm, but also shows that it needs

to be compared with other in situ measurements to better evaluate and im-

prove it.
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4.3 . Comparison between VarPy-ice, 2C-ICE and in situ

In this section, I present the summary of a study conducted with Stephen

Nicholls and Andrew Heymsfield to compare VarPy-ice and 2C-ICE (Deng et al.

2010, 2013) retrievals on radar-lidar data from the IMPACTS 2020 measure-

ment campaign (McMurdie et al. 2022). These retrievals are compared with

in situmeasurements collected during the campaign as reference. This study

has been accepted for publication in the Journal of Atmospheric and Oceanic

Technology and is included in Appendix A. For this publication, I worked on

adapting the VarPy-ice algorithm to the radar CRS and the lidar CPL data from

the ER-2 platform. Both instruments are described in Section 2.3.5. In par-

ticular, this has involved creating radar, lidar and radar-lidar classifications

corresponding to the needs of the algorithm from several classifications pro-

vided for each instrument. Following this, I processed the campaign data with

VarPy-ice, for each of the two available LUTs (HC and BF, Section 3.1.2, page

110). In addition, I took part in the writing of the article and its proofreading.

Figure 4.26: Instruments onboard the ER-2 and P-3 aircraft (from McMurdie

et al. 2022). The viewing geometry of the different instruments is indicated

with dashed colored lines. The surface radars and mobile soundings are rep-

resented by the balloons and truck symbols.

The Investigation of Microphysics and Precipitation for Atlantic Coast-

Threatening Snowstorms (IMPACTS,McMurdie et al. 2022) field campaignwas

conducted by the NASA in January and February 2020, 2021 and 2022. During

six weeks, the ER-2 and P-3 aircraft flew over the East Cost of United States

to chase winter storms with several in situ (P-3) and remote sensing (ER-2) in-

struments, described in McMurdie et al. 2022. Additionally, the P-3 released

dropsondes over the ocean. Figure 4.26 lists the instruments onboard each

aircraft and shows that ER-2 flew at an altitude of around 20 km, while P-3 flew

at a lower altitude inside the clouds. Some flights were collocated between
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the two aircraft to compare in situ information with remote sensing measure-

ments. All the flights from the 2020 campaign are illustrated in Figure 4.27.

The remote sensing measurements used for the comparison study are the

lidar backscatter at 532 nm from CPL and the radar reflectivity at 95 GHz from

CRS. The data from these instruments hadnever beenprocessed by VarPy-ice.

Consequently, I introduced the processing of this data to VarPy-ice, notably a

method to obtain classifications compatible with the algorithm. Indeed, the

provided radar classification does not distinguish between ice clouds and pre-

cipitation, but only between clear sky and particle detection. Consequently,

I improved the classification by distinguishing precipitation when the tem-

perature is positive. In addition, the provided radar classification was noisy

due to numerous isolated gates in clear sky. As a result, these gates have

been eroded. For the lidar classification, I merged the two classifications pro-

vided. The first distinguishes between clear sky, aerosols and clouds, while

the second distinguishes between cloud phase (liquid and ice). Finally, as no

radar-lidar classifications were provided, I created one from the previously

produced radar and lidar classifications.

Figure 4.27: Flight tracks of the ER-2 (blue) and P-3 (yellow) aircraft during

IMPACTS 2020. Airplane symbols indicate the used airports and red dots in-

dicate home-base locations used for mobile sounding launches.

Four flights were selected and the collocation cases were chosen according

to the distance (5 km) and crossing time (10minutes) between the two aircraft.
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In total, 8425 observations between 0 and −25 °C are used for the comparison

study and are separated into five temperature categories. Further informa-

tion on data numbers per category is provided in Appendix A.

For this study, the two retrieval algorithms compared are VarPy-ice (de-

scribed in Section 3.1) and 2C-ICE described in Section 1.2 of Appendix A. In

addition, these retrievals are compared with in situ data onboard P-3 and the

mass-size relationships of Brown and Francis 1995 andHeymsfield et al. 2014.

The results are shown in pages 18 to 22 and in the Supplement of Appendix

A. Regarding VarPy-ice, the study results show that:

- VarPy-ice using BF LUT (hereafter VarPy-BF), VarPy-ice using HC LUT

(hereafter VarPy-HC) and 2C-ICE exhibit similar degrees of spread and

divergence from P-3 cloud probesmeasurements for the extinction val-

ues. Nevertheless, 2C-ICE and both VarPy versions retrieval differs with

decreasing temperature.

- For IWC, VarPy-HC and VarPy-BF are similar than 2C-ICE retrievals for

low IWC, but differ as IWC increases. In addition, the low bias of VarPy-

BF IWC is consistent with Cazenave et al. 2019, who found that applying

HC LUT instead of BF in VarPy reduced its bias, especially when IWC

exceeds 0.1 g.m−3.

- The effective radius retrievals from VarPy-BF is globally lower than the

one from VarPy-HC and 2C-ICE. This trend is confirmed by comparing

Brown and Francis 1995mass-size relationship retrievals with in situ P-3

measurements.

- For both VarPy-ice and 2C-ICE, IWC and effective radius retrievals tend

toward smaller values than the P-3 in situ probes, which can be ex-

plained by the way the algorithms handle rimed and aggregated ice

particles.

In conclusion, this study revealed the strengths and potential biases of each

mass-size relationship and the ice properties retrieval algorithms VarPy-ice

and 2C-ICE. One suggestion is to improve LUTs by making them temperature-

dependent to avoid bias, particularly in regions where temperatures range

are close to freezing, from −25 to 0 °C. Nevertheless, these results need to

be put into perspective, since the data used are from regions where only the

radar signal is used to retrieve properties.
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4.4 . Conclusion

The application of VarPy-mix on real data reveals its ability to simultane-

ously retrieve the ice crystal and supercooled water properties. In addition,

it is applied to three different platforms, spaceborne and airborne, demon-

strating its adaptability to multiple platforms.

The various cases presented have been compared with in situ measure-

ments from literature, revealing that VarPy retrievals follow the same trend

as these in situ measurements. Globally, the extinction and water content of

supercooled water droplets are globally higher than those of ice crystals, the

water droplets are significantly smaller than ice crystals and the particle num-

ber concentrations are much higher for water droplets than for ice crystals.

In addition, the ASTAR campaign case provides a more accurate comparison

with collocated in situ data. This comparison shows that the extinctions and

the water contents from VarPy-mix follow similar trends as in situ measure-

ments and that the retrieval produces correct results withmean percent error

between the retrievals and in situ of 39 % for 𝛼liq, 398 % for 𝛼ice, 49 % for LWC

and 75 % for IWC. These first results are promising, and in situ data from the

HALO-(AC)3 and RALI-THINICE campaigns could be used to further assess the

algorithm and improve its parameterization. In addition, the retrieval could

be improved with full synergy for each phase of the mixed phase.

Furthermore, VarPy-ice algorithm is compared to another algorithm re-

trieving ice cloud properties, 2C-ICE. For this study, both HC and BF LUT are

used in VarPy-ice to retrieved ice properties. Both VarPy-HC and VarPy-BF can

be compared to each other as well as to 2C-ICE and collocated in situ mea-

surements. Finally, this study shows that VarPy-HC and VarPy-BF differ for

the extinction and IWC values as the IWC increases and that the effective radii

retrieved by VarPy-BF are generally smaller than those retrieved by VarPy-BF

and 2C-ICE. Additionally, IWC and effective radii retrieved by VarPy-HC, VarPy-

BF and 2C-ICE are lower than the values obtained by in situ measurements.

This can be explained by theway the algorithms handle aggregated and rimed

ice particles. These comparisons could be improved, in particular by not lim-

iting them to the gates retrieved solely by radar. The study also suggests im-

provements to retrieval algorithms, such as making LUTs temperature range-

dependent.
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Conclusion

With the objective to provide the optimal observations and consequently

improvemixed-phase cloud representation in both forecast and climatemod-

els, the work conducted during this thesis has led to the development of a

new method to retrieve mixed-phase cloud properties. Supercooled water

droplets and ice crystals are simultaneously present in mixed-phase clouds.

This coexistence and the different microphysical properties of these hydrom-

eteors make their observation challenging. A specific method has therefore

been developed to simultaneously retrieve both phase properties. In addi-

tion, thismethod requires assessment, in particular through comparison with

in situ data. To this end, this manuscript presents in four distinct chapters the

path taken during this thesis to achieve this new method, as well as its first

assessment.

First, Chapter 1 introduces the fundamentals on our study subject: clouds,

and more specifically mixed-phase clouds. Their optical and microphysical

properties are described, such as size, shape, extinction, water and ice con-

tent and particle concentration. These properties determine how clouds in-

teract with radiation from the Sun and Earth, and influence the radiative im-

pact of clouds on the climate system. This impact can be quantified by the

CRE, showing that it is significant and tends to cool considerably the climate

system (−19 W.m−2).

Meanwhile, current studies tend to show that climate change related to

human activities has an impact on clouds, and that they tend to accentuate

global warming with a cloud feedback of +0.6 W.m−2.°C−1. This shows that

cloud studies, particularly for mixed-phase clouds, are important for a better

understanding of their influence on climate. In addition, the radiative impact

of mixed-phase clouds is significant and depends on the fraction between liq-

uid droplets and ice crystals, mainly linked to the various processes involved

in the formation of these clouds. These processes are complex and our cur-

rent knowledge does not allow them to be correctly represented in numerical

models, implying biases in the forecasts. For these reasons, it is crucial to

study mixed-phase clouds.

Second, Chapter 2 presents the various instruments dedicated to cloud ob-

servation. There are two main ways to study clouds: 1) by directly collecting

a sample and analyzing it using instruments that fly within the clouds, called

in situ probes, or 2) by measuring the radiation reflected or scattered by the
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clouds with instruments located at a distance from the clouds, called remote

sensing instruments.

There are several types of in situ probe, such as imagers like the CPI or

2D-S, or those that analyze light scattering by particles like the FSSP, PN or

CDP. These probes providemicrophysical properties of water droplets and/or

ice crystals, depending on their sensitivity, for specific areas within the cloud.

On the other hand, remote sensing instruments are dedicated to observing

a wide cloud area, up to global coverage with instruments onboard satellites.

While passive remote sensing instruments measure the energy naturally re-

flected, scattered or emitted by clouds, active remote sensing instruments

emit energy towards the target to be analyzed, and measure the backscat-

tered energy. The active remote sensing instrument approach offers range-

resolved information and consequently provides information from inside the

cloud, contrary to passive instruments that provide integrated or cloud-top

information. Since mixed-phase layers are on top of or inside ice clouds, it is

more appropriate to have range-resolved measurements to observe these

mixed-phase layers. As a result, we are interested in two active remote-

sensing instruments: the radar and the lidar.

On the one hand, cloud radar emits electromagnetic waves at frequen-

cies between 1 and 220 GHz. Radars at 35 and 95 GHz are commonly used for

cloud observation. At these frequencies, if cloud particle size is small enough

to assume a Rayleigh scattering regime, radar reflectivity is proportional to

the sixth moment of the particle size distribution. Consequently, under these

conditions the radar is sensitive to particle size, and the reflectivity is higher

for large particles such as ice crystals than for small particles such as water

droplets. On the other hand, lidar uses a laser as an energy source. For cloud

studies, the common wavelengths are 355, 532 and 1064 nm. At these wave-

lengths, which are smaller than radar wavelengths, the lidar signal can detect

very thin particles such as air molecules, aerosols or small cloud particles.

For cloud particle detection, the lidar signal follows theMie scattering regime,

implying that the lidar backscatter is sensitive to particle concentration. This

means that lidar backscatter is higher for highly concentrated particles, such

as water droplets, but is strongly attenuated by these particles and cannot

penetrate high optical thicknesses (e.g. greater than 3 for CALIOP).

Finally, the radar-lidar synergy allows us to get the best out of each in-

strument, and their different sensitivities are an advantage for the study of

mixed-phase clouds. Nevertheless, the cloud microphysical properties are

not directly accessible from these measurements. For this, it is necessary to

rely on retrieval algorithms, which use scattering models to relate radar-lidar

measurements to the microphysical properties.
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Next, Chapter 3 explains the VarPy-mix method developed during this the-

sis to retrieve the microphysical properties of supercooled water, ice and

mixed-phase cloudswith radar-lidar synergy in a unique algorithm. This varia-

tional method converts radar and lidar measurements into cloud microphys-

ical properties, by solving an inverse problem with the Bayes theorem and

the Gauss-Newton method. VarPy-mix is based on the VarPy-ice algorithm to

retrieve ice properties, and has been extended and adapted to include the

retrieval of supercooled water, either pure or mixed with ice crystals.

For this, the first step is to identify the hydrometeors to be characterized.

For each instrument, a classification identifies the observed particles. Com-

bining these two classifications produces a more detailed radar-lidar classifi-

cation that distinguishes between clear sky areas, aerosols, precipitation as

well as clouds and their phases. During this thesis, I improved and adapted

this classification to include supercooled water and mixed-phase in the hy-

drometeors to be retrieved. In addition, I introduced an intermediate classi-

fication required as input to the algorithm, distinguishing between the three

cloud types being retrieved: supercooled water clouds, ice clouds andmixed-

phase clouds.

Next, numerous adaptations have been introduced to the algorithm, no-

tably to the state vector, which describes ice crystals and water droplets sep-

arately. This approach is based on the different sensitivities of radar and lidar

to these two types of hydrometeors. As a result, the ice clouds are retrieved

with both instruments while the mixed-phase retrieval is split in two parts:

the ice crystals are retrieved with the radar signal and the supercooled water

with the lidar signal. Besides, pure supercooledwater cloud properties are re-

trieved only with the lidar and rely strongly on a priori and error values. The

new state vector configuration implies the adaptation of associated matrices

such as the Jacobian, calculated by the radar and lidar forward models and

used to calculate the cost function that determines profile convergence. The

second main change to the algorithm is the introduction of a new LUT dedi-

cated to the water droplet properties retrieval. It is created from a log-normal

DSD and links the liquid extinction 𝛼liq and the 𝑁∗
0 parameters to microphysi-

cal properties such as water content LWC, effective water droplet radius 𝑟𝑒,liq
and liquid droplet number concentration𝑁liq. Additionally, the LUTs designed

for VarPy-ice are included in VarPy-mix for retrieving ice crystal properties. In

conclusion, VarPy-mix allows us to retrievemicrophysical property profiles for

both ice crystals and supercooled water droplets.

Finally, Chapter 4 presents the results of VarPy-mix applied to different plat-

forms, and its assessment through comparison with in situ data. A first study

shows the microphysical properties of an Arctic mixed-phase boundary layer

cloud retrieved by VarPy-mix through CloudSat-CALIPSO data and compared
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with in situmeasurements. As a result, this study demonstrates that the prop-

erties of supercooled water droplets and ice crystals are retrieved simultane-

ously for the mixed-phase. Visible extinctions and water contents properties

derived from in situ measurements and the retrievals showed similar trends

and are globally in good agreement. The mean percent error between the

retrievals and in situ is 39 % for 𝛼liq, 398 % for 𝛼ice, 49 % for LWC and 75 %
for IWC. However, this comparison shows some limitations, such as the dif-

ference between sampling volume from in situ and CloudSat-CALIPSO.

Next, two studies on mixed-phase clouds observed during two recent air-

borne Arctic campaigns (HALO-(AC)3 et RALI-THINICE) highlight that VarPy-mix

adapts tomultiple platforms, spaceborne and airborne. As a result, formixed-

phase, the trends are the same as for the first study:

- the extinction and water contents of supercooled water droplets are

globally higher than those of ice crystals.

- water droplets are much smaller than ice crystals.

- particle number concentrations are much higher for water droplets

than for ice crystals.

These results are further compared with in situ measurements from the lit-

erature, revealing that the retrieved properties are close to the in situ values

and follow the same trend. Nevertheless, it can be interesting and relevant

to compare both HALO-(AC)3 and RALI-THINICE cases retrievals to in situ data

collocated during these campaigns.

Finally, this chapter concludes with the summary of a study comparing

the VarPy-ice algorithm to another algorithm retrieving ice clouds properties,

2C-ICE. These algorithms are compared to in situ values collocated with air-

bornemeasurements fromNASA radar-lidar platform. This new platform has

been integrated into VarPy-ice (as well as VarPy-mix), in particular by adapt-

ing the classifications. For this study, the ice cloud properties were retrieved

with the two LUTs available for VarPy-ice, in order to compare these two re-

trievals, VarPy-HC and VarPy-BF. Finally, this study shows that both versions

of VarPy-ice differ for the extinction and IWC values as the IWC increases and

that the effective radii retrieved by VarPy-BF are generally smaller than those

retrieved by VarPy-BF and 2C-ICE. In addition, the IWC and effective radii re-

trieved by VarPy-ice and 2C-ICE are lower than the values obtained by in situ

measurements, which can be explained by the way the retrieval algorithms

handle rimed and aggregated ice particles between −25 and 0 °C.

184



Perspectives

This section presents the most relevant perspectives arising from the work

performed during this thesis. There have been a few studies on this topic,

even though the need exists. Consequently, the research is still in its early

stages, and improvements can still be made.

First, the mixed-phase is currently retrieved with partial synergy. The ideal

approach would be to retrieve each phase with radar-lidar synergy, but this is

very complex since we do not have access to the exact fraction of each phase

with radar reflectivity and lidar backscatter only. To estimated the phase frac-

tion, one or several additional variables that vary according to the hydrome-

teors type (water droplets and ice particles) are required. The radar Doppler

spectrum and the lidar depolarization are two strong possibilities.

Second, the parameterization of a priori values and LUTs for liquid proper-

ties could be improved. First, the log-normal DSD is parameterized with the

standard deviation value from Frisch et al. 1995, Fielding et al. 2014 and Field-

ing et al. 2015 (𝜎𝑁(𝑟) = 0.3) and these studies are not dedicated to mixed-

phase clouds. Consequently, it could be a better idea to find the 𝜎𝑁(𝑟) that

fit the best the DSD in mixed-phase clouds. This could be done from DSD

from in situmeasurements. The second improvement would be to test other

DSDs, such as gamma shape. Then, different parameterizations of the log-

normal and gamma DSDs could be implemented and the retrievals obtained

with these could be compared with collocated in situmeasurements to deter-

mine which DSD is the more appropriate. Recent airborne campaign such as

RALI-THINICE and HALO-(AC)3 present several cases of in situ measurements

collocated with airborne radar-lidar data. Finally, an approach based on deep

learning (neural network) from in situ measurement data could replace the

LUT by predicting the desired variables, for example
𝑍

𝑁∗
0
and

𝑟𝑎
𝑁∗

0
for the for-

ward models, and
IWC

𝑁∗
0

and
LWC

𝑁∗
0

to retrieve IWC and LWC. Additionally, the

same approach could be apply to optimize a priori settings. Nevertheless,

such a method would require gathering and preparation of a large number

of in situmeasurements to create a vast data set to train the neural network.

In addition, the new EarthCARE radar-lidar platform is scheduled for launch

in May 2024 and the data could be processed by VarPy-mix. It would then be

possible to retrieve the properties of ice, supercooled water andmixed-phase

clouds on a new satellite platform, providing valuable data in large numbers.
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Another benefit is that it offers new opportunities for improving and extend-

ing the VarPy-mix algorithm:

- We could integrate another lidar wavelength (355 nm) in VarPy-mix.

In addition to the 532 nm lidar channel currently used for each plat-

form, this opens up the possibility to include a new lidar wavelength

and consequently a new sensitivity to cloud particles. This option could

be first explored with the lidar LNG, which also operates at 355 nm.

Additionally, the integration of this new wavelength would make two

wavelengths available for LNG retrievals. This would add additional in-

formation and therefore a constraint to the algorithm to potentially im-

prove the retrievals. Moreover, calibration and validation campaigns

for EarthCARE with the LNG lidar are planned, and could also enable us

to compare the retrievals of VarPy-mix applied to ATLID with those of

LNG’s 355 nm channel.

- The ATLID High Spectral Resolution and/or the CPR radar Doppler ca-

pability can be implemented in VarPy-mix. Consequently, we have ad-

ditional measurements that can constrain the retrieval and improve it.

Another advantage of having an additional measurement is that it can

constrain the retrievals when one instrument is attenuated (e.g. the

lidar after an optically thick cloud layer) or when it does not have the

necessary sensitivity to detect cloud particles (e.g. the radar at the top

of a thin ice cloud).

- The retrievals of VarPy-mix applied to EarthCARE could be comparewith

those of the CAPTIVATE algorithm (Mason et al. 2022) to evaluate both

methods. In addition, it would be interesting to compare these results

with in situ data collocated with EarthCARE.

Furthermore, only few cases have been processed and assessed with in situ

comparison and they were only in the Arctic. It could be interesting to run

VarPy-mix on more CloudSat-CALIPSO (and potentially EarthCARE) data and

at different location of the world. This wouldmake it possible to show that the

method can be applied to any real situation and if they are some difference

according to the latitude and type of mixed-phase clouds.

Another way to assess the importance of this new approach would be to

carry out a closure study. This would involve processing the same case with

VarPy-ice and VarPy-mix, and providing the resulting optical and microphys-

ical properties to a radiative transfer algorithm like libRadtran (Emde et al.

2016). Such a study could give the radiative impact of the VarPy-mix method,
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which includes supercooled water and mixed-phase situations contrary to

VarPy-ice.

In addition, CloudSat and CALIPSO provide us over fifteen years of mea-

surements and the VarPy-mixmethod could result in a version of the DARDAR

products that includes supercooled and mixed-phase clouds. Minor correc-

tions and code optimization would potentially be required to reduce runtime

and enable processing automatization. With this type of product, it would

be possible to produce climatologies. The retrieved optical and microphys-

ical properties could be used in numerical models to calculate the radiative

impact of clouds, particularly those composed of supercooled water (pure or

mixed). Additionally, these properties could be used as inputs for weather

and climate forecasting models to improve them. It would be possible to

evaluate this contribution by comparing model predictions with radar-lidar

measurements, and seeing whether or not the models match the observa-

tions.

Publications associated with this thesis

During this thesis, I was involved in two collaborations that led to publica-

tions that were both accepted:

1. The study presented in Section 4.1 has been accepted to the Atmo-

spheric Measurement Techniques journal (Aubry et al. 2024).

2. The study presented in Section 4.3 has been accepted to the Journal of

Atmospheric and Oceanic Technology (Appendix A).

In addition, I took part in four field campaigns that resulted in a publication

for each of them:

1. The results shown in Section 4.2.1 are part of the HALO-(AC)3 Overview

Paper being submitted to the Atmospheric Chemistry and Physics jour-

nal (Wendisch et al. 2024). I processed the radar-lidar data with VarPy-

mix and created a graph to synthetically represent the ice and liquid

effective radii of the selected case.

2. The ICE-GENESIS campaign publication to the Bulletin of the American

Meteorological Society (BAMS) (Billault-Roux et al. 2023)

3. The CADDIWA campaign publication to BAMS (Flamant et al. 2024).

I processed the radar-lidar data with VarPy-ice.

4. The RALI-THINICE campaign publication to BAMS (Rivière et al. 2024).

I processed the radar-lidar data with VarPy-ice.
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Abstract

The NASA Investigation of Microphysics and Precipitation for Atlantic Coast Threatening

Snowstorms (IMPACTS) field campaign provides high quality, co-located high-altitude lidar

(532 nm), radar (W-band) and in-cloud microphysical aircraft data during a wide range of intense

winter storm events impacting the United States. This study evaluates the capability of well-used

mass-dimensional relationships (Brown and Francis (1995, BF95); Heymsfield (2014, H14) and

two lidar-radar microphysical retrieval algorithms (Cloudsat and CALIPSO Ice Cloud Property

Product (2C-ICE); VarPy (a variational method derived from the satellite lidar-radar data

community)) to estimate nearly 4,000 data points of aircraft-retrieved ice water content (IWC),

effective radius (re), and the volume extinction coefficient (σ) during the first IMPACTS

deployment in 2020. Both BF95 and H14 have a close 1:1 correlation with in-situ observations

of σ. However, only BF95 displays a linear, consistent, and almost temperature-independent low

bias for IWC and re. This difference probably arises from the environmental conditions used to

determine each. Unlike BF95 and H14, which used observed microphysical data, VarPy and

2C-ICE used only high-altitude lidar and radar data to derive their estimates of IWC, re, and σ.

For all three microphysical parameters, VarPy and 2C-ICE retrievals errors became notably more

pronounced around the dendritic growth zone (-15°C to -10°C) and near freezing (≥-5°C), which

suggests that both algorithms experience difficulty addressing riming and aggregation processes

and with larger particles (dendrites and plates) due in part to their simplified ice particle

assumptions. However, the mean-melt diameter ice-particle assumption did yield more accurate

IWC estimates, which led to slightly better overall results for VarPy.

1. Introduction

Spaceborne lidar and cloud radar offer an opportunity to quantitatively evaluate

representations of clouds in global climate models (GCMs) and provide global surveys of

vertical profiles of cloud microphysical properties (Stephens et al., 2002). The NASA

Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO; Winker et al.

2009) and CloudSat (Stephens et al. 2002) satellites have been collecting nearly coincident data

since their launch in 2006 and have been used in numerous cloud-related studies (i.e., Delanoë

and Hogan, 2010; Liu, 2018; Battaglia et al., 2020; Turk et al. 2021). While spaceborne lidar and

radar provide unique yet complementary cloud and microphysical data, field campaign
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operations often simulate these data from airborne lidar and radar systems, such as Cloud

Physics Lidar (CPL; McGill et al. 2002) and Cloud Resolving System W-band radar (CRS,

McLinden et al., 2021), due to the long return periods inherent to spaceborne data. As Figure 1

shows, CPL (left panel) is adept at detecting optically thin clouds and cloud particles below the

minimum detection threshold of CRS (-28 dBZ), whereas CRS (right panel) can detect

moderate-to-thick cloud layers and precipitating structures within cloud systems below where

CPL attenuates (~cumulative optical depth of ~3.0). Notably, CPL and CRS exhibit considerable

overlap near the CRS-detected cloud top (8-9 km, 20:01 - 20:03 UTC), especially in the absence

of supercooled cloud water.

Fig. 1. Airborne 1064-nm lidar (left) and W-band radar (right) taken during a wintertime cyclone
sampled by the IMPACTS field campaign on 25 Jan. 2020.

Previous studies (i.e., Intrieri et al., 1993; Hogan et al., 2006; Deng et al., 2010) combined

coincident lidar and radar measurements synergistically to provide retrievals of ice water content

(IWC), a GCM-prognostic variable, which improves upon either measurement alone. Because

lidar can detect radiatively significant thin cirrus not detected by radar (McGill et al., 2004),

algorithms deriving IWC and other GCM variables from lidar measurements alone are highly

desirable.

Particle size distributions (PSD), together with characteristic size-dependent (D) ice particle

mass dimensional relationships (m(D)) and particle shape information, can yield IWC, particle

cross-sectional area (Acr), and the effective radius (re). IWC is roughly related to the diameter

squared and directly proportional to Acr. Effective radius is used to prescribe cloud radiative
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properties and is given by c(IWC/Acr), where c is 1.64 for ice particles of any shape, according to

Foot (1988).

Boudala et al. (2002) used PSDs from airborne particle probes from four higher latitude field

projects to derive IWC and volume extinction coefficient (σ) and used direct IWC measurements

to evaluate the ice crystal densities they assumed. They expressed these results in terms of the

effective particle diameter and mean effective size (Dge) and developed temperature-dependent

relationships for Dge and IWC; together, these can be used to derive IWC from σ and temperature

(T). They developed separate relationships with and without including small particle size data to

mitigate the possible effects of ice crystal shattering and incomplete knowledge of the small

particle properties:

Dge = 57.133 IWCσ-0.0313e0.011T (1)

Heymsfield et al. (2005) examined the relationships between direct measurements of the

IWC and σ from the PSD for ice- and mixed-phase clouds, using data from several field

programs (CRYSTAL-FACE, CEPEX, and FIRE-2). From these data, they developed the

relationship,

IWC = 119σ1.22, (2)

where IWC is in units of g/m3 and σ is in units of m-1. More recently, Heymsfield et al. (2014,

hereafter H14) build upon this previous work by using data from eight field campaigns spanning

from the tropics to the Arctic, covering a wide temperature range (-80˚C to 0˚C), to derive new

temperature-dependent IWC- relationships in 10˚C increments. Based on these relationships,

they derived a broader relationship,

IWC = 186σ1.15, (3)

to cover the entire temperature range. More recently, Thornberry et al. (2017) used data

collected in the tropical tropopause layer at temperatures from -66 to -88˚C to derive

relationships between IWC and very low-temperature ice clouds (T < 192K). Bulk IWC was

measured and calculated from the PSD. Their study yielded a single IWC- relationship covering

the temperature range sampled (185K < T < 207K):

IWC = 12.3σ1.01, (4)
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More recently, Dolinar et al. (2022) proposed a novel satellite-based approach, using global

CloudSat and CALIPSO data, to parameterize ice cloud effective diameter, IWC, and

lidar-derived extinction for application in numerical weather prediction models and cirrus cloud

radiative forcing studies. The parameterizations developed attempt to address the time- and

region-limited nature of field campaign-based parameterization schemes but are subject to

numerous caveats, including a dependence upon lidar-radar microphysical models, a thin cirrus

and ice-phase clouds only focus, and an under representation of larger ice crystals at warmer

temperatures.

This investigation builds upon these previous studies by evaluating the capability of

well-used mass-dimensional relationships and spaceborne lidar-radar microphysical algorithms

to retrieve key microphysical properties (IWC, re, and σ) using co-located high-altitude airborne

lidar and W-band radar data in concert with in-situ microphysical measurements from the 2020

NASA IMPACTS field campaign deployment. For this study, both microphysical algorithms

were modified to assimilate CPL 532 nm lidar and CRS W-band radar retrievals. Section 2

describes the two lidar-radar algorithms evaluated in this study. The IMPACTS field campaign

and the relevant lidar, radar, and microphysical instruments are detailed in Section 3. Sections 4,

5, 6, and 7 show our study methodology, results, discussion, and conclusions.

2. Lidar-Radar Algorithms

As our understanding of IWC-σ relationships has advanced through field campaigns, so have

the lidar-radar algorithms that attempt to simulate these and other microphysical properties.

Delanoë and Hogan (2008) developed a variational method based on optimal estimation theory

that uses the combination of ground-based or spaceborne-radar reflectivity, lidar backscatter, and

infrared radiometer radiances for retrieving profiles of σ and IWC, from which re is derived.

Unlike previous lidar-radar algorithms (i.e., Mitrescu et al. 2005, Tinel et al. 2005), their method

was not limited solely to the radar-lidar overlap region, and it could be readily adapted to use

other measurement sources, such as passive radiances. By carefully selecting both the state

variables and the associated priori estimates, their method can be applied not only to the

radar-lidar overlap regions but to the lidar- and radar-only regions and could be adapted to other

measurement types, such as passive radiances.
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More recently, studies such as Deng et al. (2013), Sourdeval et al. (2016), and Cazenave et al.

(2018), have continued to evaluate and improve upon existing lidar-radar combined algorithms

(raDAR/liDAR [DARDAR] and Cloudsat and CALIPSO Ice Cloud Property Product [2C-ICE,

Deng et al. 2010]) and their capabilities to retrieve key cloud and microphysical properties for

large satellite datasets. Deng et al. (2013) noted the tendency of the DARDAR (Delanoë and

Hogan, 2010) algorithm to overestimate IWC in CloudSat lidar-only regions. Sourdeval et al.

(2016) noted that the DARDAR retrieved ice water path biased high for values below 10 g/m2.

Following these studies, Cazenave et al. (2018) attempted to refine the DARDAR retrieved

estimates of IWC and other cloud microphysical properties via adjustments to the assumed

mass-size distribution, the normalized PSD, and the assumed a priori values were adjusted to

better fit additional measurements. Their updates to DARDAR yielded an average reduction of

retrieved IWC and ice water path by 16% and 24%, respectively, and closer to observations.

We will evaluate two leading airborne remote-sensing-based microphysical algorithms,

2C-ICE and VarPy (e.g., a variational method derived from DARDAR used in the satellite

community ), (Delanoë, J., and Hogan, R. J., 2010), and two well-used, aircraft-based mass

dimensional relationships (H14, BF95), using in-situ cloud microphysical and airborne radar and

lidar data from the recent Investigation of Microphysics Precipitation for Atlantic

Coast-Threatening Snowstorms (IMPACTS, McMurdie et al. 2022) field campaign. More details

about 2C-ICE (2.1), VarPy (2.2), and IMPACTS (Section 3) are found below.

2.1. 2C-ICE

The 2C-ICE is the primary algorithm used by the CALIPSO and CloudSat algorithm teams to

retrieve IWC, re, and σ for identified ice clouds measured using the spaceborne W-band Cloud

Profiling Radar (CPR) on CloudSat and 532 nm Cloud-Aerosol Lidar with Orthogonal

Polarization (CALIOP) on CALIPSO (Deng et al. 2010, Deng et al. 2013). This algorithm

applies the dimensional power law relation parameters of idealized crystal habits calculated by

Yang et al. (2000), assuming a mixture of hollow and solid columns (Hong et al. (2007), and

calculates the extinction properties of non-spherical ice crystals at 532 nm via accurate light

scattering calculations and parameterizations from Yang et al. (2000). 532 nm lidar

backscattering properties and W-band radar are calculated using extinction coefficients assuming

a constant lidar ratio and those reported by Hong et al. (2007), respectively. To increase
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computation efficiency, 2C-ICE incorporates look-up tables for corresponding ice crystal habits

in the retrieval framework and a modified gamma PSD (Deng et al. 2010).

The 2C-ICE algorithm detects clouds by examining the cloud mask

(2B-GEOPROF-LIDAR), cloud type, and phase (2BCLDCLASS-Lidar); modeled temperature

profiles are then used to identify ice-phase clouds. Below -5oC CRS signals are assumed to be

scattered from ice clouds, and then CPL is used to classify supercooled liquid and ice clouds. Ice

crystal habits in 2C-ICE are assumed to be columnar to increase computational efficiency,

regardless of the temperature or degree of ice supersaturation, which can introduce potential

biases into retrieved 2C-ICE microphysical properties. Additional algorithm descriptions and

retrieval validation can be found in Deng et al. 2010 and 2013.

2.2. VarPy

VarPy is a variational method derived from DARDAR that uses attenuated lidar backscatter

and radar reflectivity to retrieve the microphysical properties of ice clouds. It was first developed

in 2008 (Delanoë and Hogan 2008 and 2010) and has seen further parameterization

enhancements (Ceccaldi et al. 2013, Cazenave et al. 2019). It can operate on satellite, airborne,

or ground-based data with minor modifications. For this study, VarPy ingested CPL 532 nm lidar

backscatter, CRS W-band radar reflectivity, their associated target mask (indicating the nature of

the signal for each instrument), and the cloud phase classification.

The VarPy state vector is composed of three variables: the visible extinction coefficient (⍺

[m-1]), the lidar extinction-to-backscatter ratio (S=⍺/β [sr]), and the number concentration

parameter (N’), which is linked to the normalized number concentration parameter (N0* [m-4])

and extinction (N’= N0*/⍺ɣ). The first guess and the a priori values of the state vector are show

in greater detail in Table A1. The final values of the state vector (⍺ and N’) are used to retrieve

ice microphysical properties such as IWC and re using either the Brown and Francis (Brown and

Francis, 1995; Mitchell, 1996; hereafter known as BF95) and Heymsfield (Heymsfield et al.

2010; hereafter H10) mass-size relationship look-up tables (LUTs) (Delanoë et al. 2014,

Cazenave et al. 2019). The a priori and first guess values of N’ vary according to the LUT used

(See Table A1). Both LUTs are set for a range of mean volume-weighted melted-equivalent

diameter and do not assume a prescribed ice crystal habit as in 2C-ICE. Should the CRS- and

CPL-identified cloud phase disagree, the cloud phase is set to “mixed phase”. Further details on
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the forward processing model and VarPy, in general, can be found in Delanoë and Hogan (2010)

and Cazenave et al. (2019).

3. IMPACTS Field Campaign

IMPACTS is a multi-year NASA field campaign to study the formation, organization, and

evolution of snowbands during three 6-week deployments (January and February of 2020, 2022,

and 2023) for the first comprehensive study of East Coast snowstorms in 30 years (McMurdie et

al., 2022). This campaign leveraged a suite of ground (radar, rawinsondes), satellite simulating

(lidar, radar, radiometer), and in-situ instrumentation (cloud probes, dropsondes) to address its

science objectives. Combining these various data provides a detailed 3-D structure of clouds and

precipitation and the vertical and horizontal air motions associated with the snowbands. Research

results and data obtained from IMPACTS are being used to improve remote sensing and

modeling of snowfall (see Finlon et al., 2022; Heymsfield et al., 2023).

When this investigation was conducted, only the IMPACTS 2020 microphysical data were

available, limiting the scope of this investigation to the 2020 data only. Despite a

warmer-than-average winter, IMPACTS conducted ten research missions, which included several

coordinated flights between the high-altitude NASA ER-2 and in-cloud NASA P-3 aircraft

during winter storms of various stages (McMurdie et al. 2022). This investigation will focus on

four coordinated flights from the IMPACTS 2020 campaign (See section 4, Table 1) because

direct measurements of the IWC had relatively few errors, the lidar and radar data are of high

quality, and there were many ER-2/P-3 aircraft co-locations. Additional details about CPL, CRS,

and the P-3 cloud probes are described below.

3.1. CPL Airborne Lidar

The CPL is a multi-wavelength (355, 532, 1064 nm) elastic backscatter lidar built originally

for use on the NASA ER-2 aircraft (McGill et al. 2002; 2003). It was first deployed in 2000 and

has since participated in over two dozen field campaigns, collecting hundreds of hours of data

aboard the NASA ER-2, C-130, WB-57, and Global Hawk aircraft. CPL fundamentally measures

the total (aerosol plus Rayleigh) attenuated backscatter at each wavelength as a function of
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altitude. Additional cloud and aerosol properties derived from the CPL attenuated backscatter

include the volume depolarization ratio, cloud phase, particulate extinction coefficient, optical

depth, and backscatter color ratio.

CPL measurements enable a wide range of cloud applications, including: (1) cloud top

heights (McGill et al. 2004; Sinclair et al. 2017; Janiszeski et al. 2023), (2) microphysical

properties near cloud top (Yorks et al. 2011a; Diedenhoven et al. 2016; Midzak et al. 2020), (3)

radiative properties of thin high clouds (Davis et al. 2010; Dolinar et al. 2020), and (4) validation

of satellite retrievals (McGill et al. 2007; Yorks et al. 2011b; Hlavka et al. 2012; Pauly et al.

2019). For IMPACTS, the CPL provides sensitivity to the optically thin (smaller particles) cloud

tops, specifically where the cloud optical depths are between 0.01 and 3.00. The CPL lidar beam

is fully attenuated at an optical depth of about 3.00. This part of the cloud is typically below the

detection limits of the airborne radar sensors, making CPL a perfect complement to the radars.

The CPL data products used in this paper are provided at 1-second averages, corresponding to

~200 m horizontal resolution (given the typical ground speed of the ER-2), with 30 m vertical

resolution.

3.2. CRS Airborne Radar

The IMPACTS ER-2 payload includes three nadir-pointing Doppler radars: the W-band (94

GHz) CRS, the Ku- and Ka-band (13.5 GHz, 35 GHz) High-altitude Imaging Wind and Rain

Airborne Profiler (HIWRAP), and the 9.6 GHz ER-2 X-band Doppler Radar (EXRAD)

(McMurdie et al. 2022). These radars flew in many field campaigns for scientific data collection

and calibration, and validation of spaceborne instruments. CRS is extremely sensitive to ice

clouds but suffers strong attenuation when larger particles in precipitating clouds are present.

CRS has an 0.46o antenna beamwidth that provides a 160 m footprint at the surface and a

sensitivity of -28 dBZ at 10 km altitude, assuming a 20 km nominal ER-2 altitude. The vertical

gate spacing for CRS is 26 m. In IMPACTS, the multiple frequencies provided by these radars

are used to gain insights into the characteristics of the precipitation (snow and rain) particles. The

differential reflectivities provide information on the Mie and Rayleigh scattering and attenuation

present in the profiles. The Doppler information provides information on the vertical motions in

the snow and rain regions. Both 2C-ICE and VarPy are designed as single-radar frequency
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algorithms (Ka- or W-band); we chose W-band for this study due to its higher sensitivity and

improved capability to detect optically thin clouds.

3.3. In-situ Microphysical Cloud Probes

Throughout IMPACTS, the ER-2 aircraft and its suite of lidar, radar, and radiometer

measurements were underflown by the P-3 aircraft taking in-situ microphysical and

meteorological measurements along coordinated flight legs (McMurdie et al. 2022). Instruments

on board the P-3 measured various microphysical properties and their associated PSDs for

particle sizes ranging from 2 μm to 2 cm or larger and particle shapes at or above 25 μm

(McMurdie et al., 2022). To capture the entire particle size spectrum, IMPACTS used three

different cloud probes: Droplet Measurement Technologies Cloud Droplet Probe (CDP) with a

SPEC Fast-CDP, SPEC 2D-S, and SPEC HVPS-3 for particle ranges of 2–50 µm, 50–2000 µm,

1.0−19.2 mm, respectively. Hereafter, we refer to the combined microphysical probe data derived

from CDP, 2DS, and HVPS-3 as the “P-3 probe data”. The P-3 probe data were then combined to

generate composite PSDs. Qualitative estimates of particle habit were retrieved from a SPEC

Cloud Particle Imager (CPI), 2D-S, and HVPS-3 images, which afford a pixel resolution of 2.3

μm, 10 μm, and 150 μm, respectively. Raw particle images from the P-3 cloud probes were

analyzed and processed using co-author Bansemer’s Software for OAP Data Analysis (SODA2).

Finally, total condensed water content was measured by the Water Isotope System for

Precipitation and Entrainment Research (WISPER; D. Henze et al. 2020, unpublished

manuscript). The accuracy of WISPER is approximately +/-15%. This investigation targets

2C-ICE and VarPy retrieved parameters (IWC, , and Re) obtained from the P-3 cloud probesσ

and, to a less extent, WISPER. Science questions related to ice crystal habit are beyond the scope

of this paper and may potentially be the subject of future studies.

4. Study Methodology

This investigation focuses on four 2020 IMPACTS missions with “good coordination and

co-location” between the ER-2 and P-3 aircrafts (25 Jan. and 1, 5, and 7 February; see Table 1)

using their native 1-second time resolution. We define a “good” co-location as any instance

where both aircraft were in level flight and separated horizontally by 1-km or less, which is a
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compromise between the accuracy of the co-located observations with the dataset sample size.

Additionally, because VarPy and 2C-ICE were geared toward ice-phase clouds and precipitation

retrievals, all data (P-3, ER-2, and algorithm) this investigation includes only data where the

P-3/ER-2 horizontal separation was 1-km or less, P-3-measured air temperature was less than

0˚C, P-3-measured LWC was less than 0.1 g/m3, P-3-measured IWC less than 1.5 g/m3 and CRS

radar reflectivity was less than 15 dBZ. Applying these restrictions yields a dataset with 3,903

co-located observations with a temperature range between -25°C and 0°C (See Table 1 for more

details).

Table 1. Summary of IMPACTS events used in this study and the total number of co-located
observations (i.e., level flight of both aircraft with 1-km or less horizontal separation) used as a
function of flight-level temperature. The last column of data shows the number of observations
where the LWC exceeds 0.1 g/m3 threshold but met all other imposed constraints (Section 4).

Previous cloud-observation-focused studies, such as Thornberry et al. (2017) and H14,

highlight the strong linkages between temperature and IWC (via Clausius- Clapeyron) and a

less-defined linkage between temperature to other cloud microphysical properties, such as σ

(Figure 2). Heymsfield et al. (2023) recently demonstrated that the often applied BF95

relationship tends to underpredict IWC compared to IMPACTS field campaign observations.

Similarly, Cazenave et al. (2019) noted a similar tendency in the DARDAR retrievals when

BF95 was applied to CloudSat and CALIOP data.
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This investigation aims to use IMPACTS data to evaluate the capability of 2C-ICE, VarPy,

and the H14 and BF95 mass-dimensional relationships to retrieve key microphysical properties

(IWC, re, and σ). Both 2C-ICE and VarPy ingested identical datasets containing level 1B CRS

and CPL data, MERRA-2 model temperature and relative humidity data, CPL and CRS level 2

cloud mask, and CPL level 2 cloud phase data. Following previous studies (i.e., H14, Cazenave

et al. 2019; Heymsfield et al. 2023), the results presented in this investigation focus on IWC, re,

and σ across key temperature regimes tied to notable ice crystal habit regimes (i.e., columns,

dendrites, etc.). The results section, presented below, will address the entire -25°C to 0°C

temperature range of our IMPACTS 2020 dataset. However, for brevity, the figures presented in

the results section will focus on the region within (-15°C to -10°C) and just warmer (-10°C to

-5°C) than the dendritic growth zone where the variability between the analyzed temperature

ranges tended to be most prominent. For brevity, we will mention supplementary figures

showing corresponding results from other temperature ranges in Section 5, but these figures are

not crucial to the conclusions of this investigation, therefore we opted to include these strictly as

supplementary material. Notably, during the IMPACTS 2020 deployment, the P-3 flew below the

CPL lidar attenuation depth for nearly all co-located observations, which limits the scope of this

study to the radar-only regions.
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Fig. 2. Relationship between ice water content (IWC) and extinction (σ) derived from airborne
field campaign data for temperatures of -25˚C and 0˚C. The red dots and lines denote the median
and the interquartile range for each IWC bin, respectively.

5. Results

Comparisons between both retrieved and estimated σ from the P-3 cloud probes,

mass-dimensional relationships, and microphysical algorithms for the -15°C to -10°C and -10°C

to -5°C temperature ranges are shown in Figures 3 and 4, respectively (See Figures A1-A4 for

other temperature ranges). The H14 IWC-σ relationship (Eq. 3 above) yields σ values with a near

1:1 correspondence to the P-3 cloud probes (R2 = 0.97). Therefore, although IMPACTS has more

modern sensors than those used to derive the H14 mass-dimensional relationship, it remains an

excellent predictor of σ for a given IWC measurement across the temperature range sampled by

IMPACTS. Similarly, BF95 σ values (not shown) also shares a near 1:1 correspondence with the

P-3 cloud probes. In contrast to the empirical formulas, VarPy H10 (i.e., VarPy using the H10

LUT), VarPy BF95 (i.e., VarPy using the BF95 LUT), and 2C-ICE retrieved σ values exhibit

similar degrees of spread and divergence from P-3 cloud probe measurements (R2 = 0.43, 0.34),

yet all yield qualitatively similar σ values when compared to each other. However, as

temperatures decrease, 2C-ICE and VarPy tend to bias lower relative to P-3 cloud probe
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measurements, where 2C-ICE produces even smaller σ values than the VarPy. Hence despite

their internal algorithm differences, 2C-ICE and VarPy have similar degrees of predictive skill,

yet factors such as their treatment of ice particle shape (2C-ICE: hexagonal columns; VarPy:

mean volume-weighted melted-equivalent diameter) and the resulting PSDs likely have a notable

role in explaining more fine-scale differences amongst them. Comparing VarPy H10 to both H14

and VarPy BF95 suggests that σ variability between VarPy and the P-3 cloud probes are likely

more associated with the algorithm’s underlying assumptions (i.e., application of mean melt

diameter and also its lidar and radar forward model errors) more so than the applied LUTs.

VarPy and 2C-ICE tend bias towards higher extinction values as cloud top height lower.

Mass and size distribution tend to bias larger with lower, warmer cloud tops.

Figures 5 and 6 compare P-3 cloud probe IWC retrievals to those from VarPy, 2C-ICE, BF95,

and WISPER for the same temperature ranges as for σ (See Figures A5-A8 for other temperature

ranges). Like H14, BF95 requires P-3 cloud probe data to derive IWC. Despite using the P-3

data, BF95 IWC retrievals exhibit a linear but robust low bias that grows with increasing IWC.

This result suggests that this bias is systematic and is likely related to the coefficients applied in

the BF95 IWC-σ relationship. H14-based IWC values (not shown) show a near 1:1

correspondence to the P-3 cloud probes, an expected result because H14 requires IWC to

calculate σ. As compared to σ, VarPy and 2C-ICE IWC retrievals qualitatively diverge similarly

and “fan out” more notably from the P-3 cloud probe data, especially within the dendritic growth

zone (Figure 5) and at near-freezing temperatures (Figure A8), as IWC increases. Therefore

despite their different LUTs and forward scattering models, both VarPy- and 2C-ICE-based IWC

values are similarly biased and tend toward smaller values and smaller particle sizes than the P-3

cloud probes, which may be in part due to issues in how the algorithms treat rimed and

aggregated ice particles. However, unlike for σ, considerable and increasing variability exists

amongst VarPy H10, VarPy BF95, and 2C-ICE as IWC increases, particularly above 0.2 g/m3.

The “fan-like spread” and the tendency of VarPy BF95 to bias low relative to VarPy H10, is

likely a byproduct of the BF95 LUT being biased toward smaller particle sizes and differences in

its initial state vector. As for 2C-ICE, it tended toward smaller IWC values than VarPy, likely due

to its treatment of ice particles as hexagonal columns. Surprisingly, despite being on board the
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P-3, WISPER IWC retrievals exhibit considerable spread from the P-3 cloud probes above 0.25

g/m3, which may be in part due to issues with measuring rimed and aggregated particles, but also

a known issue where air inflow into WISPER can change or even become blocked by ice

accretion on the probe inlet. WISPER inlet blockage issues motivate our decision to use only the

P-3 cloud probe data for evaluation.

Retrieved and estimated re from the P-3 cloud probes, BF95, VarPy, and 2C-ICE are shown in

Figures 7 and 8 (Figs. A9-A12 for other temperature ranges). Simialr to IWC, BF95 re retrievals

demonstrate a consistent linear low bias relative to the P-3 cloud probes. The presence of a

similar BF95 low bias in re can likely be attributed to the relationship between IWC, re, and σ,

which is given by:

re =3/2*IWC/(0.91*σ) (5)

Hence, even if BF95 σ is consistent with the P-3 cloud probes, the low-bias in re is seemingly

driven by the low-bias tendency of BF95 IWC. The BF95 bias is also reflected in VarPy BF95 re

retrievals, which are consistently smaller than those from VarPy H10. Qualitatively, both 2C-ICE

and VarPy H10 re retrievals demonstrate considerably reduced spread relative to the P-3 cloud

probes than for IWC. Smaller errors in σ retrievals likely helped mitigate re errors because it was

approximated to first order as IWC/σ. Notably, re spread from VarPy H10 and 2C-ICE increases

at warmer temperatures where riming, accretion, and aggregation processes become more

prevalent. However, upon closer inspection, VarPy H10 is biased towards even smaller re values

than 2C-ICE, and VarPy BF95 produced even smaller re values than its H10 counterpart. Hence,

although 2C-ICE assumes only hexagonal column ice crystal habits, the mean melted diameter

treatment of ice crystals by VarPy leads to even smaller particle sizes. Once temperatures

approach freezing (Figure A12), VarPy and 2C-ICE lose almost all their re predictive skill due to

the increased frequency of riming and aggregation processes.

Figures 9 and 10 depict the log relationship between IWC and σ from VarPy H10, 2C-ICE,

BF95, and H14 and compare each to the P-3 cloud probes (black dots) retrieved values within

and just above the dendritic growth zone, respectively (Other temperature ranges, Figs.

A13-A16). VarPy H10 demonstrates similar overall data spread to the P-3 cloud probes, yet the

slope between IWC and σ exhibits a notable temperature dependence (it becomes less steep with

increasing temperature) because as temperatures warm, lower σ values become associated with

higher IWC values. The change in slope and higher IWC values for a given σ suggests that the
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mean mass melted diameter assumption may lead to simulated properties indicative of larger

aggregates but with lower number concentration. In comparison to VarPy H10, the IWC-σ

relationship for 2C-ICE has reduced data spread but a steeper slope that largely remains fixed

with increasing temperature. The lack of a temperature dependence stems from its fixed

hexagonal particle shape assumption, which causes 2C-ICE to over-constrain the particle types

observed by the P-3 cloud probes. Because both BF95 and H14 are derived from previous field

campaign data, both can capture the size and shape variability of ice crystals sampled by the P-3

cloud probes. However, due to the sampled environments used as the basis to derive these

mass-dimensional relationships (H14: heavy and thick ice clouds, BF95: cirrus and thin clouds),

differences from the P-3 cloud probes data do exist. Specifically, BF95 is biased towards lower σ

values, but its slope remains steady. In contrast, H14 captures the general local and data spread,

yet its IWC-σ slope is steeper than observations, especially at colder temperatures.

Figures 11 and 12 depict the relationship between IWC and the CRS power-to-σ ratio using

P-3 cloud probes, BF95, H14, VarPy H14, and 2C-ICE data and the division of the median CRS

power-to-σ ratio (product / P-3 cloud probes) binned along the IWC axis (bottom right panel).

These two figures show data within and just above the dendritic growth zone region (Other

temperature ranges, Figures A17-A20). Using the power-to-σ ratio permits the examination of

predictive skill because each data product is normalized by CRS power. Qualitatively, both

BF95- and H14-based data compare well to the P-3 cloud probes, which likely reflects their

usage of P-3 cloud probe IWC and σ data to derive the other parameter. However, upon closer

inspection, the BF95 IWC low bias causes its data to increasingly bias lower, relative to the P-3

probes, as IWC and σ increase. In contrast, H14 compares much more favorably P-3

measurements than BF95 due to its comparatively smaller IWC and σ errors. Despite this

tendency, the BF95 and H14 median power-to-σ ratios are well-correlated to each other up

through an IWC of 0.8 g/m3 where the low bias in BF95-based σ shifts their medians apart.

In contrast, the VarPy H10 and 2C-ICE algorithms underrepresent overall data spread and

favor lower IWC values than as analyzed by the P-3 cloud probes, particularly at lower IWC

values. Despite these problems, VarPy H10 can correctly characterize the region where the bulk

of observations occur and adjust the slope of its data accordingly (i.e., become steeper with

increasing temperature). Commensurate with Figures 8 and 9, the slope of the 2C-ICE data

remains fixed and is far more constrained than both VarPy H10 and the P-3 cloud probes. When
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analyzed across all temperature ranges, the VarPy H10 and 2C-ICE power-to-σ ratios are seen to

be biased low (as low as 20% of cloud probes) for IWC values below 0.2 g/m3, be within 10% of

the P-3 observations between 0.2-0.4 g/m3, and then above 0.4 g/m3 VarPy H10 median tends to

be biased high, but it remains within 10% of the P-3 cloud probes, whereas the 2C-ICE median

ratio continues to increase to as high as 1.9 times the P-3 cloud probes (Fig. 10) as IWC values

exceed 0.7 g/m3. Therefore, VarPy yields more accurate results because its PSD favors larger

particle sizes than those from 2C-ICE, consistent with the P-3 cloud probe retrievals.
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Fig. 3. Cross comparison amongst H14-, VarPy-, 2C-ICE- and P-3-retrieved extinction values for
all co-located aircraft observations between -15°C and -10°C and color shaded by cloud-top
height (km).

Fig 4. Same as Fig. 3, except for temperatures between -10°C and -5°C.
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Fig. 5. Cross comparison amongst BF95-, VarPy-, 2C-ICE-, WISPER-, and P-3-retrieved IWC
values for all co-located aircraft observations between -15°C and -10°C and color shaded by
cloud-top height (km).

Fig. 6. Same as Fig. 5, except temperatures between -10°C and -5°C.
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Fig. 7. Cross comparison amongst BF95-, VarPy-, 2C-ICE-, and P-3-retrieved effective radius
values for all co-located aircraft observations at temperatures between -15°C and -10°C and
color shaded by cloud-top height (km).

Fig. 8. Same as Fig. 7, except for temperatures between -10°C and -5°C.
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Fig. 9. The IWC-extinction relationship as derived from VarPy H10-, 2C-ICE-, BF95-, and
H14-based retrievals (red dots), and the P-3 cloud probe retrievals (black dots) for all
co-locations at temperatures between -15°C and -10°C.

Fig. 10. Same as Fig. 8, except for temperatures between -10°C and -5°C.
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Fig. 11: The relationship between IWC and the CRS reflectivity to extinction ratio derived from
the P-3 cloud probes (Probes), BF95, H14, VarPy H10, and 2C-ICE. The bottom right panel
shows the absolute difference in ratio median between each product and the P-3 cloud probes
using a 0.04 g/m3 IWC bin size; the colors match the corresponding data sources shown in the
other five panels. The data shown is valid for temperatures between -15°C and -10°C.
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Fig. 12. Same as Fig. 10, except for temperatures between -10°C and -5°C.
6. Discussion

The results of this investigation underscore the importance of temperature, treatment of ice

particles, PSDs, and LUTs to the accuracy of empirically- and algorithm-derived microphysical

properties. Figure 13 shows the observed ice particle property temperature dependence during

the 25 Jan. 2020 IMPACTS mission via in-situ 2D-S probe imagery. These in-cloud images were

taken primarily around ER-2/P-3 co-location periods. In each panel, the separation between the

horizontal lines corresponds to a diameter of about 1.25 mm. At all temperature levels,

aggregates as large as 1.25 mm were observed. The larger particles display some indication of

riming. Indeed, liquid water contents above 0.1 g/m3 were sampled at times during each

penetration, and P-3-measured vertical wind motions exceeded 1 m/s many times during the

flight. Some indications of columns and capped columns were noted at the coldest level.

Dendrites as part of aggregates were observed near the -15°C level. Well-defined needle-like

crystals, evidence of secondary ice production, were sampled at temperatures of -10°C and

warmer. One might expect that the particle mass at a given diameter would be larger than those

of unrimed bullets, columns, and side planes used to develop BF95. The observed variability in

ice particle characteristics (sizes, habit, riming, and aggregation) highlights the challenge

microphysical and cloud scientists face when attempting to represent these particles and their

radiative impacts in numerical prediction models.

To address these challenges, algorithms apply LUTs, particle assumptions (e.g., hexagonal

columns versus mean melt diameter), and forward models to retrieve microphysical properties

and keep computational costs feasible. All of these assumptions and components have unique

sources of errors stemming from parameterizations, assumed PSDs, temperature-dependent

particle shapes, and environment sampled to create the LUTs. Previous VarPy and 2C-ICE

investigations differed from this IMPACTS-focused study because they focused on

low-temperature (-60˚C to -20˚C) ice cloud environments (Deng et al. 2010, Delanoë et al. 2014,

Cazenave et al. 2019). In contrast, IMPACTS sampled mid-latitude winter storms where

temperatures often approached the freezing level, convection could be present, and where

particle habit variability, riming, and aggregation processes are more prevalent (See Figure 13).

Testing these algorithms in mid-altitude wintertime cyclones provides value by evaluating these

often-used mass-dimensional relationships and lidar-radar retrieval algorithms in less commonly

23



studied complex and dynamic environment. Therefore, this study has shown that each

relationship and algorithm has its strengths, weaknesses, and potential biases, which can aid with

their future refinement and also help train future algorithms, especially pertaining to cloud

systems where the temperatures are closer to freezing (> -25°C). However, the inclusion of

IMPACTS 2022 and 2023 data (not available at the time of this manuscript) would almost

certainly provide additional added value.

Figure 14 adds to the results presented in Section 5 (i.e., Figures 11 and 12) by showing the

median IWC and microphysical property ratios (product/P-3) as a function of temperature in 1°C

increments for VarPy H10, VarPy BF95, and 2C-ICE. Median IWC, re, and σ ratios exhibit

considerable temperature dependence, not an unexpected result given the previous field

campaign measurement-based studies of H10, H14, and Thornberry et al. 2017. IWC results

(Figure 14, top two panels) reveal that the VarPy and 2C-ICE algorithms generally have a low

bias relative to the P-3 cloud probes, which is commensurate with the results shown in Figures 5

and 6. This low bias in algorithm-derived IWC is fairly robust, but it is seemingly more

pronounced in regions away from the dendritic growth (-18°C to -12°C), likely due to

aggregation processes being under-estimated at temperatures closer to freezing and then again at

colder temperatures where particle size or number concentration may be similarly biased lower.

As temperatures approach freezing, the overall median bias decreases, which is potentially

associated with how each algorithm treats the CRS bright band, where higher reflectivity values

may map to larger particle sizes. Like IWC, the median σ and re ratios (bottom two panels of

Figure 13) demonstrate general median low bias in these ratios across most temperature bins.

The similarity in median ratio biases tendencies can be partially explained by the relationship

between IWC, re, and σ defined in Equation 5.

However, even given this empirical linkage between all three microphysical properties, there

does exist some disagreement within the dendritic growth zone -15°C to -10°C, where σ ratios

tend to bias higher than the P-3 cloud probes, which highlights the importance of particle habits

to σ given its direct relationship to both cross-sectional area and number concentration. Hence,

the algorithms may produce too many ice particles in their PSDs; the derived cross-section areas

or some combinations thereof are too small. Therefore, VarPy, DARDAR, and 2C-ICE could

potentially be improved if they could address particle shapes as a function of temperature or

possibly implement a fractal model relationship (i.e., Schmitt and Heymsfield 2010).
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Additionally, the low bias in VarPy BF95 IWC is commensurate with Cazenave et al. (2019),

who found that applying the H10 LUT instead of BF95 in VarPy reduced its bias, particularly

when IWC exceeds 0.1 g/m3, which is consistent with this investigation (See Figs. 5 and 6)

Finally, Figure 15 contains box and whisker plots of both H14- and BF95-retrieved IWCs

normalized by the P-3 cloud probe IWCs during all ER-2/P-3 co-locations used in this study. P-3

cloud probe IWC values are retrieved using SODA2, whereas H10 and BF95 IWC retrievals are

derived from P-3 cloud probe σ values. Commensurate with our earlier results for IWC and σ

(Figures 3-6) and Cazenave et al. (2019), BF95 retrieved IWC show a consistent and systematic

low bias in median IWC values, which does not tend to increase or decrease with increasing

IWC. Similarly, H10 does not show any trends in IWC bias with increasing IWC, yet its median

values have a near 1:1 relationship with the P-3 cloud probes. As both BF95 and H10 are derived

from field campaign IWC and σ values, this further supports our earlier claim that the BF95

mass-dimensional coefficients are likely too small because BF95’s sampling only included cirrus

and thin ice clouds, whereas H10 sampled heavy and thick ice clouds, which are more similar to

those sampled in IMPACTS. Despite their difference, BF95 and H10 exhibit qualitatively similar

wave-like patterns in their IWC ratios as IWC increases. The similarity of this pattern for both

BF95 and H10 hints at a potential systematic source, whether from ice crystal shattering or

differences in cloud probe retrieval errors amongst the various field campaigns. Additionally,

Figure 15 maps these data to a second Y-axis, the particle area ratio, which is defined as the ratio

of the particle area to a circumscribed circle around the maximum dimension of each particle.

When all particles are considered in a given time period (here, 10 seconds), a power-law curve fit

is derived between the area ratio and diameter. Figure 15, right ordinate, shows the power in the

area ratio-diameter relationship. According to Schmitt and Heymsfield (2010), the two- and

three-dimensional fractal dimension values-the latter is the power in the mass dimensional

relationship, were found to be related by the following:

b = (2-p)*1.275, (6)

where b is the power in the mass dimensional relationship, and p is the power in the area

diameter relationship. The results plotted in Figure 14 suggest that the value of b is

approximately 2.3, as suggested by Heymsfield et al. (2023). The inclusion of fractal dimension

relationships in future LUTs may offer one potential route to improve their accuracy.
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Fig. 13. Images of particles from the 2D-S probe on 25 Jan. 2020. The horizontal lines in each
panel are separated by 1.25 mm. The sampling temperature for each sample is shown.
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Fig. 14. (top) Median values of ice water content (g/m3) from the P-3 cloud probes and the
2C-ICE and VarPy simulation and (bottom three panels) the ratios of ice water content,
extinction, and effective radius relative to the P-3 cloud probes in 1°C increments. The black line
denotes a 1:1 match with P-3 cloud probes.
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Fig. 15. Left ordinate compares the ratio of the IWC calculated based on the H10 study,
a=0.0061 (cgs) and b=2.05, and BF95, a=0.00294 (cgs) and b=1.9. Noted in the figure are the
median values of the ratios, where it is noted that the Heymsfield et al. (2010) relationship agrees
more closely with the measured values than the Brown and Francis (1995) relationship.
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7. Conclusions
The IMPACTS field campaign provides a unique, rich, and high-quality co-located dataset

containing in-situ microphysical cloud probe measurements (2D-S, CDP, HVPS-3) and

overflying ER-2 radar (CRS), lidar (CPL), and radiometer data geared towards characterizing ice

and snow microphysics during high-impact mid-latitude winter storms. Using IMPACTS data

affords the unique opportunity to evaluate the capability and accuracy of both empirical- (H14,

BF95) and algorithm (2C-ICE, VarPy) -based microphysical retrievals methods during the four

IMPACTS 2020 field campaign flights (25 Jan., 1 Feb., 5 Feb., and 7 Feb.), where the data are

known to be of high accuracy and have been well vetted (McMurdie et al., 2022). Despite both

VarPy and 2C-ICE being actively used by the CloudSat and CALIPSO communities for

satellite-based ice phase retrievals, studies investigating evaluating both algorithms against a

common high-quality microphysical dataset is unprecedented in the literature. Commensurate

with previous studies, our investigation found that the retrieved microphysical properties (IWC,

re, and σ) have a notable temperature dependence, which was used to frame and characterize our

results in various key temperature regimes (i.e., dendritic growth zone near freezing, etc.) where

key microphysical particle properties and processes (i.e., aggregation, riming, particle size, and

habit) are known to vary considerably. The ER-2/P-3 IMPACTS 2020 dataset, with over 3,900

samples, is limited to radar-only regions since the P-3 almost always flew below the CPL

attenuation depth (cloud optical depth of 3.00), which limits this investigation to radar-only

regions. Additionally, the P-3 probe data used to evaluate the various retrievals methods required

the use of SODA2 to merge the IMPACTS P-3 microphysical probe data (2D-S, and HVPS-3)

into a continuous dataset across all particle sizes.

Our investigation evaluated the retrieval methods using three key microphysical properties

(IWC, re, and σ) retrieved by the P-3 aircraft, which were used in previous microphysical field

campaigns (H10, H14, Thornberry et al. 2017), VarPy- (Delanoë and Hogan, 2010, Cazenave et

al. 2019) and 2C-ICE- (Deng et al. 2010, Deng et al. 2013) -based studies. Between the two

empirical relationships, BF95 and H14, BF95 are shown to have a linear, systematic, and nearly

temperature-independent low bias for IWC and re, whereas H14 has a near 1:1 relationship to

these same P-3 cloud probe data. For σ, BF95 and H14 share a close 1:1 relationship with the P-3

cloud probes. Given that H14 and BF95 apply similar methods to derive their mass-dimensional

relationship and the three-way relationship between IWC, re, and σ given in equation 5, the
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difference in performance between these two empirical methods is likely associated with the

environment sampled in H14 (heavy and thick ice clouds) sharing greater similarities to those

sampled by IMPACTS than BF95 (cirrus and thin clouds). This difference seemingly leads to

BF95 IWC values being biased low for IMPACTS-like storm environments, which leads the

derived BF95 mass-dimensional coefficients to be too low. Should BF95 IWC values and the

associated coefficients be reevaluated using IMPACTS data, the accuracy of its retrieved data

may be greatly improved.

The algorithm component of this investigation included three retrievals (VarPy BF95, VarPy

H10, and 2C-ICE), where the two VarPy retrievals are identical except for their application of the

BF95 and H10 LUTs respectively, and 2C-ICE used the Yang et al. (2000) LUT. VarPy H10 and

VarPy BF95 produced results that parallelled H14 and BF95, where VarPy BF95 retrievals show

a near 1:1 σ correspondence with VarPy H10, yet IWC and re are biased systematically lower

than VarPy H10. For σ, both VarPy H10 and 2C-ICE exhibit qualitatively similar degrees of error

relative to the P-3 cloud probes, yet both have a near 1:1 correspondence, and their errors vary

similarly with temperature. Notably, algorithm-retrieved σ errors near the dendritic growth zone

(-15°C to -10°C) increase sharply, which suggests that the increase is not due to the LUT, but

instead to how each algorithm forward model treats the CRS radar data similarly and potentially

Rayleigh scattering given the particle sizes tend to be larger in this zone. Unlike σ, the variability

between VarPy H10- and 2C-ICE-based IWC is considerably more pronounced, particularly

above 0.2 g/m3, within the dendritic growth zone, and near freezing.

Compared to the P-3 cloud probes, both VarPy H10 and 2C-ICE, the spread in retrieved IWC

error increasingly fans out with increasing IWC, but on average, both algorithms tend to bias

lower than P-3 retrieved IWC. Because ice particle size tends to increase with increasing IWC,

this bias could result from several factors, including the treatment of ice particle shape (2C-ICE:

hexagon columns, VarPy: mean melt diameter) and modeling of Rayleigh scattering effects. For

re, VarPy BF95 biases toward smaller particle sizes than VarPy H10 due to the BF95 LUT being

biased toward smaller IWC values than the H10 LUT. To first order, both VarPy H10- and

2C-ICE-based re values show similar levels of error relative to the P-3 cloud probe retrieved re

values. However, close inspection revealed that VarPy H10 is biased towards even smaller re

values than 2C-ICE, and VarPy BF95 retrieved even smaller re values than its H10 counterpart.

Hence, even though 2C-ICE assumes only hexagonal column ice crystal habits, the mean melted
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diameter treatment of ice crystals by VarPy leads to even smaller particle sizes. Once

temperatures approach freezing, both VarPy H10 and 2C-ICE lose almost all their re predictive

skill due to the increased frequency of riming and aggregation processes.

The result of this investigation are subject to four key limitations: 1) Our results are limited

to the radar-only regions of VarPy and 2C-ICE, 2) the IMPACTS 2020 dataset includes only four

co-located flights, 3) our results did not address IMPACTS P-3 cloud probe measurement

uncertainties or discuss ice particle habits, which both go beyond the intended scope of this

paper, 4) our decision to assimilate W-band radar into 2C-ICE and VarPy, which subject to

Rayleigh scatter effects as particle sizes increase. Despite these limitations, our investigation

revealed that the 2C-ICE and VarPy forward models show similar degrees of error for σ, but

more notable differences in IWC and re retrievals due to ice particle assumptions made by each

(hexagonal crystals versus mean melt diameter) and their assumed LUTs. We believe that this

study has shown these algorithms could be potentially improved by replacing existing LUT with

temperature-dependent LUTs, introducing a fractal dimension relationship, and further

refinement of their respective forward models. New LUTs could be built from existing field

campaign data and implemented following the first-guess solution, as is done presently and

potentially offer more refined and accurate estimates of IWC and other key parameters due

reduced table averaging effects. A fractal dimension relationship could also be built from field

campaign particle imagery and implemented within forward model of an algorithm and would

afford the potential of better estimates of particle mass and the relationship of particle mass to

particle area. All together these changes offer better enabling microphysical models to more

capably address cloud-radiative forcing, which remains a grand challenge and notable source of

error in numerical prediction models.

We plan to address many of the limitations of this study in future work, which will further

this investigation by including co-located IMPACTS flights from the 2022 and 2023

deployments. These deployments include 19 additional co-located flights between the ER-2 and

P-3 aircrafts, including several flights where the P-3 aircraft was at or near cloud top where the

CPL did attenuate before reaching the altitude of the P-3. This study revealed that microphysical

properties retrieved from the H14 and BF95 empirical relationships were subject to varying

degrees of error compared to the P-3 microphysical cloud probe data. We believe that the

high-quality data gathered by the IMPACTS field campaign can create updated
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mass-dimensional relationships or train a machine-learning model that would potentially be

subject to less error than both H14 and BF95. Finally, the influence of Rayleigh scattering on the

results of this study could be addressed by reprocessing the IMPACTS dataset using the Ka-band

HIWRAP radar dataset instead, which is less subject to this scattering. However, such as study

would have far less radar-lidar overlap due to the reduced sensitivity of Ku-band radars, which

ultimately led us to use W-band radar for this investigation.
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SUPPLEMENT

Supplemental Tables and Figures

VarPy

State vector

State vector
explanations

ln 𝑆 =  𝑎
𝑙𝑛 𝑆 

+  𝑏
𝑙𝑛 𝑆

×𝑇
: total number of gates processed in the profile𝑛

: number of ln gates (a cubic-spline basis function is used to interpolate𝑚 = 𝑛
4  𝑁'

the profile for ln values) 𝑁'

State vector a
priori

ln 𝑁'
𝑎

= 𝐴
𝑁'

+ 𝐵
𝑁'

×𝑇  
with , et for “Heymsfield Composite”𝐴

𝑁'
= 21. 94 𝐵

𝑁'
=− 0, 095 ɣ = 0. 67

look-up table
or , et for “BF95 Modified”𝐴

𝑁'
= 22. 234435 𝐵

𝑁'
=− 0. 090736 ɣ = 0. 61

look-up table

ln 𝑆
𝑎

= 𝑎
𝑙𝑛 𝑆, 𝑎

+ 𝑏
𝑙𝑛 𝑆, 𝑎

×𝑇

with and𝑎
𝑙𝑛 𝑆, 𝑎

= 3. 18 𝑏
𝑙𝑛 𝑆, 𝑎

=− 8. 6×10−3

ln α
𝑎

=− 7

State vector first
guess

ln ln 𝑁'
𝑖

=  𝑁'
𝑎

ln ln 𝑆
𝑖

=  𝑆
𝑎

ln α
𝑖

=− 9

Look up tables • « Heymsfield 2010 composite »
• « Brown and Francis 1995 modified »

Retrieval method Variational method

Multiple scattering Numerical C code developed by Robin Hogan
(http://www.met.reading.ac.uk/clouds/multiscatter/)

Measurements Radar reflectivity Z at 95 or 35 GHz
Lidar attenuated backscatter β at 532 nm

Table A1: Table describing the structure and details of VarPy.



Fig. A1. Cross comparison amongst H14-, VarPy-, 2C-ICE- and P-3-retrieved extinction values
for all co-located aircraft observations at all observed temperatures below 0°C and color shaded
by cloud-top height (km).



Fig. A2. Same as Fig. A1, except for temperatures less than -25°C.

Fig. A3. Same as Fig. A1, except for temperatures between -25°C and -15°C.

Fig. A4. Same as Fig. A1, except for temperatures between -5°C and 0°C.



Fig. A5. Cross comparison amongst BF95-, VarPy-, 2C-ICE-, WISPER-, and P-3-retrieved IWC
values for all co-located aircraft observations at all observed temperatures below 0°C and color
shaded by cloud-top height (km).



Fig A6. Same as Fig. A5, except for temperatures less than -25°C.

Fig. A7. Same as Fig. A5, except for temperatures between -25°C and -15°C.

Fig. A8. Same as Fig. A5, except for temperatures between -5°C and 0°C.



Fig. A9. Cross comparison amongst BF95-, VarPy-, 2C-ICE-, and P-3-retrieved effective radius
values for all co-located aircraft observations for all P-3 aircraft observed temperatures below
0°C and color shaded by cloud-top height (km).

Fig. A10. Same as Fig. A9, except for temperatures less than -25°C.



Fig. A11. Same as Fig. A9, except for temperatures between -25°C and -15°C.

Fig. A12. Same as Fig. A9, except for temperatures between -5°C and 0°C.



Fig. A13. The IWC-extinction relationship as derived from VarPy-, 2C-ICE-, BF95-, and
H14-based retrievals (red dots), and the P-3 cloud probe retrievals (black dots) for all
co-locations for all observed temperatures below 0°C.

Fig. A14. Same as Fig. A13, except for temperatures less than -25°C.



Fig. A15. Same as Fig. A13, except for temperatures between -25°C and -15°C.

Fig. A16. Same as Fig. A13, except for temperatures between -5°C and 0°C.



Fig. A17. The relationship between IWC and the CRS reflectivity to extinction ratio derived
from the P-3 cloud probes (Probes), BF95, H14, VarPy H10, and 2C-ICE. The bottom right panel
shows the absolute difference in ratio median between each product and the P-3 cloud probes
using a 0.04 g/m3 IWC bin size; the colors match the corresponding data sources shown in the
other five panels. The data shown is valid for all observed temperatures below 0°C.



Fig. A18. Same as Figure A17, except for temperatures less than -25°C.

Fig. A19. Same as Fig. A17, except for temperatures between -25°C and -15°C.

Fig. A20 Same as Fig. A17, except for temperatures between -5°C and 0°C.
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Nomenclature

𝛼 Extinction coefficient m−1

𝛼ice Ice crystal visible extinction m−1

𝛼liq Water droplet visible extinction m−1

𝛼tot Total visible extinction m−1

𝛼𝑚 Molecular extinction coefficient m−1

𝛼𝑝 Particular extinction coefficient m−1

𝛼abs
𝜆 Absorption coefficient m−1

𝛼ext
𝜆 Extinction coefficient m−1

𝛼sca
𝜆 Scattering coefficient m−1

𝛽 Backscatter coefficient m−1.sr−1

𝛽fwd Lidar forward model backscatter m−1.sr−1

𝛽obs Measured lidar backscatter m−1.sr−1

𝛽𝑎 Attenuated lidar backscatter m−1.sr−1

𝛽𝑚 Molecular backscatter coefficient m−1.sr−1

𝛽𝑝 Particular backscatter coefficient m−1.sr−1

𝜒2
𝑖 Chi-square value at iteration 𝑖

d𝐼 Electromagnetic wave intensity attenuation W.sr−1

d𝑥 Electromagnetic wave length propagation m

Δ𝜈 Frequency difference between the emitted and received signals s−1

Δ𝐸 Difference between two energy levels J

Δ𝑡 Time delay s

𝛿 Optical depth

𝜖𝜆 Emissivity of a body at the wavelength 𝜆
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𝜂 Total radar reflectivity m−1

Γ Solar irradiance W.m−2

𝛾 Coefficient normalizing 𝑁′

�̂� State vector best estimate

𝜅 Smoothness degree coefficient for 𝑇

Λ Slope parameter of 𝑁(𝐷) gamma function

𝜆 Wavelength m

𝜆max Wien’s law maximum wavelength m

⟨𝑟𝑘⟩ kth moment of the log-normal DSD

𝕀 Possible iteration set

B Chirp bandwidth s—1

Cinstr Instrumental constant

Clidar Lidar instrumental constant

Cradar Radar instrumental constant

D Depolarization ratio

O(𝑑) Overlap function

P∥ Parallel polarization

P⟂ Perpendicular polarization

T (𝑑, 𝜆) Atmospheric transmission at wavelength 𝜆 and distance 𝑑

𝜇 Shape parameter of 𝑁(𝐷) gamma function

𝜈 Frequency s−1

𝜔cloudy Cloud albedo

Φclear Clear sky atmosphere radiative energy W.m−2

Φcloudy Cloudy atmosphere radiative energy W.m−2

𝜓(𝜃) Angular scattering coefficient µm−1 sr−1

𝜌𝑖 Density of ice kg.m−3
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𝜌𝑤 Density of water kg.m−3

𝜎𝛽 Lidar backscatter error variance

𝜎lidar Lidar instrumental error

𝜎radar Radar instrumental error

𝜎𝑋 A priori state vector error variance

𝜎𝑌 Observation vector error variance

𝜎𝑍 Radar reflectivity error variance

𝜎𝛽fwd
Lidar forward model error

𝜎ln(𝛼) 𝛼 error variance

𝜎ln(𝛼ice) 𝛼ice error variance

𝜎ln(𝛼liq) 𝛼liq error variance

𝜎ln(𝑁′) 𝑁′ error variance

𝜎
ln(𝑁∗

0,ice)
𝑁∗

0,ice error variance

𝜎
ln(𝑁∗

0,liq) 𝑁∗
0,liq error variance

𝜎abs Absorption cross section m2

𝜎ext Extinction cross section m2

𝜎sca Scattering cross section m2

𝜎𝑎ln(𝑆)
𝑎ln(𝑆) error variance

𝜎𝑏ln(𝑆)
𝑏ln(𝑆) error variance

𝜎𝑁(𝑟) Geometric standard deviation of the log-normal DSD

𝜎𝑍fwd
Radar forward model error

𝜏 Transmittance

Θ Beam divergence rad

𝜃 Scattering angle rad

Υ(𝑖,𝑗) Values derived from the cubic-spline basis function

𝜀 Error vector
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𝜑 Multiple scattering coefficient

�⃗� Magnetic field T

�⃗� Electric field Vm−1

𝜉 Mass-size relationship exponent (power law)

𝜁 Mass-size relationship coefficient (power law)

𝐴 Attenuation effect coefficient

𝑎𝑘 Mie first coefficient

𝑎ln(𝑁′) 𝑁′ parameter slope coefficient

𝑎ln(𝑆) Lidar ratio slope coefficient

𝐵 Error covariance matrix of the a priori state vector

𝐵 A priori error covariance matrix

𝐵𝜆(𝑇) Emitted spectral radiance of a black body at 𝜆 W.m−3.sr−1

𝑏𝑘 Mie second coefficient

𝑏ln(𝑁′) 𝑁′ parameter intercept coefficient

𝑏ln(𝑆) Lidar ratio intercept coefficient

𝐶 Conversion matrix

𝐶mix VarPy-mix conversion matrix

𝐷 Maximum dimension or particle diameter m

𝑑 Distance m

𝐷𝑚 Mean volume-weighted diameter m

𝐷𝑒,ice Ice crystal effective diameter m

𝐷𝑒,liq Liquid droplet effective diameter m

𝐷𝑒𝑞 Mass-equivalent diameter m

𝐸𝑖 Atom energy level 𝑖 J

𝑓 Forward function

𝐹cloudy LW radiative flux emitted to space in cloud condition W.m−2
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𝑔 Assymetry parameter

𝐻 Hessian matrix

𝐼 Electromagnetic wave intensity W.sr−1

𝐽 Cost function

𝐽𝑋 cost function for the state vector 𝑋

𝐽𝑋𝑖
Cost function for the state vector at iteration 𝑖

𝐾 Jacobian matrix (or Kernel)

𝑘 Lidar ratio dimension in 𝑋

𝐾𝛽 Lidar backscatter Jacobian matrix

𝐾𝐾 Radar reflectivity Jacobian matrix

𝐾mix, ice Ice part of the Jacobian matrix (for VarPy-mix)

𝐾mix, liq Liquid part of the Jacobian matrix (for VarPy-mix)

𝐾mix Jacobian matrix for VarPy-mix

𝐿𝜆(𝑇) Emitted spectral radiance of a body at the wavelength 𝜆 W.m−3.sr−1

𝑀(𝐷) Mass-size relationship

𝑀 Particle masse kg

𝑚 Concentration parameter gate number per profile according to the

spacing factor

𝑚𝑖 Ice concentration parameter gate number per profile according to the

spacing factor

𝑁′ Number concentration parameter m𝛾−4

𝑁(𝐷) Particle Size Distribution, Droplet Size Distribution m−3

𝑁(𝑟) Droplet Size Distribution at a given cloud droplet radius 𝑟 m−3

𝑁 Particle number concentration

𝑛 Total gate number per profile

𝑁0 Intercept parameter of 𝑁(𝐷) gamma function

𝑁∗
0 Normalized number concentration m−4
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𝑁ice Ice particle number concentration m−3

𝑁liq Liquid particle number concentration m−3

𝑁tot Total particle number concentration m−3

𝑛𝑖 Ice gate number per profile

𝑛𝑙 Liquid gate number per profile

𝑁∗
0,ice Normalized number concentration for ice crystals m−4

𝑁∗
0,liq Normalized number concentration for water droplets m−4

𝑃(𝑋) Probability density function of 𝑋

𝑃(𝑋) Probability density function of 𝑌

𝑃(𝑋 ∣ 𝑌) Conditional probability of 𝑋 given 𝑌

𝑃(𝑌 ∣ 𝑋) Conditional probability of 𝑌 given 𝑋

𝑝 Lidar measurement dimension in 𝑌

𝑃𝑟(𝑑, 𝜆) Received power at wavelength 𝜆 and distance 𝑑 W

𝑃lidar
𝑟 (𝑑, 𝜆) Lidar received power at wavelength 𝜆 and distance 𝑑 W

𝑃radar
𝑟 (𝑑, 𝜆) Radar received power at wavelength 𝜆 and distance 𝑑 W

𝑃𝑟𝑒(𝜆) Emitted power at wavelength 𝜆 W

𝑞 Radar measurement dimension in 𝑌

𝑄Mie
sca Mie scattering efficiency

𝑄Rayleigh
sca Rayleigh scattering efficiency

𝑄abs Absorption efficiency

𝑄ext Extinction efficiency

𝑄sca Scattering efficiency

𝑅 Measurement error covariance matrix

𝑟 Particle radius m

𝑟0 Modal radius m

𝑟𝑎 Equivalent area radius m
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𝑟𝑒 Effective radius m

𝑟𝑒,ice Ice particle effective radius m

𝑟𝑒,liq Liquid particle effective radius m

𝑆 Extinction-to-backscatter lidar ratio sr

𝑠𝑖 Ice gate number detected by the lidar (VarPy-mix)

𝑆�̂� State vector best estimate covariance matrix

𝑇 « Twomey-Tikhonov » matrix

𝑇𝛼 « Twomey-Tikhonov » matrix corresponding to 𝛼

𝑇mix « Twomey-Tikhonov » matrix for VarPy-mix

𝑡sweep Chirp period (sweep time) s

𝑢 State vector dimension

𝑣 Observation vector dimension

𝑉𝑎 Ambiguous velocity m.s−1

𝑋 State vector

𝑥 Size parameter (scattering)

𝑋0 Initial state vector (first guess)

𝑋mix VarPy-mix state vector

𝑋𝑎 A priori state vector

𝑋𝑓 Final state vector

𝑋𝑖 State vector at iteration 𝑖

𝑌 Observation vector

𝑍 Radar reflectivity factor mm6.m−3

𝑧0 Decorrelation distance m

𝑍fwd Radar forward model reflectivity mm6.m−3

𝑍obs Measured radar reflectivity mm6.m−3

𝑧𝑖 Height corresponding to 𝑖 index m
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BR Backscatter ratio

CRE Cloud Radiative Effect W.m−2

CRELW Longwave Cloud Radiative Effect W.m−2

CRENet Net Cloud Radiative Effect W.m−2

CRESW Shortwave Cloud Radiative Effect W.m−2

IWC Ice Water Content kg.m−3

K Dielectric factor

LWC Liquid Water Content kg.m−3

n Refractive index of the medium

T Temperature K

TWC Total Water Content kg.m−3

Physics constants

𝜎𝐵 Stefan-Boltzmann constant 5.670374419 × 10−8 Wm−2 K−4

𝑏 Wien wavelength displacement law constant 2.898 × 10−3 mK

𝑐 Speed of light in vacuum 299 792 458ms−1

ℎ Planck constant 6.62607015 × 10−34 J Hz−1

𝑘𝐵 Boltzmann constant 1.380649 × 10−23 J K−1
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Acronyms

(AC)3 ArctiC Amplification: Climate relevant Atmospheric and surfaCe pro-

cesses and feedback mechanisms

2D-S Two-Dimensional Stereo Probe

ADM-Aeolus Atmospheric Dynamics Mission Aeolus

ALADIN Atmospheric LAser Doppler INstrument

AMSR-2 Advanced Microwave Scanning Radiometer 2

ASTAR Arctic Study of Tropospheric Aerosol, Cloud and Radiation

ATLID ATmospheric LIDar

ATR Avions de Transport Régional

AVHRR Advanced Very High Resolution Radiometer

AWI Alfred Wegener Institute for polar and marine research

BASTA Bistatic rAdar SysTem for Atmospheric studies

BBR Broad-Band Radiometer

CALIOP Cloud-Aerosol Lidar with Orthogonal Polarization

CALIPSO Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations

CAPTIVATE Cloud, Aerosol, and Precipitation from mulTiple Instruments us-

ing a VAriational TEchnique

CCD Charge-Coupled Device

CCN Cloud Condensation Nuclei

CDP Cloud Droplet Probe

CERES Clouds and the Earth’s Radiant Energy Systems

CERES-EBAF Clouds and the Earth’s Radiant Energy Systems Energy Balanced

and Filled

CloudSat Cloud Satellite

CNES Centre National d’Études Spatiales
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CNN Convolutional Neural Network

CPI Cloud Particle Imager

CPL Cloud Physics Lidar

CPR Cloud Profiling Radar

CRE Cloud Radiative Effect

CRS Cloud Radar System

DARDAR raDAR/liDAR

DIAL Differential Absorption Lidar

DLR Deutsches Zentrum für Luft- und Raumfahrt

DMT Droplet Measurement Technologies

DSD Droplet Size Distribution

DT-INSU Division Technique de l’Institut National des Sciences de l’Univers

EarthCARE Earth Clouds, Aerosols and Radiation Explorer

ECMWF European Centre for Medium-Range Weather Forecasts

EOS Earth Observing System

ER-2 Earth Resources 2

ESA European Space Agency

EXRAD ER-2 X-band Doppler Radar

FMCW Frequency-Modulated Continuous Wave

FOV Field-of-view

FSSP Forward Scattering Spectrometer Probe

GCOM Global Change Observation Mission

HALO High Altitude and LOng Range Research Aircraft

HAMP HALO Microwave Package

HIWRAP High-altitude Imaging Wind and Rain Airborne Profiler

HSR High Spectral Resolution

HSRL High Spectral Resolution Lidar

254



IEEE Institute of Electrical and Electronics Engineers

IIR Infrared Imager Radiometer

IMPACTS Investigation of Microphysics and Precipitation for Atlantic Coast-

Threatening Snowstorms

INP Ice Nucleating Particle

IR Infrared

IWC Ice Water Content

JAXA Japan Aerospace eXploration Agency

LaMP Laboratoire de Météorologie Physique

LASER or laser Light Amplification by Stimulated Emission of Radiation

LATMOS Laboratoire Atmosphères et Observations spatiales

LiDAR Light Detection And Ranging

LNG LÉANDRE New Generation

LUT Look Up Table

LW Longwave

LWC Liquid Water Content

LÉANDRE Lidars aéroportés pour l’Étude des Aérosols, des Nuages, de la Dy-

namique, du Rayonnement et du cycle de l’Eau

METEK Meteorologische Messtechnik

MODIS Moderate Resolution Imaging Spectroradiometer

MSI Multi-Spectral Imager

NASA National Aeronautics and Space Administration

OAP Optical Array Probe

OCO-2 Orbiting Carbon Observatory-2

OPC Optical Particle Counter

PARASOL Polarization and Anisotropy of Reflectances for Atmospheric Sci-

ences coupled with Observations from a Lidar

PDF Probability Density Function
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PDS Particle Detection System

PMS Particle Measuring Systems

PN Polar Nephelometer

POLDER POLarization and Directionality of the Earth’s Reflectances

PSD Particle Size Distribution

RADAR RAdio Detection And Ranging

RALI RAdar–LIdar

RASTA RAdar SysTem Airborne

SAFIRE Service des Avions Français Instrumentés pour la Recherche en Envi-

ronnement

SEVIRI Spinning Enhanced Visible Infrared Imager

SMART Spectral Modular Airborne Radiation measurement sysTem

SPEC Stratton Park Engineering Company

specMACS spectrometer of the Munich Aerosol Cloud Scanner

SSFR Solar Spectral Flux Radiometer

SW Shortwave

TOA Top of the atmosphere

TWC Total Water Content

UV Ultraviolet

WALES WAter vapor Lidar Experiment in Space

WBF Wegener–Bergeron–Findeisen

WFC Wide Field of View Camera
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Résumé de la thèse

Les nuages jouent un rôle important dans le cycle de l’eau et le bilan radi-

atif de la Terre, et tendent à significativement refroidir le climat. Cependant,

des étudesmontrent que de nombreuses incertitudes demeurent concernant

leurs rétroactions et leur évolution dans le contexte du réchauffement cli-

matique. En effet, les études tendent à montrer que les nuages amplifient

le réchauffement climatique. Il devient donc crucial de mieux connaître l’ef-

fet radiatif des nuages, notamment ceux de phase mixte, qui représentent

une part importante de l’effet radiatif des nuages (environ 20 %). Ces nu-

ages sont constitués d’un mélange de cristaux de glace, de gouttelettes d’eau

surfondues et de vapeur d’eau. Cette coexistence implique des processus

complexes et la fraction de liquide et de glace affecte de manière significative

leurs propriétés radiatives. Par ailleurs, cette complexité les rend difficiles à

représenter dans les modèles numériques, introduisant des biais significat-

ifs. Il est donc essentiel de mieux comprendre les processus microphysiques

de ces nuages afin de réduire les incertitudes des prévisions climatiques et

météorologiques.

Plusieurs types d’instruments permettent d’observer les nuages, tels que

les sondes in situ, qui collectent directement un échantillon du nuages pour

l’analyser, et les instruments de télédétection, qui observent à distance. Dans

cette seconde catégorie, se trouvent les radars et les lidars, qui sont des in-

strument de télédétection dite active puisqu’ils emettent leur propre énergie

et mesurent l’énergie rétrodiffusée par les nuages. Cette technique possède

l’avantage d’offrir des informations résolues en distance. Ces instruments

peuvent être embarqués à bord d’avions ou de satellites, offrant ainsi des

couvertures régionale et globale,mais également être installés au sol pour ob-

server une même zone de façon fréquente voire permanente. D’une part, les

radars nuages fonctionnent à des fréquences (35 et 95 GHz) pour lesquelles la
réflectivité est sensible à la taille des particules. Par conséquent, la réflectivité

est plus élevée pour les grosses particules nuageuses (les cristaux de glace)

que pour les petites particules (les gouttelettes d’eau). D’autre part, les lidars

fonctionnent, généralement, à des longueurs d’onde comprises entre 355 et

1064 nm et sont donc plus sensibles à la concentration des particules (régime

de diffusion de Mie). Ainsi, la rétrodiffusion lidar s’avère plus élevée pour les

particules très concentrées, telles que les gouttelettes d’eau. En outre, la com-

binaison de ces deux instruments offre une synergie radar-lidar permettant

de tirer parti des forces et des faiblesses de chaque instrument pour restituer

les propriétés des nuages.
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Cependant, les mesures radar-lidar ne permettent pas d’accèder directe-

ment aux propriétés optiques et microphysiques des nuages. Il s’avère donc

nécessaire d’utiliser des algorithmes de restitution pour lier les mesures aux

propriétés nuageuses. Cette situation peut être assimilée à un problème in-

verse 𝑌 = 𝑓 (𝑋) + 𝜖 où 𝑌 est composé de la réflectivité radar observée 𝑍obs

et de la rétrodiffusion lidar observée 𝛽obs. 𝑋 est le vecteur d’état composé de

variables permettant de décrire l’état des nuages. La fonction 𝑓 représente les
forward models radar et lidar permettant d’estimer une réflectivité radar 𝑍fwd

et une rétrodiffusion lidar 𝛽fwd à partir du vecteur d’état. Le principe de cette

méthode est d’obtenir la meilleure estimation de 𝑋 permettant de minimiser

la différence entre les valeurs modélisées 𝑍fwd et 𝛽fwd avec les valeurs des

observations 𝑍obs et 𝛽obs.

Ces travaux de thèse proposent une nouvelle méthode synergique radar-

lidar basée sur ce principe, appelée VarPy-mix et dédiée à la restitution des

propriétés des nuages d’eau surfondue, de glace et de phase mixte. Sur la

base d’uneméthode existante dédiée uniquement aux nuages de glace, cette

nouvelle approche inclut à la fois l’eau surfondue et les situations de phase

mixte. Pour cela, la première étape a été d’adapter et d’améliorer la classifi-

cation servant à identifier la nature des particules observées. En complément

des classes de cristaux de glace, les classes d’eau surfondue et de phasemixte

ont été incorporées pour pouvoir être traitées par l’algorithme. L’amélioration

de cette classification consistait à corriger certaines erreurs de classification,

comme par exemple de la glace faussement classifiée en phase mixte ou en-

core à éroder des valeurs isolées. Ensuite, de nombreuses adaptations ont

été apportées à l’algorithme afin de restituer séparément les propriétés des

cristaux de glace et de l’eau surfondue, en tenant compte des propriétés dif-

férentes de chaque hydrométéore. Cette approche est basée sur les sensibil-

ités spécifiques du radar et du lidar vis-à-vis des deux types d’hydrométéores

: les cristaux de glace dominent le signal radar, tandis que l’eau surfondue

domine le signal lidar. Chaque hydrométéore est donc restitué par le signal

qu’il domine. Par conséquent, la composition du vecteur d’état 𝑋 a été re-

vue et divisée en deux parties : une partie pour les propriétés des cristaux

de glace et l’autre pour les propriétés de l’eau surfondue. En outre, les ma-

trices liées au vecteur d’état ont été modifiées en conséquence. Par ailleurs,

les forward models sont constitués de look-up tables (LUT) créées à partir de

distribution de la taille des particles. D’une part, pour les cristaux de glace,

deux LUTs existantes sont utilisées. D’autre part, pour l’eau surfondue, une

LUT a été créée à partir d’une distribution log-normale de la taille des partic-

ules. Finalement, avec VarPy-mix, il est désormais possible de restituer, à la

fois pour les cristaux de glace et l’eau surfondue, l’extinction (𝛼ice et 𝛼liq), le

rayon effectif (𝑟𝑒,ice et 𝑟𝑒,liq), la concentration en nombre de particules (𝑁ice et
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𝑁liq) et le contenu en eau (IWC et LWC) à partir de mesures radar-lidar.

Afin d’évaluer cette nouvelle méthode, les restitutions de VarPy-mix sont

comparées à des mesures in situ, provenant d’observations colocalisées et de

la littérature. Une première étude compare les restitutions obtenues à par-

tir des données satellites CloudSat-CALIPSO avec des mesures in situ aéro-

portées colocalisées lors de la campagne ASTAR 2007 près du Svalbard. Cette

étude montre que les restitutions à partir des mesures radar-lidar suivent les

mêmes tendances que lesmesures in situ et fournissent des résultats promet-

teurs avec un pourcentage d’erreur moyen de 49 % pour le contenu en eau

liquide et 75 % pour le contenu en glace et ce malgré des échelles demesures

différentes et une colocalisation imparfaite. En plus des données satellites

de CloudSat et CALIPSO, la méthode VarPy-mix a également été appliquée

aux plateformes radar-lidar aéroportées française, RALI, et allemande, HALO.

Les premiers résultats obtenus à partir des données de ces plateformes sont

présentés dans cette thèse. Pour chaque plateforme, les résultats concernant

la phase mixte sont comparés à des données in situ issues de la littérature.

Les résultats de cette comparaisonmontrent que les restitutions ont une ten-

dance proche de celles observées par l’in situ: (a) l’extinction des gouttes d’eau

surfondues et le contenu en eau liquide sont globalement plus élevés que l’ex-

tinction des cristaux de glace et que le contenu en glace, (b) les gouttes d’eau

surfondues s’avèrent bien plus petites que les cristaux de glace, (c) la con-

centration des gouttes d’eau surfondues est bien plus importante que celle

des cristaux de glace. Cette méthode étant nouvelle, des améliorations peu-

vent être apportées, notamment par un meilleur paramétrage apporté par

des comparaisons avec des données in situ colocalisées obtenues, par exem-

ple, lors de campagnes récentes avec les plateformes RALI et HALO.
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