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Abstract for the General Public

Hybrid Solid Electrolytes (HSEs) have emerged as a promising alternative for Li-ion

batteries, offering advantages over traditional liquid electrolytes. While Solid Polymer

Electrolytes (SPEs) are generally known for their lower ionic conductivity compared to

liquid or ceramic electrolytes, there has been a long-standing debate in the scientific

community about whether the incorporation of passive ceramic fillers, such as silica or

alumina nanoparticles, can enhance the conductivity of SPEs. This debate is essential

for optimizing battery performance.

To address this question, our research employs molecular dynamics simulations to in-

vestigate two hybrid systems: Polyethylene Oxide (PEO) as the polymer and LiTFSI

as the salt, combined with either silica or alumina as ceramic components. We use the

OPLS-AA force field to analyze the dynamics and interactions in these Hybrid Solid

Electrolytes (HSEs over extended time scales. Our results provide valuable insights

into how these ceramic nanoparticles affect ion mobility in solid polymeric electrolytes,

helping to unravel this long-standing scientific enigma.
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Résumé grand public

Les électrolytes solides hybrides (ESH) se présentent comme une alternative promet-

teuse aux batteries Li-ion, offrant des avantages par rapport aux électrolytes liquides

traditionnels. Bien que les électrolytes polymères solides (EPS) soient généralement

connus pour leur moindre conductivité ionique par rapport aux électrolytes liquides

ou céramiques, un débat de longue date persiste au sein de la communauté scientifique

quant à savoir si l’incorporation de charges céramiques passives, telles que des nanopar-

ticules de silice ou d’alumine, peut améliorer la conductivité des EPS. Ce débat revêt

une importance cruciale pour l’optimisation des performances des batteries.

Pour répondre à cette question, notre recherche utilise des simulations de dynamique

moléculaire pour étudier deux systèmes hybrides : le polyéthylène oxyde (PEO) en tant

que polymère et LiTFSI en tant que sel, associés à de la silice ou de l’alumine en tant

que composants céramiques. Nous utilisons le champ de force OPLS-AA pour analyser

la dynamique et les interactions au sein de ces électrolytes solides hybrides (ESH) sur

des échelles de temps prolongées. Nos résultats fournissent des informations précieuses

sur la manière dont ces nanoparticules céramiques affectent la mobilité des ions dans

les électrolytes polymères solides, contribuant ainsi à résoudre cette énigme scientifique

de longue date.
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Abstract

Hybrid Solid Electrolytes (HSEs) offer a promising alternative to conventional liquid

electrolytes in the field of Li-ion batteries. Whereas solid polymer electrolytes (SPEs)

are poorer ionic conductors than liquid or ceramic electrolytes, early research from two

decades ago suggested that incorporating passive ceramic fillers like silica or alumina

nanoparticles enhances SPE conductivity. However, more recent literature demon-

strates an adverse effect of ceramics on ionic mobility in SPEs, especially in the amor-

phous polymer phase

To clarify this debate, our thesis addresses the question: Does the inclusion of ceramic

nanoparticles enhance or impede ion mobility in Solid Polymeric Electrolytes? To tackle

this, we use molecular dynamics simulations to study two hybrid systems: Polyethylene

Oxide (PEO) as polymer with LiTFSI as the salt, combined with either silica or alumina

as ceramic components. Our simulations employ the OPLS-AA force field to analyze

the dynamics and interactions of these Hybrid Solid Electrolytes (HSEs) over extended

time scales, typically spanning tenths of nanoseconds. We carefully select force field

parameters from validated literature sources.

This thesis analyzes the structural and dynamical properties of these materials while

establishing correlations between dynamic changes and their structural characteristics.

The results precisely replicate the temperature-dependent conductivity observed in

experimental studies of pure SPEs and reproduce the salt solvation mechanisms on

PEO. This serves as robust validation for our findings.

The results with silica nanoparticles show a significant conductivity decrease, indepen-

dent of ionic concentration. This reduction is mainly due to the nanoparticle’s occupa-

tion of space, interrupting ionic diffusion. We observe two concentration regimes: one

above and one below a 2 mol/L threshold, coinciding with the maximum conductivity.

These regimes display differing ionic distributions and coordination properties. In the

low-concentration regime, lithium ions primarily bind to PEO oxygen atoms, saturating

the polymer at 2 mol/L. In the second regime, excess lithium ions interact with TFSI,
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affecting the interactions among other types of atoms. The absence of conductivity en-

hancement aligns with recent experimental measurements, contradicting earlier reports

on hybrid ceramic/polyethylene-oxide electrolytes. Similar outcomes are evident for

alumina nanoparticles. In this case, we employed a new set of force field parameters,

leading to significant changes in the internal organization of the electrolyte. Despite

these variations, the simulations consistently indicate reduced conductivity with the

addition of alumina nanoparticles.



Résumé

Les électrolytes solides hybrides (HSE) offrent une alternative prometteuse aux

électrolytes liquides classiques dans le domaine des batteries Li-ion. Alors que les

électrolytes polymères solides (SPE) sont de moins bons conducteurs ioniques que

les électrolytes liquides ou céramiques, des recherches antérieures menées il y a deux

décennies ont suggéré que l’incorporation de charges céramiques passives telles que des

nanoparticules de silice ou d’alumine améliore la conductivité des SPE. Cependant, des

publications plus récentes démontrent un effet négatif des céramiques sur la mobilité

ionique dans les SPE, en particulier dans la phase polymère amorphe.

Pour clarifier ce débat, notre thèse aborde la question suivante : l’inclusion de

nanoparticules céramiques améliore-t-elle ou entrave-t-elle la mobilité ionique dans les

électrolytes polymères solides ? Pour aborder cette question, nous utilisons des simula-

tions de dynamique moléculaire pour étudier deux systèmes hybrides : le polyéthylène

oxyde (PEO) en tant que polymère avec LiTFSI comme sel, combiné à de la silice ou

de l’alumine en tant que composants céramiques. Nos simulations utilisent le champ

de force OPLS-AA pour analyser la dynamique et les interactions de ces électrolytes

polymères solides hybrides (HSE) sur des échelles de temps prolongées, généralement de

l’ordre de la dizaine de nanosecondes. Nous sélectionnons soigneusement les paramètres

du champ de force à partir de sources de littérature validées.

Cette thèse analyse les propriétés structurales et dynamiques de ces matériaux tout en

établissant des corrélations entre les changements dynamiques et leurs caractéristiques

structurales. Les résultats reproduisent précisément la conductivité dépendant de la

température observée dans les études expérimentales des SPE purs et reproduisent

les mécanismes de solvatation du sel sur le PEO. Ceci sert de validation solide à nos

résultats.

Les résultats avec les nanoparticules de silice montrent une diminution significative

de la conductivité, indépendamment de la concentration ionique. Cette réduction est

principalement due à l’occupation de l’espace par les nanoparticules, interrompant la

diffusion ionique. Nous observons deux régimes de concentration : l’un au-dessus et
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l’autre en dessous d’un seuil de 2 mol/L, cöıncidant avec la conductivité maximale.

Ces régimes présentent des distributions ioniques et des propriétés de coordination

différentes. Dans le régime de faible concentration, les ions lithium se lient princi-

palement aux atomes d’oxygène du PEO, saturant le polymère à 2 mol/L. Dans le

second régime, les ions lithium en excès interagissent avec le TFSI, affectant les in-

teractions entre d’autres types d’atomes. L’absence d’amélioration de la conductivité

concorde avec les mesures expérimentales récentes, contredisant les rapports antérieurs

sur les électrolytes hybrides céramique/polyéthylène-oxyde. Des résultats similaires

sont évidents pour les nanoparticules d’alumine. Dans ce cas, nous avons utilisé un

nouvel ensemble de paramètres de champ de force, ce qui a entrâıné des changements

significatifs dans l’organisation interne de l’électrolyte. Malgré ces variations, les sim-

ulations indiquent de manière constante une réduction de la conductivité avec l’ajout

de nanoparticules d’alumine.
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Chapter 1

Introduction

1.1 Motivation and purpose

In recent years, the imperative for sustainable energy solutions has intensified due to the

escalating impacts of climate change and the alarming rise in carbon dioxide emissions

[1]. Climate change is already manifesting through rising temperatures [2], increased

flooding incidents [3], prolonged drought periods [4], and an alarming surge in forest

fires [5], among other consequences. Furthermore, climate change poses additional

threats, such as the reduction of ice surfaces in the Arctic pole [6] and the subsequent

repercussions [7].

A significant contributor to climate change is the high CO2 emissions, with the trans-

portation sector responsible for approximately 30% of global emissions [8, 9]. To address

this challenge, a shift towards more sustainable transportation options, particularly

electric vehicles (EVs), has gained prominence [10]. Beyond reducing pollution, EVs

offer advantages in energy efficiency and reduced dependence on fossil fuels [11].

Figure 1.1: (a) Average surface air temperature in winter and (c) in summer at (b)
meteorological stations in the marine Arctic for 1951–2019. From ref.[6].
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The transportation sector plays a pivotal role in this climate change equation, contribut-

ing significantly to CO2 emissions, accounting for approximately 30% of the world’s

total emissions [8, 9]. Recognizing the need for a more sustainable alternative, the

industry has witnessed a notable shift towards electric vehicles (EVs) [10]. This shift is

part of a broader strategy to mitigate emissions and address environmental challenges

directly. EVs, powered by batteries, offer the potential to significantly reduce pollution

and diminish our reliance on traditional fossil fuels [11].

Batteries serve as the linchpin in the transition to greener energy solutions. They are

pivotal in storing and delivering electrical energy [12] and play a transformative role

in various industries [13] towards a cleaner and more sustainable energy landscape. A

battery functions as an electrochemical energy storage device, harnessing redox reac-

tions to generate an electric current by facilitating the flow of electrons [12]. A battery

consists of two electrodes (cathode and anode) immersed in an electrolyte solution.

During discharge, the anode releases electrons, which flow through an external circuit

to the cathode, where reduction reactions occur [14]. The electrolyte, often a liquid or

solid medium, facilitates ion movement between the electrodes, enabling charge balance

and sustaining the redox processes.

Developing safer and more efficient batteries has become a prominent research objective

in the quest to reduce reliance on fossil fuels [17, 18, 19]. The efficiency of batteries relies

on the conductivity of the electrolyte [20]. Ionic conductivity is a critical parameter, it

measures the ease with which ions move through the electrolyte. It influences charge

and discharge rates, power output, internal resistance and overall efficiency [21].

Among battery types, lithium-ion batteries stand out due to their high energy den-

sity, extended cycle life, and minimal self-discharge rates. Graphite anodes have been

the standard choice for lithium-ion batteries, offering stability and reversible lithium

intercalation. However, the pursuit of higher energy densities has led to interest in

transitioning from graphite to lithium metal anodes , as the theoretical capacity of

lithium metal surpasses that of graphite, promising greater energy storage capabilities

[22].

The adoption of lithium metal anodes represents a promising avenue for enhancing the

energy density and performance of batteries [23, 24]. However, integrating lithium-

metal anodes with conventional liquid electrolytes (LE) poses significant challenges

[23]. LEs struggle to prevent issues like Li plating and dendrite formation, which

are intricate, finger-like crystalline structures. These dendrites have the potential to

penetrate the separator within the battery, creating pathways for unintended electrical

connections and leading to short circuits [25, 26, 27, 28, 29]. Furthermore, dendrites

can compromise the safety of battery systems. As they grow, they can breach the

separator, increasing the risk of internal short circuits, capacity loss, and, in extreme
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Figure 1.2: A lithium-ion battery’s operation is shown schematically [15]. The negative
electrode is composed of a low-potential material, such as graphite, whereas the positive
electrode is composed of a transition metal that can release and receive lithium ions in
its lattice. The electrolyte can be a liquid with a high ionic conductivity and a wide
potential window that is created by dissolving a lithium salt in an organic solvent.
From ref.[16].
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Figure 1.3: A summary of some present and future electrode chemistry options for
Li-ion batteries. The proposed capacity of the Li(Si) is 50% of the theoretical capacity
of the material, similar to the case found for some of the positive electrode materials
[34].

cases, triggering catastrophic thermal runaway events within the battery [30, 31, 32,

33].

Solid-state electrolytes (SSEs) offer a compelling solution, circumventing the limitations

associated with liquid electrolytes (LEs) in battery technology [32, 35]. SSEs encompass

two primary categories: solid polymer electrolytes (SPEs) and ceramic electrolytes

(CEs). CEs address safety concerns associated with LEs, exhibit high ionic conductivity

at ambient temperature, and include materials such as oxides and sulfides. However,

their inherent brittleness poses challenges in processing and raises susceptibility to

electrode contact issues [36]. In contrast, SPEs offer an appealing alternative, known for

their flexibility, cost-effectiveness, and improved electrode contact [37, 38]. Nonetheless,

SPEs contend with reduced ionic conductivity compared to alternatives such as CEs

and traditional LEs. This intriguing interplay between the attributes of CEs and SPEs

propels exploration into a novel realm of solid-state electrolytes known as hybrid solid

electrolytes (HSEs) [39].

HSEs combine the attributes of CEs and SPEs, offering benefits such as easier man-

ufacturing, heightened safety measures, optimized electrode interfaces, and good ionic

conductivity. Importantly, they address dendrite formation, enhancing battery integrity

[40]. HSEs mark a significant shift in the landscape of energy storage systems, providing

a foundation for a sustainable energy future [39, 41].

In the upcoming sections of this thesis, we will conduct a comprehensive exploration
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Figure 1.4: Schematic illustrations of Li dendrites formation in lithium symmetri-
cal cells using (a) liquid electrolyte + Celgard separator and (b) 90% (BPSO-150%
LiTFSI)-10% PVDF+CA, the 150% representing the mass ratio between BPSO and
LiTFSI. SEM images of the Li surfaces obtained from lithium symmetrical cells as-
sembled with (c) liquid electrolyte + Celgard separator and (d) 90% (BPSO-150%
LiTFSI)-10% PVDF+CA after 300h cycling at 0.5mAcm-2 and 25°C, respectively [42].

of hybrid electrolytes tailored for batteries. Employing advanced molecular dynamics

(MD) simulations, our primary aim is to unravel the complex behaviors and interactions

within these hybrid solid electrolytes. Through meticulous computational analysis, we

seek to enhance our understanding and contribute to the development of a more robust

and sustainable energy future.

1.2 Solid Electrolytes

Solid electrolytes are emerging as promising candidates to fulfill the crucial role of

electrolytes in advanced battery technology. One of their primary advantages lies in

enhanced safety compared to traditional liquid electrolytes (LEs). Most solid-state

electrolytes (SSEs) are non-flammable and eliminate leakage concerns often associated

with LEs [43, 44].

While safety is an essential selling point, it’s important to note that safety alone

wouldn’t drive significant investments in SSEs unless they also offered improvements

in battery performance. The remarkable appeal of solid electrolytes largely stems from

their remarkable ability to suppress dendrite formation [39, 30]. Dendrites significantly

impact various battery properties and can render the use of lithium metal electrodes

infeasible when liquid electrolytes (LEs) are employed [25, 42]. Lithium-metal anodes

offer unmatched energy density and battery performance, making them a compelling
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choice in energy storage technology.

Another noteworthy advantage of SSEs is their suitability over an extended tempera-

ture range [45]. SSEs often demonstrate superior stability and performance across a

broader temperature spectrum compared to LEs, making them suitable for demanding

applications in extreme environments. Additionally, SSEs can contribute to prolonged

cycle life by mitigating detrimental side reactions and preventing electrode degradation,

resulting in overall improved battery longevity.

In this thesis, our primary research focus will be on solid polymer electrolytes (SPEs) as

the starting point of our investigation, followed by an exploration of hybrid electrolytes.

It’s essential to acknowledge that SPEs, while promising, do exhibit a drawback in terms

of ionic conductivity at room temperature compared to alternative electrolyte options.

As an example, PEO based SPEs have a conductivity of about 10−7-10−5 S/m at room

temperature [46, 47], while the most commonly used CEs such as NASICON-type LATP

(Li1+xAlxTi2−x(PO4)3, and LAGP (Li1+xAlxGe2−x(PO4)3 [48, 49], garnet-type CEs

like LLZO (Li7La3Zr2O12) [50], and perovskite-type CEs as LLTO (Li3xLa(2/3)−xTiO3)

[51], have an ionic conductivity of about 10−5-10−3 S/m. Although these conductivity

values remain below the ionic conductivity levels attained by liquid electrolytes (LEs),

which can reach up to 1 S/m [52], they are considered acceptable for many practical

applications. However, CEs encounter notable processing challenges, largely stemming

from their mechanical properties, and often struggle to establish effective interfacial

compatibility with electrodes.

Hybrid solid electrolytes (HSE) offer a solution to the limitations of both solid polymer

electrolytes (SPEs) and ceramic electrolytes (CEs). By combining both materials,

HSEs can potentially provide the advantages of each while overcoming their individual

drawbacks [46, 41, 53, 54]. HSEs show great potential as electrolyte candidates due to

their ability to combine the mechanical properties and processability of polymers with

the enhanced ionic conductivity provided by ceramic fillers. Although research on these

hybrid materials began two decades ago [53], it remains a subject of debate today due

to the inconsistent and contradictory results found in the literature.

There are two main types of hybrid electrolytes: ’ceramic in polymer’ and ’polymer

in ceramic’ [46]. The former combines a polymer framework with embedded ceramic

material, offering strong mechanical properties and effective dendrite prevention. Ad-

ditionally, it shows potential for improved ionic conductivity compared to the ’polymer

in ceramic’ approach. In contrast, ’ceramic in polymer’ HSEs not only prevent den-

drite formation but also exhibit robust mechanical properties, all without encountering

the limitations of ’polymer in ceramic,’ such as brittleness and challenges in achieving

optimal contact with electrodes [55]. Our research primarily focuses on ’ceramic in

polymer’ HSEs, especially those featuring non-conductive ceramics.
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Figure 1.5: Schematic illustration for PEO-LLZTO CSE: (a) “ceramic-in-polymer”;
(b) “intermediate”; (c) ”polymer in ceramic”. From ref.[55].

By studying structural changes at the nanoparticle-electrolyte interface, we aim to

understand conductivity enhancements observed in some HSE systems. This research

provides insights into the interplay between ion transport phenomena and the interface,

shedding light on mechanisms that can improve electrolyte performance.

• Active fillers are components that directly participate in the ion conduction pro-

cess within the hybrid electrolyte. These fillers are typically ion-conductive ma-

terials, such as ceramic oxides or sulfides, which can contribute to enhancing

the overall ionic conductivity of the electrolyte matrix [56]. By introducing ac-

tive fillers, researchers aim to create pathways for efficient ion movement, that

can overcome the transport limitations of pure SPEs and ultimately boosting

charge/discharge rates enhancing the overall performance of batteries [57].

• Passive fillers are ceramics that, while not inherently ion-conductive, produce

a profound influence on the transport properties of the hybrid electrolyte [58].

Despite their inherent lack of conductivity, these fillers significantly impact the

structural configuration of the electrolyte matrix. In theory, passive ceramics

reduce the crystallinity of semi-crystalline polymers and inhibit ion clustering.

They are believed to induce structural modifications in their vicinity that pro-

mote enhanced ionic conductivity [53] This structural adaptation enhances the

overall performance of the electrolyte. The integration of passive fillers presents

an intriguing pathway for optimizing ion mobility, shedding light on the intricate

interplay between ion transport phenomena and the interface between the bulk

polymer and the ceramic surface [57].

Our research will primarily focus on passive fillers due to their extensive use and simpler

structural characteristics compared to most active fillers. This simplicity facilitates the

modeling of these ceramics. In this thesis, our primary objective is to study structural
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Figure 1.6: Chemical structure of ethylene oxide and poly(ethylene oxide).
Poly(ethylene oxide) is synthesized by polymerizing ethylene oxide monomers, with
the variable ’n’ representing the number of repeating units, which can range from a few
tenths to hundreds of thousands. From ref. [65].

modifications at the interface between nanoparticles and the electrolyte and assess their

impact on ion mobility. As we will explore latter in Section 1.2.3, this hypothetical

interfacial effect could potentially explain the observed conductivity enhancement in

some references in the literature [53, 59, 54] within hybrid solid electrolyte (HSE)

systems.

Active fillers conduct lithium within their structure, which could introduce additional

factors that enhance conductivity. To isolate and thoroughly understand the pure

effects of the interface, our focus on passive fillers is more suitable, ensuring that no

other factors potentially boosting conductivity interfere with our investigation.

1.2.1 SPEs: The role of PEO

In the domain of polymers suitable for Solid Polymer Electrolytes (SPEs), some

noteworthy candidates include polypropylene oxide (PPO) [60], polyvinylidene fluoride

(PVDF) [61, 62], and poly(trimethylene carbonate) (PTMC) [63]. These polymers each

offer distinct characteristics worth considering. However, it’s clear that polyethylene

oxide (PEO) [64] takes the lead as the most extensively researched polymer for

fulfilling the role of an electrolyte. PEO stands out due to its inherent properties that

collectively contribute to its prominence in the field of solid-state electrolytes.

Some of the properties that make PEO the most commonly used polymer in SPEs are:

• Enhanced Ion Transport: PEO exhibits exceptional ionic conductivity, a cru-

cial feature for solid-state batteries. This conductivity arises from PEO’s flexible

polymer chain structure and its remarkable solvation properties with lithium salts

containing large counterions. The flexibility of PEO’s polymer chains and its abil-

ity to form complexes with lithium salts create favorable conditions for efficient
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lithium ion transport within the polymer matrix. This property ensures smooth

energy storage and release in solid-state batteries [64, 66].

• High Dielectric Constant: PEO possesses a substantial dielectric constant

due to its molecular structure, characterized by the periodic insertion of ethylene

oxide units between every two carbon atoms along the polymer chain. This

high dielectric constant plays a crucial role in effectively solvating lithium ions

by separating them from their counterions within the salt, ultimately leading to

improved ionic conductivity.

• Low Crystallinity: PEO offers advantages due to its relatively low crystallinity,

which is achieved through specific synthesis methods. In materials that lack a

highly ordered arrangement (amorphous) or contain regions of disordered arrange-

ment (semi-amorphous), ions have more space to move freely, thus promoting

higher conductivity [67]. In the case of partially crystalline materials like PEO,

ion movement can be hindered within the crystalline regions, constraining their

mobility and limiting the available pathways for ion flow. This lower degree of

crystallinity in PEO can be advantageous for enhancing its ionic conductivity, a

crucial factor in solid-state battery performance.

• Ease of Processing and cost: PEO’s exceptional processability, which allows

for diverse morphologies like thin films and membranes, is essential for solid-state

battery construction. This feature simplifies interface formation and enhances

battery performance. Additionally, PEO’s widespread industrial use and simple

synthesis methods make it cost-effective and appealing for various industries [22].

Its ease of production and broad industrial acceptance significantly contribute to

its cost-effectiveness and widespread adoption.

• Compatibility: PEO is known to have good compatibility with other materials

commonly used in battery systems, such as lithium metal anodes and cathode

materials. This compatibility reduces the risk of unwanted side reactions and

degradation [68]. It is also, as many polymers, a flexible material, which plays a

significant role in facilitating the interfacial contact.

• Well know material: Extensive research on PEO-based solid electrolytes plays a

crucial role in computational science and simulations [69]. These insights are par-

ticularly valuable when aligning computational projects with experimental data.

Additionally, they prove advantageous in starting simulation research. In molec-

ular dynamics simulations, using established bibliographic force field parameters

significantly speeds up the initialization process, saving months of parameter op-

timization time. This wealth of knowledge simplifies PEO research and helps

optimize its properties for solid electrolyte applications.
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Polyethylene Oxide (PEO) serves as a prime candidate for our electrolyte due to its

alignment with our research goals. PEO consistently plays a central role in our simu-

lations.

Our investigation incorporates ceramic fillers into PEO to form a composite worthy of

examination. We evaluate whether this hybrid electrolyte offers advantages compared

to pristine PEO-based solid polymer electrolytes (SPEs). We also analyze PEO’s in-

teractions with neighboring atoms, including the ceramic surface and ions. This is

pertinent because prior research suggests that hybrid solid electrolytes (HSEs) may

enhance ionic conductivity through interfacial effects. Our structural analysis focuses

on understanding interfacial dynamics at the nanoparticle surface.

While our primary focus revolves around hybrid electrolytes, we also conduct thorough

investigations of pure SPEs. Rigorous comparison of our simulation results with ex-

perimental data validates our findings and ensures alignment between computational

outcomes and real-world observations.

In summary, we choose PEO as our polymer due to its extensive research presence

in PEO-based SPEs, owing to its low glass transition temperature (Tg), impressive

solvation properties, and excellent compatibility with electrodes [70, 71, 72, 73, 74, 75].

1.2.2 Choosing the salt for Lithium-ion Batteries: LiTFSI and LiClO4

Introduction

In Solid Polymer Electrolytes (SPEs), salt incorporation is crucial for enabling efficient

charge transport. These ionic compounds dissociate upon dissolution, releasing ions

with opposite charges, which, as previously discussed, are essential for conducting elec-

tric charges in batteries [76]. Similar to electrons that facilitate charge transfer through

the circuit, ions serve a parallel role within the electrolyte.

Throughout a battery’s charge and discharge cycles, ions migrate towards specific elec-

trodes, as shown in Figure 1.2. This ion movement is a response to the potential

difference between the positive and negative electrodes, ensuring effective charge trans-

fer. This coordinated ion migration is essential for facilitating ionic transport and

enhancing the battery’s overall functionality [16].

Selecting an appropriate salt is a complex decision influenced by various factors. The

multitude of options available for electrolyte components highlights the complexity of

this decision-making process.

In our research, we focus on identifying suitable salt candidates for Lithium-ion bat-

teries. Among the numerous possibilities, we specifically investigate one salt: LiTFSI
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(Lithium bis(trifluoromethanesulfonyl)imide) [77, 68, 70, 78]. This choice is not arbi-

trary and we will explain it in the subsequent pages.

Li-Ion batteries

Lithium-ion (Li-ion) batteries are vital for contemporary energy storage due to their

high energy density, low self-discharge rates, and long cycle life [79, 34]. They have

revolutionized electronics, electric vehicles, and renewable energy systems, making them

integral to various industries. Li-ion’s superior energy density, especially compared to

alternatives like sodium-ion technologies [80], makes it the preferred choice for high-

energy applications [79]. Its enduring energy retention further cements its position in

energy storage.

The selection of lithium as the preferred cation for electrolytes in lithium batteries

is supported by its distinctive attributes that align with the core requisites of energy

storage systems [22]. With its low atomic mass and efficient ion exchange capabili-

ties, lithium promotes rapid charge transfer within battery cells, vital for achieving

high energy density and swift energy conversion [34]. It possesses one of the high-

est electrochemical potentials among metals, approximately -3.04 volts concerning the

standard hydrogen electrode (SHE), signifying its strong electron donation tendency

and formation of positively charged ions (Li+).

This substantial electrochemical potential empowers lithium-ion batteries to deliver

high voltage and energy density, making them efficient across diverse applications.

Careful handling of lithium is essential due to its reactivity, especially when exposed

to moisture or air.

While lithium exhibits a remarkable electrochemical potential, it’s crucial to acknowl-

edge that metals like sodium, potassium, and magnesium also possess relatively high

potentials, which range from approximately -2.71 volts for sodium to -2.37 volts for

magnesium. This warrants exploration for potential use in advanced batteries. The

choice of metal for a specific battery system depends on factors like cost, availability,

and specific application requirements.

Additionally, lithium’s compact atomic size, with a radius of approximately 152 picome-

ters, contributes to a stable solid-electrolyte interface, preventing dendritic growth dur-

ing cycling and enhancing battery safety. Notably, lithium minimizes memory effect,

where a battery’s capacity diminishes upon repeated recharging without full discharge.

These intrinsic traits establish lithium as a standout option for cation incorporation

in lithium-ion batteries, facilitating the development of high-performance, efficient,

durable, and lightweight energy storage systems for diverse applications.
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Figure 1.7: Comparison of the different battery technologies in terms of volumetric
and gravimetric energy density. Li-ion technology and Li metal stand out as options
that offer higher energy density [19].
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Choosing the anion: TFSI

TFSI (bis(trifluoromethanesulfonyl)imide) stands out as a compelling counterion,

known for its remarkable solvation properties, chemical stability, and low ionic coordi-

nation number, which have led to its widespread use alongside PEO in SPEs [66, 81,

82, 83, 84, 85]. When combined with PEO in solid polymer electrolytes (SPEs), TFSI

forms strong Lewis acid-base interactions with oxygen atoms in PEO’s chain, enhancing

ion transport and improving ionic conductivity. Additionally, TFSI’s reduced tendency

for anion-cation association helps prevent ion clustering, reducing the accumulation of

charges and boosting overall battery efficiency [77]. This behavior can be attributed to

the large size of TFSI, which results in highly delocalized charge and makes it suscepti-

ble to breaking its association with the lithium counterion through electrostatic forces.

The effective coupling of TFSI and PEO leads to a synergistic combination that en-

hances the electrolyte’s performance and contributes to the advancement of solid-state

battery technology.

While there are alternative candidates for lithium counterions in lithium-ion batteries,

such as ClO−
4 , it’s important to consider their specific properties. ClO−

4 has been

explored for its good conductivity, but its use in batteries has been restricted due to

safety concerns [86], as ClO−
4 can potentially lead to explosive reactions under certain

conditions [87].

On the other hand, Lithium Hexafluoroarsenate (LiAsF6) is another noteworthy option.

LiAsF6 exhibits a higher electrochemical stability window compared to some other

lithium salts, making it suitable for high-voltage applications [88]. However, it may

have limited stability under extreme conditions, so careful consideration is necessary.

While alternative lithium counterions like ClO−
4 and LiAsF6 have been explored, TFSI

remains the most promising and extensively studied counterion for lithium in our con-

text. We focus on understanding the interaction between TFSI and PEO due to their

well-documented compatibility and proven advantages [66, 81, 82, 83, 84, 85]. Our

research aims to provide valuable insights that optimize solid polymer electrolytes and

advance solid-state battery technologies, aligning with the central objective of our the-

sis.

1.2.3 Choosing a ceramic: SiO2 and Al2O3

The final component essential for constructing a hybrid solid electrolyte is the ceramic

material. In this thesis, our primary focus is on exploring passive fillers, which possess

non-reactive and stabilizing characteristics, making them promising candidates for sig-

nificantly improving the efficiency, durability, and overall performance of energy storage

systems [89].
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Figure 1.8: (left) Schematic representation of the TFSI molecule and (right) a snapshot
of the simulated TFSI molecule displayed using the VMD visualization tool. In the
visualization, atoms are color-coded as follows: nitrogen (blue), sulfur (yellow), oxygen
(red), carbon (white), and fluorine (green).

While there exist varying viewpoints in the literature regarding the incorporation of

ceramic fillers alongside polymers to enhance ionic conductivity, this section will outline

some of the favorable studies that support their use in forming hybrid solid electrolytes.

However, both positive and negative research findings will be thoroughly reviewed in

the following section, labeled as Section 1.3.

Passive fillers, as demonstrated in experiments by Croce et al. [53] and Scrosati et al.

[59], have a notable impact on ion conductivity and diffusivity in solid polymer elec-

trolytes (SPEs). These studies employed similar methodologies, comparing the con-

ductivity curves of various materials, including a pure SPE composed of PEO+LiClO4

and different ceramic nanoparticles such as TiO2 and Al2O3 in the case of Croce et

al. [53], and SiO2 in the study by Scrosati et al. [59]. In all instances, the addition of

nanoparticles at a concentration of 10 wt% and an ion ratio of 8 PEO:Li resulted in a

substantial increase in conductivity, ranging from one to two orders of magnitude.

This conductivity enhancement can be attributed to two main mechanisms. Firstly,

the introduction of ceramic nanoparticles reduces the crystallinity of semicrystalline

polymers like PEO, leading to a significant reduction in crystallinity [90, 91]. The

interaction between ceramic particles and the polymer alters the polymer’s structure,

hindering crystallization in the vicinity. As a result, ion conductivity improves, resulting

in reduced internal resistance and polarization effects during charge-discharge cycles.

However, this explanation alone cannot account for the increased conductivity observed

above the melting point. To address this, an additional mechanism is proposed. The

addition of ceramics modifies the electrolyte structure around the nanoparticles, facil-

itating ion movement through Lewis-acid interactions with the nanoparticle surfaces.

The study suggests that nanoscale ceramic powders can function as solid plasticizers

for PEO, kinetically inhibiting crystallization during annealing above 60ºC.
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Several studies support the concept of enhanced conductivity attributed to both active

and passive fillers [92, 93, 94]. More recent research builds upon the ideas presented

in the earlier work [41] and provides a more detailed explanation for this conductivity

enhancement.

For instance, the study by Zaman et al. [41] offers an extensive explanation of the

previously mentioned hypothesis, expanding on the idea that nanoparticles modify the

polymer’s structure. This paper presents results that serve as a paradigm for hybrid

solid electrolytes (HSEs). Zaman et al. investigated the use of Lithium lanthanum

zirconium oxide (Li7.5La3Zr2Al0.25O12), an active ceramic filler often referred to as

Al-LLZO. They observed an enhancement in conductivity at low filler concentrations,

reaching a maximum at 15% volume fraction. Beyond this point, conductivity gradually

decreased.

The researchers explain this conductivity enhancement by proposing the formation of

a space-charge region around the nanoparticles. Lewis-acid interactions between PEO

and the counterion on the nanoparticle’s surface reduce system crystallinity. However,

this interaction also has other notable effects. It decreases the mobility of TFSI, but

simultaneously exerts an attractive force on the PEO, diminishing their interaction

with lithium. Consequently, lithium ions at the interface between bulk PEO and the

ceramic present a faster ion movement. As more nanoparticles are added, ion percola-

tion through the electrolyte becomes more efficient, reaching a maximum conductivity

at 15%.

However, when exceeding this concentration, Zaman et al. employed Quantitative 3D

morphological analysis using nanotomography techniques to demonstrate that particles

tend to form large aggregates. This reduces the effective surface area of the nanopar-

ticles, diminishing the effectiveness of the added material.

Experimental evidence shows that adding nanoparticles improves ionic mobility. This

enhancement can boost energy conversion efficiency, allowing batteries to deliver more

power with fewer losses. As a result, using passive fillers enhances both safety and

overall battery performance [95].

Passive fillers significantly improve the mechanical properties of batteries. Some studies

like ref. [94] demonstrate an ehancement of the mechanical properties. In their study

they add SiO2 to PEO ClO4 and study the dependence of the tensile strength with

the weigh fraction of ceramic content until 15% and it had a positive impact on the

magnitude. Thus they concludeed that the addition of SiO2 nanoparticles improves

flexibility and mechanical stability of the elerctrolytes. The incorporation of these

ceramic fillers can also help stabilize the electrode-electrolyte interface [94, 53, 59, 96],

reducing undesired side reactions that can contribute to capacity fade over time [97].



CHAPTER 1. INTRODUCTION 17

Figure 1.9: Arrhenius plots of the conductivity of ceramic-free PEO–LiClO4 and of
nanocomposite PEO–LiClO4 10%wt TiO2 [53] and PEO–LiClO4 10%wt Al2O3 polymer
electrolytes [59] (PEO:LiClO4 = 8:1 in all cases).

Furthermore, the introduction of passive fillers can also improve the thermal stability of

the electrolyte [98, 99], showing results where the HSE is thermally stable until values

of 220ºC. Also, in reference [99] they study the interfacial stability and the stability

they show results for a 15% nanoparticle weigh in the system made of Li/PUA-SiO2 and

the results show a constant overvoltage for the samples containing more than 15 wt %

SiO2 additive polymer electrolyte even after 1500 cycles, indicative of high stability with

metallic lithium. A stable interfacial layer in an electrolyte prevents unwanted chemical

reactions, enhances battery durability, reduces internal resistance, and improves safety,

ensuring efficient and long-lasting battery performance.

Among all the possible oxide materials suitable for electrolytes [100, 101, 95], SiO2

(silicon dioxide) [59, 54, 102], TiO2 (titanium dioxide) [103, 104, 105], and Al2O3

(aluminum oxide) stand out as the three most common options [53, 106]. These

materials, traditionally employed around two decades ago, have recently regained

research momentum due to ongoing investigations into their potential applications in

hybrid electrolytes [106].

In this study, we specifically focus on exploring the properties and behavior of SiO2

and Al2O3 as electrolyte materials, with a particular emphasis on SiO2. Silicon dioxide,

commonly known as silica, exhibits a remarkable combination of attributes that make

it a compelling candidate for electrolyte applications. Its inherent chemical stability,
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Figure 1.10: Snapshot of simulated Al2O3 represented by VMD visualization tool
(left) and SiO2 (right). The colocode for the alumina is: oxigen (cyan) and aluminium
(pink). While for Silica the colorcode is: silicium (orange), oxigen (yellow) and hydro-
gen (white).

wide availability due to its abundance in nature, and ability to facilitate ion transport

make it a material of significant interest for use as a ceramic in hybrid electrolytes

[53, 107, 108]. Moreover, SiO2 offers adjustable properties based on factors such as

particle size, morphology, and surface modification, allowing for tailored electrolyte

formulations to meet specific performance requirements. The incorporation of SiO2 into

the electrolyte matrix has shown promising results in mitigating dendrite formation, a

significant challenge in rechargeable lithium-ion batteries. Importantly, some references

[53, 59] clearly demonstrate an enhancement in the conductivity of PEO electrolytes

with the addition of SiO2 and Al2O3.

As for Al2O3 (alumina), it is another notable candidate to fulfill the role of a passive

filler. Similar to SiO2, Al2O3’s surface characteristics and particle morphology can be

tailored to suit specific battery configurations and performance requirements [53, 101].

The ceramic fillers under study are consistently at the nanometer scale, a practice

rooted in research on hybrid electrolytes from over two decades ago. Croce et al.

illustrated how nanometer-sized inert fillers enhance electrolyte ionic mobility and re-

duce crystallinity compared to pure SPEs [53]. One significant advantage of using

small ceramic particles is the improved surface-to-volume ratio. Researchers attributed

the observed conductivity increase to interactions between Lewis acidic sites on the

nanoparticles’ surfaces and both anions and PEO segments [101]. These interactions

facilitate the release of more available lithium ions, generating additional amorphous
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regions that facilitate charge carrier movement. Hydroxyl groups on oxide nanoparti-

cles’ surfaces were thought to play a role in these interactions within hybrid polymer

electrolytes (HPEs) [109]. Thus, working with nanoscale nanoparticles offers a distinct

advantage over larger filler particles. Research in the field has primarily centered on

ceramic nanoparticles [110, 102], and our study exclusively employs SiO2 and Al2O3

nanoparticles.

This investigation encompasses both structural (explored in Chapter 3 for SiO2 and

Chapter 5 for Al2O3) and dynamical properties (examined in Chapter 4 for SiO2 and

Chapter 5 for Al2O3) of the two HSEs and the corresponding SPE electrolytes under

various conditions. Our analysis delves into critical aspects such as the radial distribu-

tion function and coordination number to understand structural properties, while dy-

namical properties are analyzed through the examination of conductivity, mean squared

displacement, and diffusion coefficients of ionic species. Through this research, our the-

sis aims to provide a conclusive assessment of the effectiveness of incorporating ceramics

into the domain of solid electrolyte materials.

1.3 Precursor data

In this section, we will explore key studies in the field of Hybrid Solid Electrolytes

(HSEs). The research on hybrid electrolytes finds its roots in the history of Li-ion bat-

teries during the late 20th century, with significant developments occurring primarily

in the 1970s and 1980s [111]. The emergence of Li-ion batteries also brought attention

to solid-state electrolytes (SSEs). However, progress in this area was hindered by

the challenge of finding materials that could simultaneously meet the mechanical and

electrochemical requirements of SSEs, leading to initial setbacks [112].

1.3.1 Experimental data

Experimental exploration of hybrid electrolytes gained relevance around two decades

ago, featuring influential researchers of that era such as Croce [53, 113, 101] and

Scrosati [59, 54]. Nevertheless, research on hybrid electrolytes has gained momentum

over the last decade, driven by an increased focus on identifying suitable material

options to effectively contribute to hybrid configurations, encompassing ceramics and

polymers [114].

On the experimental front, there is a wealth of literature supporting the hypothesis that

the introduction of hybrid solid electrolytes significantly enhances ionic conductivity,

both through the utilization of active [41] and passive fillers [115, 116, 117, 53, 118, 59,



CHAPTER 1. INTRODUCTION 20

113, 119, 96, 101]. These studies demonstrate promising and encouraging outcomes in

this domain. Particularly, the integration of passive fillers into the system has been

the subject of extensive investigation for approximately two decades, showcasing the

enduring relevance of this area of study.

For passive fillers, researchers have proposed two main complementary hypotheses to

explain the observed behavior [93]. It’s widely accepted that the addition of ceramic

nanoparticles to semicrystalline PEO reduces the crystallinity of the system [120, 121,

90, 91].

In reference [90], the researchers conducted an analysis of X-ray diffraction (XRD) pat-

terns to investigate changes in the crystalline structure. They observed a significant

reduction in the intensity of sharp peaks corresponding to the crystalline structure when

SiO2 nanoparticles were added. Additionally, they examined the thermograms obtained

through differential scanning calorimetry (DSC) during both heating and cooling pro-

cesses. Notably, even after the prior addition of EMIHSO4, which already exhibits

a plasticizing effect, the introduction of SiO2 led to a substantial reduction in crys-

tallinity. Figure 1.11 visually represents this observation, highlighting the usefulness of

this common technique for assessing variations in crystallinity.

This deliberate reduction in the crystalline phase gives rise to an amorphous phase, a

critical factor that promotes ion transport throughout the bulk, thereby enhancing the

overall conductivity of the system. Fully amorphous solid polymer electrolytes (SPEs)

can achieve conductivity values in the range of 10−5 to 10−4 S/cm at room temperature

[120]. This is because lithium ions are unable to migrate through the crystalline phase,

as demonstrated in reference [122]. In their study, the researchers conducted in-situ

c-AFM characterization of a 50 wt.% LLZO-PEO(LiClO4) electrolyte at varying tem-

peratures. They observed that conductivity occurred mostly in the amorphous regions,

which they identified by analyzing the adhesion and Young’s modulus of these regions

within the material, as it can be seen in figure 1.12.

While the notion that adding fillers reduces conductivity is widely accepted in the

literature, it alone cannot explain why nanoparticles enhance polymer conductivity

above the melting temperature (Tm) [101]. Hence, while this initial hypothesis offers

valuable insights, it falls short of fully explaining the conductivity-enhancing effects of

nanoparticles, as observed in references such as [53, 113, 101, 59, 54].

The complementary hypothesis is that the addition of nanoparticles leads to the

formation of an interface between the bulk SPE and the nanoparticle surface [41,

120, 123]. Within this interfacial zone, the structure of the PEO matrix undergoes
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Figure 1.11: DSC heating and cooling thermograms of PEO film, PEO–EMIHSO4,
and PEO–EMIHSO4–10% SiO2. From ref. [90]

Figure 1.12: In-situ c-AFM characterization of Li-ion migration in pure PEO(LiClO4)
at 30 °C and 55 °C: (a) topography at 30 °C; (b) topography, (c) Young’s modulus and
(d) adhesion at 55 °C; (e-h) c-AFM current under (e) 0 V, (f) 1 V, (g) 2 V and (h) 3
V at 55 °C. From ref. [122]
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a reorganization, giving rise to vacant spaces that facilitate the movement of ions,

subsequently leading to the development of a charge-rich space due to the interaction

with the ceramic nanoparticle surface. This reorganization of the surface would further

enhance the ionic conductivity in this surfacial region.

Recent studies have presented contrasting findings that question the established hy-

pothesis regarding nanoparticle effects on electrolyte dynamical properties [124, 107,

125, 126]. These investigations have observed a detrimental impact on conductivity

upon the addition of ceramic nanoparticles, initiating a debate within the scientific

community. This debate centers on whether ceramic nanoparticles truly enhance the

ionic conductivity of pure polymeric electrolytes and, if so, the underlying mechanisms

driving any potential conductivity enhancement due to nanoparticle integration.

Moreover, empirical investigations conducted by Tekell [125] shed light on the signif-

icance of humidity-induced water absorption in altering conductivity. In their exper-

iment, they note that well-dispersed silica nanoparticles lead to a decrease in ionic

conductivity. Comparing their findings to numerous previous experiments conducted

two decades ago, many of which have already been cited here [53, 113, 101, 54, 59, 96],

Tekell’s work acknowledges these differences and attributes them to two main factors:

nanoparticle dispersion, as their well-dispersed study may differ from other studies, and

the possible presence of trace amounts of water in other works, which can significantly

affect the results.

Regarding the influence of humidity-dependent water uptake on conductivity, Fullerton

and colleagues explored this phenomenon in ref. [126]. Their experiments demonstrate

how the crystallinity of the polymer changes over time, eventually reaching equilibrium

conditions. However, the time required to reach this equilibrium differs significantly

between systems exposed to dry and humid conditions. Under dry conditions, crystal-

lization takes three days, while under humid conditions, it extends to three weeks, as

evidenced by corresponding DSC scans (Figures S3 and S5). Furthermore, DSC scans

exhibit distinct shapes between filled and unfilled polymers in humid conditions, an

effect absent in dry conditions. These early fluctuations in crystallinity, particularly in

the initial days post-synthesis, critically impact the conductivity of these electrolytes.

Additionally, the timing of conductivity analysis is crucial, as illustrated in Figure

1.13. This figure reveals a substantial conductivity shift in dry conditions between

samples synthesized for one day and those for fourteen days. High humidity conditions

significantly prolong the time needed for the polymer to reach its final crystallization

state while also enhancing electrolyte conductivity. Additionally, humidity tends to

amplify the conductivity-altering effects of nanoparticles.
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Figure 1.13: Conductivity vs. temperature 1 day after heating and14 days after heating
for the 8:1 sample with and without NPs. From ref. [126]

.

This complexity underscores the critical role of humidity conditions in these systems,

emphasizing the importance of conducting experiments under very dry conditions. Di-

vergent results in the literature regarding the benefits of adding ceramic nanoparticles

to solid polymer electrolytes may, in part, be attributed to variations in humidity levels

during experimentation.

1.3.2 Computational data

In recent years, the application of computational methods has emerged as an indispens-

able tool for discerning the structural and dynamic properties inherent in polymeric

systems [127]. While significant progress has been made through Molecular Dynamics

(MD) simulations in the investigation of bulk PEO-LiTFSI systems, the research about

incorporating fillers has remained relatively unexplored within this computational

framework. Instead, MD studies have primarily focused into the dynamics of ions and

polymers, as well as the atomic coordination within the PEO-LiTFSI matrix [128, 129].

Despite the substantial experimental literature in this field, computational studies are
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relatively scarce. The intricate nature of hybrid solid electrolytes presents a formidable

challenge for computational modeling, contributing to this disparity. Notably, com-

putational investigations have yielded varying results when assessing the impact of

nanoparticle integration. While there are a few computational studies reporting in-

creased conductivity with nanoparticle introduction [130], they remain limited in num-

ber. In contrast, in computational studies, it is more common to come across research

indicating a negative impact resulting from nanofiller addition, as seen in refs. [131,

132, 133, 134]. These studies have shifted our previous understanding of nanoparticle

effects, highlighting a complex interplay between nanoparticles and electrolyte behav-

ior. Mogurampelly conducted three separate investigations [132, 133, 134] across vari-

ous solid polymer electrolytes with differing ionic and thermal conditions, consistently

demonstrating a detrimental impact on conductivity due to nanoparticle addition.

In this thesis we use molecular dynamics techniques to investigate the properties of

PEO-matrix HSEs with SiO2 and Al2O3 as a passive fillers, across a range of ceramic

concentrations, geometries, ionic concentrations, and temperatures. By running molec-

ular dynamics simulations at temperatures above the Tm of PEO we ensure that any

possible effect from the polymer’s crystallinity is eliminated.

While prior computational studies have explored hybrid solid electrolytes (HSEs), there

appears to be a gap in the research regarding the use of SiO2 as a filler. Existing studies

have predominantly focused on other fillers such as TiO2 and Al2O3 [135, 131, 130,

132]. Additionally, these previous investigations have primarily concentrated on lithium

transport pathways due to its close interaction with PEO. In contrast, our research

takes a comprehensive approach by examining both dynamical and structural properties

across a wide range of ionic and ceramic concentrations. We also establish correlations

between individual conductivities, transference numbers, and the coordination numbers

of different atoms.

Furthermore, this study delves into the structural consequences of incorporating

nanoparticles, specifically the interactions between the solid polymer electrolyte (SPE)

and the ceramic nanoparticle surfaces. Through simulations, we gain atomic-level

insights into the structure and dynamics of HSEs, shedding light on the intermediate

phase that forms between the SPE and nanoparticle surfaces. These findings offer

fundamental insights into HSE behavior, which can significantly contribute to the

development of high-performance solid electrolytes for advanced energy storage

systems.
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1.4 Utility of HSEs: Contradictions in the literature and

discrepancies between authors

In the preceding section of this thesis, we thoroughly reviewed the literature on Hybrid

Solid Electrolytes (HSEs), encompassing both experimental and computational aspects.

Our comprehensive examination unveiled a recurring theme of contradictions and dis-

crepancies within the literature, particularly regarding the influence of nanoparticles

on HSE conductivity.

Notably, there exists a considerable body of experimental research conducted over the

past two decades, with prominent studies by Croce [53, 113, 101] and Scrosati [59, 54]

that initially supported the notion that the inclusion of ceramic nanoparticles signif-

icantly enhances ionic conductivity. This positive trend in experimental findings per-

sisted for quite some time and was further substantiated by various other researchers

[115, 116, 117, 53, 118, 59, 113, 119, 96, 101, 54, 92, 136]. Correspondingly, fewer

computational examples corroborate these findings, as seen in [130].

However, a more recent wave of research, particularly in computational studies, has

introduced conflicting outcomes. These computational investigations, as exemplified by

Mogurampelly [132, 133, 134, 125], have consistently demonstrated a detrimental impact

on conductivity due to nanoparticle addition, thereby challenging the conventional

understanding of nanoparticle effects in HSEs.

Another dimension of complexity arises from Fullerton and colleagues’ research [126],

which emphasized the role of humidity-dependent water uptake on conductivity. Their

experiments revealed that the crystallinity of polymer electrolytes evolves differently

under dry and humid conditions, ultimately impacting conductivity.

This complexity underscores the critical role of humidity conditions in HSE behavior

and raises questions about the reproducibility and reliability of experimental results in

various environmental settings.

In this thesis, we aim to address these contradictions and discrepancies in the literature

by conducting a systematic exploration of HSEs. Our study centers on comprehend-

ing the impact of passive fillers, specifically silicon dioxide (SiO2) and aluminum oxide

(Al2O3), on HSE conductivity. By employing molecular dynamics simulations at tem-

peratures above the melting point of polyethylene oxide (PEO), we eliminate potential

inaccuracies stemming from polymer crystallinity. Our investigations encompass a wide

range of ceramic concentrations, geometries, ionic concentrations, and temperatures.

This approach offers a unique opportunity to gain insights into the structural and

dynamic properties of HSEs, shedding light on the behavior of the intermediate phase

between the solid polymer electrolyte (SPE) and the nanoparticle surface. Our findings
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have the potential to contribute to the design of high-performance solid electrolytes for

advanced energy storage systems.

In summary, this chapter has provided an overview of the contradictory nature of the

HSE literature and has highlighted the need for a systematic investigation to bridge the

gap between experimental and computational findings, offering a more comprehensive

understanding of this intriguing area of study.



CHAPTER 1. INTRODUCTION 27



Chapter 2

Methodology and Simulations:

Molecular Dynamics

2.1 Introduction

In recent decades, the integration of advanced computational methodologies with the

progress in computing power, driven by significant advancements in electronics, has

led to a noticeable increase in scientific research focused on computation [137, 138].

This growing trend highlights the significance of this innovative research approach as

an essential complement to experimental investigations across diverse fields.

Computational science is a multidisciplinary field that employs advanced computing

techniques to model, analyze, and solve complex equations representing real world

systems and phenomena. It encompasses a range of numerical methods and algorithms,

enabling researchers to gain insights and make predictions that might be impractical

or impossible through traditional analytical approaches. It offers several distinct

advantages over traditional experimental approaches and pure theoretical methods

[139]. These advantages stem from the unique capabilities of computational techniques

and their ability to bridge the gap between theory and experiment. Some key

advantages of computational science are:

• Cost and Resource Efficiency: Computational simulations and modeling sig-

nificantly reduce the need for expensive equipment, materials, and physical setups

that are often required in experimental research [140, 141]. This leads to cost

savings and allows researchers to explore a wider range of scenarios without the

constraints of practical limitations.

28



CHAPTER 2. METHODOLOGY AND SIMULATIONS: MOLECULAR
DYNAMICS 29

• Rapid Data Generation: Computational methods can generate vast amounts

of data in a relatively short time compared to the time-consuming nature of ex-

perimental data collection [142]. This speed facilitates the exploration of complex

systems and the testing of hypotheses across various conditions.

• Controlled and Manipulable Environments: Computational simulations al-

low researchers to investigate phenomena under controlled conditions that might

be challenging or impossible to achieve in experiments. Virtual environments

enable the manipulation of parameters and variables to understand their indi-

vidual and combined effects [140]. They also enable the exploration of extreme

conditions, such as high temperatures, pressures, or energy levels, which might

be dangerous or impractical to replicate in a laboratory setting [143].

• In-depth Insights: The ability to delve into microscopic or molecular scales

offers researchers a high level of detail, enabling a deeper understanding of un-

derlying mechanisms and properties within studied systems [144].

• Prediction and Hypothesis Testing: Computational models can serve as

predictive tools to test hypotheses before committing resources to experimental

research. This helps improve the efficiency and direction of experimental studies

[140].

• Reduced Ethical Concerns: In certain fields, such as medicine and environ-

mental science, computational models can replace the need for potentially eth-

ically complex or harmful experiments. They also help mitigate environmental

impacts associated with experiments [145].

• Multiscale Modeling: Computational methods excel at integrating analyses

across various scales, from the molecular level to macroscopic systems, providing

a comprehensive understanding of complex phenomena [146].

Computational science emerged in the mid-20th century to tackle increasingly complex

scientific problems [147]. The advent of electronic computers revolutionized research

by enabling large-scale data processing and analysis. In the latter half of the 20th

century, computing technology advanced significantly, thanks to mainframe and per-

sonal computers. This progress was driven by the continuous development of advanced

algorithms and powerful software tools, in line with Moore’s law [148]. These tools

empowered researchers to model complex phenomena, simulate real-world processes,

and experiment with scenarios resembling actual situations.

In the present times, computational methods have become integral to scientific research.

This marks a significant shift from an earlier era when research primarily depended on

experiments and theories. The rise of computational science adds a new perspective,
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providing researchers with a fresh way to understand complex phenomena [149]. This

shift reflects both the impressive progress in computational methods and a fundamental

change in how we explore and expand our understanding of the natural world.

Contemporary research benefits from computer science techniques [150, 151], evident

in the diverse tools that improve our understanding of complex phenomena and expe-

dite problem-solving across multiple disciplines, including polymer science [152]. For

instance, Monte Carlo simulations, initially used for particle interactions, now find

applications in particle physics, statistical mechanics, and nuclear engineering [153].

Finite Element Analysis (FEA) assists engineers in simulating mechanical systems’ be-

havior and optimizing designs without physical prototypes [154]. Molecular Dynamics

(MD) simulations offer insights into microscopic behaviors in molecular systems, aiding

drug discovery and materials design [155, 156]. Density Functional Theory (DFT) elu-

cidates electronic properties of materials, guiding progress in electronics and materials

science.

Computational science encompasses two main categories: modeling and simulations,

each offering distinct approaches and methodologies.

Modeling entails the creation of simplified representations of real-world systems, captur-

ing their essential characteristics while discarding finer details [157]. These models are

typically expressed through equations or diagrams, aiding in conceptual understanding

and hypothesis generation.

Simulations, on the other hand, go beyond abstraction, utilizing mathematical models

as blueprints to recreate both dynamic and static behaviors in a digital format [158].

This approach is particularly powerful in methods like Molecular Dynamics (MD) or

Density Functional Theory (DFT), where simulations explore the smallest scales of

matter, delving into the domain of individual atoms and electronic structures. Sim-

ulations enable the observation of complex system evolution over small time scales,

offering insights and illuminating phenomena across various domains.

Simulations are valuable tools in scientific research, approximating and replicating phe-

nomena, providing dynamic representations of system behavior over time. However,

they have limitations due to reliance on theoretical constructs that may lack preci-

sion in reproducing natural intricacies [159]. Researchers continually work to enhance

simulation accuracy.

Computational science offers advantages but is not an all-encompassing solution and

has constraints. It depends on model fidelity, requires empirical data validation, and

can be computationally intensive. Comprehensive insights often involve a balanced

integration of computational, experimental, and theoretical approaches, recognizing

both strengths and limitations in simulations [160].
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The pursuit of an absolutely precise description of natural phenomena remains ongo-

ing, though it is often an elusive and likely unattainable objective. Simulations offer a

valuable pathway, providing a closely approximated level of precision. The true signifi-

cance of computational methodologies emerges when they align with empirical results,

demonstrating reproducibility and expanding the scope for simulating various materi-

als. The manipulation of positions, configurations, and parameters becomes routine in

innovative research, a distinctive advantage of computational methods. Experimental

techniques excel in revealing macroscopic attributes and quantifying measurements but

fall short in understanding atomic-level intricacies due to inherent limitations. Fine de-

tails at the atomic scale evade direct experimental observation. In contrast, advanced

simulations offer a solution to these limitations and provide a detailed scientific explo-

ration. This section will delve into classical molecular dynamics techniques, one of the

most widely used simulation methodologies [161].

2.2 Molecular Dynamics

Classical Molecular Dynamics (MD) is a computational simulation technique in the

field of molecular modeling that investigates the temporal evolution of molecular

systems by numerically solving Newton’s equations of motion [162]. These systems

typically comprise atoms, molecules, or larger aggregates, and MD seeks to emulate

their behavior over time based on interatomic or intermolecular forces and energy

potentials. In an MD simulation, a molecular system’s initial state is defined by

specifying the positions, velocities, and often initial forces on each atom or molecule

[163]. Through iterative steps, the trajectories of these entities are calculated with

the help of numerically solving equations of motion, accounting for forces arising from

interactions with neighboring particles. By tracking the positions and velocities of

individual atoms or molecules, MD enables us to understand complex processes that

would be challenging or impossible to study experimentally [151].

The basis of Molecular Dynamics consists in treating atomic ions as objects that follow

the laws of classical mechanics. Consequently, the method aims to solve Newton’s

equations to determine the motion of the ions based on the forces exerted on each of

them, which will be explained and detailed in the next section. In essence, conducting

Molecular Dynamics (MD) simulations entails resolving partial derivative equations

(PDEs) of motion, often coupled with initial and boundary conditions, using finite

difference methods. These PDE solutions provide the particles’ positions and velocities

as functions of time. Newton’s second law equations are expressed as:
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dr⃗

dt
= v⃗

dv⃗

dt
= F⃗ , (2.1)

where r⃗ are the positions of the atoms, v⃗ corresponds to their velocities and F⃗ to their

forces. At the same time, according to the relationship between force and potential

energy:

F = −∇U, (2.2)

where U is the potential energy of the system. And thus, we obtain the PDEs:

m
d2r⃗

dt2
= −∇U, (2.3)

In order to solve equation 2.3 we make use of the Verlet algorithm [164]. This is

a commonly used algorithm to solve PDEs and the basis of this method consists in

defining r⃗ for a time infinitesimally greater than t and for a time infinitesimally lower

than t.

r⃗(t+ δt) = r⃗(t) + v⃗(t)δt+
a⃗(t)δt2

2
, (2.4)

r⃗(t− δt) = r⃗(t)− v⃗(t)δt+
a⃗(t)δt2

2
, (2.5)

Where δt is the timestep, equal to 1fs in our case. When both expressions are added,

the value of r⃗(t + δt) can be determined in terms of r⃗(t) and r⃗(t − δt), with a fourth

order error. If one equation is subtracted from the other instead of adding them, the

velocity value is obtained:

v⃗(t) =
r⃗(t+ δt)− r⃗(t− δt)

2δt
, (2.6)

This expression has a second order error and carries one of the main issues of this

method: lower precision in velocity calculation. On the other hand, its significant ad-

vantage is that it exhibits excellent energy conservation for reasonably large time steps.

Molecular Dynamics offers a unique advantage by providing a detailed, time-dependent

perspective on molecular systems. It can capture dynamic events and transient states.

MD is one of the best suited techniques for simulations that require a large number of

atoms and precision at the atomic level [163]. Other techniques like Coarse Grained
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models are much faster [165], as they simplify the representation of molecules by

grouping multiple atoms into a single ”bead” or particle, but by definition, it is

not precise enough to get insight into the atomic level. Monte Carlo simulations

are also faster to compute than molecular dynamics. Unlike MD, which tracks the

trajectories of individual particles, Monte Carlo simulations use statistical sampling

to estimate system behavior by generating random configurations and analyzing their

properties. They are particularly useful for studying thermodynamic properties and

equilibrium behavior, but they may not capture the same level of dynamic detail as MD.

Concerning the calculation of the forces, we encounter techniques like Density Func-

tional Theory (DFT), a computational methodology focused on evaluating electronic

structures and properties under equilibrium conditions. DFT represents the highest

level of precision in simulations, delving deep into the complexities of materials at the

electronic scale [166]. By solving the Hartree-Fock (HF) equations and incorporating

the principles of quantum physics, it achieves significantly enhanced precision, reach-

ing the electronic level of description. However, the elevated precision of DFT comes

with a trade-off. It demands substantial computational resources, limiting its applica-

tion to smaller systems and substantially shorter temporal scales by several orders of

magnitude [167].

Another typical option for simulations is the use of polarizable force field (PFF) meth-

ods. These methods are a viable choice for systems like ours and closely resemble to

classical molecular dynamics. Polarizable force field methods account for the changing

electron distributions around atoms, leading to more precise representations of inter-

actions involving significant charge transfer or polarization effects [168]. They capture

subtle aspects of molecular behavior that fixed-charge force fields might overlook, espe-

cially in systems with strong electrostatic interactions. However, due to their complex

treatment of electronic polarization, these methods demand more computational re-

sources.

In our research context, we opt for using non-polarizable classical molecular dynamics

(MD) due to its computational efficiency, which is essential for running large systems

over extended periods.

Advances in computing technology have propelled MD to the forefront of molecular

research. With specialized algorithms and high-performance computing, simulations

encompassing millions of atoms and spanning nanosecond or milliseconds have become

feasible. Such prowess enables scientists to scrutinize processes practically inaccessible

through experiments alone.

In essence, Molecular Dynamics overcomes physical experimentation limitations,

offering a window into molecules’ dynamic world beyond naked eye or traditional
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techniques. Its numerical exploration of atoms and molecules in motion has reshaped

our understanding and catalyzed breakthroughs across disciplines.

2.3 Description of the Force Field

Molecular dynamics simulations are fundamentally based on force fields, mathematical

models that define how atoms and molecules interact within a system [163]. These force

fields consist of equations and parameters that govern particle interactions, allowing

simulations to calculate the system’s potential energy based on the positions and types

of particles. They encompass terms representing covalent bonds, non-bonded interac-

tions (like van der Waals forces and electrostatic interactions), angles, dihedrals, and

more [169].

Force fields are essential in molecular dynamics simulations because they determine how

forces act on individual particles, influencing the system’s temporal evolution. Many

studies have been conducted to compare different options for specific materials [170].

In essence, the force field contains all the necessary information for running molecular

dynamics simulations.

A force field (FF) comprises two main components: equations and parameters. Multiple

sets of force fields are developed for atomic simulations, and the choice determines the

specific set of equations employed. Some notable examples of optimized force field sets

relevant to this study include CHARMM, AMBER, COMPASS, and OPLS-AA. These

sets feature subtle differences in their equations, often tailored to specific material types.

For instance, CHARMM [171, 172] and AMBER [173, 174] are well-suited for protein

modeling, while [175, 172] and COMPASS [176] are designed for simulating organic

molecules. Despite these distinctions, the central goal remains consistent: accurately

simulating organic materials. In our research, we selected the OPLS-AA force field due

to its compatibility with our case and the availability of force field parameters for all

elements in our simulations. This choice was made for its precision and efficiency.

When using OPLS-AA, the potential energy function is given by the sum over five

different terms:

U = Ecoul + ELJ + Ebond + Eangle + Edihedral, (2.7)

This potential energy is the one that drives the forces in Newton’s equations 2.1 and 2.3,

which describe the movement of the atoms. The interatomic potentials that describe

the force field in OPLS-AA are the following:
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Ecoul =
Cqiqj
ϵr

, (2.8)

ELJ = 4ϵLJ

[(σ
r

)12
−
(σ
r

)6
]
, (2.9)

Ebond = Kb(r⃗ − r⃗0)
2, (2.10)

Eangle = Ka(θ − θ0)
2, (2.11)

Edihedral =
1

2
K1 [1 + cos(ϕ)] +

1

2
K2 [1− cos(2ϕ)] +

1

2
K3 [1 + cos(3ϕ)]

+
1

2
K4 [1− cos(4ϕ)] ,

(2.12)

In these equations, C represents an energy conversion constant, qi and qj denote

the charges, ϵ is the dielectric constant, and ϵLJ and σ are the Lennard Jones (LJ)

parameters for energy and distance, respectively. Regarding the bonding terms, Kb

and Ka represent the bond and angle parameters, respectively. Here, θ signifies the

angle, while K1-K4 are the parameters of the dihedral potential, and ϕ is the torsional

angle defined by the quadruplet of atoms. Equations 2.8 and 2.9 correspond to the

nonbonding terms, id est, the Coulombic interactions and Van der Waals interactions

respectively, while equations 2.10, 2.11 and 2.12 correspond to the stretching, bending

and dihedral torsions between atoms in the same molecule. We applied the Lorentz-

Berthelot mixing rules to calculate the cross-terms of the Lennard-Jones coefficients:

ϵij =
√
ϵiϵj , (2.13)

σij =
1

2
(σi + σj) , (2.14)

Molecular dynamics simulations were carried out using the LAMMPS simulation pack-

age, applying periodic boundary conditions in all three dimensions of space. We trun-

cated the nonbonding terms in equations 2.8 and 2.9 with a cutoff distance of 10
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Å, while long-range Coulombic interactions were computed using a particle-particle

particle-mesh Ewald solver (PPPM) with a relative accuracy of 10−4.

Atoms within macro-molecules interact with neighbors separated by up to three bonds

via an intramolecular potential, Vintra = V b+V a+V d, sum of a stretching 2.10, bending

2.11 and dihedral 2.12 torsion terms. The complete force fields used in this part of the

research are available in the supplementary data. We used the standard method of

excluding or reducing the pair interactions of Eqs.(2.8 and 2.9) by setting weighting

coefficients (wb, wa, wd) = (0, 0, 1/2) for atoms involved in Eqs.(2.10, 2.11 and 2.12),

while w = 1 for further atoms. Numerous examples of this technique can be found in

the literature, as demonstrated by [177, 178].

The OPLS all-atom (OPLSAA) force field is an empirical, non-polarizable model that

was originally developed for its use on organic molecules and peptides [175]. However,

due to its accuracy and efficiency, this classical force field has been widely adopted in

many areas of polymer science [179], ranging from battery applications to pharmacolog-

ical research [180, 181]. The parameters of the FF rule the interactions between atoms

which determine its movement at each timestep. The parameters of the force field have

been optimized and reviewed several times, and the creation and optimization of force

fields are active areas of research by themselves.

In addition to the equations, another fundamental aspect of force fields is the atom

parameters. These parameters consist of specific numerical values assigned to each

atom type within the simulation. These values are subsequently used in the equations

as constants, providing unique identities to each set of atoms. Each atom type has

its distinct set of parameters, which must be incorporated into the equations of the

corresponding force field. It is important to note that even if certain atoms share

the same element on the periodic table, they may still require different force field

treatments. This distinction is necessary whether these atoms are part of different

molecules or within the same molecule but involved in different bonds. This means

that, for example, an oxygen atom within PEO has different force field parameters than

an oxygen atom in SiO2. This difference arises from variations in their surrounding

environments and bonded atoms. These considerations are critical when calculating

their respective parameters.

The accurate calculation and optimization of force field parameters represent a signifi-

cant research pursuit in their own right, with examples like ref [182]. Some researchers

dedicate their scientific efforts solely to this specific area of study, given its inherent

complexity and time consuming nature. As this is a complex and time-intensive do-

main domain of research, we will not engage in the creation and optimization of our

own force field parameters. Fortunately, there is an abundance of literature references

and databases that detail their own meticulously optimized force fields, which we will
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PEO

atom type q (e) ϵ (kcal/mol) σ (Å)

H1 0.092 0.03 2.5
H2 0.42 0 0
C 0.0072 0.066 3.5
O1 -0.38 0.14 2.9
O2 -0.59 0.17 3.12

TFSI

N -0.528 0.17 3.25
S 0.816 0.25 3.55
O -0.424 0.21 2.96
C 0.28 0.066 3.5
F -0.128 0.053 2.95

Lithium

Li 0.8 0.166 1.506

SiO2

H 0.36 0.0 0.0
O1 -0.495 0.17 3.0
O2 -0.6075 0.17 3.12
Si 0.99 0.1 4

Al2O3

O -0.945 0.155 2.8
Al 1.4175 0.155 2.2

Table 2.1: Non-bonding coefficients of the force field of all the different types of atoms
in the simulations.

use. Nevertheless, in a subsequent chapter of this thesis, we will also undertake minor

force field modifications manually to explore how the original force field responds to

slight variations.

The charges of the atoms used in the simulations are summarized in Table 2.1, and

additional details regarding the force field parameters can be found in the Appendix.

2.4 Simulation procedure

To effectively solve Equation 2.3 and simulate atomic motion within our system, we

must carefully define initial and boundary conditions. The initial conditions involve

specifying particle coordinates, velocities, and external forces as the simulation begins.

Meanwhile, boundary conditions encompass a broader set of considerations, including

periodic boundary conditions, statistical ensembles, and external forces.



CHAPTER 2. METHODOLOGY AND SIMULATIONS: MOLECULAR
DYNAMICS 38

Periodic boundary conditions are often employed, allowing particles leaving one bound-

ary to re-enter from the opposite side. This approach facilitates interactions across

boundaries, effectively treating a small cell as a representative volume element for a

much larger system, reducing computational demands to some extent. However, the use

of periodic boundary conditions introduces translational periodicity, potentially con-

flicting with the behavior of amorphous materials and occasionally causing disparities

between simulation and experimental outcomes [183].

To mitigate these periodicity-related effects, the simulation system must be sufficiently

large, which, in turn, increases computational requirements. Striking the right balance

between precision and computational cost is a critical consideration in our simulations.

This balance ensures that our results align as closely as possible with experimental

observations, addressing the challenges posed by periodic boundary conditions as we

study atomic motion.

The thermodynamic ensemble is another crucial condition in MD simulations [184]. A

thermodynamic ensemble refers to a collection of multiple microscopic states that share

the same macroscopic properties like temperature, pressure, and volume. It represents

a statistical framework for studying the behavior of a system in equilibrium. Some of

the most important ensembles are the following:

1. NPT Ensemble: In the isothermal-isobaric ensemble, the simulation maintains

a constant number of particles, pressure, and temperature within the system.

The system’s volume is allowed to change to accommodate variations in pressure

and temperature. This ensemble is frequently employed when relaxing systems

to their equilibrium state.

2. NVT Ensemble: The canonical ensemble keeps the number of particles, volume,

and temperature constant during the simulation. It is commonly used for studying

systems at a fixed temperature, making it suitable for investigating materials

undergoing phase transitions. This ensemble is typically employed to collect data

after the system has reached thermal equilibrium.

3. NVE Ensemble: In the micro-canonical ensemble, the number of particles,

volume, and total energy of the system remain constant. This ensemble is used

to model isolated systems where no exchange of particles or energy with the

surroundings occurs. It’s commonly employed to study the time evolution of a

system without external influences.

In our case we are just going to use NVT and NPT thermodynamic conditions. The

reason for not using NVE is simply that it does not suit the nature of our simula-

tions, that want to reproduce a realistic system where what is constant is pressure and

temperature or volume and temperature.
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In the next subsections we will explain all the process of simulation and the different

steps on it, as well as some explanations about the software that has been employed to

run MD simulations during the research.

2.4.1 LAMMPS

In order to run molecular dynamics simulations, a suitable program is required to

perform the necessary calculations. Among the available options, we have chosen

LAMMPS [185]. LAMMPS (Large-scale Atomic/Molecular Massively Parallel Sim-

ulator) stands out as an extensively used open-source software package tailored for

simulating and modeling molecular dynamics, as well as Monte Carlo simulations, at

a microscopic or atomistic level. It is developed and distributed by Sandia National

Laboratories and its primary purpose is to analyze the behavior, interactions, and

properties of materials on atomic and molecular scales.

LAMMPS demonstrates remarkable versatility by enabling the simulation of diverse

material types, including solids, liquids, gases, and biomolecules. This software em-

powers researchers to explore an extensive array of physical and chemical phenomena.

These encompass the analysis of material properties, molecular interactions, chemical

reactions, and phase transitions, among other notable examples. Our specific area of

interest revolves around molecular interactions, which captures our attention due to

both its extensive range of available options and its widespread application in the field

of polymeric systems.

LAMMPS provides a simulation environment offering many tools for system manipu-

lation, data restarts, and information extraction. Its user friendliness lies in its stream-

lined approach: a data file and an input file containing essential directives suffice for

complex MD simulations. The input file covers vital details such as atom configura-

tions, force fields, positions, and molecular topology. Even data from prior simulations

can be utilized, allowing for a simple continuation. These conveniences, coupled with

the extensive array of options for managing simulation data, establish LAMMPS as one

of the most frequently employed tools in the field of MD simulation.

2.4.2 Initialization

The first step before simulation consist in setting all the initial conditions. This en-

compasses the establishment of initial positions and correct bonding arrangements for

all elements within the system, as well as the acquisition of force field datasets for each

atom type and the preparation of input files for the simulation software.
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To facilitate the setup of initial positions and bonding within the system, we have

employed a combination of our custom codes with CHARMM-GUI [186, 187, 188].

CHARMM-GUI is a versatile software application that facilitates precise initialization

for various materials, including polymer systems and ceramic particles. In the following

section, we will provide a detailed overview of this program and offer insights into the

data initialization process.

CHARMM-GUI

CHARMM-GUI is an open-source program designed to assist scientists from various

fields, particularly those engaged in atomic simulations, and more specifically, molecular

dynamics. This program employs a range of algorithms to initialize different types of

atomic structures.

When creating a melted polymer system, such as polyethylene oxide (PEO),

CHARMM-GUI follows a systematic approach to set up the simulation [189]. It involves

several essential steps:

1. Polymer Chain Construction: It begins by constructing the polymer chain, allow-

ing users to specify the desired units and chain length.

2. Force Field Parameter Assignment: The program assigns force field parameters

to ensure accurate modeling of the polymer’s behavior.

3. Topology Generation: CHARMM-GUI generates the necessary connectivity in-

formation (topology) for the polymer, defining bonds, angles, dihedrals, and non-

bonded interactions.

4. Solvation: Solvation is accomplished by introducing solvent molecules, usually

water, into the system. This solvators can be eliminated in the final datafile.

5. Energy Minimization: To optimize atomic positions and eliminate steric clashes,

an energy minimization step is performed, employing algorithms like the conju-

gate gradient method.

6. Equilibration: Equilibration ensures the system reaches a stable state.

CHARMM-GUI employs the Nose-Hoover thermostat and barostat for this pur-

pose.

7. Handling Long-Range Interactions: To efficiently manage long-range electro-

static interactions, methods like Particle Mesh Ewald (PME) or Particle-Particle-

Particle-Mesh (PPPM) are employed.

CHARMM-GUI is primarily oriented towards simulating molecular systems, partic-

ularly biological macromolecules, including polymer gels, solvents, membranes, and
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solvated polymers. However, despite its primary focus on biomolecular simulations,

CHARMM-GUI is also equipped to generate inorganic materials, such as nanoparticles

and other types of inorganic systems [190]. This versatile tool allows users to gener-

ate, optimize energy states, and initialize systems independently, as well as combine

different materials.

In our specific case, we employed CHARMM-GUI for simulating both pure polyethylene

oxide (PEO) polymeric systems and hybrid systems involving ceramic nanoparticles.

This was made possible through CHARMM-GUI’s versatile multicomponent assembler

package [191]. These hybrid systems often start with an initial hybrid input generated

using CHARMM-GUI. However, in certain situations, such as when altering nanopar-

ticle sizes, we directly incorporated these nanoparticles into LAMMPS. In those cases

CHARMM-GUI provided us with initial files for the pure ceramic materials we studied.

This adaptability of CHARMM-GUI makes it a valuable resource for researchers

working on a wide range of materials and simulations, allowing for flexibility in

material combination and simulation setup.

First steps of molecular dynamics

After settling the initial positions of the polymer or the hybrid electrolyte, the next

step involves adding ions to the system. CHARMM-GUI offers a feature for including

a salt within the system. However, their database does not always provide sufficient

information to create complex anions like TFSI. Consequently, we must introduce the

salt separately. To generate TFSI, we first gathered force field information and used

this data to create an initial configuration with atoms placed at equilibrium distances

[192]. We accomplished this using external programs, such as Python (further discussed

later in this chapter). Subsequently, we optimized the energy of the TFSI molecule by

allowing a single TFSI entity to evolve within LAMMPS.

Once we established the initial TFSI structure, we introduced both lithium ions and

TFSI ions into the electrolyte. Their positions were randomized using tools available

in LAMMPS. It is essential to note that when the electrolyte contains nanoparticles,

it is imperative to define exclusion regions around the nanoparticles. This precaution

prevents ions from being placed directly inside the ceramic material. Typically, the

addition of ions constitutes one of the final steps in the initialization process.

A critical aspect of the system’s initialization involves determining the number of atoms

within the simulations. The number of atoms can vary significantly across different

studies of the thesis. For some specific sections of the research, the atomic concentra-

tions within the system are intentionally adjusted, ranging from high to low concen-

trations for ions and nanoparticles. The one constant element in all our simulations
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is the presence of 100 PEO molecules, equivalent to a total of 14,300 atoms. These

PEO molecules consist of 20 ethylene oxide (EO) units and are terminated with two

hydroxyl groups. To assign force fields and charges to these PEO molecules, we utilized

LigParGen software [193, 194, 195], which is based on Jorgensen’s OPLS potentials.

Another critical aspect to consider during system generation is the number of nanopar-

ticles. This process is typically more straightforward to perform with LAMMPS than

with CHARMM-GUI. Our typical approach involves replicating the system, removing

any excess polymer, and then adjusting the system’s volume isothermically until it

reaches the desired volume.

Finally, prior to starting the actual simulations, we introduce controlled changes in the

system’s volume. This allows atoms plentiful space to move and exchange positions,

helping to prevent the formation of potential metastable phases where atoms may

become trapped. Additionally, we gradually raise the system’s temperature and let it

evolve in the NVT ensemble for 2 nanoseconds before proceeding towards the target

volume.

In specific cases within this study, additional steps may be necessary, and these will

be explicitly addressed in their respective sections. However, for the majority of

simulations, the procedures mentioned above are enough to cover the essential steps.

In the following sections we will explain the details about the running steps of the

LAMMPS program from the initialized system to the production run.

2.4.3 Running steps

Once all initial data and atom positions are set, the molecular dynamics (MD) simu-

lations are conducted using a structured process. This process involves various steps,

tailored to the specific research objectives. Our simulations utilize both the NPT

(isothermal-isobaric) and NVT (canonical) ensembles, employing periodic boundary

conditions to account for all three dimensions of space. The Nose-Hoover thermostat

and barostat are applied with a timestep of 1 femtosecond (fs), and the simulation is

run through the following sequential stages:

1. Annealing phase: The simulation begins with an annealing phase initiated at

1000 K using the NPT ensemble, lasting for 1 nanosecond (ns). Subsequently,

over the next 1 ns, the temperature gradually decreases to reach the target value.

During this cooling phase, temperature adjustments are controlled with a damp-

ing time of 100 timesteps, while pressure adjustments employ a damping time of

1000 timesteps. Annealing is a controlled temperature manipulation technique
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used to modify or optimize a system’s structure by subjecting it to cycles of grad-

ual heating and cooling [196, 197]. The heating process always happens above

the intended study temperature.

2. Equilibration at high temperature: Following the initial annealing, a second

annealing phase elevates the temperature back to 1000 K over 1 ns. This is

followed by an 4 ns period at 1000 K. This extended equilibration allows the

system to overcome any remaining energy barriers at elevated temperatures. The

repeated annealing process helps mitigating initial biases and promotes relaxation

of the system’s configuration.

3. Thermalization and cooling: After the equilibration at high temperature, the

temperature is gradually reduced over a period of 2-4 ns. The final cooling is

done slowly to avoid the development of metastable phases resulting from rapid

equilibration outside the system’s equilibrium state. This is followed by an ad-

ditional equilibration phase lasting 8 nanoseconds, ensuring the system reaches a

stable state before data collection.

4. Production run at target temperature: Upon reaching the desired tem-

perature, the production run is initiated. During this phase, essential data is

collected to analyze the behavior of the system. In the majority of simulations

within this research, the production run spans 60 ns, during which data is gath-

ered for subsequent analysis. Notably, results are averaged across various initial

time points, specifically at intervals of 50 picoseconds (ps). This approach ensures

the robustness of the conclusions drawn from the simulation.

Highlighting the time required for these simulations is essential, a frequently overlooked

aspect in scientific research and particularly crucial for MD runs [198]. Data scientists

using computational tools must meticulously plan and deeply consider the time invest-

ment necessary for their ”computational experiments”. Just as in traditional experi-

ments, comprehensive organization and careful consideration of all relevant factors are

imperative before starting any computations. On average, each simulation, spanning

from the annealing phase to the end of the production run, demands approximately

1 week of computation on a supercomputer, employing 2 nodes with 40 cores each,

making a total of 13440 hours of CPU time. However, this timeframe can vary signifi-

cantly, primarily driven by the diverse sizes of systems, a crucial factor in this type of

simulations.

For more insight into the methodologies employed, specific code examples utilized for

simulating our systems are provided in the appendix section.



CHAPTER 2. METHODOLOGY AND SIMULATIONS: MOLECULAR
DYNAMICS 44

2.4.4 Analysis and Visualization

Simulation analysis was predominantly conducted using external programs rather

than relying solely on LAMMPS. While LAMMPS offers automated tools for tasks

like calculating centers of mass and radial distribution functions, external programs

afford greater flexibility for precise and customizable analysis. This approach permits

adjusting and restarting analysis codes as needed, contrasting with LAMMPS where

everything must be predefined, and MD simulations are notably time-intensive

compared to data parsing.

In this research, Python 3 was the primary tool for analysis. Python stands as a

widely recognized high-level programming language known for its readability and

adaptability [199, 200]. Its widespread adoption spans domains like web development,

data analysis, and scientific research, facilitated by its intuitive syntax and extensive

libraries.

Through Python, we have written numerous programs of diverse code to analyze our

system’s characteristics. Notably, an example showcasing the calculation of mean

squared displacement and conductivity can be found in the appendix section.

Regarding the visualization, we have employed VMD as our primary tool for repre-

senting molecular structures. VMD is a versatile software tool capable of visualizing,

analyzing, and modeling molecular structures and dynamics [201]. In Figure 2.1, you

can observe visualization examples of the electrolyte under study in this thesis, as well

as representations of individual simulation elements.

Visualization tools like VMD are essential in this type of research for elucidating com-

plex molecular structures and dynamics, facilitating data interpretation, and helping

in the discovery of insights that may not be apparent from raw data alone.

2.5 Transport properties

In the study of lithium-ion batteries, understanding transport properties is crucial, es-

pecially in the context of hybrid electrolytes. These properties, diffusion, conductivity

and related phenomena, are vital for the performance of the batteries. The main objec-

tive of this research revolves around whether if the addition of nanoparticles enhance the

SPE’s conductivity. In this section, we delve into the intricacies of transport phenomena

within these hybrids, leveraging computational methods and theoretical frameworks.

By shedding light on these dynamics, we contribute to optimizing lithium-ion batteries,
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Figure 2.1: Images of the system of study visualized by VMD. (a) Snapshot of the full
system showing four elements: lithium (red), TFSI (green), SiO2 (yellow and white)
and PEO (lines). (b) SiO2 with hydrogen (white), oxygen (yellow) and silicon (orange).
(c) Snapshot of the PEO surrounding the lithium (red) with its oxygens (purple). (d)
TFSI molecule with nitrogen (blue), sulfur (yellow), oxygen (red), carbon (white) and
fluor (green). (e) ClO4

− anion with chlorine (violet) and oxigen (red). (f) Al2O3 with
aluminum (purple) and oxigen (yellow).
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in a search for more efficient and sustainable energy storage solutions.

In this thesis we are going to center our attention in 3 different properties: mean

squared displacement, autodiffusion coefficient and conductivity.

The mean squared displacement (MSD) is our first dynamic parameter of interest. It

quantifies the mobility with which atoms depart from their positions. By precisely

tracking atomic trajectories and summing the squared positional deviations over time,

MSD studies essential insights into diffusion processes and activation energies [202].

This analysis is essential for improving ionic conductivity and fine-tuning charge carrier

pathways, highlighting its integral part in advancing battery materials’ performance

and design. The MSD is calculated by the following equation:

⟨r2(t)⟩ = 1

N

N∑
i=1

||r⃗i(t)− r⃗i(0)||2 , (2.15)

where r⃗i is the position of atom i. This approach unveils two key phases. In early

intervals, MSD displays a quadratic relationship with time, signifying a ballistic motion.

Over time, a seamless shift occurs to the linear Fickian regime [203]. Operating as

a measure of atom mobility, MSD embodies a complex interplay of forces governing

atomic movement. In the initial phase, atoms move with minimal interaction-induced

disruption, yielding quadratic trajectories. However, the forces arising from interactions

with the surrounding atoms act on the ions, restraining them and interrupting their

free movement.

This complex motion leads to the establishment of the Fickian regime, echoing the

fundamental principles of random walk and Brownian motion. MSD analysis tracks

the balance between free movement and collision-induced reorientation. Understanding

atomistic mobility in different materials provides valuable insights into their transport

properties, crucial for material design and technological advancement.

At long times, when the MSD gets to the Fickian regime, we can use it to calculate the

self-diffusion coefficient of the atoms with the following equation:

D = lim
t→∞

⟨r2(t)⟩
2dt

, (2.16)

where d is the number of dimensions available for the movement of the atoms, 3 in

our case. The self-diffusion coefficient is a crucial parameter for understanding trans-

port phenomena in materials science and engineering. It quantifies how fast individual

particles spread through a substance via random thermal motion, crucial for under-

standing molecular transport in various fields as it is a direct measure of the mobility
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of the particles. The conductivity of the system can be calculated using the Nernst-

Einstein relation [204], which is a common approach in MD simulations as it is a good

approximation at low concentrations [205]:

σ =

N∑
i

niq
2
iDi

kBT
, (2.17)

where ni is the concentration of ions i, qi is their charge, kB is the Boltzman constant

and T is the temperature in kelvin. Conductivity measures a material’s ability to trans-

mit electric or thermal energy. It reflects the substance’s capacity for efficient electron

or heat flow. Conductivity in electrolytes profoundly influences battery performance

by determining ion mobility and overall energy transfer efficiency. That is the reason

why in this thesis we are so interested in studying this particular property.

The transference number measures the proportion of conductivity given by each sign

of the charges either positive or negative, with respect to the total conductivity. It can

be calculated by the equation:

ti =
σi

σi + σ−i
, (2.18)

where ti is the transference number of charges i with −i counterions. σi is the partial

conductivity of the i type of ions. In our simulations this is equivalent to dividing the

autocorrelation diffusion coefficient of the i ions by the sum of the individual diffusion

coefficients of both ions.

2.6 Structural properties

Structural properties play a vital role in understanding the properties of matter.

Through simulations, we gain the ability to explore the intricate details of these mate-

rials at the atomic level. This computational advantage allows researchers to directly

assess material structural properties, which differs from relying solely on indirect ex-

perimental techniques. These structural features show strong connections with other

material traits, often forming the basis for influencing various properties, including

dynamic behaviors. This underscores the significant importance of investigating struc-

tural properties and establishing links between these and dynamic features, ultimately

revealing how the system behaves as a whole.
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2.6.1 Radial distribution function

The radial distribution function, also known as the pair correlation function or gij(r),

is a fundamental tool in the characterization of the local structure of liquids, where the

absence of long-range order makes traditional crystallographic methods impractical.

The gij(r) quantifies the probability of finding a particle of type j at a distance r from

a reference particle of type i. In essence, it measures the distribution of interatomic

distances and is calculated by dividing the number of pairs of particles of types i and j

separated by a distance r by the number of pairs that would be expected in a uniform

distribution:

gij(r)4πr
2dr =

⟨Nij⟩
ρj

, (2.19)

where Nij is the number of particles of type j in a spherical shell of thickness dr

centered around a particle of type i, and ρj is the density of particles of type j in the

system. The factor 4πr2 represents the surface area of the shell at a distance r from

the reference particle and multiplied by dr it gives us the volume of the shell.

The radial distribution function is typically determined by computing the distances

between all pairs of particles and binning them into a histogram. Even though the

g(r) contains information on both short and long-range correlations, the most useful

information is often contained in the initial peaks of the function, which correspond to

the first shell of neighboring atoms.

2.6.2 Coordination number

The coordination number (Cj
i ) is another important measure of local structure, defined

as the number of first-nearest neighbors of type j around particles of type i. The Cj
i

can be calculated from the RDF by integrating the distribution of atoms up to the first

minimum of the gij(r), which corresponds to the first coordination shell:

Cj(i) =

∫ rmin

0
4πr2ρjgij(r)dr, (2.20)

where rmin is the distance at which the first minimum of g(r) occurs. The coordination

number provides valuable insight into the packing and bonding of atoms in a material,

and is particularly relevant in the context of solid electrolytes, where the coordination

environment of the mobile ions can strongly affect the ionic conductivity.

2.6.3 Gyration radius

The gyration radius, often denoted as Rg, is a measure of the average distance of

particles in a system from their center of mass while they are undergoing rotational
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motion. It is commonly used in the context of particles or molecules that have some

sort of rotational symmetry, such as macromolecules or polymers like in our case.

In a polymer chain, the gyration radius helps characterize the overall size and shape

of the molecule in a given solvent or environment. It is calculated based on the root

mean square distances of individual particles within the molecule from the molecule’s

center of mass, based on this equation:

Rg =

√√√√ 1

N

N∑
i=1

mi(r⃗i − r⃗com)2, (2.21)

where N is the total number of particles in the system, r⃗i is the position vector of the

i-th particle, mi corresponds to its mass and r⃗com is the position vector of the center

of mass of the system.

The gyration radius Rg, serves as a scalar measure that characterizes the size and shape

of polymers. However, a comprehensive understanding and accurate representation of

this value requires considering its orientation as well.In computer simulation programs

like LAMMPS, when calculating the gyration radius, a Rg tensor is typically generated

and stored as a 6-element vector. The formula of the components of the tensor is the

same than 2.22 except that (|r⃗i − r⃗com|)2 is replaced by the cross-terms:

Rg,αβ =

√√√√ 1

N

N∑
i=1

mi(r⃗i,α − r⃗com,α) · (r⃗i,β − r⃗com,β), (2.22)

where α and β represent the x, y, z components.

In order to give orientation to Rg , a viable approach involves diagonalizing the Rg

tensor. Upon diagonalization, the direction associated with the largest eigenvalue be-

comes the principal orientation of the polymer. By employing this principal eigenvector

and multiplying it by the gyration radius, we can visualize the Rg of the polymer and

amplify it, thus effectively depicting both the magnitude and orientation graphically.

This pragmatic approach offers a more insightful perspective on polymer orientation

compared to a straightforward Rg calculation.

2.7 Summary

In this chapter, we underscored the significance of computational methods, particularly

Molecular Dynamics (MD), which serves as the foundation of our work. We gave an
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introduction to the theory behind MD and the use of the OPLS-AA force field. Minor

alterations in these values can significantly impact system behavior, as they dictate

interatomic forces and atom identity.

We also detailed the protocol tha we have used for simulating the HSE simulations by

MD methods, highlighting the importance of proper initialization to mitigate issues

and avoid potential meta-stable phases.

Lastly, we have discussed the crucial dynamical and structural properties essential for a

comprehensive understanding and characterization of hybrid polymeric systems using

MD techniques.
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Chapter 3

Hybrid Solid Electrolytes: Silica

Nanoparticles - Structure

3.1 Introduction

Hybrid solid electrolytes are a promising choice for future battery systems, particularly

in the context of Generation 4a battery technology [46, 55, 206, 207]. Using solid

materials like polymers and ceramics as electrolytes offers two significant advantages.

Firstly, it enhances safety by eliminating the risk of flammability associated with liquid

electrolytes. Secondly, solid materials effectively prevent dendrite formation, a critical

issue in battery technology [46], as dendrites can severely impact battery performance.

However, solid polymer electrolytes introduce a new challenge: lower ionic conductiv-

ity compared to liquid electrolytes [25] and As we discuss in chapter 1.1, high ionic

conductivity is a critical attribute for any electrolyte as it afects the speed of charging

and discharging, the power density and the battery cycle life [207].

In the upcoming sections, we examine a specific category of materials: hybrid solid

electrolytes comprising three components - PEO (polyethylene oxide) as the polymer,

LiTFSI (lithium bis(trifluoromethanesulfonyl)imide) as the salt, and silica as ceramic

nanoparticles. The objective of integrating ceramic fillers into the polymeric electrolyte

to form hybrid materials is to enhance conductivity compared to pure SPEs. In the

case of SiO2, this ceramic serves as a passive filler, expected to contribute positively to

conductivity despite its non-conductive behaviour.

The impact of ceramics on conductivity remains uncertain, as discussed in section 1.4,

due to conflicting literature findings. Assuming passive fillers enhance conductivity,

two potential mechanisms are proposed: Firstly, ceramic nanoparticles reduce the crys-

tallinity of semi-crystalline polymers like PEO [53]. Secondly, nanoparticles may create

52
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a space-charge region at the interface between nanoparticles and the solid polymer

electrolyte [41]. However, this second mechanism remains a hypothesis and requires

further investigation for validation.

The main goal of this section is to confirm the existence of the hypothesized space-

charge region and to explore the dependence of the system on various factors such as

temperature, ionic concentration, and nanoparticle concentration.

This chapter focuses exclusively on the structural properties of the

HSE:PEO+LiTFSI+SiO2 systems. The next chapter will provide an analysis of

the systems’ dynamics and associated data.

3.2 Simulation Details

To investigate the structural features, we employed the LAMMPS software, apply-

ing periodic boundary conditions in all three spatial dimensions. Nonbonding terms

in equations 2.8 and 2.9 were truncated with a cutoff distance of 10 Å. Long-range

Coulombic interactions were computed using a particle-particle particle-mesh solver

(PPPM) with a relative accuracy of 10−4. Interactions within the macro-molecules

were treated as described in section 2.3, employing weighting coefficients. The charges

and LJ parameters of the force field are summarized in table 5.1, and the intramolecular

terms can be found in the supplementary materials.

All simulations were run at 600K, unless otherwise specified. This temperature choice

was motivated by the need to exceed the melting temperature (Tm) of PEO, which is

approximately in the range of 55°C to 70°C [208]. There are two primary reasons for

this temperature selection. The foremost reason is to simplify the analysis: we aimed

to operate above the melting point to distinguish the influence of the nanoparticle at

the interface and the possible formation of a space-charge region, while avoiding the

effects of nanoparticles on the crystallinity, as discussed in this section’s introduction

The second reason is technical. Molecular dynamics techniques encounter challenges

when simulating semi-crystalline polymers. Typically, polymer research focuses on

the amorphous phase because MD techniques are optimized for modeling liquid-like

behavior and readily initializing disordered polymers. However, simulating semi-

crystalline materials is more complex. One approach is to begin with a disordered

material, lower the temperature, and allow it to reorganize [209]. However, this process

requires macroscopic timescales, ranging from seconds to even longer, depending

on the conditions, far exceeding the typical nanosecond timescales of classical MD

simulations. Therefore, working with semi-crystalline materials poses challenges that
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are time-consuming, which is a crucial consideration in all computational studies.

The choice of 600K, well above Tm, was made to ensure a substantial margin from the

melting point while permitting the system to diffuse into the Fickian regime as rapidly

as possible.

3.3 Results

The radial distribution function (RDF) is a crucial structural property in liquid and

amorphous materials (liquid-like systems), offering insights into atomic short-range

order. It examines atomic organization around a specific element, revealing distances

to neighboring atomic species, with the number of neighbors proportional to RDF

intensity. This function is widely used in molecular dynamics simulations, especially in

battery-related research involving polymeric materials [77, 210]. Equation 2.19 defines

the RDF, quantifying the probability of locating atomic species ’j’ at distance ’r’ from

central atomic species ’i,’ normalized by 4πr2ρj .

The radial distribution function can be easily calculated in molecular dynamics and

other simulation techniques. It is connected to experiments through the structure

factor S(q) [211], which can be obtained by Fourier-transforming the g(r) function, as

shown in equation 3.1.

S(q) = ρ

∫
h(r)e−i−→q −→r dr (3.1)

where q⃗ is the wave vector and h(r) is equal to g(r) − 1. S(q) is an experimentally

extractable quantity, typically obtained using techniques such as X-ray or neutron

scattering. S(q) provides valuable information about the spatial arrangement of

particles in the material, including details about interparticle correlations and density

fluctuations. This relationship between RDF and S(q) is crucial as it allows researchers

to bridge the gap between simulation data and experimental observations, providing

a deeper understanding of the material’s structural properties and aiding in the

validation of simulation results.

The coordination number (CN) quantifies the count of first neighbors surrounding

a particle, enabling comparisons of neighbor ratios around specific elements in the

simulations [212, 213, 128, 77]. Like the RDF, CN is a well-established metric in

computational investigations. It can be obtained directly from simulations by counting

atoms around a particular species or deduced from the RDF by integrating the RDF
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curve from 0 to the first minimum and multiplying by the normalizing factor, 4πr2ρj ,

as shown in equation 2.20.

Both RDF’s and their respective CN values can be directly computed using LAMMPS,

thereby serving as the primary computational tool. However, LAMMPS inherently

focuses on atom RDFs. To derive specific parameters, particularly those related to

nanoparticle center-of-mass calculations, a custom Python program, developed in-

house, was employed.

In this chapter, we present the results related to the structural properties of the elec-

trolyte, specifically the HSE:PEO+LiTFSI+SiO2 system. The findings are organized

into five sections:

1. Overview of the electrolyte’s components.

2. Temperature-dependent structural changes.

3. Effects of nanoparticle concentration on structural properties.

4. Influence of ionic concentration on the structure of the electrolyte.

5. Detailed analysis of nanoparticle surface properties.

Finally, we will summarize the conclusions drawn from these results at the end of the

chapter.

3.3.1 General structure of the electrolyte

Lithium

Lithium exhibits strong coordination with the oxygen atoms of PEO. The coupling

between these two atom types prevents the addition of other atoms to the first shell

of lithium’s neighbors. Consequently, TFSI and lithium are nearly completely decou-

pled, underscoring PEO’s high solvation capabilities for this salt. On the other hand,

the interaction between lithium and silica is quite weak, as lithium does not tend to

approach silica closely.

Figure 3.1 depicts the radial distribution function (RDF) describing lithium ion neigh-

bors under the following conditions: 600K temperature, 10% SiO2 volume fraction, and

a 3.2 Li:PEO ion concentration, equivalent to 2 mol/L. These conditions will remain

consistent throughout the subsection.

Notably, the two radial distribution functions of OPEO centered around Lithium,

gOPEOLi(r) exhibit the shortest inter-atomic distances. Specifically, gO1Li(r) displays

a first maximum at r = 1.95, while gO2Li(r) shows a similar peak at r = 2.05. These

interactions also feature the highest intensity among all peaks, with values of I = 35.1
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Figure 3.1: Radial distribution function depicting the distribution of all atomic species
centered around Lithium. The black dashed line represents the cumulative distribution
of all individual curves. The curves corresponding to different molecular components
are represented by different line styles: PEO molecules (solid), SiO2 (dashed), TFSI
molecules (dash-dot), and lithium ions (solid black). Notably, the red and orange curves
reveal the strong coordination between lithium and PEO oxygen atoms.

and I = 15.5, respectively, in line with previous studies like [77, 214]. These strong,

sharp peaks suggest a significant coupling between lithium and OPEO.

Additionally, the graph illustrates lithium’s coordination with other atom types within

the PEO structure, such as carbon and hydrogen, which also exhibit significant coor-

dination with lithium, although at greater distances compared to oxygen. The coordi-

nation of lithium with its counterion is limited to a small peak involving OTFSI in the

first shell at a close distance of r = 2.05Å, but its intensity is negligible compared to

the coordination with PEO.

In conclusion, lithium ions primarily associate with oxygen atoms from PEO, as ev-

idenced by the pronounced peaks in their correlations. Furthermore, the presence of

a smaller peak attributed to OTFSI in close proximity to lithium suggests an affinity

between lithium ions and oxygen atoms from TFSI. However, due to the preferential

bonding of lithium ions to PEO, only a limited number of OTFSI atoms can closely

approach Li+.
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Polyethylene Oxide

PEO exhibits strong interactions with lithium ions, with its oxygen bonding tightly

with them. While PEO also interacts with other polymeric atoms, it does not engage

in significant interactions with elements other than lithium within the simulations.

Figure 3.2(a) shows the average RDF for all atoms in the PEO structure, while Figure

3.2(b) focuses on the RDF of oxygen atoms, which are highly coordinated in the

electrolyte. In Figure 3.2(b), a sharp peak at a short distance with lithium ions is

evident, confirming our previous observations in Figure 3.1. Other notable peaks

correspond to oxygen atoms within the PEO chain, which are also closely associated

with lithium ions. Hydrogen atoms show less intense peaks but remain in close

proximity to the oxygen.

In Figure 3.2(a), oxygen curves are visible in the overall RDF functions. Notably, the

intensity of the lithium-oxygen curve decreases significantly when viewed in the context

of the entire RDF function gLiPEO(r). This reduction is expected because PEO oxygens

make up only a fraction, specifically 21/143, of the total PEO atoms. Nevertheless,

this peak remains the most prominent and is located at the closest distance.

In the case of the gLiPEO(r) curve, two extra peaks appear, likely due to hydrogen and

carbon atoms near oxygen atoms. Other interactions in Figure 3.2(a) involve various

PEO atoms, similar to the oxygen interactions.

In summary, the densely packed PEO structure primarily accommodates lithium

ions, forming strong bonds with oxygen atoms. The other atom species within the

polymer also make significant contributions to the PEO coordination sphere, as they

account for over 5/7 of the simulation’s atoms. In contrast, the other molecules in the

simulation, TFSI and SiO2, do not exhibit close coordination with PEO.

The connection between PEO and lithium can be explained by considering how PEO

solvates TFSI, a concept supported by relevant literature [212, 213, 128, 77]. A visual

analysis in Figure 3.3 further clarifies this mechanism. Essentially, the ionic bonding

between lithium and TFSI is relatively weak due to TFSI’s larger molecular size and

charge delocalization. This characteristic allows PEO to surround lithium with its

oxygen atoms, creating a stronger binding than the one between lithium and TFSI

oxygen atoms. As a result, PEO effectively separates lithium from its counterion and

becomes attached to it.
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Figure 3.2: (Top) Radial distribution function depicting the distribution of all atomic
species centered around PEO atoms, and (Bottom) centered around O1PEO. The black
dashed line represents the cumulative distribution of all individual curves. The curves
corresponding to different molecular components are represented by different line styles:
PEO molecules (solid), SiO2 (dashed), TFSI molecules (dash-dot), and lithium ions
(solid black). Notably, in the lower case, the solid black curve stands out, corresponding
to the lithium ions. This observation complements what was observed in Figure 3.1
and demonstrates a strong interaction between Li and OPEO.
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Figure 3.3: Visual representation created using VMD software, showing a single PEO
chain and two Lithium atoms. The snapshot illustrates the PEO chain surrounding the
two Lithium ions with its oxygen atoms, highlighting the solvation of LiTFSI salt in
PEO. The elements represented in the figure are lithium (red), oxygen (purple), carbon
(cyan), and hydrogen (pink).
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Silica

The surface of silica is primarily coordinated with TFSI molecules, but these interac-

tions are relatively weak, indicated by the small peak intensities. PEO molecules also

cover the silica surface, although their interactions with silica are weaker than those

between silica and TFSI.

Figure 3.4 displays the radial distribution function (RDF) curves illustrating the

interactions of silica with other atoms present in the simulation. The figure comprises

two distinct graphs: Figure 3.4(a) represents the average RDF in the silica surface,

made up with the two types of surface atoms in silica, while Figure 3.4(b) exclusively

portrays the RDF functions of hydrogen atoms on the silica surface.

Figure 3.4(b) reveals that the most intense peaks are associated with TFSI, indicating

a specific interaction order with the nanoparticle: oxygen atoms first, followed by

sulfur and nitrogen, while carbon and fluor atoms show more dispersed coordination.

This observation suggests a preferred orientation of TFSI when interacting with and

enveloping SiO2. Additionally, interactions involving hydrogen (gHPEOSiO2(r)) and

oxygen (gOPEOSiO2(r)) atoms from PEO also exhibit significant coordination within

the first shell of neighboring HSiO2 .

In Figure 3.4(a), the TFSI curves exhibit slightly lower intensity and greater delo-

calization compared to Figure 3.4(b). The closest peaks, representing oxygen atoms,

are depicted by gOPEO
SiO2

(r) and gOTFSI
SiO2

(r). Notably, lithium is situated farther from the

surface of the silica nanoparticles in comparison to other atoms.

The findings suggest that silica primarily forms bonds with oxygen atoms, whether

they originate from TFSI or PEO molecules. However, oxygen atoms from PEO, de-

noted as OPEO, predominantly coordinate with lithium ions, as shown earlier, resulting

in stronger coordination compared to TFSI interactions. This preference for oxygen

atoms can be attributed to the acidic properties of silica. Since the outermost atoms

are hydrogen, which carries a positive charge, they tend to bond with the most elec-

tronegative atoms in the system, specifically oxygen, while repelling positively charged

species like lithium. Additionally, it’s important to note that TFSI molecules exhibit a

preferred orientation when approaching the silica surface. Most computational studies

on PEO-SiO2 coordination have focused on non-acidic surfaces [215, 216], with limited

literature available for direct comparisons in this specific context.
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Figure 3.4: (Top) Radial distribution function centered around HSiO2 +O2SiO2 and
(Bottom) centered around HSiO2 for all other types of atoms in the simulation. The
curves corresponding to different molecular components are represented by different
line styles: PEO molecules (solid), TFSI molecules (dash-dot), and lithium ions (solid
black).
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TFSI

TFSI is mostly coordinated to hydrogen atoms from PEO, as they constitute the matrix

of the electrolyte, however, the anions are also coordinated to the hydrogens on the

surface of the nanoparticles as well as to the Lithium ions.

Figure 3.5 presents the radial distribution function (RDF) curves illustrating the inter-

actions of TFSI elements with other atoms within the simulation. This figure comprises

two distinct graphs: Figure 3.5(a) represents the RDF encompassing all atoms within

the TFSI molecule, while Figure 3.5(b) exclusively portrays the RDF functions associ-

ated with oxygen atoms within the TFSI molecule.

In Figure 3.5(b), we observe three distinct peaks in the first shell of neighbors at close

distances: gHPEO
OTFSI

(r), gLiOTFSI
(r), and g

HSiO2
OTFSI

(r), positioned at r = 2.00Å, r = 2.05Å,

and r = 2.10Å, respectively. The remaining peaks in the graph correspond to atoms

bonded to those in the first shell. Notably, there is a second, significantly higher peak

representing lithium at a distance of r = 6.10Å. This coordination at a further shell of

neighbors surpasses the intensity of all other interactions, indicating a secondary-order

coordination.

Figure 3.5(a) presents a notably diffuse structure in comparison to pure OTFSI.While

the order of the peaks in the curves remains consistent, they appear more delocalized.

However, Lithium stands as an exception, demonstrating a distinct organization

into various coordination shells. It shows a small but clear and sharp peak at short

distances, suggesting a noticeable yet not very intense binding. Additionally, a second

shell at greater distances is marked by a significantly more intense peak.

Understanding the structural organization of these materials is a complex task, espe-

cially in the case of TFSI. TFSI is a molecule characterized by a triangular structure

with atoms exhibiting substantial charge disparities, resulting in a polar structure.

Analysis of its RDF curves suggests that TFSI tends to approach positively charged

atoms, such as the hydrogen atoms on the silica surface (g
HSiO2
OTFSI

(r)) and those within

the polymer (gHPEO
OTFSI

(r)). However, the sharpness of the gLiOTFSI
(r) curve highlights the

strong preference for the OTFSI − Li interaction, particularly with oxygen atoms within

TFSI. Nonetheless, due to the strong correlation between lithium atoms and the oxygen

atoms of PEO, TFSI molecules have limited access to lithium ions. The presence of a

second peak in the gLiOTFSI
(r) curve indicates that TFSI molecules are typically inter-

twined within the PEO matrix, primarily surrounded by them. Since lithium atoms

are typically bonded to the PEO structure, as illustrated in Figure 3.3, they form a

second coordination shell approximately 6Å away from the TFSI molecules, consistent

with findings in ref [217].
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Figure 3.5: Radial distribution function (Top) centered around the atoms of TFSI,
and (Bottom) around OTFSI of all the other types of atoms in the simulation. The
curves corresponding to different molecular components are represented by different
line styles: PEO molecules (solid), SiO2 (dashed) and lithium ions (solid black).
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Detailed analysis: Following sections

In the following sections, we will conduct a detailed analysis of the structure from

key atomic interactions within the simulation. This includes an examination of the

mean square displacement (MSD) and coordination number (CN) functions for essential

structural interactions.

Certain atoms in the system, such as silicon and and carbon atoms in the PEO chain,

have passive roles and limited engagement with other particles due to their positions

within their respective entities and weak Coulombic interactions. These atoms are not

prominently featured in the earlier RDF curves. Therefore, our focus will be on the

most relevant atoms, such as lithium, oxygen atoms within TFSI and PEO, as well as

surface hydrogen atoms on the nanoparticles.

Analyzing the structural characteristics of these key elements will provide deeper in-

sights into the organization of different molecular species and their specific interactions.

These interactions are illustrated in Figure 3.6, representing the following pairs: (a)

Li-OPEO, (b) OTFSI-HPEO, (c) Li-OTFSI, (d) OTFSI-HSiO2 , (e) Li-OSiO2 , and (f) OPEO-

HSiO2 .

3.3.2 Temperature dependence of the structural properties

Radial distribution function

Figure 3.7 describes the variation with temperature of the radial distribution function of

the most relevant interactions in the system. Each graph within the figure corresponds

to a distinct interaction, with temperatures ranging from 300K to 1000K at an ionic

concentration of 3.2 Li:PEO and with a nanoparticle concentration of 10% Vol.

Temperature alters the lithium coordination shell, diminishing its bonding with PEO

in favor of strengthening lithium’s coordination with TFSI. This interaction between

the two ionic species is the only one that intensifies with temperature, while all other

interactions decrease in intensity.

In Figure 3.7(a), we zoom in on the RDF of PEO oxygen atoms centered around

Lithium, specifically focusing on the first shell. As temperature increases, the intensity

of the first maximum in gOPEO
Li decreases consistently. The highest intensity decreases

from 37.1 at 300K to 29.8 at 1000K, and the distance shrinks from 1.98Å at 300K to

1.94Å at 1000K.

In Figure 3.7(b), we analyze the gOTFSI
HPEO

functions and their temperature-dependent

changes. A notable trend is the increased delocalization as temperature rises. At

300K, the RDF exhibits three distinct maximums at distances of 2.7Å, 5Å, and 7Å.

However, with higher temperatures, the system becomes more disordered. By 500K,
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Figure 3.6: Schematic representation in VMD software displaying the four types
of molecules and their respective coordinations. Lithium-PEO/Li-OPEO (a), TFSI-
PEO/OTFSI -HPEO (b), lithium-TFSI/Li-OTFSI (c), TFSI-SiO2/OTFSI -HSiO2 (d),
lithium-SiO2/Li-OSiO2 (e) and PEO-SiO2/OPEO-HSiO2 (f). These 6 interactions are
the ones that we are going to focus on during the whole thesis.
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Figure 3.7: Radial distribution function curves were computed for the interactions
shown in figure 3.6, including: (a) lithium and OPEO, (b) OTFSI and HPEO, (c) lithium
and OTFSI, (d) OTFSI and HSiO2 , (e) lithium and OSiO2 , and (f) OPEO and HSiO2 . These
calculations were performed over a temperature range spanning from 300K to 1000K
at an ion concentration of 3.2 Li:PEO and with a nanoparticle concentration of 10%
Vol.
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it’s challenging to distinguish the second and third peaks, and the intensity of the first

coordination shell decreases significantly. At 1000K, the interaction becomes highly

delocalized.

Figure 3.7(c) displays the gOTFSI
Li (r) interaction. Unlike the lithium-polymer RDF, here,

the first peak of gOTFSI
Li strengthens with rising temperature, while the second peak at

r = 6Å weakens. This indicates an increased number of OTFSI ions on the first lithium

coordination shell. This change can be attributed to increased ion mobility at higher

temperatures. As temperature rises, ions gain kinetic energy, making it easier for the

TFSI to diffuse and approach lithium ions. This results in a reorganization of oxygen

atoms in the first lithium coordination shell, with less OPEO and more OTFSI shifting

from a distance of r = 6Å to r = 2Å. Notably, temperatures above 750K reveal a

new peak between the first and 6Å shell, likely due to oxygen atoms within the same

molecule unable to approach lithium ions due to increased atomic spacing.

Regarding the g
HSiO2
OTFSI

(r) interaction, Figure 3.7(d) exhibits a behavior similar to that of

gOTFSI
HPEO

(r). At low temperatures there is a strong coupling between the silica surface and

OTFSI, but this coupling diminishes significantly with increasing temperature, with near

decoupling occurring at 550K. At 1000K, no clear first minimum is evident, indicating

complete decoupling between TFSI ions and the silica surface, a contrast to the behavior

observed at lower temperatures

In Figure 3.7(e), we examine the lithium-HSiO2 interaction centered around lithium.

The weak interaction at low distances remains stable in intensity and position with

temperature changes. However, the second shell at around r = 6Å decreases to less than

half its initial value and shifts slightly outward, consistent with repulsive interactions.

In Figure 3.7(f), we investigate the interaction between OPEO and HSiO2 . As tempera-

ture rises, we observe increased delocalization in the second and third shells. In the first

shell, we initially see a weak but discernible coupling at low temperatures, but, similar

to Figure 3.7(d), this coupling disappears at higher temperatures. This indicates that

the PEO-silica attachment weakens with increasing temperature.

We will summarize these results together with the coordination number analysis in the

conclusions subsection.

Coordination Number

The coordination number, denoted as Cj(i), quantifies the number of first neighbors

surrounding a central particle. It encompasses the particles within the sphere extending

from distance zero to the first minimum of the gji (r) curve. To maintain consistency,

we use the same first minimum distance for all Cj(i) values with identical i and j

elements. This approach is necessary because the first minimum distance can vary
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across temperatures, and at high temperatures, some curves lack a well-defined first

minimum.

Figure 3.8 displays coordination numbers for the atomic interactions analyzed in the ra-

dial distribution function (RDF) study. It provides quantitative insights into first-shell

atomic coordinations, corroborating our earlier RDF findings. Temperature primarily

enhances the coordination between lithium and TFSI, whereas coordination decreases

in most other cases.

In Figure 3.8(a), COPEO(Li) shows a gradual decline in coordination number as tem-

perature increases. The coordination reduces from approximately 5.5 atoms at 300K

to around 4.75 at elevated temperatures, suggesting a sustained attachment between

lithium ions and PEO despite temperature variations.

In Figure 3.8(b), CHPEO(OTFSI) is depicted, revealing a significant decrease in coordina-

tion number with increasing temperature. Starting at 6 coordinated atoms at 300K, it

declines to approximately 2.5 at higher temperatures. This decline implies a weakening

interaction between HPEO and OTFSI as kinetic energy rises, enabling greater mobility

for TFSI ions.

In contrast to the previous curves, Figure 3.8(c) shows a significant increase in the

coordination number for COTFSI(Li) data. Although the coordination numbers in this

graph are smaller than those in 3.8(b), it is worth noting that PEO atoms are the most

abundant in the system. What is crucial here is the approximately 4.5-fold enhancement

in the coordination value. This substantial increase in coordination between these

two atoms stems from the reduction in the Cj(i) of both ions when interacting with

the polymer. The elevated temperature weakens the bonding between Li and OPEO,

making it easier for TFSI to interact with lithium ions. While lithium ions are primarily

bound to PEO, the marginal 0.5 reduction in their coordination with PEO is nearly

compensated by their enhanced coordination with TFSI.

The curve in Fig. 3.8(d) represents CHSiO2 (OTFSI). It shows a reduction of the coordi-

nation intensity as temperatures rise. The weak interaction between these components

enables TFSI ions to decouple from the nanoparticle’s surface at higher temperatures,

aided by enhanced coordination among ionic species.

The COSiO2 (Li) interaction, shown in Figure 3.8(e), remains negligible across the entire

temperature range, indicating that lithium ions do not exhibit a tendency to approach

the silica surface.

Finally, Figure 3.8(f) highlights a fast loose of coordination between oxygen atoms of

PEO and the silica surface. Similar to Figure 3.8(d), the interactions between oxy-

gen atoms and the silica surface lack the strength to maintain coordination at high
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Figure 3.8: Coordination number curves (Cj(i)) as a function of temperature for var-
ious interactions: (a) Li-OPEO, (b) OTFSI-HPEO, (c) Li-OTFSI, (d) OTFSI-HSiO2 , (e)
Li-OSiO2 , and (f) OPEO-HSiO2 . The analyses were conducted at temperatures ranging
from 300K to 1000K with 3.2 Li:PEO ion concentration and 10% Vol nanoparticle con-
centration. All coordinations, except (c) COTFSI(Li), decrease with rising temperature
due to increased kinetic energy. Curve (c) compensates for a coordination loss, similar
to that observed in curve (a).”
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temperatures.

Conclusions

As temperature rises, excess kinetic energy leads to a delocalization effect among the

interactions that define the electrolyte’s structure. Weaker atomic couplings vanish at

higher temperatures as atoms overcome their energy barriers. Only the stronger inter-

actions endure throughout the temperature range. silica attracts negatively charged

particles, mainly oxygens from PEO and TFSI. However, the forces that bind these

oxygens to the positively charged hydrogens on the silica surface are relatively weak.

This is due to the small individual charge of hydrogen and its inflexible structure, limit-

ing efficient atom capture. Consecuently, silica interactions weaken, leading to reduced

coordination numbers with temperature. Regarding PEO, all coordination numbers

decrease except for lithium, which maintains a high coordination due to its strong

interaction force with OPEO

As kinetic energy increases, PEO becomes more mobile, creating additional free space

around it and reducing coordination with other elements. Lithium ions maintain strong

interactions with PEO while also attracting TFSI molecules. With increased available

space due to PEO’s enhanced mobility, anionic molecules replace PEO in the first

coordination shell around lithium ions. This shift brings TFSI molecules closer to

lithium, reducing their coordination numbers with other molecules in the system.

The number of atoms in the first coordination shell around lithium remains nearly

constant across the entire temperature range. At low temperatures, only the stronger

coordinations with PEO oxygens appear in this shell. However, as kinetic energy in-

creases, the higher mobility of all elements in the simulation allows relatively weaker

but still strong interactions to play a more significant role. These interactions replace

lost atoms in the lithium coordination shell (OPEO) with other nearby high-energy

interacting atoms (OTFSI).

3.3.3 Nanoparticle Concentration dependence of the structural prop-

erties

Radial distribution function

Figure 3.9 illustrates the radial distribution function of the interactions depicted in

Figure 3.6, with the sole variable being the concentration of silica nanoparticles in

the system. Each graph corresponds to a distinct interaction and includes five curves,

representing varying nanoparticle concentrations from 0% Vol to 5% Vol.

The interactions between the atoms in the electrolyte show no significant dependence on

nanoparticle concentration for low-volume nanoparticle content. The only interactions
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affected by this variable are the coordinations involving SiO2.

Generally, the radial distribution functions exhibit only a minor dependency on SiO2

concentration. Figures 3.9(b) and 3.9(c) demonstrate this trend, where both of them

show almost an absence of dependence.

In contrast, other RDFs exhibit more significant variations. Figure 3.9(a) showcases

a noticeable enhancement in the intensity of the first maximum, rising from I = 29.8

to I = 31.5 with increasing nanoparticle concentration. However, Figures 3.9(d), (e),

and (f) do not present a clear trend, showing apparent disorder when comparing peak

heights and nanoparticle quantities. A more detailed understanding of these variations

will be addressed once we complement this analysis with the examination of coordina-

tion numbers.

Coordination Number

In Figure 3.10, we analyze the coordination numbers (Cj(i)) for the same interactions

previously investigated in the radial distribution function analysis and described in

figure 3.6. The coordination numbers serve as an additional structural metric, clarifying

our understanding of the system’s architecture. Each curve depicts the dependence of

the respective Cj(i) on the volume fraction of silica nanoparticles.

The coordination numbers yield similar conclusions to the RDF curve analysis. We

find no significant changes in the number of atoms in the first coordination shell for

many interactions. The only increased coordination numbers are those counting the

SiO2 atoms in their first shell, which is expected as the number of nanoparticles in the

system increases.

Figure 3.10(a) depicts COPEO(Li), which shows a constant coordination number. It’s

important to note that Cj(i) is influenced by various factors and is proportional to the

integral of the first peak multiplied by the density rather than the maximum intensity

as observed in the RDF function.

In Figures 3.10(b) and (c), representing the interactions between (b) anions and the

polymeric matrix and (c) lithium with anions, both interactions show minimal varia-

tions in their structural functions. However, the coordination numbers exhibit a slight

decrease with increasing nanoparticle concentration. This difference is likely due to the

limited coordination of these elements with the surface of the nanoparticles.

Figures 3.10(d), (e), and (f), which correspond to SiO2 atoms, are the only ones showing

any notable enhancement related to nanoparticle concentration. Nevertheless, this

effect is primarily a result of the increased quantity of nanoparticles, as these Cj(i)

functions are directly proportional to the density of SiO2 atoms.
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Figure 3.9: Radial distribution function curves were computed for various atom pairs,
including: (a) lithium and OPEO, (b) OTFSI and HPEO, (c) lithium and OTFSI, (d)
OTFSI and OSiO2 , (e) lithium and HSiO2 , and (f) OPEO and HSiO2 . These calculations
were conducted over a range of nanoparticle concentrations, from 0% Vol to 5% Vol,
at a temperature of 600K and with an ionic concentration of 3.2 Li:PEO.
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Figure 3.10: Coordination number curves (Cj(i)) were analyzed as a function of
nanoparticle concentration for various interactions, including: (a) lithium and OPEO,
(b) OTFSI and HPEO, (c) lithium and OTFSI, (d) OTFSI and HSiO2 , (e) lithium and OSiO2 ,
and (f) OPEO and HSiO2 . These analyses were conducted over a range of nanoparticle
concentrations, from 0% Vol to 10% Vol, at a temperature of 600K and with an ionic
concentration of 3.2 Li:PEO.
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Conclusions

Upon examining the impact of nanoparticle concentration on the system’s structural

properties, we find that at a 3.2 Li:PEO concentration, nanoparticles do not signif-

icantly affect the binding between lithium and TFSI in the bulk polymer, nor the

binding between the ions and PEO. However, certain elements in the electrolyte, like

TFSI, do interact with the surface of the silica nanoparticles. As a result, the surface

of the silica exhibits a different structural organization than the pure bulk electrolyte,

although this does not impact the interactions in the bulk.

3.3.4 Ionic concentration dependence of the strcutural properties

Ionic concentration strongly influences the structural and dynamic properties of elec-

trolyte systems [218]. In the following sections, we will investigate the impact of ionic

concentration on our system’s structural properties, examining its effects on the short-

range organization of our electrolyte and its potential consequences for ion mobility

within the system.

Radial distribution function

Figure 3.11 illustrates the dependence of the radial distribution function (RDF) for

the system’s most relevant interactions on ionic concentration. We varied the ionic

concentration by introducing LiTFSI into the electrolyte, starting from 20 ionic pairs,

which is equivalent to a concentration of 0.2 Li:PEO, this is equivalent to 0.2 mol/L. The

notation Li:PEO denotes the number of lithium atoms or ionic pairs per PEO chain,

with the number of PEO molecules consistently set at 100. This notation facilitates

comparisons between systems of different volumes in the coordination number analysis,

and we will just use the mol/L notation to identify some specific points.

The interactions in the system exhibit a significant dependence on ionic concentra-

tion. Some atomic interactions that are unremarkable at low concentrations show a

clear binging between the atoms at higher concentrations, such as the interactions be-

tween lithium and TFSI, and lithium and OSiO2 . Notably, the interactions between the

two ions in the system and the polymer matrix display their maximum intensities at

intermediate concentrations, setting them apart from other interactions.

Figure 3.11(a) shows the RDF function for PEO oxygen atoms centered around lithium.

Notably, the gOPEO
Li (r) function exhibits a particular pattern. The maximum intensities

are observed within the intermediate range of ionic concentrations, typically between

3.2 Li:PEO and 4 Li:PEO, while the lowest values for the first peak correspond to the

systems with the higher or lower concentrations. In all concentration ranges, strong

coordination is evident, with the maximum occurring at a distance of approximately
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r = 1.95Å.

Moving to the second graph, Figure 3.11(b) represents the gOTFSI
HPEO

functions. These

curves share a similar shape but vary in intensity. Similar to Figure 3.11(a), the

curves corresponding to intermediate concentration ranges display more pronounced

first peaks. Additionally, we observe the emergence of a distinct second shell at a dis-

tance of approximately 5Å from the central oxygen, becoming prominent beyond the

3.2 Li:PEO ratio This second maximum indicates a structural change at these con-

centrations, suggesting the formation of a second shell, likely driven by oxygen atoms

within the same molecules as the central one.

The curves in Figure 3.11(c) provide valuable insights into these electrolytes, highlight-

ing distinct differences between highly concentrated and low-concentration systems.

At low ionic concentrations, the ions are not bonded, resulting in long-distance co-

ordination with the second neighbor shell at a distance of r = 6Å from the central

lithium, featuring an intensity of I = 5.2. However, as the concentration increases,

the coordination in the second shell diminishes, with a significant reduction observed

at intermediate values between 3.2 Li:PEO and 4 Li:PEO. Within this range, the ions

begin to couple, with the atoms in the second shell moving to closer distances. At these

concentrations, an intermediate shell starts to emerge at approximately r = 4.2Å from

the central atom, a result of the closer packing of other OTFSI ions within the same

molecules as those in the first shell. At elevated concentrations, the shell at r = 6Å

nearly disappears, and the ions exhibit clear coupling with a maximum intensity of

I = 13.7.

Turning to the gHSiO2
OTFSI

curves depicted in Figure 3.11(d), we observe two distinct curve

shapes, primarily distinguishable between highly concentrated and lowly concentrated

systems. At lower concentration some anions are bound to the silica surface, while at

higher concentrations, the OTFSI detaches from the nanoparticles.

Figure 3.11(e) mirrors the behavior seen in Figure 3.11(c). In low-concentration sys-

tems, there are no lithium ions neighboring the surface of silica, while there is a clear

concentration of ions in a second coordination shell at a further distance of r = 6.2Å

with an intensity of I = 1.0. However, at around the 3.6 Li:PEO ratio, the lithium ions

start binding to the silica surface with a sharp and intense peak in the first shell, reach-

ing a maximum intensity of I = 2.7. The coordination in the second shell diminishes

as a result.

The final plot, Figure 3.11(f), shows a complete detachment of the PEO from the silica

as ionic conductivity increases. At low concentration, there is a small coupling between

the atoms, with intensities reaching up to I = 0.5. However, this attachment disappears

entirely at the highest concentrations.
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Figure 3.11: Radial distribution function curves were computed for various atom pairs,
including: (a) lithium and OPEO, (b) OTFSI and HPEO, (c) lithium and OTFSI, (d) OTFSI

and HSiO2 , (e) lithium and OSiO2 , and (f) OPEO and HSiO2 . These calculations were per-
formed over a range of ionic concentrations, spanning from 0.2 Li:PEO to 9.6 Li:PEO,
at a temperature of 600K, and with a nanoparticle concentration of approximately 10%
Vol for a 3.2 Li:PEO concentration.
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Our calculations identify two distinct concentration regimes, separated by a threshold

at 3.2 Li:PEO. These two phases are evident in all RDF functions and will be further

analyzed in the upcoming subsection on coordination numbers. From now on, we

will refer to these phases as the low-concentration (LC) and high-concentration (HC)

regimes. The distinction between these distinct regimes also exerts a profound influence

on the dynamic properties of the electrolyte.

The presence of two concentration regimes and the 3.2 Li:PEO threshold align with

findings in previous computational studies, such as the work by Kang et al. [218]. Kang

and colleagues investigated the structural properties of solid polymer electrolytes (SPE)

composed of PEO and LiTFSI, specifically examining the impact of ionic concentration.

In their study, Kang et al. analyzed the radial distribution function (RDF) of oxygen

atoms centered around lithium, distinguishing between oxygen atoms originating from

PEO and TFSI for varying ionic concentrations. Their results revealed a notably higher

maximum intensity in gOPEO
Li (r) compared to the gOTFSI

Li (r) curve, which parallels our

own observations. Additionally, they documented a slight decrease in the intensity of

the gOPEO
Li (r) curve and a significant increase in the intensity of the gOTFSI

Li (r) curve as

the concentration exceeded the 3.2 Li:PEO ratio, mirroring the trends we’ve observed.

Coordination Number

We have calculated the coordination number for the interactions depicted in figure

3.6 across a wide range of ionic concentrations for four systems with varying content

of ceramic fillers, ranging from 0% to 10% in volume. This approach allows us to

determine if the minimal impact of nanoparticles observed in the preceding section of

this chapter is attributed to suboptimal ion concentration conditions.

Following a trend akin to that of Figs. 3.11, the Cj(i) curves also present a sud-

den change of slope at 3.2 Li:PEO. Coordination of Li+ around the oxygen in PEO

CLi(OPEO) increases in the LC regime, saturating at 3.2 Li:PEO (fig. 3.12(e)).This

indicates that in the LC regime, the introduction of additional lithium ions results in

their attachment to the PEO. This means that, at low concentration, newly introduced

Li atoms attach to PEO. However, once every oxygen atom in PEO is coordinated with

one lithium ion, the PEO becomes saturated, and any further increase in concentration

will make the Li and TFSI ions form ionic pairs again. Consequently, additional salt

introduced thereafter remains undissociated free ions, impacting the conductivity.

This can also be seen in the reciprocal coordination number, COPEO(Li) (Fig. 3.12(a)).

Initially, in the LC regime, this coordination value starts at approximately 6, in line

with the values reported in the literature [77, 128, 213, 219], reaching the HC regime

at 3.2 Li:PEO. From there on, the coordination decreases much faster, since the new
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Li+ atoms cannot attach to the PEO. These Li+ ions, not being able to form strong

interactions with the PEO, begin to coordinate with their counterions as the curves

in Figs.3.12(b) and (c) show. At low ionic concentrations, the coordination numbers

between the two ions are nearly negligible. However, after surpassing the 2 mol/L

threshold, the Cj
i between lithium and TFSI begin to rapidly increase.

The TFSI coordination behavior as a function of concentration is not so different from

that of Li. Figure 3.12(d) shows how in the LC regime, TFSI is mainly interacting

with the PEO, but in Figure 3.13(b) we can observe that in contrast with lithium,

it is also coordinating with the SiO2, which was a much smaller partial density and

thus, the numbers are considerably lower. In the HC regime, TFSI starts coordinating

with lithium while the coordination with PEO decreases. This is again a result of the

saturation of oxygens sites of PEO, causing the Li ions to coordinate with TFSI. We

note in Fig. 3.12(f) that there is even a decrease of the coordination of TFSI with PEO

at high concentrations. This does not happen in the case of lithium because it is more

strongly binded to PEO, as already seen in the temperature dependence of coordination

numbers.

Regarding SiO2, at LC the ceramic is mainly surrounded by PEO, while at HC this

PEO is totally replaced by TFSI and its coupled lithium ions (Fig.3.13(c)). This

higher coordination indicates that there is a stronger interaction between the ions and

the nanoparticles than between the nanoparticles and the PEO. Whereas there is no

noticeable change in the coordination properties of the matrix upon addition of silica

nanoparticles (Fig.3.12), differences are noticeable in the coordination of the SiO2 filler

atoms, depending on the nanoparticle size (Fig.3.13). The nanoparticles employed in

the 10% volume case were bigger than in the other cases. This smaller curvature means

that they have less available surface on their effective range of coordination, explaining

the lower value of the blue curve.

Conclusions

We observe a significant dependence of the structural properties on the ionic concen-

tration of the system. Notably, many RDF functions exhibit a change in behavior at

intermediate ionic concentrations, approximately 2 mol/L or 3.2 Li:PEO. The maxi-

mum height of the first peak in the RDF functions is most pronounced in curves 3.11(a)

and 3.11(b) at concentrations near 3.2 Li:PEO. Furthermore, all the graphs in Figure

3.11 demonstrate a shift in behavior at this concentration, signifying a transformation

in the system’s properties driven by changes in its composition.

This transformation is reflected in the coordination numbers (Cj(i)) as abrupt changes.

This threshold is marked by black dashed lines in Figures 3.12 and 3.13. Upon closer

examination of CLi(OPEO), we deduce that at 3.2 Li:PEO, PEO becomes saturated
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Figure 3.12: Coordination numbers determined for various atom pairs, including: (a)
lithium and oxygen of PEO, (b) lithium and oxygen of TFSI, (c) oxygen of TFSI and
lithium, (d) oxygen of TFSI and hydrogen of PEO, (e) oxygen of PEO and lithium,
and (f) hydrogen of PEO and oxygen of TFSI. These calculations were conducted
across a range of ionic concentrations, spanning from 0.2 Li:PEO to 16.6 Li:PEO, at
a constant temperature of 600K. The data presented here corresponds to four distinct
systems, each representing different nanoparticle loadings ranging from 0% to 10% Vol
(see inset).
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Figure 3.13: Coordination numbers determined for various species within the coordina-
tion sphere of the surface hydrogens of the SiO2 nanoparticles: (a) lithium, (b) oxygen
of TFSI, and (c) oxygen of PEO. Dashed lines have been included as interpolations to
serve as visual guides. These calculations were conducted across a range of ionic con-
centrations, spanning from 0.2 Li:PEO to 16.6 Li:PEO, at a constant temperature of
600K. The data presented here corresponds to four distinct systems, each representing
different nanoparticle loadings ranging from 0% to 10% Vol (see inset).
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Figure 3.14: (a,b) Representative RDF and (d,e) distribution of CNs from EO at r
= 0.06 and 0.20. (c) Average CNs at various salt concentrations, on the one hand for
PEO, and on the other hand for TFSI−. From reference [218].

with lithium ions. Consequently, from this point onward, some lithium ions can move

more freely within the system due to reduced interactions with PEO. This phenomenon

triggers subsequent changes in interactions among other atoms, ultimately altering the

overall performance and structure of the electrolyte.

The most significant impact of these alterations is observed in the correlations between

lithium and PEO, as well as TFSI. We notice that as we transition into the high concen-

tration (HC) regime, the coordination of lithium with oxygen atoms from PEO, denoted

as COPEO(Li), decreases rapidly. In contrast, the coordination of lithium with oxygen

atoms from TFSI, denoted as COTFSI(Li), grows at a similar rate to the decrease in

COPEO(Li). This ultimately results in lithium ions being coordinated by approximately

the same number of oxygen atoms, effectively replacing OPEO with OTFSI in their co-

ordination spheres. This behavior aligns with the findings of Kang et al. [218], who

conducted simulations with different ionic concentrations, one in the low concentration

(LC) and another in the HC. Their results, shown in Figure 3.14, exhibit coordination

numbers similar to ours, supporting the conclusion that this substitution of oxygen

atoms in the first coordination shell of lithium occurs between PEO and TFSI.

The value of the inflection point becomes evident when we analyze the data in Figure

3.12(a). The number of oxygen atoms in the coordination shell of PEO is approximately

6, and there are 21 oxygen atoms per PEO chain. Therefore, if we divide 21 by the

number of oxygen atoms required for a single PEO chain, we obtain that the threshold

is 21/6 = 3.5, which is approximately equal to 3.2 Li:PEO.
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The influence of nanoparticles on the system has also been explored. Figure 3.12 com-

pares four different concentrations of nanoparticles, ranging from a simulation without

SiO2 to a 10% volume content. All curves overlap, indicating that the presence or

absence of nanoparticles has no discernible impact on the coordination numbers be-

tween the atoms in the bulk matrix of the system. We will discuss this further in the

dynamics section. However, not all the Cji values centered around the silica in Figure

3.13 overlap: the curve representing 5% volume (blue) is slightly lower than the others.

This is because the nanoparticles employed in the 5% volume case were larger than

in the other cases, resulting in less available surface area for coordination within their

effective range.

In conclusion, the Cji curves centered on SiO2 are primarily influenced by the local con-

centrations around the nanoparticles but have no significant impact on the coordination

in the bulk polymer matrix.

Concerning the adsorption of ionic species onto silica, TFSI exhibits a higher degree

of coordination with the ceramic initially. This is attributed to the larger size of TFSI

molecules, which are not strongly bound to PEO. However, once the PEO becomes

saturated with lithium ions at approximately 2 mol/L, the behavior of TFSI molecules

towards the nanoparticle surface becomes similar to that of other ions.

3.3.5 Structure around the Nanoparticle

In the preceding sections, we investigated the structural properties of several significant

interactions within the system, some of which involved atoms on the surface of silica

nanoparticles. Now, we will delve further into the nanoparticle’s structure by examining

the radial distribution functions (RDF) of the entire nanoparticle. We accomplish this

by calculating RDFs with respect to the center of mass of the nanoparticles.

Radial Distribution Function

Figure 3.15 displays the RDF functions for interactions involving lithium (Li), TFSI

oxygen (OTFSI), and PEO oxygen (OPEO) with the SiO2 nanoparticle. We also compare

the results for two different nanoparticle sizes: Rnano = 6Å on the left and Rnano = 12Å

on the right and side.

In the initial two graphs, 3.15(a) and (b), illustrating gLiNano(r), a distinct first shell of

lithium ions becomes evident at sufficiently high concentrations. For concentrations

below 4 Li:PEO, only one occupied shell exists at greater distances from the nanopar-

ticle. However, the intensity of this peak diminishes in favor ofthe first shell at higher

concentrations. This pattern remains consistent across both scenarios, although the

distances at which it occurs differ due to the different nanoparticle radii.
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Figure 3.15: Radial distribution functions determined for various species (a-b) lithium,
(c-d) oxygen of TFSI, and (e-f) oxygen of PEO, centered around the nanoparticle’s
center of mass (COM). These calculations were performed over a range of ionic con-
centrations, varying from 0.2 Li:PEO to 9.6 Li:PEO, while maintaining a constant
temperature of 600K.
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Figures 3.15(c) and (d) analyze the gOTFSI
Nano (r) curves, revealing a clear attachment of

the atoms throughout the entire concentration range, in contrast to the gLiNano(r) curves.

When comparing the two nanoparticle sizes, the curves exhibit less variation around

the nanoparticle at r = 6Å, likely due to its closer proximity to the center of mass.

Similar behavior can be observed in the gOPEO
Nano (r) curves for the LC regime. Both

nanoparticles exhibit some coordination with the nanoparticle in their first shell of

neighbors, as well as happens fort OTFSI. However, in this case, the higher concentration

regime shows a clear detachment from the nanoparticle’s surface.

Conclusions

The analysis of ion distribution around the entire nanoparticle structure confirms the

observations made in the analysis of surface atoms. In summary, the positive charges

on the silica surface create a coating of the surface with the most electronegative atoms

in the bulk electrolyte at the LC regime, which are the oxygen atoms from both TFSI

and PEO. However, this changes in the HC regime, where OPEO detach from the

filler’s surface because when all the OPEO sites are saturated with lithium, they can no

longer coordinate with silica. Conversely, as more TFSI molecules are introduced, they

maintain their proximity to the silica surface. When the silica concentration is high

enough, lithium ions also approach the filler’s surface, forming strong interactions with

the oxygen atoms on the outside of silica. Thus, the nanoparticles are coated by both

TFSI and lithium ions in the HC regime.

3.3.6 Planar Nanoparticles

After exploring HSEs with spherical ceramic nanoparticles, we now turn our attention to

a system featuring a flat nanoparticle. This change in molecular geometry offers distinct

advantages. Spherical ceramics help us investigate the volumetric impact of silica on

the system’s conductivity, while flat nanoparticles allow us to study potential surface

effects. We achieve this by analyzing anisotropic dynamic properties, as explained in

Chapter 4.3.3. To do so, we introduce a single flat nanoparticle at the simulation

box’s center, introducing anisotropy to the system. Our focus on studying dynamic

properties parallel to the nanoparticle’s surface allows us to easily examine surface

effects by excluding the plane perpendicular to the nanoparticle, thus avoiding any

disruption to ion movement.

In this section, we will concentrate on examining the polymer’s organization in a system

characterized by the presence of flat nanoparticles. Through a visual analysis of polymer

orientation within the electrolyte, we can draw the following conclusions: in the vicinity

of the nanoparticle, the polymers exhibit a significant reorientation, aligning strongly

parallel to the SiO2 surface and adsorbing onto it. However, polymers located farther
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Figure 3.16: Visual representation created using VMD, illustrating the arrangement of
the electrolyte with a planar nanoparticle at the center. The depicted molecules include
SiO2 nanoparticles (yellow), lithium ions (red), TFSI ions (blue), and PEO polymer
chains (white).

away show a slight preference for the perpendicular direction, although this effect is

minimal.

As depicted in Figure 3.16, the flat nanoparticle is positioned at the center of the

simulation box, creating an ”infinite plane” due to the periodic boundary conditions.

This arrangement prevents PEO or ions from passing through it. To maintain this

structure, the lengths of the x and y components of the simulation box are kept constant,

while the pressure is adjusted in the NPT ensemble by varying the length of the z

dimension. This adjustment continues until the system reaches equilibrium, following

which the damping simulations are conducted in the NVT ensemble.

The initialization of these new systems begins with the generation of the planar SiO2

structure. In this case, we employed VMD, the visualization software, along with a plu-

gin that allows SiO2 crystal generation. Subsequently, we introduced additional atoms

using an ad-hoc Python script. The nanoparticles exhibit an approximate thickness of

14 Å and variable lengths for different systems.
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Following the SiO2 creation, we placed it at the center of a simulation box, aligning

the perpendicular direction with the z-axis. We then incorporated two SPEs electrolyte

simulations previously thermalized on either side of the plane. To maintain the position

of the central nanoparticles’ atoms (Si and inner oxygen), we conducted the annealing

and thermalization process before proceeding to the subsequent damping steps under

NVT conditions.

To perform these calculations, we utilized an anisotropic simulation box. In this setup,

the box is elongated, featuring a greater z-axis length compared to the other two di-

mensions (x and y). Given that the x and y components must remain fixed to preserve

the ”infinite surface” nanoparticle, we applied an anisotropic barostat during the NPT

simulation. This allowed us to constrain the x and y components while permitting

movement solely in the z direction.

After establishing the new systems, we proceeded to analyze the system’s structure

using the gyration radius.

Gyration Radius

Figure 3.17 visually presents the gyration radius mapping of the polymers within the

simulation, color-coded for clarity. This mapping is projected onto three spatial planes,

reflecting the gyration radius accordingly. As mentioned earlier in the modeling chapter,

the gyration radius is closely associated with polymer orientation. Therefore, the lines

observed in Figure 3.17 can be interpreted as indicators of polymer orientation.

The color code signifies the balance between the two displayed coordinates in each

plane. A vertical alignment is represented by blue, while a horizontal orientation is

depicted in red, with intermediate colors indicating varying degrees in between.

In the top left corner, along with the color code, we present an average ratio between

the two components of the gyration radius projection. This average is computed across

all polymers in the system using the following formula:

Rij =
N∑
n

|Rgi|
|Rgi|+ |Rgj |

(3.2)

where, Rij represents the ratio between components i and j, n corresponds to each

polymer or individual vector, and Rgi, Rgj represent the i and j coordinates of each

individual vector. In an entirely isotropic system, this ratio would equal 0.5. A ratio

below 0.5 indicates a greater average projection along the vertical axis compared to

the horizontal axis, while a ratio above 0.5 signifies the opposite, a higher average

projection along the horizontal axis.
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Figure 3.17: Vector map illustrating the gyration radius of the polymer molecules
within the electrolyte featuring a planar nanoparticle at the center. The length of
the vectors is proportional to the molecular elongation, with longer vectors indicating
greater elongation. The color code within the vectors serves as a visual aid, with
the most horizontally oriented vectors represented in dark red and the most vertically
oriented vectors in blue. In the second and third figures, a noticeable gap can be
observed at the center, corresponding to the space occupied by the nanoparticle.
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From the analysis of the vectors in Figure 3.17, we observe a high degree of organiza-

tion in the polymers near the nanoparticle. These polymers align themselves parallel

to the nanoparticle’s surface and demonstrate a clear affinity for the silica fillers. Ad-

ditionally, we note that the z-component of the vectors is slightly larger on average

than the other two components, as indicated by the ratios in graphs (b) and (c) being

less than 0.5. This visualization method not only offers a clear depiction of polymer

organization but also simplifies visual analysis. While the anisotropy in this case is not

highly pronounced, such a visual representation can provide initial insights into more

anisotropic systems.

Figure 3.18 presents a histogram of the y and z components of different vectors, il-

lustrating their distribution on quantity and orientation. This complements the data

from Figure 3.17 with a more numerical analysis. Thanks to the histogram, we can

confirm that the polymer in direct contact with the nanoparticle adopts a preferential

orientation parallel to its surface. As we move away from the nanoparticle, the polymer

orientation progressively switches to become more perpendicular to the nanopaticles

surface.

In summary, despite the planar nanoparticles introducing some directional tendencies in

the system, their impact remains relatively subtle. Furthermore, we have demonstrated

that this method of representing gyration radii proves to be a valuable and visually

intuitive tool for analysis. To the best of our knowledge, this innovative approach to

gyration radius visualization has not been explored in previous literature.
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Figure 3.18: Histogram representation, where (Top) shows the mean ratio of the vectors
by sections, and (Bottom) illustrates the distribution of the positions of the PEO center
of masses corresponding to the third graph in Figure 3.17. Notably, a gap in the middle
corresponds to the space occupied by the nanoparticle, while there is an accumulation
of high-ratio vectors in the area surrounding the nanoparticle. The red line represents
the ideal isotropic value, r = 0.5.
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Chapter 4

Hybrid Solid Electrolytes: Silica

Nanoparticles - Dynamics

4.1 Introduction

This chapter shifts focus from the structural aspects of HSE: PEO+LiTFSI+SiO2

to the dynamic properties of the same material system. We aim to

explore how its constituents: PEO (polyethylene oxide), LiTFSI (lithium

bis(trifluoromethanesulfonyl)imide), and silica nanoparticles collectively influence dy-

namic behaviors, including mean squared displacement, diffusion coefficients, and con-

ductivity. Our goal is to understand the complex interplay between these factors.

Dynamic properties are crucial for battery performance, especially ionic conductivity,

which directly impacts factors like charge time. High ionic conductivity reduces internal

resistance, leading to minimal energy losses, less heat generation, and quicker charge

and discharge cycles. Therefore, we aim to clarify how this HSE influences the dynamic

parameters, with a particular emphasis on the effect of nanoparticles. These insights

complement the structural analysis from the previous chapter, offering a comprehensive

understanding of the dynamics within HSE: PEO+LiTFSI+SiO2.

4.2 Simulation Details

In contrast to our structural examination, where we primarily studied atomic arrange-

ments, our present objective is to delve into the evolving behavior of this hybrid solid

electrolyte over time. To accomplish this, we maintain the use of periodic bound-

ary conditions, ensuring that our simulated system remains a representative miniature

replica of the actual material.

91
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We use a cutoff distance of 10 Ångströms for nonbonding interactions, encompassing

both terms, Coulombic and Lennard-Jones. We employ a particle-particle particle-mesh

solver (PPPM) with a relative accuracy of 10−4 to faithfully account for long-range

Coulombic forces. This treatment of interactions is essential to capture the dynamics

within our HSE.

Our simulations are carried out at 600K, unless otherwise stated. This choice was

motivated by two key factors. First, it surpasses the melting point of PEO, approx-

imately 65°C. Operating above the melting point we ensure that any possible effect

from the polymer’s crystallinity is eliminated, as discussed in section 1.3.1. This way

we can focus on studying the hypothesis of the formation of a space-charge region at

the interface.

Second, simulating semi-crystalline polymers is challenging due to slow phase tran-

sitions and reorganization on macroscopic timescales. MD techniques are generally

optimized for amorphous or purely crystalline materials, making it more efficient to

study the properties of the melted electrolyte when focusing on liquid-phase behaviors.

In the following sections, we present the results of studying the mean squared displace-

ment, diffusion coefficients, and conductivity of our HSE to better understand this

electrolyte system’s dynamic behavior.

4.3 Results

We initiate our analysis by investigating the Mean Squared Displacement (MSD), which

measures the average particle displacement over time and quantifies their mobility

within the solid electrolyte. By tracking the trajectories of ions and particles under dif-

ferent conditions of temperature, nanoparticle concentration, and ionic content, we gain

insights into their dynamic behavior within the material. Molecular dynamics (MD)

simulations, commonly used for precise atomic-scale diffusion and MSD calculations,

play a crucial role in understanding nanosecond-scale phenomena that are challenging

to study with experimental techniques.

An essential parameter for analyzing atomic dynamics is the diffusion coefficient (D),

which quantifies ion mobility and provides insights into the rate at which species move

through the electrolyte. The D coefficient can be derived directly from MSD data once

it reaches the Fickian regime. Experimental determination of D can be challenging,

making MD techniques a practical alternative. It’s worth noting that the D coefficient

is closely linked to conductivity, which can be readily measured experimentally.

We use the Nernst-Einstein approximation to calculate the ionic conductivity of the
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simulated electrolytes. This approximation relates ion mobility, described by the diffu-

sion coefficient, to ionic conductivity, as shown in Equation 2.17. Electrical conductivity

is essential for charge conduction in the electrolyte. High electrical conductivity results

in lower internal resistance, reduced energy losses, and faster charge-discharge cycles.

This is crucial for applications like electric vehicles and portable electronics.

4.3.1 Temperature dependence of the dynamical properties

In this section, we explore the temperature dependence of the dynamic properties of

the HSE:PEO+LiTFSI+SiO2 electrolyte. We initiate our analysis by examining the

Mean Squared Displacement (MSD), from which we derive the self-diffusion coefficient

and subsequently calculate the electrical conductivity.

Mean Squared Displacement

Figure 4.1 depicts the temperature-dependent variations in Mean Squared Displacement

(MSD) for the two types of ions: lithium (Li) and Bis(trifluoromethanesulfonyl)imide

(TFSI). We examine three systems: one with 10% SiO2 nanoparticles, another with

5%, and a third without any SiO2. The latter two systems have an ionic concentration

of 0.8 Li:PEO, while the 10% volume system has a higher concentration of 3.2 Li:PEO,

equivalent to 2 mol/L. This is the concentration threshold that distinguishes the LC

regime from the HC regime, affecting ion mobility.

Figures 4.1(a) and 4.1(b), show the MSD profiles for lithium and TFSI ions, respec-

tively, in the electrolyte with 10% volume fraction of SiO2 nanoparticles. Both lithium

and TFSI exhibit a pronounced sensitivity to temperature, resulting in several orders

of magnitude difference across the temperature range. At 300K, the MSD values at 30

nanoseconds are approximately 0.042nm2 for Li and 0.061nm2 for TFSI. In contrast, at

1000K, these values increase by four orders of magnitude, to approximately 575nm2 for

Li and 1497nm2 for TFSI. Additionally, the MSD is consistently higher for TFSI than

for lithium, a phenomenon we will elaborate on further in the diffusion subsection.

The behavior of the other systems in Figures 4.1(c), (d), (e), and (f) mirrors that of the

first case. In all instances, TFSI exhibits higher MSD values than lithium, and there

is a substantial four-order-of-magnitude increase in MSD with temperature across the

board.

When comparing the three distinct systems, we observe that the system containing

10% volume fraction of SiO2 nanoparticles exhibits a clearly smaller MSD for both

lithium and TFSI ions. This difference mainly commes from the difference in salt

concentrations. As this system is much concentrated, the ions have less space to move

freely and thus, their mobilities are expected to be smaller as well. Moving to the 5%
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Figure 4.1: Mean Squared Displacement (MSD) of the two ionic species: (left) Lithium
and (right) TFSI, investigated across three systems with varying nanoparticle concen-
trations: (a and b) 10%, (c and d) 5%, and (e and f) 0%. The system with a 10%
nanoparticle concentration exhibits an ionic ratio of 3.2 Li:PEO, while the other two
systems maintain an ionic ratio of 0.8 Li:PEO. Each plot displays the MSD over a
temperature range spanning from 300K to 100K (see input).
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SiO2 system, we find that its MSD is lower than the 0% SiO2 system. In the case of

lithium, the difference is quite small, whereas a slightly more noticeable distinction is

observed for TFSI ions.

To gain further insights into atom mobility, we will now examine the diffusion coeffi-

cients.

Self-diffusion

The diffusion coefficient, also known as self-diffusion, is determined by analyzing the

Mean Squared Displacement (MSD) at long time intervals using Equation 2.16. This

analysis is conducted at large timeframes because the MSD must reach the Fickian

regime, characterized by a linear dependence on time. In our case, we start collecting

data to calculate the diffusion coefficient at 5 ns.

The resulting diffusion coefficients for three systems featuring different ionic concen-

trations and quantities of nanoparticles are presented in Figure 4.2.

Figure 4.2(top) and Figure 4.2(bottom) display the diffusion coefficients for Li and TFSI

ions, respectively. These curves exhibit an exponential dependence on temperature,

consistent with typical Arrhenius behavior observed in these polymers [220].

Comparing the three systems, the 10% case, with higher ion density due to greater

ionic concentration, exhibits lower diffusion coefficients for both lithium and TFSI ions,

indicating reduced mobility. The 0-nanoparticles system shows slightly higher D values

compared to the 5% system, despite having the same ionic concentration, suggesting

that nanoparticles influence ion diffusion. These results align with previous studies,

such as the one referenced in [129].

Conductivity

Applying Equation 2.17 to the previously determined diffusion coefficients, we establish

the conductivity dependencies for the three systems under investigation. Figure 4.3

provides a comparative analysis of our calculated conductivities for these systems and

experimental data from Maurel et al. [47], focusing on completely melted PEO.

Above the melting temperature (Tm), our calculations exhibit both qualitative and

quantitative agreement with Maurel’s experimental conductivities for the case without

nanoparticles. It is essential to note that the PEO chain sizes in our simulations are

considerably smaller (∼ 103 g/mol) than those in the experiments (> 106 g/mol). This

disparity could account for the slight deviation in conductivity since smaller chains

tend to exhibit higher mobilities, resulting in a factor of approximately 2 difference in

diffusion [221].
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Figure 4.2: Diffusion coefficients for the two types of ions, with (top) Lithium and
(bottom) TFSI, investigated across the same three systems as in Figure 4.1. Each
curve represents the evolution of the diffusion coefficient across a temperature range
from 300K (corresponding to 3.3 on the x-scale) to 1000K (corresponding to 1 on the
x-scale). Notably, the red and blue curves exhibit closer proximity in both graphs
compared to the orange curve.
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Figure 4.3: Ionic conductivity as a function of temperature within a range spanning
from 300K (corresponding to 3.3 on the x-scale) to 1000K (corresponding to 1 on the x-
scale). We compare the conductivity of eight different systems: The first five correspond
to the data of Maurel et al. [47] for a pure solid polymer electrolyte (SPE) of PEO
LiTFSI with various ionic concentrations (see inset), and the last three correspond to
the systems previously studied in Figure 4.2. Notably, the computational curves closely
align with the experimental results.

In contrast, below Tm, our simulations demonstrate a significant deviation from ex-

perimental values. This deviation was anticipated, as MD simulations are inherently

limited in timescale and struggle to accurately capture the freezing process, leading to

a liquid-like behavior even at temperatures below Tm. The inclusion of nanoparticles

in our simulations introduces a similar temperature dependence.

When focusing on our dataset, the relationship between the red and blue curves remains

consistent, but a noticeable difference appears in the 10% Vol case compared to pure

diffusion coefficients. At higher temperatures, the 10% Vol case shows the highest

values, influenced by its distinct ionic concentration. We will delve into this topic

further in the upcoming section on ionic concentration dependency (Section 4.3.4).

This observation is in line with findings in Maurel’s experimental data [47], where

different ionic concentrations led to varying conductivities. Our calculations reinforce

the significant impact of ionic concentration on conductivity.

Conclusions

The comparison between our data and the references from the bibliography demon-

strates a remarkable level of agreement. This validation is particularly noteworthy as
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molecular dynamics (MD) simulations, while valuable, are inherently limited in pre-

cision, potentially resulting in minor disparities between simulated and real-world be-

havior. MD simulations heavily rely on the selected force field to construct the model,

introducing the possibility of numerical discrepancies. However, in our study, we not

only achieve good qualitative agreement but also quantitative alignment, providing

validation for our model and results.

4.3.2 Nanoparticle Concentration dependence of the electrolyte dy-

namics

In this subsection, we investigate how ion dynamics in the electrolyte are affected by

varying nanoparticle concentrations.

Mean Squared Displacement

Figure 4.4 presents the mean squared displacement (MSD) curves of three independent

systems with different ionic concentrations at 600K.

As discussed in Section 3.3.4, the concentration of 3.2 Li:PEO represents the threshold

dividing the LC and HC concentration regimes, indicating PEO saturation with lithium

ions. This concentration also aligns with the ’optimal concentration’ for ionic conduc-

tivity, as discussed in Section 4.3.4. Figure 4.4(a) and (b) depict the dependence of

the MSD with the nanoparticle concentration for the optimal concentration threshold

. Systems with slightly higher concentrations, namely 3.9 Li:PEO (Figures 4.4(c) and

(d)) and 4.2 Li:PEO (Figures 4.4(e) and (f)), are also studied.

Across all the cases, a consistent trend emerges. Both lithium and TFSI ions exhibit

decreased MSD values with increasing nanoparticle concentrations. While minor devia-

tions exist, such as the comparison between the red and black curves in fig.4.4(b), these

variations can be attributed to statistical fluctuations. Overall, the systems presented

here display a similar trend, highlighting the decrease in MSD for both ion types with

the addition of nanoparticles.

Self-Diffusion

Figure 4.5 presents the diffusion coefficients extracted from the MSD analysis in the

previous subsection. It showcases the self-diffusion coefficient data for three systems at

600 K, each with fixed ionic concentrations: 3.2 Li:PEO or 6.25 EO:Li, 3.9 Li:PEO or

5.12 EO:Li, and 4.2 Li:PEO or 4.17 EO:Li, along with increasing nanoparticle concen-

trations.

Figure 4.5(a) shows the diffusion of lithium ions, while figure 4.5(b) illustrates TFSI

ion diffusion. Both figures reveal a consistent reduction in diffusion coefficients with
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Figure 4.4: Mean Squared Displacement (MSD) of the two ionic species: (left) Lithium
and (right) TFSI, for three different systems with varying ionic concentrations: (a and
b) 3.2 Li:PEO, (c and d) 3.9 Li:PEO, and (e and f) 4.2 Li:PEO. Each plot displays the
MSD over a range of nanoparticle’s concentrations from 0% Vol to 20% vol at 600K.
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Figure 4.5: Diffusion coefficients for the two types of ions, namely (a) lithium and (b)
TFSI, are examined in the same three systems as presented in Figure 4.4. Each curve
illustrates the relationship between the diffusion coefficient and the concentration of
nanoparticles, spanning from 0% to 25%. Additionally (c) we present the lithium’s
transference number corresponding to these data. Notably, all three curves exhibit a
negative dependence on SiO2 concentration, except for the blue curve, which shows an
exception at the 2% nanoparticle content point for lithium.
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increasing nanoparticle concentration, with minor exceptions, such as the 2.5% volume

fraction point in the blue curve, which falls within the range of error, calculated after

averaging over 5 runs. A similar trend is observed for TFSI, with a consistent reduction

in diffusivity as nanoparticles are added.

We also calculate the transference number of lithium from the diffusion coefficient be-

tween the two species. Contrary to observations in other studies, such as [107], our

results show no significant variation in the transference number, remaining approxi-

mately constant with the addition of SiO2 nanoparticles, similar to other literature like

[108].

Conductivity

Figure 4.6 shows the dependence of the electrolyte conductivity on silica content based

on the results of Fig. 4.5. The addition of nanoparticles does not improve the conduc-

tivity; instead, it leads to a consistent decrease of ionic mobilities. This trend holds

true for all three studied concentrations, showing a similar dependency on silica con-

tent. An additional subplot in the top right corner of the figure displays the normalized

results, providing further clarity on the observed pattern. The dashed line represents a

finite element solution of the diffusion equation, where we treat the SiO2 nanoparticles

as ”empty space” inaccessible to ions, in the shape of spherical cavities arranged as a

simple cubic lattice inside the diffusive medium. Remarkably, this simple model ex-

hibits a similar trend to our MD simulation curves. The actual MD simulated values lie

slightly below the diffusion equation solution. Other analytical and numerical approxi-

mations for the conductivity of a suspension of empty spheres yield similar results [222].

Experimentally, recent measurements on well-dispersed polymer nanocomposites have

reported reductions below the Maxwell or Bruggeman models [125], which suggest an

additional effect related to hindered segmental motion of the polymer in the proximity

of the nanoparticles. This is in also in line with the MD simulations of ref.[131]. In

our simulations, the nanoparticle’s main effect on the conductivity stems from the fact

that the space it occupies becomes unavailable for diffusion.

This finding is also in line with some of the most recent literature such as reference

[124], which presents an experimental research on several active ceramics and gets to

the conclusion that the nanoparticles do not enhance the conductivity of the polymeric

electrolyte. We can also find examples of some other studies on passive ceramics, such

as references [223, 224]. Dudney et al. found that incorporating a 30% volume fraction

of ceramic nanoparticles resulted in a conductivity decrease of 60% from the original

value. This result is similar to what we can expect in our system for 30% volume

content of SiO2.



CHAPTER 4. HYBRID SOLID ELECTROLYTES: SILICA NANOPARTICLES -
DYNAMICS 102

0 5 10 15 20 25
Volume Fraction %

1.5

2.0

2.5

3.0

3.5

4.0
 (S

/m
)

Finite Elements
EO:Li 6.25
EO:Li 4.17
EO:Li 5.12

0 10 20
Volume Fraction %

0.50
0.75
1.00

/
(0

)

Figure 4.6: Ionic conductivity as a function of volume fraction of nanoparticles, ranging
from 0% to 20%, for the same three systems studied in Figure 4.5. The dashed line
corresponds to a finite element solution where the nanoparticles are considered as empty
space, with an ionic concentration equal to the red curve. Notably, all the curves exhibit
a negative dependence on the volume fraction of nanoparticles.

Conclusions

The conclusion drawn from this analysis is that the addition of nanoparticles does

not enhance the conductivity of the polymeric system; instead, it hinders ion mobility

and introduces additional volume that behaves as empty space, further impeding ion

movement. Overall, the inclusion of silica has a detrimental effect on the conductivity

of these electrolytes at temperatures above Tm, contradicting previous studies [41, 53,

54] that postulated the existence of a space-charge region at the interface between bulk

PEO and nanoparticles.

4.3.3 Geometry effect on the dynamical properties

In this subsection, we explore the influence of nanoparticle geometry on ionic dynamics.

While the previous section emphasized the significant impact of nanoparticle volume, we

now investigate various sizes of spherical nanoparticles and the introduction of planar

nanoparticles. The goal is to determine whether surface effects result from the addition

of silica or if the observed effects are solely due to volumetric considerations.
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Figure 4.7: Ionic conductivity as a function of silica volume fraction for three distinct
systems employing spherical nanoparticles of varying sizes, ranging from r = 6Å to
r = 12Å. In all three cases, the ionic concentration is 3.2Li : PEO, and the temperature
is maintained at 600K. A normalized data subplot is presented in the top-right corner
of the figure.

Size of the nanoparticles

In Figure 4.7, we present an examination of three distinct systems, each characterized

by nanoparticles of varying sizes. This graphical representation depicts the relationship

between conductivity and the nanoparticle volume fraction within the electrolyte at a

temperature of 600K. Additionally, an upper right subplot provides a normalized view

of the three curves.

We employ CHARMM-GUI to generate smaller nanoparticles, following the same

method used previously. To expedite the initialization process, we opted to remove

the preexisting nanoparticles and replace them with the newly generated smaller ones

in the positions originally occupied by the r = 12Å nanoparticles. Following a period

of 12 ns of annealing and thermalization, the system achieves complete equilibration.
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The red curve corresponds to data already analyzed in Figure 4.6, featuring nanoparti-

cles with a radius of r = 12Å. All three systems contain an equivalent number of ions,

corresponding to the optimal concentration of 3.2 Li:PEO or 2 mol/L at 0% nanopar-

ticle content. Observations indicate that the other two curves exhibit comparable

behavior to the initial nanoparticles. The blue curve, corresponding to nanoparticles

with a radius of r = 6Å, also exhibits a negative correlation with the volume fraction

of nanoparticles. This becomes evident in the normalized plot, where the two curves

closely align.

The black curve corresponds to the use of nanoparticles with a radius of r = 8Å. The

black curve features an outlier point at approximately 2.5% volume of SiO2. This value

is notably higher than that observed in the other two curves. However, this discrepancy

may be attributed to statistical deviations, as for higher values, the black curve exhibits

conductivity values that closely resemble those observed in the cases of r = 6Å and

r = 12Å nanoparticle radii.

In summary, it appears that the size of the nanoparticles does not have a significant

influence on the ultimate outcome of the simulation. In this context, the critical pa-

rameter of interest is the volume fraction of nanoparticles, rather than the individual

sphere sizes themselves. The results point out that volume effects dominate over surface

effects.

Planar nanoparticles

The introduction of planar nanoparticles offers a new perspective in the examination of

dynamics. Since these new nanoparticle types are non-isotropic, our study of dynamics

must shift away from isotropy. Due to the confinement along the z-axis by the silica

wall, our analysis excludes this dimension, focusing solely on two-dimensional diffusion

involving the x and y components of ion movement.

While the previous section (Section 4.3.2) revealed changes in diffusivity due to the

volume effect, it remains unclear if surface effects influence it as well. To investigate

this, we introduce a planar nanoparticle with a significantly higher surface-to-volume

ratio. Calculating diffusivity in the parallel plane allows us to isolate the surface effect

from the volume effect.

Figure 4.8 presents a comparative analysis of the diffusion coefficients for two ion types

across various systems, including simulations without nanoparticles, simulation with

spherical nanoparticles, and with planar nanoparticles. The first three scenarios per-

tain to a cubic simulation box geometry, namely, without nanoparticles (C 0N), with

spherical nanoparticles at 2.5% volume content (C S-2.5%), and with a planar nanopar-

ticle (C P-Nano) wich corresponds to a 16.6% volume content. Additionally, we provide



CHAPTER 4. HYBRID SOLID ELECTROLYTES: SILICA NANOPARTICLES -
DYNAMICS 105

simulation results for two elongated simulation box cases, one without nanoparticles

(E 0N) and another with a planar nanoparticle (E P-Nano). The process to get this

elongated systems is explained in section 3.3.6. To compare the surfaces of spherical

and planar nanoparticles, we examine the number of hydrogen atoms present. The

spherical C S-2.5% has 88 surface hydrogen atoms, while the planar C P-Nano has

578. The planar nanoparticle, C P-Nano, measures around 60Å in length and 14Å in

thickness.

The outcomes with planar nanoparticles in a cubic box closely resemble those with

spherical nanoparticles, both showing reduced conductivity. However, the error bars

are wider, likely due to one less degree of freedom. Planar nanoparticles are chosen to

minimize interference and focus solely on coordination parallel to them. Nonetheless,

our findings suggest that the reduction in mobility persists, indicating that the decrease

is not solely due to the interruption of movement caused by the volume effect. It is also

influenced by subtle alterations induced by the nanoparticle surface on the interface

atoms. However, the surface effect is relatively minimal, as the reduction observed

with a 16.6% volume planar nanoparticle is equivalent to that seen with a 2.5% volume

spherical nanoparticle, where volumetric effects are considered..

Elongated systems show higher lithium ion mobility compared to cubic ones, but this

difference may be a simulation artifact rather than a physical effect. In the elongated

simulation, the x and y coordinates are halved to approximately 34 Å, which can

significantly affect outcomes due to periodic boundary conditions and interactions with

molecular images. However, this difference is minimal and falls within the error range.

The observed decrease in ion mobility in elongated systems remains significant.

In conclusion, the use of planar silica nanoparticles exerts a negligible impact on ion

mobility, comparable to the effects observed with spherical SiO2 nanoparticles. This

points out that volume effect dominate over surface effects when using SiO2 as the

nanoparticles.

4.3.4 Ionic concentration dependence of the dynamical properties

Ionic concentration plays a critical role in PEO-based electrolytes, as highlighted in our

previous study on structural properties (Chapter 3.3.4). This concentration marks a

clear division between two regimes: the Low Concentration (LC) regime, characterized

by lithium ion adsorption by PEO, and the High Concentration (HC) regime, charac-

terized by PEO saturation with lithium ions. This distinction occurs at a threshold

concentration of 3.2 Li:PEO, equivalent to 2 mol/L. We will refer to these regimes as

LC and HC, with the threshold concentration termed the ”optimal concentration,” as

we will explain later in this subsection.
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Figure 4.8: Diffusivity of (top) lithium and (bottom) TFSI compared across five dif-
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Mean Squared Displacement

Figure 4.9 illustrates the correlation between Mean Squared Displacement (MSD) and

ionic concentration for lithium and TFSI ions in our systems. We examine four different

systems, varying in nanoparticle content from 10% volume fraction of SiO2 nanoparti-

cles to 0%. All simulations are conducted at a constant temperature of 600K and span

a wide range of ionic concentrations, from approximately 0.15 mol/L or 0.2 Li:PEO to

high concentrations around 4.5 mol/L or 9.6 Li:PEO.

Figures 4.9(a) and 4.9(b) display the MSD profiles for lithium and TFSI ions in the

system with a 10% volume fraction of SiO2 nanoparticles. In both cases, there is a clear

negative correlation between MSD and ionic concentration, resulting in decreasing MSD

values as ion concentration rises. Additionally, it is noteworthy that TFSI consistently

exhibits higher diffusion coefficients than lithium across all systems.

This trend persists in the other systems depicted in Figures 4.1(c), (d), (e), (f), (g),

and (h). In each instance, TFSI demonstrates higher MSD values compared to lithium,

and there is a consistent inverse relationship between MSD and ionic concentration.

When comparing the four systems, the one with 10% volume fraction of SiO2 nanopar-

ticles consistently exhibits lower MSD values for both lithium and TFSI ions than the

5% system. This pattern is maintained when comparing other systems, with MSD

generally increasing as nanoparticle content decreases.

To gain a more comprehensive understanding of atom mobility, we will now focus on

the examination of diffusion coefficients.

Self-diffusion

Figure 4.10(a) displays the dependence of the diffusivities of both ions with respect to

the ionic concentration. In the LC regime, both elements show a constant decrease of

the diffusivity, with the TFSI diffusing much faster than the lithium. However, at 1.5

mol/L for the Li+, or 2 mol/L for the TFSI, there is a marked change in slope, where

the D coefficient starts decreasing faster. In addition, after surpassing the 2 mol/L

point, the diffusivity of Li+ changes again its behavior and starts a transition to a very

slow decrease, while that of TFSI keeps decreasing all the way to 4.5 mol/L.

The earlier change in slope observed in lithium diffusivity, preceding a similar change

in TFSI behavior, suggests a causal relationship between the two. It is likely that

the alterations in lithium behavior, such as expansion throughout the system, drive

the subsequent structural changes that occur at approximately 2 mol/L. However, it’s

possible that these effects become more pronounced when the concentration of ”free”

ions is sufficiently large, allowing lithium’s influence to become more noticeable before
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Figure 4.9: Mean Squared Displacement (MSD) of the two ionic species, namely (left)
Lithium and (right) TFSI, investigated across four systems with varying nanoparticle
concentrations: (a and b) 10%, (c and d) 5%, (e and f) 2%, and (g and h) 0%. All
systems are maintained at a constant temperature of 600K. Each plot displays the MSD
over a range of ionic concentrations, ranging from 0.2Li : PEO to 9.6Li : PEO (see
input).
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affecting other species.

In Figure 4.10(b), we present data on the transference number, which is derived from

the diffusion coefficient data. In the low concentration (LC) regime, there is a slight

decrease in the transference number, reaching its minimum at a concentration close to 2

mol/L. Beyond this point, as we transition into the high concentration (HC) regime, the

transference number begins to steadily increase. This can be understood by looking at

the individual contributions to the conductivity from lithium and TFSI in Fig. 4.10(a).

The transference number, defined in Equation 2.18, plays a critical role in battery

electrolytes. A lithium ion’s transference number close to 1 signifies that a significant

portion of the charge transport within the electrolyte is carried by lithium ions, rather

than counterions. This high transference number is crucial for battery efficiency be-

cause it ensures efficient charge transport by lithium ions, which is essential for battery

performance.

Hence, it is crucial to examine not just overall conductivity but also the changes in the

transference number. Molecular dynamics (MD) techniques offer a valuable tool for

in-depth exploration. A pertinent example of such research is presented in [225], which

observes a similar trend, confirming the validity of our findings.

Conductivity

In figure 4.11 we present the conductivity driven by the two ions of the system. Fig-

ure 4.11 (a) represents the partial conductivity of the individual species and 4.11 (b)

represent the total conductivity of the system, calculated by using the Nerst-Einstein

equation 2.17. We study 4 systems with varying concentration of nanoparticles, from

10% to 0% as in the previous pages.

In the previous page we have studied the dependence of the diffusion coefficient of the

two species with ionic concentration and observed a change in the slope at 3.2 Li:PEO

≈ 2 mol/L. The combination of this change in the slope, added to a constant increase

in the number of ions translates to the conductivity curves (Fig. 4.11) as a maximum in

the conductivity at this points. That is the reason why we refer to this concentration

as the ”optimal conductivity” as it is the one in which we can obtain the maximum

conductivity of the system.

Figure 4.11 illustrates the dependence of conductivity on ionic concentration for four

systems with increasing ceramic content. We can see that the ionic and nanoparticle

concentrations both impact the transport properties. The black line represents the con-

ductivity obtained from a simulation without nanoparticles. As previously mentioned,

the maximum conductivity is achieved at a concentration of 2 mol/L, in agreement

with the findings of Molinari et al. [77]. The optimal concentration remains constant
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Figure 4.10: (Top) Diffusion coefficients for the two types of ions and (bottom) trans-
ference number of lithium ions are examined in the same four systems as presented
in Figure 4.9. Each curve illustrates the dependence of the self-diffusion coefficients
(top) or transference number on the ionic concentration, expressed in mol/L. Notably,
around 2 mol/L, there is a change in the slope of the diffusion curves and a minimum
in the transference number.
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while the nanoparticle content is gradually increased up to 10% volume. However, de-

spite following the same trend in all cases, the conductivity values consistently exhibit

a decrease with silica content.

The TFSI partial conductivity is very similar to the total conductivity curve in

Fig.4.11(b). This means that the total conductivity is dominated by the behavior

of TFSI. In contrast, the lithium conductivity displays a much softer peak, at a lower

ionic concentration around 1.5 mol/L. We attribute this difference in the optimal ionic

concentrations between Li and TFSI to the fact that oxygen atoms of PEO are satu-

rated by Li before the hydrogens of PEO are saturated by TFSI, as will be shown in

the next section. Slightly before the oxygen of PEO are fully saturated, less oxygen

sites become available for lithium hopping, and diffusivity is already impacted at 1.5

mol/L. In contrast, the diffusivity of TFSI changes due to the presence of non-solvated

Li ions, only after the full saturation of the oxygen atoms of PEO at 2 mol/L. Above

1.5 mol/L, σLi decreases slightly and then rises again and keeps a constant value.

Surprisingly, the transference number shows the opposite trend as the conductivity,

as shown for various nanoparticle loading values on fig. 4.10. The curves present a

minimum at the concentration that maximizes σ ∼ 2, roughly mol/L and display

the same trend as obtained in a recent simulation for bulk PEO [225], which itself

re-analyzed earlier experimental results from ref. [226]. The quantitative differences of

about 10% with respect to that simulation may stem from the neglect of the Onsager

cross terms by the Nernst-Einstein approximation.

Conclusions

Our findings highlight the presence of distinct concentration regimes, namely, the low

concentration (LC) and high concentration (HC) regimes, with a critical transition oc-

curring at approximately 2 mol/L. the difference between these two regimes is observed

in various key properties, including conductivity (Fig.4.11), diffusion, and transference

number (Fig.4.10).

In the LC regime, we observe a minor reduction in transference number accompanied

by an increase in conductivity, eventually reaching a minimum around a concentration

close to 2 mol/L. Transitioning beyond this point leads to the HC regime, characterized

by a steady increase in the transference number while the conductivity experiences a

decline. This behavior can be understood by examining the individual contributions to

conductivity from lithium and TFSI, as illustrated in Fig. 4.10(a).

The transference number’s minimum at 2 mol/L arises from σTFSI exhibiting a distinct

peak, while σLi remains relatively stable, given that transference number tLi =
σLi

σLi+σTFSI

in agreement with the findings from ref [225].
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Figure 4.11: (Top) Partial conductivity of the two ionic species and (bottom) total
conductivity of the system as a function of ion concentration within the system. The
same four different systems as presented in Figure 4.10 are studied. Notably, as the
concentration of nanoparticles increases, the conductivity decreases for all partial and
total conductivity curves. The total conductivity and partial TFSI conductivity exhibit
a distinct maximum at 2 mol/L, while a less pronounced maximum appears at 1.5 mol/L
in the case of the partial conductivity of lithium.



CHAPTER 4. HYBRID SOLID ELECTROLYTES: SILICA NANOPARTICLES -
DYNAMICS 113

Notably, our research has identified an optimal conductivity concentration at 2 mol/L,

a finding that holds true even when nanoparticles are introduced into the system. This

observation aligns with previous literature, such as the study conducted by Molinari et

al. [77]. In their research, they investigated the pure solid polymer electrolyte (SPE)

system composed of PEO and LiTFSI, specifically analyzing the relationship between

conductivity and ionic concentration. Their findings also revealed a peak conductivity

at the concentration of 2 mol/L, in agreement with our results.

It is noteworthy that we calculate a different optimal concentration for lithium’s partial

conductivity than for the total conductivity, which appears at 1.5 mol/L. This unex-

pected finding has significant implications for practical applications, as the conductivity

of lithium takes precedence over that of TFSI.

Regarding the influence of nanoparticles, our examination of dynamic properties across

a range of ionic concentrations corroborates our earlier observations in the preceding

section (Sec. 4.3.2). There, we identified a negative impact stemming from nanoparticle

addition, comming from a volumetric effect. In this section, we have extended our anal-

ysis to encompass a variety of nanoparticle concentrations, reaffirming the conclusion

that nanoparticles do not enhance the electrolyte’s conductivity. Instead, they exert

an adverse effect on ion mobility and overall system conductivity.
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Chapter 5

Al2O3

Abstract

In this chapter, we replace our previous silica nanoparticles with alumina, resulting

in significant structural differences. This change has a profound impact on lithium

behavior. Unlike silica, our results show that alumina exhibits strong coordination

with lithium, causing some lithium ions to adhere to the nanoparticle’s surface. Con-

sequently, there is a notable decrease in lithium diffusivity, as those ions attached to

the nanoparticle’s surface no longer diffuse freely.

On the other hand, TFSI behaves differently. It does not coordinate with alumina, in

contrast to its behavior with silica. The presence of alumina causes Li+ ions and PEO

to coordinate with its surface, drawing them closer to the nanoparticles. This, in turn,

reduces their influence on TFSI, allowing it to move more freely within the electrolyte.

As a result, TFSI’s diffusivity slightly increases, while the transference number of the

electrolyte decreases.

The analysis of dynamic properties reveals a decrease in lithium diffusivity and an

increase in TFSI diffusivity. Notably, we initially adopted the alumina force field pa-

rameters from reference [130]. Our findings diverge from the results presented in this

paper, as they observed an enhancement in lithium diffusivity when alumina was added.

Consequently, in light of this disparity, we decided to employ their entire force field,

rather than solely integrating the alumina parameters.

The new force field introduces minor changes in most parameters, with the most sig-

nificant differences found in the charges of TFSI, which are, on average, much larger.

These alterations in the force field result in a strong coordination between lithium and

TFSI. Consequently, both ions experience a substantial decrease in diffusivity, and the

presence of nanoparticles negatively affects both diffusion coefficients.

115
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Our findings with the second force field exhibit similar structural results compared to

the reference [130]. However, the dependence of dynamical properties on the alumina

content is still very different.

In summary, our comparison of the two employed force fields indicates that the first

force field (FF) provides a notably more accurate description of the electrolyte’s struc-

tural properties in the same system. This is because in these conditions, LiTFSI should

be fully decoupled due to PEO’s effectiveness as a solvent for this type of salts. This

decoupling is evident in our observations within the first force field, while the second

force field demonstrates clear coupling between the ionic species. This distinction is

also noticeable in Wang’s reference, further emphasizing the suitability of the first force

field for characterizing PEO’s electrolytes.

5.1 Introduction

Within the domain of passive hybrid fillers for electrolytes, three prominent ceramics

emerge as promising fillers: SiO2, TiO2, and Al2O3. The preceding two chapters have

analyzed PEO+LiTFSI+SiO2 hybrid solid electrolytes, aiming to uncover any poten-

tial enhancements in their dynamical properties resulting from the inclusion of SiO2.

However, our deep analysis revealed no discernible improvements.

In order to validate the generalizability of our findings across other passive filler ma-

terials, we shift our attention to an additional ceramic. The research done by Wang

and coworkers [130] has conducted a computational study on PEO+LiTFSI+Al2O3,

employing a methodology closely aligned with our approach for silica. They too have

employed Lammps and the OPLS-AA force field, incorporating standard parameters for

PEO and LiTFSI to simulate the electrolyte system. They have provided in their paper

the parameters required for simulating alumina. Wang et al. obtained an enhancement

in conductivity akin to the results reported by Croce et al. in their investigations

involving Al2O3 and TFSI[53], as well as Scrosati’s work on silica[59].

This chapter delves into the hybrid solid electrolyte comprising PEO+LiTFSI+Al2O3.

We analyze its properties, drawing comparisons between this system and our prior work

on silica. Additionally, we juxtapose our findings with the computational investigations

in reference [130] and experimental studies conducted by Croce and Scrosati[53, 59, 54].

5.2 Simulation Details

To investigate the system involving Al2O3, we use the LAMMPS software, maintaining

consistency with our previous simulations. In line with Wang et al.’s approach [130], we

choose an ionic concentration different from our previous settings of 3.2 Li:PEO or 6.25
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EO:Li ratios. Instead, we shift to a concentration of 20 EO:Li to ensure direct compa-

rability with Wang’s reference data. Our simulation framework retains a configuration

of 100 PEO molecules, each comprising 20 monomers per chain.

The initialization process for the system involves several steps. First, we remove the

existing ions and nanoparticles from the simulation box. Then, we introduce the new

Al2O3 nanoparticles to occupy the spatial voids left by the silica nanoparticles. After-

wards, we randomly position the new ions within the simulation box. The system then

goes through an annealing and thermalization process to reach equilibrium.

The geometry of the new nanoparticles closely resembles that of Wang et al.’s reference

[130], featuring rectangular prism-shaped structures. To initialize these nanoparticle

structures, we emplyed CHARMM-gui, as we did to generate the SiO2 initial structure.

We then externally incorporated the force field parameters through a Python script.

It’s important to mention that Wang’s reference provides only non-bonding parameters

for Al2O3 and specifies that the positions of Al2O3 nanoparticles were held fixed. We

also maintain this constraint in our simulations.

We apply periodic boundary conditions in all three dimensions of space, truncating

the nonbonding terms in equations 2.8 and 2.9 with a cutoff distance of 10 Å, while

the long-range part of the Coulombic interactions have been computed with a particle-

particle particle-mesh solver(PPPM) [227], with a relative RMS error in the per-atom

forces of 10−4.

Atoms within macro-molecules interact with neighbors separated by up to three bonds

via an intramolecular potential, Vintra = V b+V a+V d, sum of a stretching 2.10, bending

2.11 and dihedral 2.12 torsion terms. The complete force fields used in this part of the

research are available in the supplementary data. We will refer to the initial force field

as ”FF1,” and the second one as ”FF2” in table 5.1. We used the standard method of

excluding or reducing the pair interactions of Eqs. (2.8 and 2.9) by setting weighting

coefficients (wb, wa, wd) = (0, 0, 1/2) for atoms involved in Eqs. (2.10, 2.11 and 2.12),

while w = 1 for further atoms.

We considered three temperatures, 300K, 333K, and 363K to compare with litterature

data.

5.3 Results: Structural Properties

We will first focus our attention on the structure of the electrolyte with a particular

emphasis on the changes driven by the alumina into the overall system. We will start

by analyzing the radial distribution function of each of the individual components of

the electrolyte. After that we will analyze the temperature dependence of the system
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and the dependence of the RDF with the concentration of alumina.

5.3.1 General structure of the electrolyte

Lithium

Figure 3.1 presents the radial distribution function (RDF) providing a detailed view of

the spatial arrangement of atoms surrounding lithium ions. This analysis is conducted

under specific conditions, including a temperature of 363K, a 5% volume fraction of

Al2O3, and an ionic concentration of 1 Li:PEO or equvalently, 20 EO:Li. These condi-

tions will remain constant throughout the subsequent parts of this subsection.

Lithium exhibits strong coordination with the oxygen atoms of both PEO and the

nanoparticles. However, lithium’s coordination with TFSI is minimal. Unlike with

silica nanoparticles, lithium in this context not only coordinates with PEO but also

tends to adhere to the nanoparticle’s surface, which marks a distinct difference from

the previous ceramic.

The RDF graph highlights two prominent RDF functions. The first, denoted as

gONano
Li (r), exhibits a distinct first maximum at r = 1.88, with an intensity of I = 26.6.

The second, represented by gO1PEOLi(r), displays a peak at r = 2.18, with a maximum

intensity of I = 20.7. These large coordinations on the first shell indicate the prefer-

ential distances at which lithium ions are most likely to interact with the surrounding

oxygen atoms.

With Figure 3.1 at our disposal, we can gain valuable insights into the spatial distri-

bution of lithium ions under the specified conditions. Notably, lithium ions exhibit

a strong affinity for oxygen atoms in both PEO and alumina, as evidenced by the

prominent peaks in their distribution functions. In contrast, the OTFSI species show

no significant coordination with lithium ions in this scenario. The biggest variation

comparing to the electrolytes with silica comes from the strong interaction between the

cations and the nanoparticles, suggesting that the ions may form strong interactions

with the ONano and thus they adhere to it surface, as figure 5.2 shows. This highlights

a distinct preference for certain ion-atom interactions under the influence of Al2O3

nanoparticles, shedding light on the complex dynamics of this hybrid system.

Polyethylene Oxide

Figure 5.3 illustrates radial distribution functions (RDFs) centered on the oxygen and

hydrogen atoms within polyethylene oxide (PEO).

Polyethylene oxide atoms exhibit strong coordination with Li+ ions, similar to what
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Figure 5.1: Radial distribution function depicting the distribution of some atomic
species in the simulation centered around Lithium. The dashed red curve outstands,
indicating a strong interaction between lithium and OAl2O3 . The red and yellow solid
curves correspond to the oxygen atoms within the PEO, demonstrating as well alumina,
a high coordination with lithium.
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Figure 5.2: Visual representation created using VMD software, showing a single alu-
mina nanoparticle. The snapshot illustrates how the lithium ions are adsorbed at the
alumina surface. The elements represented in the figure are lithium (red), oxygen
(cyan), and aluminum (pink).
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occurs when using silica nanoparticles. Additionally, PEO displays a significant cood-

ination with the nanoparticles, in contrast to its previously weaker interaction with

silica.

In Figure 5.3, one RDF curve stands out, the one representing the correlation with

lithium. It exhibits the highest intensity, surpassing all other RDF distributions cen-

tered on PEO atoms. At a distance of 2.11Å, within the first coordination shell, this

curve reaches its maximum intensity at I = 20.8. This observation aligns with the

results presented in Figure 5.1, underscoring the importance of the interaction between

lithium and PEO. It is worth mentioning that this peak correspond to one of the two

types of oxygen atoms in PEO, however, the second more intense curve, in red, corre-

sponds to the other oxygen.

Additionally, we observe other significant interactions in the RDFs. The purple

curve represents the coordination between oxygen atoms in PEO and aluminum atoms

(gAlNano
OPEO (r)). It peaks at r = 2.29Å within the first shell, with a maximum intensity of

I = 4.1.

The next most intense curve is in blue and signifies the correlation between oxygen

atoms of the nanoparticle and oxygen atoms of PEO. However, it is important to note

that this coordination arises due to the proximity of oxygen atoms in PEO to aluminum

atoms in the nanoparticle.

Additionally, a distinct but much weaker peak appears at extremely close distances in

the RDF, with a maximum intensity of I = 0.62 at r = 1.50Å, a very close proximity.

This represents the coordination between hydrogen atoms in PEO and oxygen atoms in

the nanoparticle (gONano
HPEO

(r)). Despite its lower intensity, the proximity at such a short

distance highlights the coordination between hydrogen and alumina oxygen atoms.

In summary, lithium ions remain the primary contributors to PEO’s coordination, con-

sistent with previous observations in the absence of nanoparticles and when using silica,

as discussed in the previous chapters. However, a notable difference in this simulation is

the pronounced influence of alumina nanoparticles on the gjPEO(r) curves. This signifies

a close coordination between PEO and alumina nanoparticles, distinguishing it from

the less significant interactions observed with silica nanoparticles (see Section 3.3.1).

Alumina

Figure 5.4 presents radial distribution function (RDF) curves, offering insights into the

interactions between alumina and other atoms in the simulation. It displays the most

significant gji (r) curves for the two types of atoms within the nanoparticles.

Alumina exhibits strong coordination with lithium, leading to the adherence of lithium
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Figure 5.3: Radial distribution function depicting the distribution of some atomic
species in the simulation centered different PEO atoms. The dashed line represents
the cumulative distribution of all individual curves. Notably, the black curve stands
out, corresponding to the lithium ions, indicating a strong coordination between the
ions and the oxygen of the PEO. This observation complements what was observed in
Figure 5.1
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Figure 5.4: Radial distribution function centered around the alumina atoms. The black
solid curve, corresponding the oxygen interaction with lithium shows a high intensity,
as it happened in the corresponding figure 5.1

ions to its surface. Additionally, it shows notable coordination with the oxygen atoms

of PEO, with hydrogen atoms from PEO being its closest coordinating atoms.

In Figure 5.4, we observe several key interactions. The most prominent peak in the first

shell corresponds to the coordination between oxygen atoms of alumina and lithium

(gLiONano
(r)), consistent with our previous discussion on lithium’s structure. Another

significantly strong interaction is evident between aluminum atoms and oxygen atoms

of PEO (gAlNano
OPEO

(r)), as previously mentioned. Additionally, a smaller yet noticeable

coordination exists between the oxygen atoms of alumina and the hydrogen atoms of

PEO (g
OAl2O3
HPEO

(r)).

However, it is important to emphasize that there is no strong interaction between

alumina and TFSI ions, in contrast to the alumina interactions observed with the other

elements in the electrolyte.

These findings indicate that alumina primarily interacts with lithium ions. As the

strong an sharp peak indicates that lithium ions tend to adhere to the surface of Al2O3

upon reaching it, which differs from the patterns observed in the chapter involving

SiO2 as the electrolyte. Additionally, alumina exhibits significant interactions with
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Figure 5.5: Radial distribution function centered around the atoms of TFSI. The figure
indicates low coordination with other atoms apart from HPEO.

PEO, although these interactions have less pronounced intensity compared to lithium.

Notably, unlike silica, there is no observable correlation between TFSI ions and the

alumina nanoparticles in this simulation.

TFSI

Figure 5.5 illustrates the radial distribution function (RDF) curves, offering insights

into the interactions of TFSI elements with other atoms within the simulation.

TFSI does not exhibit significant coordination in its first coordination shell. It is

primarily surrounded by hydrogen atoms from PEO, without any distinct ordering or

clear shell structure. There is a second coordination shell at distances around r = 6−8Å

consisting of lithium, but with no relevant coordination at short distances.

In Figure 5.5, the most significant RDF corresponds to the blue curve, representing

the interaction between OTFSI and HPEO, g
HPEO
OTFSI

at a distance of r = 2.92Å, which is

relatively large for a first shell, with a low intensity of I = 0.98.

The most intense peaks correspond to the interaction between different atoms from

TFSI and lithium. These maximum intensities appear at distances ranging from 6 to

8 Å, similar to what was observed in the case without nanoparticles.
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In summary, the analysis indicates that TFSI does not establish strong coordination

with the other molecules in the simulation. TFSI ions appear to move freely, with

their closest coordination being with the abundant hydrogen atoms of PEO. In con-

trast to the case of silica nanoparticles, TFSI has minimal contact with alumina. The

robust interaction between alumina and lithium keeps these ions separated from TFSI,

preventing their coordination at close distances.

Conclusions

The structure of the new electrolyte is significantly influenced by the strong charges of

the atoms comprising the alumina nanoparticles. These substantial charges result in

powerful interactions with atoms in proximity to the filler’s surface, ultimately leading

to structural alterations when compared to the SPE-equivalent system.

Lithium atoms, carrying a positive charge of +0.8e, form strong bonds with the oxygen

atoms of alumina, which bear a charge of -0.945e, resulting in their attachment to the

alumina surface. Similar interactions occur between OPEO and aluminum. However,

due to the larger size of the PEO molecule and its numerous other interactions, it does

not readily adhere to the alumina surface.

TFSI does not engage in strong interactions with any specific atom, primarily because

of its highly delocalized charge.

5.3.2 Temperature Dependence

The question we want to answer is: does temperature has a significant effect on the

structure of the electrolyte?

Figure 5.6 provides an overview of the temperature-dependent radial distribution func-

tions (RDF) for the most relevant interactions within the system. Each graph in the

figure corresponds to a distinct interaction, at three temperatures 300K, 333K, and

363K. These simulations maintain other properties constant, such as a nanoparticle

volume content of 5% and an ionic concentration of 20 EO:Li.

Most of the atomic coordinations do not show a strong variation with temperature,

although there are some exceptions that are worth mentioning, specially the RDF

curves corresponding to the Li-OAl2O3 interaction.

Figure 5.6(a), displays the radial distribution function of PEO oxygen atoms centered

around lithium. The gOPEO
Li (r) function consistently exhibits a small decrease in the

intensity of the first peak with increasing temperature. The highest intensity drops

from I = 20.7 at 300K to I = 19.6 at 363K, and the peaks get slightly closer with

rising temperature, varying from r = 2.20Å at 300K to r = 2.18Å.
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Figure 5.6: Radial distribution function curves computed for various atom pairs, in-
cluding: (a) lithium and OPEO, (b) OTFSI and HPEO, (c) lithium and OTFSI, (d) OTFSI

and HSiO2 , (e) lithium and HSiO2 , and (f) OPEO and HSiO2 . These calculations were
performed over a temperature range spanning from 300K to 363K at an ion concentra-
tion of 1 Li:PEO.
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Figure 5.6(b) and (c) explore the gOTFSI
HPEO

(r) and gOTFSI
Li functions respectively. Both of

them show a small dependence with temperature with not substantial variations.

In Figure 5.6(d), the gAlNano
OTFSI

interaction reveals two new peaks emerging at 333K at close

(r = 2.3Å) and medium (r = 4.6Å) distances, absent at 300K. This suggests that at

the lower temperature, TFSI molecules were farther from the aluminum, but at higher

temperatures, increased kinetic energy allowed TFSI to overcome energy barriers and

approach the alumina surface. However, the correlation between TFSI and alumina

remains weak at all distances, indicating no strong interaction between them in the

simulation.

Figure 5.6(e) highlights the interaction between lithium and OAl2O3 . The peak from

the first shell stands out across all temperatures, reaching its highest intensity at 363K,

surpassing even the Li-OPEO maximum intensity in Figure 5.6(a). This peak’s intensity

exhibits a strong temperature dependence, increasing from I = 14 at 300K to I = 23 at

363K. This contrasts with the low temperature dependence observed for the other most

relevant peak in Figure 5.6(a). One plausible explanation is that elevated temperatures

enhance Li mobility, facilitating its approach to the surface, surpasing the energy bar-

riers. Consequently, more lithium atoms become attached to the nanoparticles as the

temperature increases.

Figure 5.6(f) shows the interaction between OPEO and AlAl2O3 . The three curves display

minimal temperature dependence, with slight variations at 333K. The correlations show

little change with temperature, and no significant temperature dependence is observed.

In summary, temperature significantly affects interactions with alumina nanoparticles

but has minimal influence on other interactions such as (a), (b) and (c). With increasing

temperature, more TFSI and, especially, lithium ions can approach the alumina surface

due to the large charges on the surface. The alumina structure consists of a repetitive

arrangement of aluminum and oxygen atoms, as depicted in Figure 5.2. These atoms

have opposite charges, causing positively charged ions to be attracted to oxygen atoms

while being repelled by aluminum atoms, and vice versa. This results in strong inter-

actions when ions approach their preferred atom types, as particularly evident with

lithium (see Figure 5.6(e)). However, when ions try to approach the surface they also

experience repulsive forces from the other type of alumina atoms. This interplay cre-

ates an energy barrier that can be more easily overcome with increased kinetic energy.

Consequently, as the temperature increases from the lowest to the highest setting, both

lithium and TFSI ions exhibit enhanced coordination in the first shell.
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5.3.3 Nanoparticle Concentration

Figure 5.7 illustrates the radial distribution function at 363K and how it responds to

varying nanoparticle concentrations. Each graph in the figure corresponds to a distinct

interaction and includes three curves representing nanoparticle concentrations from

0%Vol to 5%Vol.

The introduction of nanoparticles decreases the coordination between PEO and lithium,

mainly because many lithium ions become attached to the nanoparticle surface, mak-

ing them unavailable for PEO coordination. However, no other significant structural

changes result from the nanoparticle addition.

Figure 5.7(a) demonstrates a clear nanoparticle concentration dependency. The black

curve, representing 0% nanoparticle content, displays a peak in the first shell with

a maximum intensity of I = 23.9 at a distance of r = 2.08Å. Introducing a 2.5%

nanoparticle content results in reduced coordination between lithium and PEO, as the

peak significantly drops to I = 20.4 and shifts to a greater distance of r = 2.12Å. At a

5% alumina concentration, the intensity further decreases to I = 19.7, with a distance

of r = 2.18Å.

Figures 5.7(b) and (c) exhibit no discernible dependency on nanoparticle concentration.

This lack of dependency persists in the subsequent figures, 5.7(d), (e), and (f), with

the black curve naturally reaching zero in the absence of nanoparticles in that system.

In summary, the introduction of nanoparticles has a significant impact on the coordi-

nation between lithium and PEO oxygen, reducing it due to lithium adsorption on the

alumina surface, preventing those lithium atoms from being fully surround by PEO.

However, these results differ from those reported by J. Wang et al. in their study,

as shown in Figure 5.8. Wang and colleagues presented radial distribution functions

(RDF) depicting spatial correlations between lithium and OPEO, as well as between

lithium and OTFSI. In contrast to our findings, their data indicates a considerably

higher coordination between Li and OTFSI, while our data shows a near absence of this

correlation. Conversely, the correlation between Li and OPEO is notably stronger in

our simulations, approximately twice as intense as observed by Wang’s team.

As a result, we conducted additional simulations with a modified force field, available in

the supplementary information. The charges and LJ parameters can be seen in table 5.1.

The primary changes in this force field involve adjusting ion charges to ±1 from their

previous ±0.8. Additionally, the charges of the individual TFSI atoms are enhanced.

These modifications significantly impact TFSI, enhancing both the overall charge and

individual atom charges, thereby increasing polarity and leading to substantial changes

in their interactions. We sourced these force field parameters from the Moltemplate
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Figure 5.7: Radial distribution function curves computed for various atom pairs, in-
cluding: (a) lithium and OPEO, (b) OTFSI and HPEO, (c) lithium and OTFSI, (d) OTFSI

and HSiO2 , (e) lithium and HSiO2 , and (f) OPEO and HSiO2 . These calculations were
performed at 363K with an ion concentration of 1 Li:PEO and varying nanoparticle
concentrations from 0% to 5% Vol.
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Figure 5.8: RDFs of (a) Li+–O(PEO) at 333K, (b) Li+–O(TFSI) at 333 K. PEO-
LiTFSI + x wt% Al2O3 represents PEO-LiTFSI with x wt% Al2O3. x is the mass
fraction of Al2O3. The insets show an enlargement of the first coordination shell.
Image from ref.[130].

database [228], as recommended in reference [229]. You can find the RDF curves for

the new simulations using this modified force field (FF2) in the following section.

5.3.4 Force field 2

Figure 5.9 compares the radial distribution function’s response to temperature changes

for two nanoparticle concentrations in the electrolyte using the new force field (FF2).

We examine the same six interactions previously analyzed with the original force field

(FF1), while maintaining a fixed ionic ratio of 3.2 Li:PEO.

The results obtained with the new force field differ significantly from those calculated

with FF1. Notably, there is a much stronger coordination between lithium and alumina,

indicating a coupling between these two ions. As a consequence, the interactions of

lithium with other components in the electrolyte, such as gOPEO
Li (r) and gONano

Li (r), are

notably reduced because many lithium atoms are coupled to TFSI.

In Figure 5.9(a), significantly lower values are observed compared to the previous

force field. The interaction gOPEO
Li (r) exhibits negative temperature dependence when

nanoparticles are absent. Specifically, lithium binds more strongly to OPEO at lower

temperatures, but this trend becomes less distinct in the presence of nanoparticles.

In contrast, the correlation gHPEO
OTFSI

(r) in Figure 5.9(b) and gOTFSI
Li (r) in Figure 5.9(c)

show minimal temperature dependence. The black curve, representing the 0% Vol and

300K system, exhibits well-defined peaks due to its lower temperature and the absence

of nanoparticles. These conditions promote greater ordering, a phenomenon observed in

previous studies like [230] and [231], highlighting the dependence of PEO crystallinity
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PEO

atom type q (e) ϵ (kcal/mol) σ (Å)

H1 0.03 0.03 2.5
H2 0.435 0 0
C 0.14 0.066 3.5
O1 -0.4 0.14 2.9
O2 -0.635 0.17 3.09

TFSI

N -1.0 0.17 3.25
S 1.374 0.25 3.55
O -0.687 0.17 2.96
C 0.36 0.066 3.5
F -0.12 0.053 2.95

Lithium

Li 1.0 0.0005 2.87

Al2O3

O -0.945 0.155 2.8
Al 1.4175 0.155 2.2

Table 5.1: Non-bonding coefficients of the force field 2 (FF2) of all the different types
of atoms in the simulation.
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Figure 5.9: Radial distribution function curves computed using the FF2 for various
atom pairs, including: (a) lithium and OPEO, (b) OTFSI and HPEO, (c) lithium and
OTFSI, (d) OTFSI and HSiO2 , (e) lithium and HSiO2 , and (f) OPEO and HSiO2 . These
calculations were performed over a temperature range spanning from 300K to 363K
with an ion concentration of 1 Li:PEO and for two different nanoparticle concentrations,
0% and 5% in volume.
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on nanoparticle content.

Figure 5.9(c) demonstrates a significant increase in the intensity of the first peak com-

pared to the previous force field. This sharp peak suggests a strong coupling between

the two ionic species, which contrasts with the behavior observed with the previous force

field, where they were almost completely decoupled. However, this interaction does not

display any significant dependence on temperature or nanoparticle concentration.

In Figure 5.9(d), depicting the interaction between OTFSI and AlNano, there is a no-

ticeable increase in coordination with increasing temperature. The intensity nearly

doubles, going from I = 0.72 to I = 1.41. This significant enhancement in the binding

strength between alumina and TFSI, as indicated by the sharp peak, suggests that

some TFSI molecules adhere to the alumina surface. This contrast with the behavior

observed with the previous force field, where the ions were totally decoupled.

Figures 5.9(e) and 5.9(f) exhibit almost no temperature dependence. Figure 5.9(e)

experiences a significant reduction to less than half of its value with the initial force

field, while Figure 5.9(f) remains unchanged.

In conclusion, the new force field drives significant changes in the structure of the

electrolyte, making the TFSI closer to the nanoparticles but especially, coupling most

of the TFSI molecules to lithium, thus less lithium is coupled with PEO and attached

to the Al2O3 surface.

This new force field aligns more closely with the results presented in Wang’s paper

[130], emphasizing a high correlation between lithium and TFSI. However, this outcome,

which shows lithium’s higher coordination with TFSI than with PEO, contradicts other

simulation studies, such as Kang et al. [218], where a larger intensity of the gOPEO
Li (r)

first peak compared to gOTFSI
Li (r) was observed, as well as it contradicts experimental

studies like [232]. These references [218, 232], in line with existing literature, exhibit

behavior more akin to our previous force field, while contradicting Wang’s results and

our own results with the new FF regarding the structure of the electrolyte.

5.4 Results: Dynamical Properties

We now shift our focus from the radial distribution functions to ion dynamics. Specif-

ically, we will examine the diffusion coefficients of lithium and TFSI ions in the hybrid

electrolyte with alumina nanoparticles, using both force field 1 and force field 2. Our in-

vestigation will consider how temperature and ionic concentration affect these diffusion

coefficients.
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5.4.1 Temperature Dependence

Figure 5.10 illustrates the temperature-dependent variations in the diffusion coeffi-

cient within three distinct systems, each featuring different concentrations of alumina

nanoparticles: approximately 0% Vol, 2.5% Vol, and 5% Vol. These systems maintain

an ionic concentration equal to 3.2 Li:PEO.

In Figure 5.10(a), we present the diffusion coefficient of lithium ions, while Figure

5.10(b) showcases the diffusion coefficient of TFSI ions. Both curves exhibit an expo-

nential dependence with temperature, mirroring the behavior observed in the equivalent

curves for the electrolyte with silica discussed in the previous chapter in Figure 4.2.

At 300K, the temperature is below the polymer’s melting point. However, as explained

in Section 4.3.1, our simulations do not replicate the usual crystallization process seen

in experiments. Therefore, we don’t see a significant change in the curve’s slope at this

temperature.

Comparing the three nanoparticle concentrations, a clear trend emerges. For lithium

ions, regardless of temperature, diffusion decreases with increasing nanoparticle concen-

tration. However, the pattern for TFSI ions is different. At the lowest temperature, the

trend is reversed, with the system containing higher alumina content exhibiting higher

diffusivity. As the temperature rises, this difference diminishes, and at the highest

temperature, the three cases converge to yield very similar diffusion values

5.4.2 Concentration of nanoparticles

Figures 5.11(a) and (b) illustrate the dependence of the autodiffusion coefficient on

the nanoparticle content at 363 K, maintaining an ionic concentration of 3.2 EO:Li.

We omitted the diffusion coefficient results for other temperatures for clarity, due to

significant order of magnitude changes. Figure 5.11(c) extends this analysis to examine

the transference number’s dependence on nanoparticle concentration at three distinct

temperatures: 363K, 333K, and 300K.

We observe a rapid decrease in lithium ion diffusion with increasing filler concentration,

as shown in Figure 5.11. This decline is more pronounced compared to the case with

silica nanoparticles in Figure 4.5. However, the situation changes when we analyze the

diffusion of the anion, TFSI. In this case, the presence of alumina results in a slight

improvement in their diffusion values.

These differences in ion behavior can be explained by examining their structural char-

acteristics. In Figure 5.7, we observe that lithium ions strongly bind to alumina, sig-

nificantly reducing their mobility and conductivity. Those lithium ions attached to the

alumina surface tend to have very limited diffusion. However, alumina’s introduction
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Figure 5.10: Diffusion coefficients dependence with temperature of the two types of
ions, with (top) lithium and (bottom) TFSI. Each curve represents the evolution of the
diffusion coefficient across a temperature range from 300K (corresponding to 3.3 on the
x-scale) to 1000K (corresponding to 1 on the x-scale). Both curves show an exponential
dependence with temperature.
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Figure 5.11: Diffusion coefficient dependence with alumina content for the two types
of ions, namely (a) Lithium and (b) TFSI. Additionally, figure (c) displays the corre-
sponding lithium transference number. Each curve illustrates the relationship between
the diffusion coefficient and the concentration of nanoparticles, spanning from 0% to
5%. Remarkably, all three curves display a negative correlation with SiO2 concentra-
tion when it comes to lithium diffusion, while showing a slight improvement in TFSI
diffusion.
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has a less pronounced effect on the coordination of TFSI ions with other atoms. Un-

like with silica nanoparticles, TFSI ions do not form strong correlations with alumina,

allowing them to move more freely without substantial interactions hindering their

diffusion.

The analysis of the transference number confirms our earlier findings and shows a con-

sistent pattern across various temperatures. With the inclusion of more nanoparticles,

the diffusion of lithium ions decreases, whereas that of TFSI ions slightly rises. Con-

sequently, the transference number experiences a notable decline as the nanoparticle

concentration increases.

However, it’s important to highlight that our findings diverge from those reported

in reference [130]. In their study, they observed an increase in lithium and TFSI

ion diffusivity. Due to these discrepancies, as well as the variations observed in the

radial distribution function (RDF) in section 5.3.3, we conducted additional simulations

employing a modified force field. The new force field parameters were sourced from the

Moltemplate database [228], following the recommendations in ref [229]. Consequently,

we adjusted our force field using these updated coefficients, and the results of these

simulations are presented in the following subsection.

5.4.3 Force field 2

Figure 5.12 presents the dependence of diffusion coefficients on nanoparticle concen-

tration under the same conditions as the curves shown in Figure 5.11, but employing

the updated Moltemplate force field available in the appendix. The charges and LJ

parameters of the force field are presented in table 5.1.

With the implementation of the force field 2, we observe a significant reduction in ionic

diffusivity for both species as the nanoparticle volume fraction increases. In Figure

5.12(a), Li+ ion diffusivity decreases as the ionic concentration rises, exhibiting a similar

trend to the diffusivity observed in Figure 5.11(a) in relative terms, but much lower

absolute values. Additionally, Figure 5.12(b) illustrates how the diffusivity of TFSI

ions diminishes as the alumina concentration increases with the newly implemented

force field, in contrast to the results obtained with force field 1.

Furthermore, it’s worth noting that the introduction of the new force field results in

significantly lower values for the diffusion coefficients of both ions. In Figure 5.12(a),

we observe a reduction of lithium ion diffusion coefficients to less than one-third of

their values with the previous FF (FF1). Similarly, in Figure 5.12(b), the diffusion

coefficients of TFSI ions experience an even more substantial reduction, dropping to

less than one-fifth of their previous levels with FF1. This pronounced decrease is

particularly notable for TFSI ions.



CHAPTER 5. AL2O3 138

0 1 2 3 4 5
SiO2 Volume %

0.018

0.020

0.022

0.024

0.026

D L
i 1

0
6  (

cm
2 /s

)

(a)

0 1 2 3 4 5
SiO2 Volume %

0.024

0.025

0.026

0.027

D T
FS

I 1
0

6  (
cm

2 /s
) (b)

0 1 2 3 4 5
SiO2 Volume %

0.450

0.475

0.500

Tr
an

sf
er

en
ce

 N
um

be
r (c) 363K

333K
300K

Figure 5.12: The figures illustrate the dependence of diffusion coefficients on alumina
content using the FF2 for both ions: (a) Lithium and (b) TFSI. Additionally, figure
(c) displays the corresponding lithium transference number. Each curve illustrates the
relationship between the diffusion coefficient and the concentration of nanoparticles,
spanning from 0% to 5%. All the calculation were performed at 1 Li:PEO content.
Curves (a) and (b) correspond to the 363K data, while curve (c) shows the results
obtained at three temperatures, ranging from 300K to 363K.
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The reason behind this decline becomes evident when analyzing their radial distribu-

tion functions (RDF), as shown in Figure 5.9. It is clear that the two ionic species are

strongly attached, forming bonds that restrict their individual mobility. Consequently,

TFSI ions, which previously exhibited relatively independent mobility, are now con-

strained due to their attachment to alumina and the strong interactions with other

elements, such as oxygen atoms within the polymer.

The transference number, depicted in Figure 5.12(c), exhibits smaller variations with

the new force field compared to the previous one. TFSI ion diffusivity decreases mod-

erately with increasing alumina content in the new force field.

In summary, adopting the new force field FF2 results in a significant reduction in ion

mobility, which further decreases with higher filler content. This contrasts with the

findings in [130], although our structural measurements align with Wang’s data.

5.5 Conclusion

In this chapter, we examined the dynamic behavior of a hybrid solid electrolyte consist-

ing of polyethylene oxide (PEO), lithium bis(trifluoromethanesulfonyl)imide (LiTFSI),

and alumina nanoparticles (Al2O3). Our investigation focused on understanding how

temperature and nanoparticle concentration affect both structural features, represented

by radial distribution functions (RDF), and dynamic properties, particularly ion diffu-

sion coefficients. Additionally, we explored the use of an alternative force field (FF2),

similar to the one employed by Wang et al. [130, 229], in an attempt to replicate their

findings suggesting a positive impact of nanoparticles on ionic dynamics.

We initially employed force field 1 (FF1), which included the non-bonding terms for

alumina as provided in reference [130], along with our previous force field parameters

used in chapters 3 and 4. In this setup, we kept the positions of the alumina nanopar-

ticles fixed. With FF1, we observed that lithium ions exhibit an exceptionally strong

attraction to the alumina surface, showing very intense and sharped peaks on the first

shell at any given condition, as depicted in Figure 5.6. This strong interaction re-

sulted in lithium ions becoming tightly bound to the nanoparticle surfaces, leading to

either very slow diffusion or complete immobilization. Consequently, the diffusivity of

lithium ions experienced a significant reduction. In contrast, TFSI ions display weaker

coordination with nanoparticles, and their diffusion is only marginally enhanced by

the addition of nanoparticles. As a result, the transference number exhibits a rapid

decrease as nanoparticle content increased, indicating an overall adverse impact on the

dynamical properties of the electrolyte

However, our results diverge from the findings of Wang et al. In our simulations, we
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observe discrepancies in both dynamical and structural aspects compared to their re-

search. While Wang’s work suggested an enhancement in the lithium ion diffusion

coefficient and revealed strong correlations between lithium and TFSI ions, our obser-

vations reveal a strong coupling between lithium and the fillers, with no coordination

between lithium and TFSI ions.

To address the differences, we employed an alternative force field (FF2), following the

suggestions in reference [229], which should be similar to the one employed in Wang’s

research [130]. The use of the new force field parameters results in a strong coordination

between lithium and TFSI. This coupling of the ions results in a big decrease in their

diffusivities, as their charges are enhanced, and this stronger interaction reduces their

mobility. The presence of nanoparticles has a negative impact on the mobilities of both

ions.

This contrasts with Wang’s reference, and we do not have a clear explanation for

this inconsistency. In Wang’s experiment, the two ions are coupled, but the addition of

nanoparticles decreases this coupling in favor of lithium bonding with PEO. The cations

attached to PEO exhibit higher mobility than those attached to TFSI, resulting in

enhanced diffusivity when nanoparticles are added. However, in our case, the addition

of nanoparticles does not reduce the coordination between lithium and TFSI. We believe

that making subtle adjustments to the charges of TFSI to place them in between the

charges in FF1 and FF2 could potentially yield results similar to Wang’s. However,

determining the exact values for these minor charge adjustments remains challenging,

as there is no consistent trend or clear guidance on which direction to pursue.

In summary, our study highlights the influence of alumina nanoparticles on the struc-

tural properties of the electrolyte, but this influence varies notably depending on the

chosen force field. While the second force field closely aligns with Wang et al.’s struc-

tural findings, it significantly diverges in terms of ion dynamics. However, considering

the structural differences between the two force fields, the first one remains more re-

liable. This reliability is attributed to the expected full decoupling of LiTFSI due to

PEO’s efficacy as a solvent for such salts [218, 232]. The first force field indeed exhibits

this decoupling, while the second one demonstrates clear coupling between the ionic

species.

In all of these scenarios, the incorporation of alumina nanoparticles did not yield any

discernible improvement in the electrolyte’s lithium conductivity. Therefore, we did

not find any evidence of the utility of alumina as a filler for hybrid electrolytes in

molten conditions. We recommend careful consideration when evaluating its practical

applications.
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Chapter 6

Conclusion

In this thesis, we have examined the structural and dynamic properties of hybrid poly-

mer electrolytes. Specifically, we aimed to understand how the addition of ceramic

nanoparticles impacts pure polymer electrolytes. To this aim, we applied molecular dy-

namics techniques to investigate two different electrolytes: one featuring silica and the

other alumina. A notable distinction is that the silica nanoparticle has a surface coated

with hydrogen atoms, whereas the alumina fillers does not present this coating. This

investigation involved an analysis of the electrolyte’s response to various parameters,

including temperature, nanoparticle concentration, ionic concentration, nanoparticle

shape, and filler size.

1. The hybrid electrolyte’s general structure, comprising Li, TFSI, PEO, and silica,

was analyzed through the calculation of the radial distribution function in our

simulations. Our findings reveal that lithium exhibits a strong affinity for the

oxygen atoms within the electrolyte. This behavior aligns with the proposed sol-

vation mechanism for LiTFSI salt in PEO, supported by experimental evidence

??, as well as previous simulation studies ??. Consequently, the TFSI ions do

not closely associate with lithium but instead form coordination bonds primarily

with the hydrogen atoms of PEO, which are the most abundant in our simula-

tion. TFSI ions also engage with the silica surface in a polar orientation, with

their oxygen atoms facing the silica. Notably, silica interactions with lithium are

minimal when the system is not highly concentrated.

2. We explored the structural dependencies of the electrolyte by analyzing the ra-

dial distribution function and coordination numbers, specifically examining six

primary interactions between the four different molecules in the system.

Temperature significantly impacts the structural characteristics of the electrolyte.

As temperature rises, the structure becomes more delocalized, and coordination

142
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numbers decrease. However, a notable exception arises in the interaction between

lithium and TFSI. The lower coordination between lithium and PEO creates

additional space, enabling TFSI to approach and enhance its coordination with

lithium.

3. These structural changes are accompanied by alterations in the system’s dynam-

ics. We study the ionic dynamics using metrics like mean squared displacement,

diffusion coefficients, and conductivity. Comparing the temperature-dependent

conductivity with Maurel’s experiments [47], our results align closely both quali-

tatively and quantitatively. This demonstrates the effectiveness of our force field

in reproducing experimental trends. Our conductivity exhibits Arrhenius behav-

ior with temperature, although it doesn’t replicate the curvature shift at the

melting point (Tm) since our simulations lack the necessary time to model the

polymer’s crystallization.

4. The nanoparticle concentration, in contrast to temperature, has no significant im-

pact on the electrolyte’s structure. Introducing silica fillers leads to an increase

in coordinations with silica, but this has no significant impact on other coordina-

tions. This indicates that the addition of silica affects its immediate surroundings

but does not notably influence the bulk electrolyte.

5. The filler content has a negative effect on the dynamic properties of the ions.

Silica reduces the mobility of both lithium and TFSI, resulting in a decrease

in the electrolyte’s conductivity. We have also observed that the decrease in

conductivity due to the addition of fillers can be explained by a pure volumetric

effect. This contradicts the initial experiments in this field, led by Croce’s works

around 20 years ago, which were corroborated by several other experimental and

computational studies [53, 113, 101, 59, 96] [empty citation]. However, it aligns

with a more recent trend in research that demonstrates the detrimental impact

of nanoparticles on ion mobility in the electrolyte. [empty citation]

6. We also analyzed the impact of ionic content on the system’s structure. We ob-

served the existence of two distinct concentration regimes: the Low Concentration

regime (LC) and the High Concentration regime (HC). These regimes are divided

by a threshold content of 3.2 Li:PEO, equivalent to 2 mol/L. This threshold con-

centration marks the point at which PEO becomes saturated with lithium ions.

In the LC regime, lithium ions are adsorbed by the PEO, while in the HC regime,

there is an excess of lithium ions that are not trapped by the PEO. This release

of lithium ions through the electrolyte has a significant impact on all the other

interactions.

7. The changes in the structure significantly affect the dynamic properties. In the
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Low Concentration (LC) regime, conductivity increases with ionic concentration,

whereas in the High Concentration (HC) regime, it exhibits a negative depen-

dence on ionic concentration. The maximum conductivity is achieved at the

optimal concentration of 3.2 Li:PEO. Notably, the optimal concentration differs

for TFSI and lithium. When examining lithium’s partial conductivity, it reaches

a maximum at around 2.4 Li:PEO or 1.5 mol/L, while the total conductivity is

primarily influenced by TFSI. The divergence in optimal concentration for lithium

may have practical implications for industrial applications.

8. The influence of the geometry of silica nanoparticles has been explored. Analyzing

particles of different sizes and the diffusivity in the parallel direction to a planar

nanoparticle, we find that surface effects of silica have minimal impact on ion

mobility, and variations in conductivity due to nanoparticle addition are primarily

driven by volumetric effects. However, it’s noteworthy that while surface effects

do not significantly affect ionic mobility, the region surrounding the nanoparticle

exhibits a distinct molecular distribution compared to the bulk electrolyte, with

a higher proportion of TFSI molecules on its surface. Additionally, in the vicinity

of the nanoparticle, polymers exhibit different spatial organization compared to

the bulk, as observed in the case of planar SiO2.

9. The electrolyte containing alumina nanoparticles has been investigated using two

distinct force fields: FF1, which was employed in our prior studies with LiTFSI,

PEO and silica to which we added the alumina parameters, and FF2, which

introduces several changes, including higher ionic charges and enhanced TFSI

dipole. In our simulations with FF1, alumina nanoparticles demonstrated dis-

tinct behavior compared to silica, primarily attributed to their different surface

terminations. Despite this distinction, both materials had an adverse impact on

the electrolyte’s conductivity. The introduction of alumina altered the coordina-

tion and properties of the electrolyte. It resulted in increased binding of lithium

ions to the alumina surface, diminishing lithium’s coordination with PEO, and

adversely affecting diffusivity. Additionally, with FF2, the biggest difference was

comming from a strong coupling between the ions, in agreement with Wang’s

structure [130] but contradicting the experimental evidences on the solubility of

LiTFSI salt [empty citation]. Overall, the alumina also shows a negative impact

on the ions mobility with FF2.

In summary, our findings do not demonstrate any beneficial effect resulting from the

addition of nanoparticles to the electrolyte, improving its conductivity for use as an

electrolyte under the conditions we investigated. We do not observe any evidence of
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improved conductivity or the creation of a space-charge region at the interface that en-

hances ion mobility. However, our study does not exclude the possibility that nanopar-

ticles could still have a positive effect when used to reduce the crystallinity of the

electrolyte at low temperatures.



Appendix I:

FF1 including PEO, LiTFSI and

SiO2

Masses

1 1.008 # H1-PEO

2 1.008 # H2-PEO

3 1.008 # H-SiO2

4 12.011 # C-PEO

5 15.999 # O1-SiO2

6 15.999 # O2-SiO2

7 15.999 # O1-PEO

8 15.999 # O2-PEO

9 28.086 # Si-SiO2

10 14.007 # N-TFSI

11 32.065 # S-TFSI

12 15.999 # O-TFSI

13 12.011 # C-TFSO

14 18.998 # F-TFSI

15 6.941 # Li-TFSI

Pair Coeffs

1 0.03 2.5 # H1-PEO

2 0 0 # H2-PEO

3 0 0 # H-SiO2

4 0.066 3.5 # C-PEO

5 0.17 3 # O1-SiO2

6 0.17 3.12 # O2-SiO2
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7 0.14 2.9 # O1-PEO

8 0.17 3.12 # O2-PEO

9 0.1 4 10 # Si-SiO2

10 0.17 3.25 # N-TFSI

11 0.25 3.55 # S-TFSI

12 0.21 2.96 # O-TFSI

13 0.066 3.5 # C-TFSO

14 0.053 2.95 # F-TFSI

15 0.166 1.506 # Li-TFSI

Bond Coeffs

1 268 1.529 # C-C PEO

2 340 1.09 # C-H1 PEO

3 320 1.41 # C-O1 PEO

4 320 1.41 # C-O2 PEO

5 553 0.945 # H-O2 SiO2

6 300 1.65 # Si-O1 SiO2

7 300 1.65 # Si-O2 SiO2

8 553 0.945 # O2-H2 PEO

9 374.88 1.57 # N-S TFSI

10 637.07 1.437 # S-O TFSI

11 233.03 1.818 # S-O TFSI

12 441.92 1.323 # C-F TFSI

Angle Coeffs

1 37.5 110.7 # H1-C-C PEO

2 50 109.5 # O1-C-C PEO

3 50 109.5 # O2-C-C PEO

4 60 109.5 # C-O1-C PEO

5 55 108.5 # C-O2-H2 PEO

6 33 107.8 # H1-C-H1 PEO

7 60 110 # O1-Si-O1 SiO2

8 60 110 # O2-Si-O1 SiO2

9 60 110 # O2-Si-O2 SiO2

10 20 145 # Si-O1-Si SiO2

11 23.78 122.89 # Si-O2-H SiO2

12 37.5 110.7 # O1-C-H1 PEO

13 35 109.5 # O2-C-H1 PEO
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14 94.29 113.6 # N-S-O TFSI

15 91.3 103.5 # N-S-C TFSI

16 82.93 111.7 # S-C-F TFSI

17 80.19 125.6 # S-N-S TFSI

18 103.97 102.6 # C-S-O TFSI

19 115.8 118.5 # O-S-O TFSI

20 93.33 107.1 # F-C-F TFSI

Dihedral Coeffs

1 0.65 -0.25 0.67 0 # C-O1-C-C PEO

2 -0.356 -0.174 0.492 0 # C-C-O2-H2 PEO

3 0 0 0.3 0 # H1-C-C-H1 PEO

4 0 0 0.76 0 # C-O1-C-H1 PEO

5 0 0 0.352 0 # H1-C-O2-H2 PEO

6 0 0 0 0 # O1-Si-O1-Si SiO2

7 0 0 0 0 # O1-Si-O2-H SiO2

8 0 0 0 0 # Si-O1-Si-O1 SiO2

9 0 0 0 0 # O2-Si-O2-H SiO2

10 0 0 0.468 0 # O1-C-C-H1 PEO

11 -0.55 0 0 0 # O1-C-C-O1 PEO

12 4.319 0 0 0 # O2-C-C-O1 PEO

13 0 0 0.468 0 # O2-C-C-H1 PEO

14 0 0 0.316 0 # N-S-C-F TFSI

15 0 0 -0.004 0 # S-N-S-O TFSI

16 7.833 -2.49 -0.764 0 # S-N-S-C TFSI

17 0 0 0.347 0 # O-S-C-F TFSI



Appendix II:

FF1 including PEO, LiTFSI and

Al2O3

Masses

1 1.008 # H1-PEO

2 1.008 # H2-PEO

3 12.011 # C-PEO

4 15.999 # O1-PEO

5 15.999 # O2-PEO

6 15.999 # O-Al2O3

7 26.982 # Al-Al2O3

8 14.007 # N-TFSI

9 32.065 # S-TFSI

10 15.999 # O-TFSI

11 12.011 # C-TFSO

12 18.998 # F-TFSI

13 6.941 # Li-TFSI

Pair Coeffs

1 0.03 2.5 # H1-PEO

2 0 0 # H2-PEO

3 0.066 3.5 # C-PEO

4 0.14 2.9 # O1-PEO

5 0.17 3.12 # O2-PEO

6 0.155 2.8 # O-Al2O3

7 0.155 2.2 # Al-Al2O3

8 0.17 3.25 # N-TFSI
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9 0.25 3.55 # S-TFSI

10 0.21 2.96 # O-TFSI

11 0.066 3.5 # C-TFSO

12 0.053 2.95 # F-TFSI

13 0.166 1.506 # Li-TFSI

Bond Coeffs

1 268 1.529 # C-C PEO

2 340 1.09 # C-H1 PEO

3 320 1.41 # C-O1 PEO

4 320 1.41 # C-O2 PEO

5 553 0.945 # O2-H2 PEO

6 0.0 0.0 # Al-O Al2O3

7 374.88 1.57 # N-S TFSI

8 637.07 1.437 # S-O TFSI

9 233.03 1.818 # S-O TFSI

10 441.92 1.323 # C-F TFSI

Angle Coeffs

1 37.5 110.7 # H1-C-C PEO

2 50 109.5 # O1-C-C PEO

3 50 109.5 # O2-C-C PEO

4 60 109.5 # C-O1-C PEO

5 55 108.5 # C-O2-H2 PEO

6 33 107.8 # H1-C-H1 PEO

7 0.0 0.0 # Al-O-Al Al2O3

8 0.0 0.0 # O-Al-O Al2O3

9 37.5 110.7 # O1-C-H1 PEO

10 35 109.5 # O2-C-H1 PEO

11 94.29 113.6 # N-S-O TFSI

12 91.3 103.5 # N-S-C TFSI

13 82.93 111.7 # S-C-F TFSI

14 80.19 125.6 # S-N-S TFSI

15 103.97 102.6 # C-S-O TFSI

16 115.8 118.5 # O-S-O TFSI

17 93.33 107.1 # F-C-F TFSI
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Dihedral Coeffs

1 0.65 -0.25 0.67 0 # C-O1-C-C PEO

2 -0.356 -0.174 0.492 0 # C-C-O2-H2 PEO

3 0 0 0.3 0 # H1-C-C-H1 PEO

4 0 0 0.76 0 # C-O1-C-H1 PEO

5 0 0 0.352 0 # H1-C-O2-H2 PEO

6 0 0 0 0 # O-Al-O-Al Al2O3

7 0 0 0.468 0 # O1-C-C-H1 PEO

8 -0.55 0 0 0 # O1-C-C-O1 PEO

9 4.319 0 0 0 # O2-C-C-O1 PEO

10 0 0 0.468 0 # O2-C-C-H1 PEO

11 0 0 0.316 0 # N-S-C-F TFSI

12 0 0 -0.004 0 # S-N-S-O TFSI

13 7.833 -2.49 -0.764 0 # S-N-S-C TFSI

14 0 0 0.347 0 # O-S-C-F TFSI



Appendix III:

FF1 including PEO, LiTFSI and

Al2O3

Masses

1 1.008 # H1-PEO

2 1.008 # H2-PEO

3 12.011 # C-PEO

4 15.999 # O1-PEO

5 15.999 # O2-PEO

6 15.999 # O-Al2O3

7 26.982 # Al-Al2O3

8 14.007 # N-TFSI

9 32.065 # S-TFSI

10 15.999 # O-TFSI

11 12.011 # C-TFSO

12 18.998 # F-TFSI

13 6.941 # Li-TFSI

Pair Coeffs

1 0.03 2.5 # H1-PEO

2 0 0 # H2-PEO

3 0.066 3.5 # C-PEO

4 0.14 2.9 # O1-PEO

5 0.17 3.09 # O2-PEO

6 0.155 2.8 # O-Al2O3

7 0.155 2.2 # Al-Al2O3

8 0.17 3.25 # N-TFSI
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9 0.25 3.55 # S-TFSI

10 0.17 2.96 # O-TFSI

11 0.066 3.5 # C-TFSO

12 0.053 2.95 # F-TFSI

13 0.0005 2.87 # Li-TFSI

Bond Coeffs

1 268 1.529 # C-C PEO

2 340 1.09 # C-H1 PEO

3 320 1.41 # C-O1 PEO

4 320 1.41 # C-O2 PEO

5 553 0.945 # O2-H2 PEO

6 0.0 0.0 # Al-O Al2O3

7 434 1.67 # N-S TFSI

8 700 1.44 # S-O TFSI

9 340 1.77 # S-O TFSI

10 367 1.36 # C-F TFSI

Angle Coeffs

1 37.5 110.7 # H1-C-C PEO

2 50 109.5 # O1-C-C PEO

3 50 109.5 # O2-C-C PEO

4 60 109.5 # C-O1-C PEO

5 55 108.5 # C-O2-H2 PEO

6 33 107.8 # H1-C-H1 PEO

7 35 109.5 # O1-C-H1 PEO

8 35 109.5 # O2-C-H1 PEO

9 0.0 0.0 # Al-O-Al Al2O3

10 0.0 0.0 # O-Al-O Al2O3

11 120 107 # N-S-O TFSI

12 100 103 # N-S-C TFSI

13 50 109.5 # S-C-F TFSI

14 70 126.4 # S-N-S TFSI

15 74 108.9 # C-S-O TFSI

16 104 119 # O-S-O TFSI

17 77 109.1 # F-C-F TFSI
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Dihedral Coeffs

1 0.65 -0.25 0.67 0 # C-O1-C-C PEO

2 -0.356 -0.174 0.492 0 # C-C-O2-H2 PEO

3 0 0 0.3 0 # H1-C-C-H1 PEO

4 0 0 0.76 0 # C-O1-C-H1 PEO

5 0 0 0.352 0 # H1-C-O2-H2 PEO

6 0 0 0.468 0 # O1-C-C-H1 PEO

7 -0.55 0 0 0 # O1-C-C-O1 PEO

8 4.319 0 0 0 # O2-C-C-O1 PEO

9 0 0 0.468 0 # O2-C-C-H1 PEO

10 0 0 0 0 # O-Al-O-Al Al2O3

11 0 0 0 0 # N-S-C-F TFSI

12 0 0 0 0 # S-N-S-O TFSI

13 0.4 4.9 0 0 # S-N-S-C TFSI

14 0 0 0 0 # O-S-C-F TFSI
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