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1

INTRODUCTION

1.1/ MOTIVATION AND CONTRIBUTIONS

In today’s digital age, abundant online content has made recommender systems more

vital. Recommendation systems have proven to be highly efficient tools for filtering online

information. They can be broadly categorized into three types: content-based, collabora-

tive, and hybrid Roy and Dutta (2022); Ricci et al. (2010). Content-based systems recom-

mend items based on item features and user preferences. Collaborative approaches, on

the other hand, offer items based on user ratings and the ratings of other users. Hybrid

systems, as the name suggests, combine content-based and collaborative approaches

to overcome the limitations and challenges of each, such as scalability, cold-start, and

sparsity.

In summary, recommendation systems have become an essential tool for businesses

and individuals alike, as they help to streamline decision-making processes and enhance

user experience. In the e-commerce field Beel and Dinesh (2017), recommenders help

customers find relevant products and services, increase customer satisfaction, and boost

sales and revenue Roy and Dutta (2022). According to various statistics, recommender

systems account for a significant portion of e-commerce site revenues. For example, a

report by Barilliance Serrano (2023) found that personalized product recommendations

account for 31% of e-commerce site revenues. Another study by Salesforce Skovhøj

(2022) showed that product recommendations make up for 24% of orders and 26% of

revenue while accounting for only 7% of e-commerce traffic. These numbers demonstrate

the power and impact of recommender systems in e-commerce.

While recommenders are widely used and have numerous advantages, they have lim-

itations that can affect their effectiveness. These limitations include not emphasizing

enhancing factors like serendipity, managing noisy datasets, and utilizing more compre-

hensive metrics to evaluate the systems beyond just precision.

Serendipity (i.e., chance discoveries) in recommender systems can be defined as dis-

3



4 CHAPTER 1. INTRODUCTION

covering relevant, novel, and unexpected items for a user. That leads to positive out-

comes, such as satisfaction, learning, or creativity Kotkov et al. (2023). Serendipity is

often considered a desirable property of recommender systems, as it can increase user

engagement, diversity, and interest Ziarani and Ravanmehr (2021). However, it is also

a complex and subjective concept that depends on the user’s goals, preferences, and

context Yan (2020). Therefore, measuring and optimizing uncertainty in recommender

systems is challenging and requires a deeper understanding of serendipitous recommen-

dations’ item characteristics and behavioral impact.

One of the factors that may influence uncertainty in recommender systems is natural

noise, one of several types of noise that affect recommenders. Natural noise refers to

the random or unpredictable variations in the data of the environment that affect the rec-

ommendation process Kotkov et al. (2020). Natural noise can sometimes be seen as a

source of serendipity, as it can introduce some level of diversity and unexpectedness in

the recommendations, which may lead to pleasant surprises for the user Al Jurdi et al.

(2018); Ziarani and Ravanmehr (2021). However, natural noise can also be detrimental

to serendipity, as it can reduce the relevance and usefulness of the recommendations,

which may frustrate the user or make them lose trust in the system Liu et al. (2014).

Therefore, it is essential to design recommender systems that can balance the trade-

off between natural noise and serendipity and adapt to the user’s noise tolerance and

serendipity preference.

The primary objective of this thesis is to highlight the importance of serendipity in en-

hancing the potential of recommenders and enabling users to escape filter bubbles, i.e.,

receive redundant data that eventually decreases interest and harms the system. The first

proposal suggests implementing serendipity-aware techniques to effectively tackle noise

in recommender systems and maintain serendipity within reasonable limits to achieve this

goal. It also introduces the topic of noise in the datasets and how it’s linked to uncertainty.

Inconsistent user information caused by natural noise can negatively impact the per-

formance of recommender systems despite their advanced algorithms Amatriain et al.

(2009a); Martı́nez et al. (2016). This can be detrimental to the quality of recommenda-

tions as it directly affects the building blocks of model training. The second objective of

the thesis is to describe the structure of noise management algorithms and identify sig-

nificant flaws in the field. It also emphasizes the significance of an improved assessment

framework through several experiments that show how a robust system can be easily

infiltrated.

A significant issue with recommender databases is the difficulty in detecting noise, as

argued by Martı́nez et al. (2016); Luo et al. (2023). This noise is caused by natural hu-

man behavior, but current evaluation methods only focus on the best-performing recom-

menders. As a result, critical user-oriented factors like serendipity, diversity, and engage-
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ment are often overlooked when building and evaluating these systems. In the third goal

of this thesis, we propose a new approach to evaluating and assessing the performance

of recommenders that is user-centric and avoids the issues of natural noise and other

similar factors that are often overlooked and silently affect the performance. This goal is

achieved through contemporary data clustering techniques to identify hidden issues and

provide a unique evaluation approach.

Powerful recommendations consider the diverse profiles of users of the systems, elimi-

nate the effect of noise in the datasets and ensure that users get the best out of vast data

catalogs by effectively presenting them with what matters to them. This thesis’s final goal

is a community-based architecture proposal to construct an effective recommendation

mechanism that attains better performance and user engagement scores.

1.2/ THESIS CONTEXT

A thorough examination of traditional assessment approaches

Optimizing user experience by leveraging community-based
methodology

Exploring the potential of serendipity-aware recommenders
in enhancing user experience

In-pedth exploration of the constraints of effective methodology
for natural noise research

Examining types of attacks and their relationship to natural noise

Obfuscation as a novel recommender attack strategy

- Theoretical and methodological foundations: models,
frameworks, metrics, evaluation methods

- Ethical and social issues of recommender systems: privacy,
fairness, transparency, trust

Foundation Layer

Data Layer

- Collection and processing of data: preferences, ratings,
reviews, behavior, context, etc.

- Considers the quality and diversity issues: accuracy, coverage,
novelty, serendipity, etc.

Algorithm Layer

Application Layer

- Development and analysis of algorithms and techniques for
generating recommendations: collaborative filtering, content-
based filtering, hybrid methods, deep learning

- Considers the computational and scalability issues of
recommender systems, such as data sparsity

- Design and evaluation of recommender systems for specific
domains and contexts, such as e-commerce and health

- It also considers the user interface and interaction aspects
such as personalization, explanation, and feedback

Introducing group-based validation, a key to identifying critical
hidden data issues

Figure 1.1: A Layered Model for Organizing Recommender Systems Research.

The study of recommender systems encompasses various areas, including information

filtering, personalization, and user modeling. Computer science, social science, and do-

main knowledge are some contributing disciplines, as noted in Ricci et al. (2010); Ag-

garwal et al. (2016). To create a well-organized framework for this thesis and structure

these fields, we developed a possible theoretical layered model that resembles the OSI

model used in network communication, a concept touched on in Roy and Dutta (2022).

Each layer in this model represents a specific level of abstraction and functionality within

recommender systems. In this thesis, we address three layers (out of the four) in the

proposed model illustrated in Fig. 1.1:

– In the foundation layer, we present a novel method of group-based validation, en-

abling us to detect and resolve crucial data problems often overlooked by conven-

tional methods. This method is based on a comprehensive analysis of the strengths



6 CHAPTER 1. INTRODUCTION

and limitations of existing assessment approaches.

– In the data layer, we thoroughly examine the types of attacks on recommenders

and highlight their relationship to natural noise. Further, we conduct an in-depth

exploration of the constraints of effective methodology for natural noise research

and finally propose ”obfuscation” as a novel recommender attack strategy.

– In the algorithm layer, we investigate how serendipity-aware recommenders, which

can surprise and delight users with unexpected and relevant recommendations,

can boost user satisfaction and engagement. We also propose a community-based

methodology to optimize user experience by considering the social and contextual

factors influencing user preferences and choices.

1.3/ THESIS ORGANIZATION

Objective I

This section outlines the essential structure for
conventional noise management in recommender

systems and points out significant shortcomings. It
highlights the importance of an enhanced evaluation

framework, demonstrated by successfully infiltrating a
robust system through a proposed attack.

Navigating the Fine Line Between
Noise Management and Serendipity

This proposal employs data clustering for a unique
evaluation approach to detect concealed issues in

recommenders. It posits that such problems can often
remain unnoticed in numerous systems and adversely

affect the overall user experience and system
performance.

Revitalizing the Evaluation of Recommender
Systems: A Fresh Perspective

The main goal is to emphasize the significance of
serendipity (aka chance discoveries) in optimizing

the capabilities of recommenders and allowing
users to break free from filter bubbles.

The Significance of Serendipity in
Recommender Systems

Objectives II & III

Objectives IV

The final proposal employs a networks-inspired
methodology to construct an effective

recommendation mechanism that attains better
performance and engagement scores.

The Impact of Weak Ties on Recommender
Systems

Figure 1.2: Thesis Organization.

The structure of the thesis is shown in Figure 1.2 and consists of four main objectives,

which are ordered from left to right. Objectives two and three are closely interrelated and

complement each other. There are six sections in total:

– Part II briefly introduces recommender systems, including their various types and

applications in academic research and practical settings. Additionally, we discuss
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key themes addressed in this thesis, such as serendipity, natural noise, and evalu-

ation methods and the connections between them.

– Part III highlights the importance of serendipity, which refers to finding something

valuable or exciting by accident in enhancing the performance and diversity of rec-

ommenders. By improving and adapting to serendipity, we can help users discover

new and relevant items that they might not have considered otherwise and avoid

the problem of filter bubbles, which limit users’ exposure to diverse and challenging

information.

– In Part IV, the essential components of traditional noise management methods in

recommender systems are described, and significant limitations are identified. The

need for a better evaluation framework is emphasized by showing how a proposed

attack can breach a resilient system.

– Part V introduces a novel evaluation method based on data clustering employed to

uncover hidden problems in recommenders. It is argued that these problems can

frequently escape detection in many systems and negatively impact user satisfac-

tion and system efficiency.

– In Part VI, an effective recommendation mechanism that achieves higher perfor-

mance and engagement scores is constructed using a community-based method-

ology in the final proposal.

– Our study’s results and potential implications are ultimately presented in Part VII of

this dissertation, highlighting the significance of the research conducted.





II
GENERAL OVERVIEW
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This section offers an overview of recommender systems and how they work using var-

ious methods. It explains the ideas addressed in this thesis: serendipity, managing nat-

ural noise, assessing the effectiveness of recommenders (including different evaluation

techniques), and enhancing their performance through community-based clustering tech-

niques. This chapter establishes the foundation for upcoming chapters and clarifies the

concepts examined in subsequent research and experiments.
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2

AN OVERVIEW AND CLASSIFICATION

OF RECOMMENDER SYSTEMS

2.1/ INTRODUCTION

As briefly introduced in the previous chapter, recommender systems are information fil-

tering systems that predict users’ preferences for a set of items. They are widely used

in various domains, such as e-commerce, social media, and entertainment, to provide

personalized recommendations to users. There are three main types of recommender

systems: content-based CBF, collaborative CF, and hybrid Roy and Dutta (2022). Figure

2.1 shows the anatomy of different recommendation filtering techniques Isinkaye et al.

(2015). It is important to note that in our work on the various topics of uncertainty, noise

and evaluation, and general user data status in the system, we use different types of rec-

ommenders, and the main aim wasn’t to select a ”most efficient” recommender for a given

task. That is because we have researched and proposed strategies to evaluate systems

according to specific criteria and in a non-conventional way. Hence, the approach we

apply is not standard, where we select specific models and verify their performance on a

given task and across a particular set of metrics.

2.2/ RECOMMENDER TYPES

CBF recommender systems recommend items similar to those that a user has liked in

the past. They use the attributes of the items to create a profile for the user and rec-

ommend items with similar features. These systems work well when there is sufficient

data about the user’s preferences and when the items have well-defined attributes. CF

systems recommend items based on the likes of other users who have similar tastes to

the target user. They use the ratings or reviews of other users to predict the target user’s

preferences. These systems work well when there is not enough data about the user’s

13
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Recommender
Systems

Content-based Collaborative Hybrid

Model-based Memory-based

Filtering techniques

Clustering techqniues
Association techniques

Bayesian networks
Neural networks

user-based item-based

Figure 2.1: A High-level Representation of the Recommender System Techniques.

preferences and when there is a large number of users. Lastly, Hybrid recommender sys-

tems combine CBF and CF techniques to provide recommendations. They use both item

attributes and user ratings to create recommendations. These systems work well when

sufficient data about the users and the items exists. The different parts of this thesis focus

on various types of collaborative-based models.

2.2.1/ CONTENT-BASED FILTERING

CBF is a domain-dependent algorithm that analyzes the attributes of items to gener-

ate predictions. CBF is the most successful technique when recommending web pages,

publications, and news documents. In CBF, recommendations are made based on user

profiles using features extracted from the content of items the user has evaluated in the

past. Items mostly related to positively rated items are recommended to the user. CBF

uses different models to find similarities between documents and generate meaningful

recommendations. It could use a Vector Space Model such as Term Frequency Inverse

Document Frequency (TF/IDF) Robertson (2004), or Probabilistic models such as Naı̈ve

Bayes Classifier Murphy et al. (2006), Decision Trees, or Neural Networks to model the

relationship between different documents within a corpus. These techniques make rec-

ommendations by learning the underlying model with either statistical analysis or machine

learning techniques. CBF does not need the profiles of other users since they do not in-

fluence recommendations. Also, if the user profile changes, CBF still has the potential to
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adjust its recommendations within a very short period. The major disadvantage of this

technique is that it requires an in-depth knowledge and description of the features of the

items in the profile.

Figure 2.2: High-level Representation of the Collaborative Filtering Process in Recom-
menders.

2.2.2/ COLLABORATIVE FILTERING

CF is a prediction technique recommending items to users based on their preferences.

Figure 2.2 Atashkar and Safi-Esfahani (2020) shows a high-level representation of the

general CF process. It is beneficial for content that metadata, such as movies and music,

cannot easily describe. The technique builds a database of user-item preferences, repre-

sented as a matrix. The matrix then matches users with similar interests and preferences

by calculating similarities between their profiles. Users with similar interests are grouped

in what is called a neighborhood. Recommendations are made to users based on items

they have not rated before but that were positively rated by users in their neighborhood.

CF can produce either predictions or recommendations. Predictions are numerical values

that express the predicted score of an item for a user, while recommendations are lists of

top-N items that the user will like the most. CF can mainly be divided into two categories:

memory-based and model-based.

2.2.2.1/ MEMORY-BASED TECHNIQUES

Memory-based techniques are popular CF algorithms that leverage the user-item rating

matrix to make recommendations. These techniques operate on the assumption that

users who have had similar preferences in the past are likely to have similar preferences

in the future Roy and Dutta (2022). Memory-based techniques can be broadly classified

into two categories: user-based and item-based. User-based techniques seek out similar

users to the target user and suggest items that these similar users have liked in the past.

On the other hand, item-based techniques identify comparable items to those the target

user has previously expressed interest in and recommend these similar items.
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The main elements of memory-based techniques are:

– User-item rating matrix: This matrix contains all the ratings users give to different

items. It is used to compute similarities between users or items.

– Similarity measure: This measure calculates the similarity between two users or

items. Various similarity measures, such as Cosine similarity, Pearson correlation,

and Jaccard similarity, can be used.

– Neighborhood selection: This step involves selecting a subset of users or items

most similar to the target user or item.

– Rating prediction: This step involves predicting the rating of an item for a target user

based on the ratings of similar users or items.

– Recommendation generation: This step involves generating a list of recommended

items for the target user based on their predicted ratings.

2.2.2.2/ MODEL-BASED TECHNIQUES

Model-based techniques are a class of CF algorithms that use statistical models to gen-

erate recommendations. These techniques are based on the assumption that an under-

lying model exists that explains the user-item rating matrix. Model-based techniques can

be divided into matrix factorization Koren et al. (2009) and probabilistic models Ahmadli

(2022). The idea behind matrix factorization is to represent the user-item rating matrix

as a product of two low-rank matrices. This helps in estimating the missing values in the

user-item rating matrix.

On the other hand, probabilistic model-based techniques estimate the parameters of a

probabilistic model that explains the observed data. These models are used to generate

recommendations based on the parameters learned from the data. One of the advan-

tages of model-based techniques is that they can handle sparse data effectively and

create recommendations based on a small number of user-item interactions.

The main elements of model-based techniques are:

– Latent factors: These are hidden variables that represent the characteristics of

users and items. Model-based techniques aim to learn these latent factors from

the user-item rating matrix.

– Model training: This step involves learning the model parameters using the user-

item rating matrix. Various optimization algorithms can be used, such as stochastic

gradient descent, alternating least squares, and Bayesian inference.

– Rating prediction: This step involves predicting the rating of an item for a target user

based on the learned latent factors.

– Recommendation generation: This step involves generating a list of recommended

items for the target user based on their predicted ratings.
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2.3/ DATA TYPES AND STRUCTURE

For a recommender system to function accurately, it is essential to construct a well-

defined user profile/model. The system requires as much information as possible from

the user to provide reasonable recommendations from the beginning and avoid the cold-

start problem Lam et al. (2008). Recommender systems rely on different types of input

Aggarwal et al. (2016), including explicit feedback, which is the most convenient high-

quality feedback and the one that is mainly used in our work in this thesis. This feedback

includes precise input by users regarding their interest in an item or implicit feedback by

inferring user preferences indirectly through observing user behavior. Hybrid feedback

can also be obtained through both explicit and implicit feedback. In an E-learning plat-

form, a user profile is a collection of personal information associated with a specific user.

This information includes cognitive skills, intellectual abilities, learning styles, interests,

preferences, and interaction with the system. The user profile is typically used to retrieve

the necessary information to build up a model of the user. Thus, a user profile describes

a simple user model. The success of any recommendation system depends mainly on

its ability to represent the user’s current interests. Accurate models are indispensable for

obtaining relevant and precise recommendations from any prediction techniques. Figure

2.3 represents the critical differences between implicit and explicit feedback, the two types

most commonly used in recommender applications Zhao et al. (2018). To summarize the

types of feedback pertinent to the work accomplished in this thesis:

User Preferences

Explicit Feedback Implicit Feedback

Ratings
"Likes"
Written reviews

Past purchases
Browsing behavior
Data patterns

Figure 2.3: Key Differences between Implicit and Explicit Feedback in Recommender
Datasets.

– Explicit feedback: The system interface usually prompts the user to provide item rat-

ings to construct and improve the user model. The accuracy of recommendations

depends on the quantity of ratings the user provides. However, this method has a

shortcoming: it requires effort from users, and they are not always willing to pro-
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vide enough information. Explicit feedback is more reliable than implicit feedback

because it does not involve extracting preferences from actions. Although explicit

feedback requires more effort from users, it provides transparency into the recom-

mendation process, resulting in a slightly higher perceived recommendation quality

and more confidence in the recommendations Buder and Schwind (2012).

– Implicit feedback: The system monitors user actions such as purchase history, nav-

igation history, time spent on web pages, links followed by the user, the content of

e-mails, and button clicks to infer the user’s preferences automatically. This method

of inferring choices is called implicit feedback and reduces the burden on users.

Although it does not require effort from the user, it is less accurate than explicit

feedback. However, some researchers argue that implicit preference data might be

more objective than direct feedback because there is no bias arising from users

responding in a socially desirable way, and there are no self-image issues or any

need for maintaining an image for others Buder and Schwind (2012); Gadanho and

Lhuillier (2007).

Table 2.1 presents highlights of the most commonly used MovieLens datasets in recom-

mender systems, including the datasets used in most of our experimentations to achieve

the goals of this thesis. Note that the sparsity of a dataset is defined as the ratio of

the number of missing ratings to the total number of possible ratings. A higher sparsity

indicates that the dataset has more missing values and is more challenging to work with.

The rating scale used in a dataset can impact the recommendations generated by a

recommender system. A half-star rating scale provides more granularity and allows for

more nuanced ratings, which can lead to better recommendations Uher (2018). On the

other hand, a 1-5 rating scale is simpler and easier to understand, but it may not capture

the full range of user preferences Aggarwal et al. (2016). However, the choice of rating

scale depends on the specific use case and the nature of the data. In general, using a

rating scale that is appropriate for the data and provides enough information to generate

accurate recommendations is recommended.

Table 2.1: Information about the most commonly used MovieLens datasets for recom-
mender systems.

Dataset Name No. of Ratings No. of Movies No. of Users Rating Scale Sparsity Release Year

MovieLens 100K 100,000 1,682 943 1-5 stars 93.70% 1998
MovieLens 1M 1,000,209 3,900 6,040 1-5 stars 95.53% 2000

MovieLens 10M 10,000,054 10,681 71,567 Half-star scale 98.30% 2009
MovieLens 20M 20,000,263 27,278 138,493 Half-star scale 99.46% 2016
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2.4/ EVALUATING RECOMMENDER SYSTEMS

As previously discussed, recommender systems in the context of this thesis are those that

are mainly used to provide personalized recommendations to users based on their past

behavior, preferences, and interests. Evaluating their performance is crucial as it involves

the user’s trust in the system. There are various incompatible assessment methods used

for the evaluation of recommender systems. Still, the proper evaluation of a recommender

system needs a particular objective set by the recommender system Gunawardana et al.

(2012). The most commonly used evaluation metrics are accuracy, coverage, novelty,

and uncertainty. Precision measures how well the system predicts users’ preferences,

while coverage measures how many items the system recommends. Novelty measures

how diverse the recommended items are, while serendipity measures how surprising or

unexpected the recommendations are Roy and Dutta (2022).

Most researchers who suggest new recommendation algorithms compare the perfor-

mance of their latest algorithm to a set of existing approaches. Such evaluations are typ-

ically performed by applying some evaluation metric that ranks the candidate algorithms

(usually using numeric scores). Most recommenders have been evaluated and rated

based on their prediction power — their ability to accurately predict the user’s choices.

However, it is widely agreed that accurate predictions are crucial but insufficient to de-

ploy a good recommendation engine Herlocker et al. (2004); Jurdi et al. (2021). In many

applications, people use a recommender system for more than an exact anticipation of

their tastes. Users may also be interested in discovering new items (serendipity), rapidly

exploring diverse items, preserving their privacy, the fast responses of the system, and

many more properties of the interaction with the recommendation engine.

Three levels of experiments are generally used to compare several recommenders: offline

experiments, online experiments, and user studies Gunawardana et al. (2012). Offline

experiments are conducted on historical data and compare algorithms based on their

predictive accuracy. Online experiments on live systems measure an algorithm’s real-

time performance. User studies involve collecting user feedback about their experience

with a recommender system.

2.5/ CONCLUSION AND AREAS OF FOCUS

We introduced the initial objectives of recommenders and their implementation and eval-

uation mechanisms. Despite their usefulness and advancement, recommender systems

have limitations and challenges, such as cold start, scalability, and sparsity. Cold start

refers to the problem of recommending items for new users who do not have any rating

history. Scalability refers to the problem of handling large datasets with millions of users
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and items. Sparsity refers to the problem of having insufficient data about some users

or items. Several mathematical equations are used in recommender systems, such as

cosine similarity, Pearson correlation coefficient, and Euclidean distance. Matrix factor-

ization techniques such as singular value decomposition (SVD) and non-negative matrix

factorization (NMF) are also used in CF.

In this thesis, we intend to advance the evaluation of recommender systems, specifically

in the context of noise in the datasets. As introduced previously, evaluation is a vital

task to measure a system’s effectiveness. However, the data can sometimes mislead the

results and allow a non-accurate conclusion of a good performance. In reality, the results

are skewed due to the presence of such data in the systems.

Our target is to unravel the ideas of natural noise and hidden behaviors that harm recom-

mender performance and aren’t usually detected by conventional evaluation strategies.

For that, there is an urgent need for a unique evaluation strategy that overcomes those

data issues and allows a better assessment of the recommender’s performance before

being deployed and utilized.

We also intend to combine the knowledge from the evaluation, assess the main target of

recommenders with the proper evaluation strategies, and propose a better recommender

strategy that can maximize user engagement and recommend more engaging and suit-

able items for users. The aim is to align with the ultimate goal of recommenders intro-

duced in the thesis’s introduction, allowing users to explore new information and expand

their knowledge and interests.



III
THE SIGNIFICANCE OF SERENDIPITY IN

RECOMMENDERS
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This first part of the thesis highlights serendipity as a crucial factor in recommender sys-

tems and debates how there is yet to be a clear definition for it in current research fields.

Experiments prove that uncertainty in the list of recommendations, alongside some rele-

vant recommendations, improves user satisfaction. This section also addresses natural

noise in recommender datasets and how noise detection algorithms attempt to free the

systems from noise without considering that natural noise and serendipity overlap in their

definition, disregarding the importance of serendipity. An algorithm has been developed

to eliminate noise while allowing serendipitous results. The effectiveness of the algo-

rithm’s output is measured using the top-N adjusted metric.
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3

ADAPTIVE SERENDIPITY FOR

RECOMMENDER SYSTEMS

3.1/ OVERVIEW

Nowadays, recommender systems are widely implemented to predict the potential ob-

jects of interest for the user. With the wide world of the internet, these systems are nec-

essary to limit the problem of information overload and make the user’s internet surfing

a more agreeable experience. However, a very accurate recommender system creates

a situation of over-personalization where there is no place for adventure and unexpected

discoveries: the user will be trapped in filter bubbles and echo rooms. Serendipity is a

beneficial discovery that happens by accident. Serendipity alone can be easily confused

with randomness; this takes us back to the original problem of information overload. Hy-

pothetically, combining accurate and serendipitous recommendations will result in higher

user satisfaction. In this section, we aim to prove the following concept: including some

uncertainty at the cost of profile accuracy will result in higher user satisfaction and is,

therefore, more favorable to implement. We will test a first-measure implementation of

serendipity on an offline dataset that lacks serendipity implementation. By varying the

ratio of accuracy and uncertainty in the recommendation list, we will reach the optimal

number of serendipitous recommendations to be included in an accurate list.

3.2/ INTRODUCTION

Nowadays, with the internet being used worldwide and for many applications, the user is

exposed to a substantial quantity of information. Consumers are suffering from what is

called information overload. The need to bridge the gap between the demand and the

supply becomes of urging importance. Recommender systems arise to predict what the

user might need and recommend it to him, consequently narrowing his choices. Person-

25
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alization of the internet’s content or information filtering is essential in knowledge man-

agement Reviglio (2019). Personalization happens in two ways: explicitly through rating

or implicitly through activity monitoring using artificial intelligence and machine learning.

Personalization is somewhat dangerous, especially when done implicitly since it is im-

posed on the user who might not desire it. It creates filter bubbles and echo rooms. In

the filter bubbles, the user continues to see and listen to what reinforces his interest and

opinion.

While the echo room is a group situation where information, ideas, and beliefs are am-

plified like the actual echoing phenomenon if used up to a certain extent, personalization

brings satisfaction to most users; however, if techniques continue to diverge towards fur-

ther enhancing it, the result would be a dangerous over-personalized environment having

users that are addicted to their comfort zone Reviglio (2019). Customers of e-retail busi-

nesses will view only their familiar items without being exposed to new items that they

don’t even know exist, even though these new items may solve problems that customers

face. They aren’t aware that these problems are solvable. Serendipitous items will sat-

isfy customer’s needs and increase sales. That’s why ”beyond-accuracy” objectives are

essential in recommender systems. Kaminskas and Bridge analyze these objectives:

diversity, serendipity, novelty, and coverage Kaminskas and Bridge (2016).

Serendipity is commonly described as a pleasant surprise, unintended finding, accidental

discovery, or simply an ”Aha!” experience Sun et al. (2013). The term was first used

in 1754 by Horace in his book The Three Princes of Serendipity, whose adventure was

full of unexpected happy discoveries. Simply put, serendipity is knowing what the user

doesn’t know they like: a challenging task. The item inside the user’s mind can be divided

into two categories (for simplicity): what they know and ignore. Each category can be

divided into two subcategories: what they like or dislike for the known items and what

they would like or dislike for the unknown. Serendipity lies in the subcategory of the items

the user ignores but would like. According to the definition in Kaminskas and Bridge

(2016), serendipity is discovering enjoyable or valuable things by chance.

Novel

Familiar

Rated

Relevant

Unexpected

Serendipitous

Figure 3.1: Users Perception of Recommended Items.
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Serendipity is simultaneously the intersection of what is unexpected and relevant, as

shown in Figure 3.1. Users enjoy what is relevant and accurate, unaware that there might

be an entirely new world that they might be interested in but have never discovered. For

all the previously mentioned reasons, and considering the importance of serendipity in

a world so accurate that it is becoming tedious and redundant, we suggest integrating

some serendipitous items in the recommendation list. First, this chapter simply aims to

show that serendipity can increase user satisfaction even in offline datasets not linked

to serendipity studies. The second goal is to test the optimal number of unexpectedly

relevant items among others that are accurate. The following parts of the chapter are

divided as follows: section 2 discusses the background and the related work. Then,

we show the implementation environment, including the algorithm in its steps and the

dataset. The experimental results will be presented in the last section, followed by the

limitations.

3.3/ BACKGROUND AND RELATED WORK

This section presents an overview of the previous studies and works on serendipity.

Serendipity is a concept that is hard to define, and this complexity in the definition im-

pacts the possibility of implementation. Ge et al. Ge et al. (2010) indicate that experi-

mental studies of serendipity are scarce since it is not only hard to define but, in parallel,

hard to measure. This difficulty in defining and measuring surprise and unexpectedness

was mentioned in other surveys and studies Kaminskas and Bridge (2016). As previ-

ously mentioned, many research studies are trying to grasp the meaning of this happy

surprise; they all admit that it is somewhere between the unexpectedness, the novelty,

and the relevance or what is also called utility or usefulness.

Kotkov et al. Kotkov et al. (2016) in their survey list state-of-the-art recommender ap-

proaches that suggest serendipitous items. They point at the re-ranking algorithm, op-

posite to the accuracy-based algorithms, where obvious suggestions are given a low

ranking. This algorithm can use any accuracy algorithm to provide the result, and in case

we desire a serendipity-oriented modification, specific algorithms are to be used. At the

same time, novelty does not rely on any standard accuracy algorithm. These algorithms

can be improved by pre-filtering, modeling, and post-filtering.

Iaquinta et al. Iaquinta et al. (2008) proposed introducing serendipity in a content-based

recommender system, creating consequently a hybrid recommender system that joins

both the content-based algorithm and the serendipitous heuristics. According to them, the

strategies to induce serendipity are as follows: implement it via ”blind luck”, i.e., randomly,

via user profile in what is called the Pasteur Principle, or via poor similarity measures, or

even via reasoning by analogy without any particular implementation. Therefore, some
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content-based recommender systems, like Dailylearner, filter out the items that are too

different and similar to the user’s previously rated items.

The Pasteur Principle previously mentioned, as Pasteur himself states, ”chance favors

only the prepared mind”, was used by Gemmis et al. in their approach De Gemmis

et al. (2015). The knowledge infusion process can improve the ability of the algorithm

to produce uncertainty. Their study showed a better balance between relevance and

unexpectedness, which was better than other CF and CBF algorithms for recommenda-

tion. An attractive characteristic of their research was the measure of surprise done ac-

tively by analyzing the user’s facial expressions. This analysis is performed using Noldus

FaceReaderTM. That way, implicit feedback about the users’ reactions will be gathered

towards the recommendations that they are given.

In his model for news recommendations Jenders et al. (2015), Jenders suggests many

ranking algorithms and models and compares them. The serendipitous ranking uses a

boosting algorithm to re-rank articles. Those articles were previously ranked according to

an unexpectedness model and another model based on the cosine similarity between the

items and a source article. This ranking system gained the highest mean surprise ratings

per participant.

In his study, Reviglio Reviglio (2019) states that uncertainty cannot be created on de-

mand. Instead, it should be cultivated by creating opportunities for it. These opportunities

would be present in a learning environment that can be physical or digital. He elabo-

rates on his concept through social media. He affirms that by pushing the user to burst

from the bubble, we give the people the power to discover, and by doing this, we create

balance by providing freedom and mystery. As a continuation of what was previously

said, Sun et al. Sun et al. (2013), through their observation, noted that micro-blogging

communities provide a suitable context to observe the presence and effect of serendipity.

Their experiment revealed a high ratio of serendipity due to retweeting. They remarked

that this serendipitous diffusion of information positively affects the user’s activity and

engagement.

Some practitioners are trying to create systems where the design enhances serendipity.

Two examples are Google’s theoretical serendipity engine and eBay’s test in serendipi-

tous shopping Sun et al. (2013). Another recommender framework that tries to introduce

serendipity is Auralist Zhang et al. (2012). This system attempts to balance accuracy,

diversity, novelty, and serendipity in music recommendations and improve them. Obser-

vation of the systems reflects how users willingly sacrifice some accuracy to improve all

the rest.

To better expect the unexpected, Adamopoulos et al. Adamopoulos and Tuzhilin (2014)

proposed a method to generate surprising recommendations while maintaining accuracy.

In our study, we utilized their algorithm and will explain it in the following Chapter.
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3.4/ IMPLEMENTATION ENVIRONMENT

This section discusses the algorithm and dataset utilized for conducting the experiments.

3.4.1/ STRATEGIES

To test the optimal number of serendipitous recommendations in the accurate list of rec-

ommendations, we started by choosing an algorithm for both our base and serendip-

ity strategies. For the base strategy, we picked a non-personalized single-heuristic ap-

proach. Our base study, which is supposed to generate accurate recommendations, is

based on popularity. In this strategy, the items are selected in descending order of popu-

larity (i.e., number of ratings).

The serendipity strategy, which is personalized, considers three factors when selecting

an item and adding it to the recommendation list: quality, unexpectedness, and utility.

Certain restrictions and boundaries are placed on testing if the item’s quality is above a

specific lower limit and if it is farther enough from the user’s expectations.

Six cases were subject to our testing. In each case, we varied the number of recom-

mendations generated by each of the previously mentioned strategies. From case one,

where all the items are caused by the base strategy, until the last case, where all items

are serendipitous, we changed a few items following a varied approach. The procedures

are summarized in table 3.1.

Table 3.1: Testing different recommendation strategies with varying numbers of generated
items.

Recommendation Strategy

Case Base Serendipity

1 10 0
2 8 2
3 6 4
4 4 6
5 2 8
6 0 10

3.4.1.1/ SERENDIPITY ALGORITHM

As previously mentioned, we utilized the algorithm implemented by Adamopoulos and

Tuzhilin (2014). Below, we will summarize the workflow and briefly discuss the main

concepts.
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Step 1: Quality Calculations: First, we fix a lower limit on the quality of the recommended

items. The first test compares the item’s quality and the lower limit. If its quality is higher,

it continues to the next step.

Step 2: Unexpectedness Calculation: The second step is to compute Eu’s expected

recommendations. Then, a lower limit and an upper limit are set on the distance of

recommended items from expectations. This is the range of unexpectedness. Once

we compute the unexpectedness of a specific item, we check if it belongs to the range.

Otherwise, the item is dropped from the recommendation list.

Step 3: Utility Calculation: When the item passes the quality and unexpectedness tests,

we need to estimate its utility for the user. The items with the highest utility will be rec-

ommended. Considering that the study is done offline, the users’ ratings are used as a

proxy for the utility of the recommendations.

3.4.1.2/ ACCURACY ALGORITHM

We used the algorithm implemented by Chaaya et al. (2017), initially suggested by Elahi

et al. (2014).

R is our dataset. It is a matrix containing the items, the users, and their ratings for some

of the items. The user rating is presented by rui where i is the rated item by user u.

Four main steps are used to implement the accuracy algorithm.

Step 1: Dataset Partitioning. Divide R into three datasets in a random way:

– Dataset S (System): it contains the user’s ratings to the system.

– Dataset Q (Queries): it contains the ratings for items unknown by the system, but

the user will simulate that.

– Dataset E (Evaluation): as its name indicates, the purpose of this dataset is evalu-

ation through accuracy calculation.

A specific rating in the database will be present in only one of these three datasets (if

the rating is not zero). In other words, there are no duplications. The not null ratings in

R were divided randomly into the following percentages: around 0.5% in S , 69.5% in Q,

and 30% in E. Initially, S contains very few ratings, reflecting what would happen in a

real-life recommender system: the system possesses little information. This is the cold

start problem faced by the recommender systems Kunaver and Požrl (2017).

Step 2: Rating Elicitation. We have the set S u, which stands for system unknown. All the

items not rated in S for every user are considered anonymous information for the system.

They will be placed inside S u. Through active learning, a certain number (L) among those

items will be given to the user so they can rate the item in question. The ratings will be
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retrieved from the dataset Q. Afterward, they will be transferred to S . Since there is no

duplication, once those items are moved to S , they will be removed from Q. The user

will rate no item twice: all L items are removed from S u (System unknown). In the used

algorithm, L is set to 10.

Step 3: Training Prediction Model. For every user in S , the prediction model is trained.

The objective of training the prediction model is to predict the ratings of the unrated items.

In the study Chaaya et al. (2017), the authors used a neighborhood-based technique

to predict the ratings. First, the similarity between each two users is computed using

Pearson correlation and summing over Iuv, the set of items rated by both users, u and v:

sim(u, v) =
∑

i∈Iuv(rui − r̄u)(rvi − r̄v)√∑
i∈Iuv(rui − r̄u)2∑

i∈Iuv(rvi − r̄v)2
(3.1)

This value is then used to predict the ratings of the unrated items for user u, supposing

that two similar users will rate the same item similarly. The predicted ratings rui are

calculated using the following formula:

r̂ui = r̄u +

∑
v∈Ni(u) sim(u, v)(rvi − r̂v)∑

v∈Ni(u) |sim(u, v)|
(3.2)

Where u is the set of users similar to u and who rated the item i.

Step 4: Metrics Calculation. Many metrics exist to measure the success of the recom-

mender system. Serendipity is deeply related to the user’s satisfaction, which is hard

to measure or define. Our experiment is done offline and is non-personalized. In other

words, it does not include users. We will evaluate our technique using existing metrics.

This is a common practice used when trying to assess the results, where the generated

recommendations are compared with a baseline primitive recommendation system, and

measurements are done through the use of saved ratings Kaminskas and Bridge (2016).

The evaluation was done using two predictive accuracy metrics: MAE and RSME. The

Mean Absolute Error (MAE) computes the deviation between the actual and predicted

ratings. Every prediction error is weighted in the same way.

MAE =
1
n

n∑
i=1

|pi − ri| (3.3)

The Root Mean Square Error is similar to MAE but emphasizes a more significant devia-

tion.
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RMS E =

√√
1
n

n∑
i=1

(pi − ri)2 (3.4)

The MAE and RSME metrics are calculated on E. The algorithm then repeats the second,

third, and fourth steps N times, N being the number of times every user logs in to the

system. While repeating step three, the set S u is new and should be considered.

3.4.2/ DATASET

For the data, we selected the 100K MovieLens dataset. This dataset contains 100k rat-

ings made by 943 users on 1682 movies. A 5-point rating scale with the set 1, 2, 3, 4, 5

is considered. Every user has at least twenty ratings.

Figure 3.2: Evaluation of the Strategies with MAE and RMSE.

3.4.3/ EXPERIMENTAL RESULTS

In this section, we will compare the different strategies using the selected metrics. The

graphs of Figure 3.2 show the performance after every iteration from 1 to 10 for both MAE

and RSME. We limited our study to 10 iterations for many reasons. First, the dataset size

is small, and the strategies tend to behave similarly after a certain period. Second, users

tend to rate a few items. Therefore, by limiting our iterations to ten, we are being more

realistic.

The first observation is that the sixth case, where all the items are recommended

serendipitously, performs the worst. This is expected and logical and was encountered

by other researchers Chaaya et al. (2017). When all the items are serendipitous, the

algorithm will behave identically to a random strategy, where accurate recommendations

are not considered. Cases five and four have similarly bad results since the number of

serendipitous recommendations is still high. However, with case three, we start seeing

some better results. In the first three iterations, it still performs poorly, but after that, it

starts behaving almost the same as case one, where all items are ”supposedly” accurate.



3.4. IMPLEMENTATION ENVIRONMENT 33

Table 3.2: Detailed values of the evaluation of the strategies using MAE.

Strategy

j 1 2 3 4 5 6

1 1.273 1.264 1.339 1.396 1.390 1.656
2 1.141 1.104 1.131 1.216 1.251 1.424
3 1.073 1.066 1.074 1.129 1.863 1.298
4 1.052 1.032 1.043 1.067 1.103 1.223
5 1.018 1.023 1.026 1.052 1.053 1.185
6 1.0 1.007 1.009 1.023 1.026 1.139
7 0.988 0.980 0.992 1.007 1.012 1.108
8 0.981 0.966 0.973 1.995 1 1.088
9 0.975 0.956 0.962 0.988 0.998 1.086
10 0.965 0.943 0.953 0.979 0.990 1.081

Table 3.3: Detailed values of the evaluation of the strategies using RMSE.

Strategy

j 1 2 3 4 5 6

1 1.744 1.720 1.183 1.897 1.889 2.206
2 1.553 1.474 1.527 1.649 1.705 1.940
3 1.443 1.414 1.430 1.514 1.611 1.780
4 1.420 1.360 1.372 1.417 1.481 1.678
5 1.371 1.344 1.343 1.391 1.400 1.618
6 1.343 1.318 1.315 1.340 1.355 1.545
7 1.325 1.276 1.292 1.312 1.330 1.491
8 1.318 1.254 1.263 1.291 1.309 1.453
9 1.311 1.237 1.243 1.282 1.303 1.444
10 1.297 1.220 1.228 1.268 1.290 1.430

The first three cases are close in performance. If we take a good look, strategy two has

the best performance. A detailed table of the values resulting in each of the ten iterations

for both metrics for every strategy is shown in Tables 3.2 and 3.3. Therefore, according

to this study, eight accurate recommendations teamed with two serendipitous ones gave

the best result in the given environment and conditions.

Despite promising results in the experiments, a few limitations are worth noting. Serendip-

ity can be implemented using many algorithms and in different ways, and it strongly affects

the user’s satisfaction, which is difficult to understand or measure. An online study may

be more relevant to how uncertainty affects the recommendations. Implicit feedback is

required for a better assessment, like in the work of Gemmis et al. De Gemmis et al.

(2015), where facial expressions were considered the key to measuring surprise. More-

over, the recommendation list size was fixed to ten, which is not always true. This goes

without mentioning all the limitations that always occur in recommender systems studies
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where many factors cannot be generalized, and the experiment restricts the results.

3.5/ CONCLUSION

Serendipity is an essential factor in the recommender system that is still under construc-

tion. A clear definition is yet to be unified, but we can say that it is a happy surprise. The

system is asked to predict the unpredictable to expect the relevant unexpected. Many

studies are interested in finding a way to measure uncertainty and, even more, to cre-

ate it. In this part, we proved that serendipity in the list of recommendations, alongside

some relevant recommendations, will improve user satisfaction. The future chapters will

address these topics closely, including a definition of serendipity and assessment ap-

proaches when noise is present in datasets. Serendipity is a vast world worthy of discov-

ering and a face for a recommender system that deserves investment.



4

SERENDIPITY-AWARE NOISE

RECOMMENDERS

4.1/ OVERVIEW

In the modern age, recommender systems are becoming a prominent and essential so-

lution to the information overload problem. However, they are immensely susceptible

to two significant types of noise: malicious noise caused by attacks and natural noise

due to human error. Many detection algorithms attempt to solve the noise problems, but

since natural noise and serendipity overlap in their definition, removing noise eliminates

serendipity. Serendipity is the happy surprise of unexpectedly finding something relevant

and is vital for the over-personalization caused by most recommender systems. This

study aims to implement a serendipity-aware noise detection algorithm that will serve as

a pre-processing phase to a recommender system application and protect the user’s trust

without leaving him in a ”filter bubble”. Finally, a new metric called top-N adjusted is used

to measure the effectiveness of the proposed algorithm.

4.2/ INTRODUCTION

In the current era of information, the massive quantities of data render the users un-

able to apprehend what’s presented to them. This problem was dubbed ”The Information

Overload Problem” Melinat et al. (2014). Many solutions try to tackle this problem de-

pending on its type, but mainly, all solutions are based on machine learning procedures,

the most famous of which are recommender systems. Like many machine learning tech-

niques, a recommender system makes predictions based on users’ historical behaviors

Luo (2018). Specifically, it predicts user preference for items based on past experience.

To reduce the consumer’s cognitive efforts and increase the quality of their decisions

(and consequently, their satisfaction), decision-support systems (DSS) are implemented

35
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in the shape of recommendations. A recommender system aims to filter, rate, and rank

the enormous chunks of information to predict the user’s tastes and eventually support

inefficient decision-making Aljukhadar et al. (2010). As mentioned in Part II, the two most

popular approaches to building a recommender system are CBF and CF. All the various

techniques adapted to enhance the systems’ capabilities have one goal: to gain the user’s

trust; however, this trust is at risk in many cases since the datasets are highly susceptible

to noise.

There are two types of noise in recommender systems datasets: shilling noise (aka profile

injection attacks) Gunes et al. (2014) and natural noise. The former is usually caused

deliberately by the attacker to have a certain degree of prediction advantage of some

products, for example. At the same time, the latter is associated with unintentional human

behavior when rating or giving reviews online, usually due to fast decisions, etc.

As a solution to this problem that generally affects most datasets in any online system,

many detection algorithms were proposed with one aim in mind: to remove the noise

altogether from the system. Indeed, removing the noise from a dataset can lead to better

accuracy results and prediction performance of a recommender system. However, this

approach eliminates the possibility of serendipitous ratings. Serendipity in recommender

systems is an area lacking decent investigation, and its definition is somewhat ambiguous

as there is no consensus on it Kotkov (2018). Serendipity can generally be summarized

as the happy coincidence of finding a relevant item (product, article, video, etc.). This is a

precisely valuable and often overlooked aspect of a recommender algorithm that serves

very well in helping maintain the prime aim of a recommender system. It protects the user

from an over-personalized profile that eventually causes him to lose interest in a system

that predicts nothing but items that they are already familiar with. Building recommender

systems is more of an art since it involves understanding users’ tastes and predicting

what they might like or dislike. Therefore, accuracy, noise, uncertainty, and the user’s

trust must all be delicately handled in the system.

Our study aims to create an algorithm that considers serendipity while dealing with noise

in the dataset. It is an extension of our previous work that showed how serendipity in-

creases the user’s satisfaction in a recommender system Badran et al. (2019a). The

algorithm is built with two main modules: the first detects and deals with the possible

noise in a given dataset, and the second extends the code’s architecture and functions as

a filter that discerns between noise and uncertainty, creating the ultimate balance for bet-

ter predictions. Furthermore, to measure the effectiveness of the top-N predicted ratings

offline, we propose a new technique focusing on their quality and significance for each

target user.

The rest of the work is organized as follows: Section two explains the state-of-the-art

about noise in its two forms and serendipity. Section three describes the proposed algo-
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rithm, shedding light on the constructed modules and the new metric used in our method;

section four contains the experiment details and the simulation results, and section five

concludes this work.

4.3/ LITERATURE REVIEW

4.3.1/ NOISE

The natural noise in a dataset is the collection of ratings that the user does unintentionally

Castro et al. (2017), so they are inaccurate and do not reflect the user’s correct prefer-

ences and biases. Natural noise is related to the methods by which the system infers the

user preferences or collects them. There are two types of ratings used by recommender

systems depending on the type of the recommender engine: explicit ratings, where the

user is asked to rate items, and implicit ratings, where the user preferences are induced

from his actions on the web. Both types are prone to behavioral errors that eventually

transform into noise in a dataset, causing predictions’ quality to decrease gradually Am-

atriain et al. (2009a). However, the implicit rating mechanism is highly susceptible to

natural noise Castro et al. (2017). Pham et al. Iaquinta et al. (2008) and Amatriain et al.

Yamaba et al. (2013) summarize the phenomenon of natural noise in datasets as:

• Alteration in user preference over some time.

• Impact of several factors on a user like personal conditions, social media influence,

emotional states, and context.

Many different types of proposed algorithms attempt to detect and remove natural noise.

Amatriain et al. Amatriain et al. (2009b) propose a novel algorithm with many repetitions

of user ratings, i.e., re-rating items. The algorithm’s job is to compare the different ratings

of the same user for the same item and, based on some possible conditions, give the

output. This type requires extra input and effort from the user’s end, which might be

its biggest flaw. O’Mahony et al. O’Mahony et al. (2006) proposed a method based

on a threshold comparison. They define the consistency of a rating as the MAE (Mean

Absolute Value) between the actual and the predicted ratings. As long as it is within a

predefined threshold, it is accurate and noise-free. If it exceeds this threshold, it will be

considered as noise. Yera et al. Toledo et al. (2015) proposed a method that only requires

the rating matrix; it does not require any additional information and solely relies on the

ratings in the usual user-item matrices. Our proposed algorithm is based on this study,

so the details of this technique will be provided in the next section.
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4.3.2/ SERENDIPITY

Serendipity in recommender systems is an area that is still ambiguous and hard to mea-

sure. In general, it can be summarized as the happy coincidence of finding relevant items

(product, article, video, etc.), and this can be an essential aspect of a recommender en-

gine that serves very well in helping maintain the prime aim of a recommender system,

which is mainly to predict the best items to a particular user Sun et al. (2013). The compo-

nents of uncertainty are relevance, novelty, and unexpectedness (Fig. 4.1), and to better

understand serendipity, we ought to study its components Kotkov et al. (2016).

Unexpectedness

Novelty Relevance

Serendipity

Figure 4.1: The Elements of Serendipity.

In their re-ranking serendipity-oriented algorithm, Adamopoulos et al. Adamopoulos and

Tuzhilin (2014) assign overall scores to items based on unexpectedness and quality met-

rics. To create a recommender system that respects diversity, novelty, and uncertainty,

Zhang et al. Zhang et al. (2012) propose an algorithm called Full Auralist. It comprises

three algorithms that individually return a ranked list of items that will be integrated using

linear combination to produce the final output. Jenders et al. Jenders et al. (2015) pro-

posed a recommender system for newspapers based on the concept of serendipity. More-

over, Kawamae Kawamae (2010) proposed an algorithm based on the estimated search

time. The work explains how the probability of an item being serendipitous varies propor-

tionally to the difficulty of finding this item. The easier it is to find it, the less serendipitous

it is. Iaquinta et al. Iaquinta et al. (2008) a strategy called anomalies and exceptions

to introduce serendipity. They create a hybrid recommender system that joins both the

CBF algorithm and the serendipitous heuristics, providing serendipitous recommenda-

tions alongside classical ones. The TANGENT algorithm was proposed by Onuma et al.

Onuma et al. (2009) to broaden user tastes while retaining the accuracy of recommenda-

tions. TANGENT detects like-minded groups of users and suggests items to users from

different groups. The algorithm proposed by De Gemmis et al. De Gemmis et al. (2015)

uses an item similarity graph with an uncommon similarity measure.
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4.4/ PROPOSED ALGORITHM

4.4.1/ DETECTION MODULE

To detect possible noise in a dataset, we built on top of the algorithm proposed by Toledo

et al. Toledo et al. (2015). Their algorithm allows the detection of both natural noise

and shilling attacks. The classification of the ratings is based on a combination of items,

users, and ratings of users on items r(u, i). First, the classification thresholds are set, and

three categories are proposed for each separate group, users, items, and their ratings;

every category has its unique classification thresholds:

• User

– Weak-average user-dependent threshold ku

– Strong-average user-dependent threshold vu

• Item

– Weak-average item-dependent threshold ki

– Strong-average item-dependent threshold vi

• Rating

– Weak-average threshold k

– Strong-average threshold v

To categorize the users and items in the dataset, all the ratings are compared to the

threshold values and grouped based on the above divisions. The resulting groups would

be as follows:

• User

– Weak: r(u, i) < ku

– Average: ku <= r(u, i) < vu

– Strong: r(u, i) >= vu

• Item

– Weak: r(u, i) < ki

– Average: ki <= r(u, i) < vi

– Strong: r(u, i) >= vi

Afterward, the categorized rating matrix is used to label users and items based on the

number of occurrences of the user or the item in a particular category (Weak, Average,

or Strong). For example, if the sum of occurrences of a user as weak, average, or strong

was higher than the sum of his occurrences in different categories, then said user will be

labeled as critical, average, or benevolent, respectively. Let W, A, and S be the sets that

represent the total number of occurrences of a user as weak, average, or strong:

• W > A + S implies a critical user

• A > W + S implies an average user
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• S > W + A implies a benevolent user

The same logic is applied to items in the given dataset:

• W > A + S implies a weakly-preferred item

• A > W + S implies an averagely- preferred item

• S > W + A implies a strongly preferred item

Labeling ratings as possible noise lies in combining the previous classifications of users

and items with the ratings’ values. The rating is characterized as possible noise if the

three are not synchronized. For instance, if a benevolent user is rating a strongly preferred

item, the rating should be considerably high; if this is not the case, this rating is a possible

noise. Table 4.1 shows the combinations that are marked as possible noise:

Table 4.1: Possible noise based on the user/item category.

User/Item WP AP SP

Critical r(u, i) >= k
Average r(u, i) < k or r(u, i) >= v

Benevolent r(u, i) < v

This proposal relies heavily on the values chosen for the weak-average parameters

k, ku, ki and the average-strong parameters v, vu, vi. These parameters are highly domain-

dependent. Therefore, having their optimal value predetermined is not straightforward.

Nevertheless, a strategy can be defined to assign acceptable initial values. A global per-

spective approach is used for the initialization: different studies have concluded that this

method for calculating the parameters is the best. Because three possible classes are

considered, the thresholds should be picked to divide the ratings into approximately three

cases. Code parameter choices:

• ku = ki = k = minR + rnd(1/3 ∗ (maxR − minR)) = 2

• vu = vi = v = maxR − rnd(1/3 ∗ (maxR − minR)) = 4

• serendipityThreshold = 2

• n = 5 (in top-n ratings for every user in the test set)

Serendipity intersects noise in the possible arrangements: In these cases (see Table 4.2),

a differentiation should be made between natural noise and serendipity.

Table 4.2: The convergence of natural noise and serendipity.

User/Item WP AP SP

Critical r(u, i) >= k
Average r(u, i) >= v

Benevolent
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Figure 4.2: Algorithm Flow and Brief Overview of the Serendipity Module.

4.4.2/ SERENDIPITY MODULE

The serendipity module of the algorithm is responsible for filtering out the records that

might be relevant to the user. To accomplish this task, we use the pipe-delimited genres

field provided in the raw data of the Movielens datasets. For each user rating record in the

possible noise dataset (the output of the first module of the algorithm), the unique genres

list is counted to check the number of repetitions. Based on this, we can identify the user’s

taste in the possible noise data and filter out the records that might lead to serendipitous

predictions. Figure 4.2 depicts the algorithm’s two modules and briefly describes the

second module. The flow of the module runs as follows:

• For every user in the noise set:

– Retrieve the movie genre lists

– Load the Genres into a data frame to easily calculate the count of the dupli-

cated list of genres

– Take only the genres that were repeated based on the serendipityThreshold

variable

• The final dataset that contains all the serendipitous records from the previous step

would be achieved by the following formula: Categorized Set - (Possible Noise Set

- Serendipity Set)

The example below (see Table 4.3) shows a subset of possibly noisy ratings for a

specific user. The combination of Thriller and Horror does not suit the user, while

Thriller alone seems to be a good option. Therefore, the serendipity module, where

serendipityThreshold >= 2, will keep movies 2 and 3 and remove the rest from the train

set.
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Table 4.3: A list of items that may contain noise for user u.

MovieId Genre Rating

1 thriller — horror 3
2 thriller 4.5
3 thriller 4
4 horror 2

4.5/ EXPERIMENTAL RESULTS

Table 4.4: Experimental results.

Dataset Size MAE RMSE top-N Serendipitous Items

No Noise Detection 100836 0.6732 0.8779 4.15635 -
Noise Removed - v1 90181 0.5988 0.7924 4.29859 -
Noise Removed - v2 97183 0.6606 0.8649 4.25477 -

Serendipity - v1 94479 0.6315 0.8289 4.37078 4298
Serendipity - v2 92881 0.616 0.8139 4.39314 2700
Serendipity - v3 92149 0.6165 0.8151 4.39687 1968
Serendipity - v4 91769 0.6166 0.8131 4.403010 1588
Serendipity - v5 91091 0.6102 0.8087 4.50904 910

4.5.1/ METRICS

The traditional famous accuracy metrics such as MAE and RMSE are not suitable for

evaluating the output since they are accuracy-oriented. We aim to increase the serendip-

ity of the top-N recommended lists for each user in our test set. As previously discussed,

this is very hard to measure offline, albeit being quite simpler online through some forms

of A/B tests.

To quantify the value of the output of our algorithm, a new metric is proposed specifically

tailored to tackle the quality of the top-N recommended lists. This metric, called top-

N adjusted, measures the average expected ratings for every user’s top-N output and

averages them out for all users. This allows us to quantify the quality and significance of

the top-N ratings recommended items for a user, items that the user has not previously

seen. The proposed algorithm is expected to score a high top-N average output as there

is a better rating quality in the dataset after adding the possible ratings that might result

in serendipitous predictions for all users in the test set and removing the ratings that are

considered noise.

top − N ad justed =

∑n
1

∑N
1 r′(u,i)

N

n
(4.1)
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N is the total number of ratings in the top-N predicted recommendations for every user, n

is the total number of users in the test set, and r′(u, i) is the predicted rating of user u on

item i.

4.5.2/ ENVIRONMENT

To show the impact of the proposed algorithm, the following scenarios were applied on

the recommender base code (for more details, see Table 4.4):

• Without noise detection, passing the dataset as it is to the recommender

• With noise detection (noise removed v.1)

• Ratings that are below expectations are removed, keeping the ones that are higher

than what they are supposed to be (noise removed v.2)

• With a serendipity filter, keeping items that might result in serendipitous ratings.

Different thresholds are considered in this case:

– Variation 1: serendipityThreshold >= 2

– Variation 2: serendipityThreshold >= 3

– Variation 3: serendipityThreshold >= 4

– Variation 4: serendipityThreshold >= 5

– Variation 5: serendipityThreshold >= 9

The proposed algorithm is applied on a Movielens dataset called ML-Latest-Small Harper

and Konstan (2015). The total number of users is 609, and their ratings count is around

100k. The language used to code the algorithm is Python. The base algorithm for rec-

ommending top-N lists for every user in the test set is the SVD (Singular Value decompo-

sition), where the split ratio of train/test is set to 0.8.

4.5.3/ RESULTS AND DISCUSSIONS

Table 4.4 summarizes the MAE, RMSE, and top-N adjusted outputs for all the scenar-

ios of the algorithm testing. As previously argued, traditional metrics such as MAE and

RMSE only account for the recommended items’ accuracy without considering the rec-

ommendations’ quality or relevance to the user. MAE and RMSE fail to measure the

nature of a top-N recommended list, so in our study, which is mainly focused on trying

to increase serendipity by treating the data in a dataset, we execute the top-N adjusted

metric (see Equation 4.1). After testing the first module of the algorithm (removing noise

only), we noticed that there are some variations in the top-N adjusted results, but nothing

significant (note that the higher the average of top-N adjusted, the better the quality of

the recommended items); however, there is significant variation in the values of MAE and

RMSE, especially in (v.1) which is expected since the noise in the dataset is being com-
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pletely eliminated. On the other hand, the top-N adjusted metric results start to increase

after we introduce the serendipity module to reach a maximum of 4.4904 with around 9.7k

noisy ratings eliminated from the set while keeping a very considerable MAE and RMSE

values of 0.6102 and 0.8087 respectively. In the case of (v.1) the algorithm showed an

11% and a 9.7% decrease in MAE and RMSE, respectively, and a 5.8% increase in top-N

adjusted from the raw dataset (first variation). In contrast, in the case of (v.5), the al-

gorithm resulted in a 9.4% and a 7.9% decrease in MAE and RMSE, respectively, and

an 8.5% increase in top-N adjusted. Figure 4.3 shows the metrics plot under the tested

dataset variations. These results prove that the algorithm could discern between noisy

ratings and ratings that might be of tremendous importance to the user profile regarding

serendipity while keeping very acceptable values of MAE and RMSE. Serendipity and

accuracy are completely different in their form, where increasing the one results in the

decrease of the other, and this is where our algorithm succeeds by keeping the highest

values possible of both metrics, with a slight edge in top-N adjusted since we want to

achieve the true aim of recommender systems.

Figure 4.3: Algorithm Performance Against MAE, RMSE, and top-N adjusted. Variations
1-8 represent the scenarios in Table 4.4.

4.6/ CONCLUSION

The world faces the problem of information overload due to the huge amounts of data at

the user’s disposal. The data is often served to the user without being properly filtered.

To overcome this issue, recommender systems aim to give the users what is relevant and

useful to gain their trust; however, this trust is endangered by noise in most datasets. This
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noise can be due to attacks or a result of natural noise that the user unintentionally makes.

Noise detection algorithms free the systems from noise without considering that natural

noise and serendipity overlap in their definition and, as a result, disregard the importance

of serendipity. In general, recommender systems target accuracy, which naturally leads

to the over-personalization of the recommended data. On the other hand, serendipity

introduces the happy surprise, i.e., the unexpected relevance, and is often overlooked

in recommender system implementations. Our proposed algorithm removes noise yet

allows serendipity to exist in the system, and the new top-N adjusted metric measures

the effectiveness of the algorithm’s output. The results proved that the performance was

radically enhanced. This work can be further developed by conducting online A/B tests

with real subjects. Moreover, the noise in the dataset can be treated instead of being

completely removed from the training set.





IV
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In this section, we build upon previous research on managing natural noise and explore

the difficulties of implementing an algorithm for natural noise management in datasets

used by recommender systems. We classify all natural noise-handling algorithms and use

experimental results to shed light on the reliability of the evaluation methods utilized in the

suggested noise management techniques. Finally, our concluding experiment illustrates

the inconsistencies of the conventional metrics employed to assess noise management

techniques. In the second section of this chapter, two novel types of noise are presented,

namely obfuscation and intentional user opt-out, which are difficult to detect using existing

evaluation methods. The data appears to be completely normal despite these types of

noise. The experiments demonstrate that the effects of this type of noise can only be

observed using non-conventional evaluation techniques.
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5

CRITIQUE ON NATURAL NOISE IN

RECOMMENDERS

5.1/ OVERVIEW

Recommender systems have been upgraded, tested, and applied in many, often incom-

parable ways. In attempts to diligently understand user behavior in specific environments,

those systems have been frequently utilized in domains like e-commerce, e-learning, and

tourism. Their increasing need and popularity have allowed the existence of numerous

research paths on significant issues like data sparsity, cold start, malicious noise, and nat-

ural noise, which immensely limit their performance. Typically, the quality of the data that

fuel those systems should be highly reliable. Inconsistent user information in datasets

can alter the performance of recommenders, albeit running advanced personalizing algo-

rithms. The consequences of this can be costly as such systems are employed in abun-

dant online businesses. Successfully managing these inconsistencies results in more

personalized user experiences. This article thoroughly analyzes the previous works on

natural noise management in recommender datasets. We adequately explore how the

proposed methods measure improved performances and touch on the different natural

noise management techniques and the attributes of the solutions. Additionally, we test

the evaluation methods employed to assess the approaches and discuss several vital

gaps and other future improvements the field should realize. Our work considers the

likelihood of a modern research branch on natural noise management and recommender

assessment.

5.2/ INTRODUCTION

Over the years, recommender systems (RS) have become increasingly crucial to almost

all online businesses worldwide Aggarwal et al. (2016). With various methods ranging

51
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from prominent CF techniques to advanced latent factor models, they portray a signif-

icant role in most top-ranked commercial platforms like Amazon, Netflix, Spotify, and

Last.fm Ricci et al. (2010). This emerges from the substantial problem such approaches

try to tackle through highly personalized services efficiently: information overload. The

underlying power of the personalized recommendations generated by various types of

RSs primarily depends on the presence of generous user contributions in the forms of

ratings, reviews, tags, etc. Researchers studying and enhancing RSs and their algo-

rithms have tremendously focused on algorithmic improvements paying nominal attention

to the data quality. The involvement of the human factor in the rating elicitation process is

immensely prone to errors. Ratings, reviews, and other details recommender algorithms

rely on holding critical information that might not always be sincere or consistent. This is

recognized as noise in the datasets used by RSs to personalize information to users. If

recommenders employ inaccurate data to learn user behavior, they will inevitably output

inconsistent and unsatisfactory results.

There are two types of noise in RSs: malicious and natural. Simply put, noise is the rating

feedback that does not reflect a user’s preference or intention. This might be purposely

arranged by attackers for specific reasons like biasing a recommender’s output (malicious

noise) Gunes et al. (2014), or it could occur naturally because of a user’s inconsistent or

negligent rating behavior (natural noise) Amatriain et al. (2009a,b). Malicious noise re-

sults from numerous attacks carried out on online applications that are typically powered

by diverse types of RSs. This field has witnessed much attention in recent years Gunes

et al. (2014).

Conversely, the natural noise domain hasn’t yet received the entire focus of researchers.

Natural noise occurs inherently due to user behaviors, which makes it unique. As em-

phasized by the very first work O’Mahony et al. (2006) and described through the publi-

cations embodying it at later stages, natural noise solely occurs due to human error that

leads to data inconsistencies. It does not produce any pattern, and consequently, it’s

unusually complex to model. Significant improvements are required to develop a generic

noise-aware recommendation algorithm capable of overcoming natural and malicious in-

consistencies that might be present in the datasets of RSs.

The performance of recommenders, predominantly measured with conventional yet

renowned offline tests employing accuracy metrics, such as Mean Absolute Error (MAE),

Root Mean Squared Error (RMSE), and F1-Score, almost always records scant improve-

ments. This poses a critical issue in the testing mechanism since evaluating RSs is

inherently difficult for many reasons Herlocker et al. (2004). First, different algorithms

appear to perform better or worse on varied datasets. Second, the goals for which rec-

ommenders are evaluated may differ; current works like the natural noise field primarily

focus on accuracy improvements, while the proper aim of a recommender is to provide
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a substantial personalized experience. Accuracy falls short of measuring the most fun-

damental aspect of an algorithm, which is how personalized the results are for a user

Al Jurdi et al. (2018). Researchers tend to focus on amplifying the accuracy tests of the

system, constantly offline, while very few target other properties that have notable effects

on user personalization. Ultimately, commercial systems measure user satisfaction by

the number of products purchased from recommendations and not by the score of a rec-

ommender’s MAE or RMSE. Third, an authentic comparative evaluation of recommender

algorithms poses a significant challenge in deciding what combination of accuracy met-

rics to use. The first and second reasons can be partly attributed to the fact that the

quality of user interactions in the datasets used by RSs is frequently overlooked.

This work grouped natural noise studies into three main paths (Figure 5.1): the Magic

Barrier path, the classical natural noise management path, and the preference-dependent

natural noise management path. The term natural noise was introduced by O’Mahony et

al. O’Mahony et al. (2006) as the inconsistencies in user data that occur without malicious

intent. Subsequently, it was demonstrated by Amatriain et al. Amatriain et al. (2009a) that

many users are inconsistent in the rating elicitation process. Herlocker et al. Herlocker

et al. (2004) and O’Mahony et al. O’Mahony et al. (2006) are the most significant stud-

ies influencing the natural noise research topic and the three paths. A threshold termed

Magic Barrier was speculated Herlocker et al. (2004) in which the authors argued that

there seems to be a certain point where recommenders fail to get more accurate. They

attributed this discovery to ”inherent variability” in datasets - inconsistent user profiles.

The pivotal outlook to point out, in this case, is that the authors only analyzed the eval-

uation methods of RSs and did not refer in any way to algorithm enhancements. This

essential viewpoint was missed by the first path on natural noise that originated from Her-

locker et al. (2004), where the authors debated that other types of evaluation metrics are

to be engineered. They also emphasized that algorithms should be measured by how

well they can communicate their reasoning to users or with how little data they can yield

accurate recommendations; if this is valid, researchers require new metrics to evaluate

those new algorithms. Therefore, the study in Herlocker et al. (2004) did not discuss nor

prove that noise reduction induces better recommender performance. It merely proposed

the concept of curating new algorithms with distinct evaluation techniques. The path

that originated from Herlocker et al. (2004) in the natural noise field bore an alternative

interpretation of the matter and tried to quantify the Magic Barrier limit in hopes of bet-

ter accuracy results, completely missing the point of the critical study in Herlocker et al.

(2004). Detached from the concept of the Magic Barrier, the second path targeted deal-

ing with natural noise through several techniques mainly tested on CF algorithms. Some

proposals typically employed classic clustering methods to identify variations in user pro-

files, while others resorted to more complicated fuzzy profiling techniques and matrix

factorization modeling. In the third path of natural noise management, a few proposals
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joined typical datasets with each other for secondary data as a natural noise management

solution.

An intriguing point to note about natural noise management proposals is that throughout

the three paths, the difference between identifying noise at the level of ratings and dealing

with it at the level of users (noisy ratings vs. noisy users) was never technically analyzed.

Toledo et al. Toledo et al. (2015) explicitly state that Li et al. Li et al. (2013) cover natural

noise at the user level (identify if a user is inconsistent in his rating or not) and that it

is necessary to provide a ratings-based solution. Unfortunately, no supporting evidence

was provided to demonstrate how this would benefit a recommendation system regarding

performance after natural noise management.

Personalizing algorithms that cater to the main aim of recommenders might be miss-

ing vital algorithmic improvements that ought to be measured by means beyond accu-

racy. However, those algorithms’ results radically depend on the quality of the under-

lying dataset. Thus, accounting for natural noise in the datasets is of paramount im-

portance and an area that requires deeper investigation. Further, suppose researchers

plan to achieve improved means for measuring recommenders. In that case, they must

re-evaluate the current protocols (natural noise algorithms or any other recommender ap-

proach) that previously relied on conventional evaluation metrics to judge performances

and benchmark results.

The discussion on the validity of the evaluation methods used on all the natural noise

approaches will be done through the functional analysis of the following two hypotheses:

• With the same recommender configuration and on various datasets, random rating

removal cannot produce better performance results than a natural noise manage-

ment method.

• The accuracy metric results of the above experiments always result in consistent

measurements.

This article presents the following contributions to the natural noise management field:

• A detailed overview that classifies natural noise management techniques proposed

since 2006 and conceptually analyzes their strengths and weaknesses.

• Analysis and critique on evaluation metrics, benchmark datasets, and recommender

types used in the natural noise management proposals.

• A comparison through statistical analysis of the natural noise management mech-

anisms and their underlying attributes provides insight into how the natural noise

path ought to sustain its development; highlights of the significant gaps in the field

are also presented.

• An evaluation of the two hypotheses and a demonstration of how the uncorrelated

results adversely affect the natural noise proposals path.
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The remainder of the article is arranged as follows:

• Section 2. A presentation of some state-of-the-art works in the natural noise man-

agement field.

• Section 3. A discussion of all the natural noise management proposals since the

field initiation in 2006. The algorithms are grouped into three primary paths.

• Section 4. Statistics and analysis of the main attributes used in the natural noise

paths, like the evaluation metrics, benchmark datasets, and recommender types.

• Section 5. An investigation of the accuracy metrics used to evaluate the accuracy of

CF predictions and recommendations after natural noise management. This section

presents the gaps in the natural noise management paths.

• Section 6. Conclusions include areas where we feel future work is particularly war-

ranted.

Figure 5.1: Natural Noise Management Paths.

5.3/ RELATED WORK

After the subject of malicious noise in RSs Gunes et al. (2014) has been extensively ad-

dressed, Natural Noise (NN) has lately started to spark the interest of researchers deeply.

Ever since the path’s introduction in O’Mahony et al. (2006), it has taken on several forms

as proposals approached the problem in unique assorted ways. Till now, there has been

no deep analysis of the diverse proposals on Natural Noise Management (NNM) intro-

duced in the literature. Approaches such as those that directly deal with NNM or discuss

it in terms of the concept of the Magic Barrier touched upon in Herlocker et al. (2004);

moreover, there are no direct surveys on the topic. Practically all proposals in the NNM

path followed the same discussion strategy throughout their idea development before in-

troducing the approach. Summarized, they state that Amatriain et al. Amatriain et al.

(2009a) deployed a re-rating method on users, and 40% of them displayed inconsistent

results with their previous ratings. This confirmed that users’ ratings can be irregular in

that they may rate the same item differently at diverse points in time, and proved the

primary idea of Hill et al. Hill et al. (1995). Their research fundamentally influenced the

speculations about various evaluation techniques for a sophisticated level of personaliz-
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ing algorithms in Herlocker et al. (2004) by showing users provide inconsistent ratings

when asked to rate the same movie simultaneously.

Castro et al. Castro et al. (2018), and Toledo et al. Toledo et al. (2015) in the classical

NNM path mentioned a few algorithms and previous work. In those connected studies

that represent one type of the notable approaches to NNM, the authors categorized a

few previous NNM works into two primary classes, the first that targets individual recom-

mendations and the other that targets recommenders for groups of users Bobadilla et al.

(2013). The approaches are then split into two groups: those based on crisp functions

and those that introduce fuzzy profiling. These works do not mention any research from

the Magic Barrier path. Subsequently, Martı́nez et al. Martı́nez et al. (2016) discussed

NNM in RSs and summarized their previous approaches in Toledo et al. (2015); Castro

et al. (2018). However, the study does not provide an attribute analysis of all the previous

NNM approaches in the literature nor direct comparisons regarding datasets or algorithm

complexities. One very recent study on NNM in RSs by Bag et al. Bag et al. (2019) intro-

duced a sparsity-aware model by slightly amending the previous approach of Toledo et al.

in Toledo et al. (2015). This study mentions research from the literature; however, it was

very brief and lacked technical analysis. Most major research fields were unmentioned

and dismissed from the implementations.

NN in recommender systems appears to lack a well-defined track of research ap-

proaches. It is pursued from many viewpoints O’Mahony et al. (2006); Herlocker et al.

(2004); Kluver et al. (2012) as seen in every publication/article in the divergent paths.

NNM needs a well-defined course for addressing inconsistencies in any recommender

dataset. To efficiently overcome the issue of NN in RSs, researchers must develop an al-

gorithmic program that works on any data, is ergonomic, has a reasonable execution time,

and significantly impacts key personalization metrics (Beyond accuracy metrics Al Jurdi

et al. (2018)). In this work, we extensively cover all the NNM approaches, the techniques

used in developing the algorithms, and the statistical analysis of the attributes deployed

with them. We categorize all studies based on the paths they took, the complexity of the

algorithms, and the dependence on supplemental data that might be unavailable in reg-

ular datasets. We start from the point where NN was first introduced in O’Mahony et al.

(2006) and targeted in the path that was influenced by Herlocker et al. (2004). Further-

more, we provide strategic directions about the NN field and discuss numerous gaps and

essential critical points, considering the notion of uncertainty in recommenders.

5.4/ APPROACHES TO NATURAL NOISE MANAGEMENT

There were several attempts to change the research evaluation process of RSs from of-

fline accuracy-focused studies to online user-personalized tests Herlocker et al. (2004).
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Nevertheless, up until now, the evaluation retains the initial accuracy-based solutions.

This is the case in all the NNM paths discussed in this section. This is likely attributed

to the Netflix prize competition that evaluated the performance of the winning algorithm

based on better accuracy results (RMSE) 1. Netflix did not use the winner algorithm since

they realized that better RMSE does not strictly mean superior personalized recommen-

dations 2. Netflix’s reason for disregarding the winning algorithm was precisely what was

discussed by Herlocker et al. Herlocker et al. (2004). The authors introduced the concept

of the Magic Barrier limit and speculated how the evaluation process should be re-visited

from a peculiar angle. One prominent feature they stressed is discarding accuracy met-

rics and focusing on engineering new metrics for user-oriented approaches, such as how

well an RS communicates its reasoning to users or with how little data it can yield accurate

recommendations.

The first study on NN emerged side by side with Herlocker et al. (2004) in 2016 by

O’Mahony et al. O’Mahony et al. (2006), and since then has attracted the attention of

researchers, gaining much popularity very recently. It was backed up by a study con-

ducted in 1995 Hill et al. (1995) and took on several definitions, such as the noise that

results from user preference change over time or the inherent rating inconsistencies of

users. However, the studies from Herlocker et al. (2004) and O’Mahony et al. (2006) were

inconsistent and held various approaches to the problem. The first path from Herlocker

et al. (2004) does not address NN in RSs datasets. Simply put, it proposes an attempt to

merely assess the quality of RSs based on the concept of inherent noise and variations in

user rating over time. There were no solutions to how improvements to RSs beyond this

calculated limit (Magic Barrier) can be achieved, but only how to calculate the limit based

on accuracy standards such as RMSE. The following sections will introduce the NNM re-

search categorized into three significant paths based on several criteria, especially how

the researchers approached the problem.

The first path that emerged from the Magic Barrier study in Herlocker et al. (2004) mainly

focused on calculating the Magic Barrier of RSs. This wasn’t an approach to deal with

NN but an attempt to open up a way for further improving RSs from an accuracy outlook.

The second path dealt directly with NN, and most papers throughout the path proposed

methods to either eliminate noise or correct it. This path was named the classical NNM,

as most algorithms were based on discrete formulas and worked on datasets contain-

ing users and their ratings only. The last approach was termed the preference-dependent

path. With more sophisticated algorithms, it mainly focuses on information that further ex-

tends the essential data in the most widely used RSs datasets, such as reviews, director

information (in the case of movie datasets), etc. All the published studies in this first and

second paths are laid out in timelines with summaries in tables 5.1 and 5.4, respectively.

1https://www.thrillist.com/entertainment/nation/the-netflix-prize, accessed: 12/01/2019
2https://www.wired.com/2012/04/netflix-prize-costs, accessed: 12/01/2019
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5.4.1/ THE MAGIC BARRIER - LOGIC VS. ACCURACY

The study of natural noise all started with the term Magic Barrier, which was speculated

in Herlocker et al. (2004) and presented a significant challenge in deciding what combi-

nation of measures to use to evaluate recommenders in general. All enhancements and

tuning on the algorithms that constitute RSs appeared to produce similar output quali-

ties regarding the MAE accuracy metric – “many researchers find their newest algorithms

yield an MAE of 0.73 (on a five-point rating scale) on movie rating datasets. Though the

new algorithms often appear to do better than the older algorithms they are compared to,

we find that when each algorithm is tuned to its optimum, they all produce similar mea-

sures of quality”. Hence, the expression Magic Barrier was introduced as the point where

natural variability may prevent us from getting any more accurate.

From then forward, the NN research has taken several paths, the first being a series of

publications by the same authors where they tried to measure and quantify the Magic

Barrier of Herlocker et al. (2004). Their path that originated from Said et al. (2012b)

appears to have taken its approach under the NNM route and defined the Magic Barrier

from their perspective and terms. It exhibited little correlation and few comparisons with

other techniques that explicitly dealt with NNM in the datasets of recommenders. On

top of that, it can be observed that the researchers tried tackling the Magic Barrier of

Herlocker et al. (2004) by defining it as the point at which the performance and accuracy

of a recommender algorithm cannot be further enhanced due to inherent noise in the data.

Every improvement in accuracy (exclusively measured by MAE or RMSE) might denote

an over-fitting and not a more competent performance. In addition, they quantified this

definition by the notion that a mathematical characterization of the Magic Barrier that was

speculated in Herlocker et al. (2004) is missing. They presented this characterization of

the Magic Barrier based on RMSE. They claimed it allows us to assess a recommender’s

authentic performance and compute a precise room for improvement. The research path

that branched from this study is explained and analyzed below and will be referred to

as the Accuracy Barrier while the concept that Herlocker et al. (2004) introduced will be

referred to as the logic barrier to separate the two and avoid confusion for future research

on the topic as they are different at their core.

Before presenting the Accuracy Barrier path, it is substantial to note that the authors

explicitly state that this approach represents a mere attempt to estimate the logic barrier.

It is impossible to directly determine the logic barrier because it involves an optimal rating

function, which is usually unavailable Bellogı́n et al. (2014); Said et al. (2012a).
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5.4.1.1/ MAJOR PATH ON THE SUBJECT

In their early model Said et al. (2012b), the authors experimented with a user study sce-

nario to assess and quantify the Accuracy Barrier of a recommendation system. The

experiment included designing an online form to gather users’ opinions on items they

previously rated using the MoviePilot recommender and dataset 3. The difference be-

tween the opinions and ratings was defined as the Accuracy Barrier of the dataset pow-

ered by the RMSE metric. The ultimate assumption was that the Accuracy Barrier of RSs

can be better assessed by noise estimation. They presented a preliminary model for the

Accuracy Barrier and the level of accuracy a recommender system can achieve without

over-fitting to the noise in the data. The authors assumed the existence of additional

transactions for ru,i given at different points in time and called them ou,i (opinion of user u

on item i); recall that ru,i is the rating of user u on an item i. After that, the error between

those ratings was defined as ϵu,i = ou,i − ru,i and the first attempt towards the Accuracy

Barrier estimation was proposed in equation 5.1.

E( f ∗ |R) =

√
1
|R|

∑
(u,i)ϵR

(ou,i − ru,i)2 (5.1)

where f ∗ is an unknown rating function that knows the true opinions ou,i of each user u

about any item i. Equation 5.1 refers to the estimated RMSE of the function f ∗. The

authors continue to stress the idea that there might be a rating function f that results in

a lower RMSE on R; however, those tend to over-fit the given rating set R and are likely

to degrade the recommendation performance, and that is why equation 5.1 defines their

Accuracy Barrier point.

Their idea was further developed and backed up in another work Said et al. (2012a). In it,

they expanded the analysis and the case study with a commercial movie recommender

and investigated the inconsistencies of the user ratings. In addition, they provided an esti-

mate of the Accuracy Barrier to attain their goal of assessing the genuine quality of a rec-

ommender. The exact mathematical characterization of the Accuracy Barrier was further

developed and expanded yet still based solely on RMSE as in equation 5.1; according to

the authors, that allows the assessment of the authentic performance of a recommender

as well as the amount of room for improvement. They reveal how the Accuracy Bar-

rier represents the standard deviation of inherent rating inconsistencies in user ratings

and present a noise model before deriving it. After estimating the Accuracy Barrier for

MoviePilot, the authors concluded that said estimate helps assess the quality of a recom-

mendation method and reveals room for improvement. Recommenders with a prediction

accuracy close to the estimated Accuracy Barrier can be regarded as optimal. They con-

3https://www.moviepilot.de/
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tinue to state that further improvements on such recommenders are meaningless. The

mathematical representation of their estimate of the Accuracy Barrier was further devel-

oped in a procedure Said et al. (2012a) and took the following final form based on the

average: Bx =
√

1
|X|
∑

(u,i)ϵX ϵ
2
u,i; where X is a randomly generated subset of user-item pairs

and ϵ2
u,i is the variance of the ratings. With a similar logic as before, the authors added

there might be a rating function f ϵF that results in better RMSE scores; however, this

is considered over-fitting and meaningless improvements. The results of the experiment

show that the recommender system of MoviePilot can be better enhanced since the Ac-

curacy Barrier yielded a value of 0.61 (close to the numerical step of the rating scale of

MoviePilot) while the RMSE of MoviePilot’s recommendation engine is about 1.8.

Subsequently, Bellogin et al. Bellogı́n et al. (2014) continued approaching the problem in

an alternative way. They defined an experimental method to calculate the coherence of

users in a dataset and revealed how the results are correlated with the Accuracy Barrier

of Said et al. (2012a) in RSs. They utilized an external source to achieve this goal, with

which one can measure the inconsistencies in the ratings by describing them in terms of

specific features like genres (the authors adopted movie datasets like MovieLens). The

formulation of the coherence of a user u based on a set of item features F was formulated

according to equation 5.2.

c(u) = −
∑
f ϵF

σ f (u) (5.2)

The authors adopted the standard deviation for calculating the coherence of user profiles

where σ f (u) is defined as:

σ f (u) =
√ ∑

iϵI(u, f )

(r(u, i) − r̄ f (u))2 (5.3)

Where r̄ f (u) corresponds to the average rating within the set of items rated by user u that

belong to feature f . It is evident here that σ f (u) is the standard deviation used by the

authors to represent the variation between the user’s rating and a specific feature f , and

c(u) measures the variance of an individual’s rating relative to the feature space by which

items are defined. Based on the formulation of equation 5.2, the users are clustered into

two groups: easy and difficult. This will then constitute the training set of groups to train

a recommender algorithm. Employing a User-based CF (UB-CF) approach with 5-fold

cross-validation, the authors evaluated their method using RMSE because it is related to

the concept of the Accuracy Barrier in Said et al. (2012b)Said et al. (2012a). Note that

the alternative is an Item-based CF (IB-CF) approach. The results of their experiment

revealed that:
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• The user coherence of equation5.2 provides good predictions of the Accuracy Bar-

rier for a recommender.

• It is possible to utilize the user coherence groups to build different training and test

models to decrease the error for every user (accuracy error).

In their latest study Said and Bellogı́n (2018), the authors provided a more explicit repre-

sentation of the Accuracy Barrier expressed in Said et al. (2012a), along with a correlation

with Bellogı́n et al. (2014). There are no other contributions to their Accuracy Barrier ap-

proach. Still, further experiments demonstrated that being statistically coherent regarding

rating deviation within an item’s attribute space (genres, in this case) can convey enough

information to predict the users’ inconsistencies. The study also concluded how an RS

could be trained differently depending on the users’ inconsistencies predicated by their

rating coherence Said et al. (2012a) (equation 5.2); this allowed cheaper (less compu-

tation power, time, and tuning) recommendation cycles for the easy users’ group (those

with high coherence). Furthermore, the experiments also revealed that the prediction

performance can be improved by 10% to 40% when only training with easy users. At the

same time, the group labeled as difficult will receive worse recommendations in general.

5.4.1.2/ PATH INFLUENCED BY THE MAGIC BARRIER

Amatriain et al. Amatriain et al. (2009a), backed up by a small proposal Amatriain et al.

(2009b) done in 2009, addressed the problem of analyzing and characterizing the noise

in user ratings. They presented a user study to quantify the noise that originates from

inconsistencies in those ratings. The research tried to answer the following vital queries

on the subject of NN:

• Are users inconsistent when providing ratings?

• How large is the error due to such inconsistencies?

• What are the factors that have an impact on user inconsistencies?

This study performed three trials and involved 118 users who were asked to rate items

from a calculated subset of the Netflix Prize dataset to analyze the user inconsistencies

in items they had rated. They came up with three primary variables that produced a

significant impact on the user inconsistencies:

• The rating scale. Ratings are more consistent at the ends of the scale and signifi-

cantly less consistent in the middle of it.

• Item order. A rating interface that groups movies likely to receive similar ratings

should help minimize user inconsistencies.

• User rating speed. This might sound counter-intuitive; however, the smaller the time

interval between ratings in a row, the fewer the user inconsistencies are in a dataset.
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It is unclear how the authors related their study of rating inconsistencies and user stability

metrics through RMSE to the logic barrier of Herlocker et al. (2004); however, what’s clear

is that this study influenced the path of the Accuracy Barrier that started with Said et al.

(2012b,a) especially the RMSE approach for calculating user rating inconsistencies.

The study by Yu et al. Yu et al. (2016) was moderately influenced by the Accuracy Barrier,

and the authors used the same clustering method of Said et al. (2012a) in their approach

to overcoming the issue of NN datasets. Unlike the previously discussed studies in the

path, this research provides a broader solution to RSs. It explored directly dealing with

noise in datasets, generating recommendations, and measuring performance improve-

ments. The authors proposed a generic framework to harness different pre-processing

seamlessly and recommendation approaches for ratings of unique users. The users in a

dataset are classified into several groups based on the quantity and quality of their ratings

by several data pre-processing strategies. After that, the authors suggest a transfer latent

factor model to convey trained models between groups in the training phase.

Additionally, it was argued that recommenders who take all user information as input

suffers from two significant challenges: data quantity, a computational challenge, and

data quality, an NN challenge. The primary idea of the approach is to process diverse

types of users when training RSs variably. This is because users possess dissimilar rating

quantities, and the effect of those inherently varies with behavior. Moreover, some users

maintain consistent rating behavior while others suffer from inconsistencies. The critical

steps of the approach are shown in Figure 5.2 and summarized as follows:

• Classifying user groups.

Users were split into six groups based on two primary criteria, the number of ratings

a user has (quantity) and the coherence measure of a user (quality). The authors

adopted the coherence approach proposed in Bellogı́n et al. (2014) (equation 5.2).

Tables 5.2 and 5.3 show the user groups generated from this approach.

• Processing noisy ratings.

The noise detection method was also inspired by the proposal of Bellogin et al. in

Bellogı́n et al. (2014). The authors adopted from Bellogı́n et al. (2014) the idea

of item features (based on genres) and implemented the following equation which

calculates the rating noise degree: RND(rui) =
∑

I
(∑

f i
|rui−r̄u f |

r̄u f
> ϑ
) /
∥ fi∥, where fi rep-

resents the item features similar to equation 5.3 from Bellogı́n et al. (2014)Said et al.

(2012a), and I the total number of individual recommendations. RND expresses the

relationship between features with a significant relative deviation (more than the

threshold ϑ compared with its same item feature set) and the aggregate number of

features. The processing of the noisy ratings was handled differently, considering

that removing ratings from the light users’ group would worsen the sparsity prob-

lem. Accordingly, the authors adopted three options. First, no noise processing
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was done for medium and easy users. Second, the noise was removed for heavy

users only, and third, noise correction was implemented in the light users’ group.

The correction method was done based on the average rating of items that had

the same features according to the equation: r′ui(corrected) =
∑

f iϵF r̄u fi
∥Fi∥

. A sampling

phase was implemented for heavy users because their ratings contain redundant

and repetitive information. The authors adopted the harmonic mean of entropy, re-

placing entropy with variance and inverse frequency to account for items in the long

tail.

• Transferring models between user groups.

In the final step of their proposed approach, the authors observed the data quality

and quantity varied sharply between the groups of users. As a result, they offered

to transfer the trained item latent factor models between those groups. The results

of the protocol (Figure 5.2), measured by RMSE and precision, conveyed how the

recommendation performance was significantly enhanced.

To improve the recommendation output of RSs, Saia et al. Saia et al. (2016) introduced

a new approach based on a previous proposal in Saia et al. (2014). They measured the

similarity between two items from a user profile and discarded those that appear as highly

dissimilar. The authors argue that by eliminating those incoherent items from a user pro-

file, the metrics’ (RMSE and Average Difference) accuracy improvements will be genuine

and not over-fitting or useless; however, their approach requires item text descriptions in

the datasets. It requires four steps: data pre-processing, semantic similarity evaluation,

dynamic coherence-based modeling, and item recommendations.

Figure 5.2: The Proposed Framework of Yu et al. (2016) Including a Natural Noise Man-
agement Mechanism.

5.4.2/ THE CLASSICAL NATURAL NOISE PATH

Arguably, the most famous NN approach was proposed in 2006 by O’Mahony et

al.O’Mahony et al. (2006), in parallel with the prominent Herlocker et al. (2004) that had
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Table 5.1: Timeline of the Accuracy Barrier path after the study on evaluation in Herlocker
et al. (2004)

2006 · · · · · ·•

Herlocker et al. (2004). The concept of a Magic Bar-
rier is speculated. Ways beyond accuracy should be
implemented for superior evaluation of recommender
systems are discussed. The approach is referred to
as the logic barrier

*2009 · · · · · ·•

Amatriain et al. (2009b,a). The problem of analyz-
ing and characterizing the noise in user feedback
through ratings of movies is introduced. The noise
that originates from inconsistencies in ratings is
quantified

2012 · · · · · ·•

Said et al. (2012b,a). The authors extend the idea
presented in Herlocker et al. (2004). A measure
using RMSE is estimated and referred to as the
Magic Barrier. This study dubs their approach as the
Accuracy Barrier. It requires re-rating items by the
same users

2014 · · · · · ·•

Bellogı́n et al. (2014). The authors propose a user
classification approach that predicts the Accuracy
Barrier of datasets in Said et al. (2012b,a). It an-
alyzes user ratings using other factors in datasets,
such as genres. The study complements the ideas of
the Accuracy Barrier approach and uses RMSE as a
metric for recommender evaluation

*2016 · · · · · ·•

Yu et al. (2016); Saia et al. (2016). Influenced by the
user classification method of Bellogı́n et al. (2014),
a noise management algorithm that requires feature
availability in datasets (such as genres) is proposed
by Yu et al. (2016). The study Saia et al. (2016)
introduces a coherence-based method to identify
inconsistent items

2018 · · · · · ·•

Said and Bellogı́n (2018). The authors introduce an
extension of works Said et al. (2012a), in terms of
the Accuracy Barrier experiment, and Bellogı́n et al.
(2014), in terms of the user coherence formulation

* These publications are not directly linked to the Magic Barrier path but
are directly/indirectly influenced by it.
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influenced the Accuracy Barrier path. The authors introduced the term Natural Noise

in RSs’ datasets for the first time and defined it as the noise that arises from imperfect

user behavior when rating and reviewing items. Predominantly, the noise in datasets was

grouped into two significant categories:

• Natural: That results from human activity errors when rating items they

view/purchase.

• Malicious: This results from deliberately biasing reviews in a system to increase the

recommendation frequency.

In this case, their core objective was to develop techniques to identify NN and discard

it to improve the accuracy performance of a recommender. In addition, their solution

also accounted for one type of malicious noise, but in this study, we are only focusing

on NNM. Broadly, the authors measured the consistency of a particular rating ru,v as

the MAE between the actual rating of a user and the predicted rating (pu,i) of said user.

The predicted rating can be identified using a particular recommendation algorithm (G)

trained with a trusted user data set meticulously selected by a system administrator. This

consistency was formulated as follows:

c(G,T )u,i =
|ru,i − pu,i|

rmax − rmin
(5.4)

rmin and rmax are the minimum and maximum ratings in a given rating scale, respectively. A

rating was considered noise if c(G,T )u,i was more significant than some threshold th. The

authors argued their approach allowed the possibility of analyzing the ratings of a neigh-

borhood (k) of a particular user we wish to recommend items. The experiment results

were conducted on several selected training sets and revealed how MAE improved with

minor coverage development when NN was completely eliminated according to equation

5.4.

Table 5.2: Different user-item classification groups adopted in study Toledo et al. (2015)
in the classical natural noise path.

Group Description

Critical user |Wu| ≥ |Au| + |S u|

Average user |Au| ≥ |Wu| + |S u|

Benevolent user |S u| ≥ |Wu| + |Au|

Weakly-pref item |Wi| ≥ |Ai| + |S i|

Averagely-pref item |Ai| ≥ |Wi| + |S i|

Strongly-pref item |S i| ≥ |Wi| + |Ai|

Li et al. Li et al. (2013) target NN in social RSs and refer to it as noisy but non-malicious

users (NNMU). Their idea was based on the assumption that the ratings provided by

the same user on closely correlated items should produce similar scores. The authors
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Table 5.3: Different user-item classification groups adopted in study Yu et al. (2016) in the
classical natural noise path.

Description

Group Ratings Consistency Group Information
HEUG High High Users with high ratings and high consistency
HDUG High Low Users with high ratings and low consistency
MEUG Medium High Users with medium ratings and high consistency
MDUG Medium Low Users with medium ratings and low consistency
LEUG Low High Users with few ratings and high consistency
LDUG Low Low Users with few ratings and low consistency

proposed a method for NNMU detection by capturing and accumulating individuals’ self-

contradictions. Formulating it as a constrained quadratic optimization problem, they de-

fined those self-contradictions as the cases where a unique user provides very different

rating scores on closely correlated items. Unlike the previous approach O’Mahony et al.

(2006), this method identified noisy users. If a certain user appears to have made too

many self-contradictions, the noise degree of his profile will rise, and he will automatically

be classified as an NNMU. The optimization problem had the following input and output:

• Input

– G - item-item correlation graph

– yL - all ratings in the test user profile

• Output

– ρϵ[0, 1] - amount of noise in yL (high ρ =⇒ more likely to be a NNMU). Where

ρ = 1
K
∑K

k=1 |ξ̂k| and Rmin − yL ≤ ξ ≤ Rmax − yL

Toledo et al. Toledo et al. (2013), with an extended publication by the same authors in

Toledo et al. (2015), propose an alternative approach to deal with NN on the rating level

in recommenders’ datasets. The proposed framework includes two phases:

• Noise detection: Verifying if a rating is considered as noise based on a user-item

profile classification scheme.

• Noise correction: Employing a classic CF method to predict a new rating to replace

the noisy ratings when necessary.

Based on a group of ratings (ru,i) classes (weak, mean, and strong) for both items and

users, the authors define three particular sets for each group that constitute the pref-

erences for each user/item: Wu, Au and S u for users and Wi, Ai and S i for items. The

thresholds used to group the ratings and users into the three sets are defined in equa-

tions 5.5 and 5.6, which are applied for both the item and the user sets.
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W = |{ru,i < k}|

A = |{k ≤ ru,i < v}|

S = |{ru,i ≥ v}|

(5.5)

k = rmin + {
1
3 (rmax − rmin)}

v = rmax − {
1
3 (rmax − rmin)}

(5.6)

Subsequently, the classification for each group is performed based on Tables 5.2 and

5.3, and after that, the possible noisy ratings (ru,i) are corrected (r∗u,i) using a traditional

UB-CF algorithm with PCC, k = 60 neighbors, and the original training set. The rating

will be replaced if |ru,i − r∗u,i| > δ. Experiments were applied to several parameter variation

options: global-pv, user-based-pv, and item-based-pv. The results revealed improvement

in MAE and F1, and the results were compared with O’Mahony et al. (2006) and Li et al.

(2013), NNM protocols, and two other algorithms that target malicious noise.

Afterward, Castro et al. Castro et al. (2017) in a study in 2016 targeted dealing with NN

under a different recommendation approach known as the group recommendation sys-

tems (GRSs). GRSs represent variations of the normal recommender strategies where

individual recommendations or preferences are aggregated to form personalized recom-

mendations for a group of users (grouping strategies) De Pessemier et al. (2014). The au-

thors argued that GRSs employ explicit ratings and possess varying levels of information

in their datasets and, therefore, are susceptible to NN that biases the recommendations.

In this work, the core algorithm of Toledo et al. (2015) was used and modified to account

for group preferences as part of the variations introduced for local data (the preferences

belonging to the group members) and global data (the preferences belonging to all the

users in the entire dataset). The results showed how NNM of the group ratings provides

slight improvements to the group recommendation performance, while when applied to

the entire dataset, it increases the performance of the GRS. Furthermore, the authors

demonstrated how their hybrid approach aggregating a cascade of global and local ap-

proaches that manage NN (first at the global level - entire dataset - and then at the local

level - group ratings) had superior performance results.

In a parallel study by Yera et al. Yera et al. (2016), the same authors argued that all

the current NNM solutions cannot properly manage the inherent uncertainty and vague-

ness of customers’ preferences. Accordingly, they proposed a novel fuzzy method to

address this issue and improve, yet as well, the recommendation accuracy of recom-

menders. They added that the problem with previous approaches of NNM was that they

solely represented and managed inherent rating uncertainties by means of crisp values,

which implied an obvious lack of robustness. The authors added that the previously pro-

posed approaches, like their own works in Castro et al. (2018), Toledo et al. (2015) etc.,
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are not flexible and robust enough to deal with the uncertainty and vagueness of both

the ratings and the NN. This proposal adapted the same workflow for the users in a rec-

ommender’s dataset: profiling (instead, using fuzzy sets this time), noise detection, and

noise correction. The steps of the approach are summarized as follows:

• Fuzzy profiling: obtain the fuzzy profiles of users, items, and ratings.

• Noise detection: apply a noise classification process on the previous profiles.

• Noise correction: noisy ratings are processed if needed.

It is comparatively explicit this approach is the exact replica of their previous technique

Toledo et al. (2015) in terms of flow and logic; however, the particular difference, in this

case, is that the recent method was implemented using fuzzy tools. The authors com-

pared it to O’Mahony et al. (2006),Li et al. (2013) and Toledo et al. (2015), and in almost

all cases, the MAE and F1 measures revealed better results with fuzzy profiling.

Latha et al. Latha and Nadarajan (2015) proposed an approach that assigns lesser pop-

ularity scores to users not providing good ratings for exceedingly desired items. Users

with a popularity score of less than a certain threshold are identified as noisy users. The

steps of the approach are summarized as follows:

• Identify popular items in a dataset using the random walk approach.

• Assign popularity scores to the users based on their ratings of popular items.

• Identify noisy users and discard them from the training set.

The popularity score of a user is calculated based on equation: popularity scoreu =
|PIu |
|PI| ×

log |Iu |
|PIu |

, where PI is the set of popular items, PIu is the set of popular items rated by user u

and Iu is the set of items rated by user u. The first component of the equitation considers

how the user rates popular items, while the second checks whether said user also rates

unpopular items. Compared with only Li et al. (2013) and O’Mahony et al. (2006), this

approach showed better MAE, RMSE, and F1 metrics results.

In a more recent study in 2017 by Castro et al. Castro et al. (2018), preceded by a survey

on fuzzy tools in RSs Yera and Martinez (2017), the authors combined their ideas of NNM

that were presented in Castro et al. (2017) and Yera et al. (2016) and proposed an NNM

for GRSs based on fuzzy tools. The approach follows the exact same approach in Yera

et al. (2016) where they compared the new NNM (for GRSs) using fuzzy tools with NNM

(also for GRs) using crisp values of Castro et al. (2017). They used only MAE, which

ultimately resulted in improvements in most evaluation scenarios, while a few groups

exhibited decay in the recommendation quality.

Choudhary et al. Choudhary et al. (2017) aimed to handle the issue of NNM in multi-

criteria recommendation systems (MCRS) with nothing but the ratings of users in recom-

menders’ datasets. An MCRS is a technique that provides recommendations by model-

ing a user’s utility for an item as a vector of ratings along with several criteria Ricci et al.
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(2021). The authors asserted how all the previous works on NNM up until this point had

been done on overall ratings based on a sole criterion. The approach they followed in

dealing with noise in the datasets was the exact same approach proposed in Toledo et al.

(2015), and it deals with the classification of user ratings and items and the detection

and correction of noisy ratings. The authors did not contribute anything to NNM; they

merely used the approach in Toledo et al. (2015) and supplied the noise-free dataset to a

multi-criteria recommender approach.

The study by Bag et al. Bag et al. (2019) came as an improved attempt to the series of

proposals Toledo et al. (2015); Yera et al. (2016) and Castro et al. (2018). It was the first

to approach sparsity Huang et al. (2004) as a major challenge in the whole NNM paths,

and the authors asserted that removing NN can significantly amplify the data sparsity

issue. Formerly, the sparsity issue was touched upon briefly in Yu et al. (2016); however,

no systematic approaches addressed the problem when dealing with NN. They merely

stated the number of noisy ratings the noise correction algorithm eliminated from the

training set. The proposed method used the same approach presented in Toledo et al.

(2015). They grouped ratings according to Tables 5.2 and 5.3 with slightly modifying

the noise correction methodology. Rather than predicting a new rating in the correction

phase, they utilized the concept of self-contradiction, which replaced the user’s rating

with the classified group threshold (Weak, Average, or Strong) when it was spotted to be

self-contradicting. As for the sparsity issue, they integrated the Bhattacharyya similarity

measure in the UB-CF approach Patra et al. (2015). The results show improved MAE and

RMSE values and a better time complexity compared to Toledo et al. (2015) since they

eliminated the re-prediction step to correct noisy ratings.

In their recent proposal, Yera et al. Yera et al. (2020) presented extended research on

two of their previous ideas. In it, they connected the two fuzzy models for NNM previously

proposed in Yera et al. (2016) (RRs for individuals) and Castro et al. (2018) (RSs for

groups) that guaranteed robust modeling for the uncertainty associated with the user

profiles (i.e., NN in datasets). Their experiments compared NN-Crisp Toledo et al. (2015)

with NN-FT and NNMG-Crisp Castro et al. (2017) with NNMG-FT. Put differently, the

authors provided a deeper study on their previously proposed classical NNM approaches

for individual and group recommenders Toledo et al. (2015) and Castro et al. (2017), and

their proposed fuzzy approaches Yera et al. (2016) and Castro et al. (2018).

5.4.3/ THE PREFERENCE-DEPENDENT PATH

All the research that depends on external data that aren’t typically available in recom-

mender systems’ dataset fall under this path. Till now, there are only two interconnected

proposals that directly address NNM. In research Pham and Jung (2013); Pham et al.
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(2012), Pham et al. proposed a matching method between the user preferences and

the dataset items to determine whether a certain item’s ratings are reliable. Through

two manually constructed small datasets (portions of MovieLens and Netflix joined with

IMDB), the authors used item attributes to detect inconsistencies in tastes by comparing

the actual preference value provided by the user with the rating predicted by a model.

The inconsistencies are then corrected using preferences provided by expert users that

exhibit overlapping tastes with the target user.

Figure 5.3: Number of Publications on Natural Noise since Inception in 2006.

5.4.4/ NATURAL NOISE VS. MALICIOUS NOISE

The preceding works include all the proposals that targeted NNM in recommender

datasets. What makes natural noise special is that it results from a user attitude and,

even in exceptional cases, can go unnoticed by a recommender Zhou et al. (2015). When

inconsistent and misleading behavioral patterns stack up in the dataset, they cause the

recommender to learn from those anomalies rather than side-stepping them and provide

recommendations that they inspire. Since it’s challenging for a recommender to detect

natural noise - mainly since it does not portray any suspicious or defined pattern - the

results laid out to users are biased and, in many cases, highly inaccurate. This can be

detrimental to systems that rely heavily on recommenders for sales, especially in com-

mercial online stores.

Contrary to NN, malicious noise results from numerous attacks on online applications that

are typically powered by diverse types of RSs, and it has witnessed much of the research

attention in the past few years Castro et al. (2018). Attack patterns are usually defined,

and the system can be trained to filter out the anomaly signatures. Further, malicious
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Table 5.4: Timeline of the classical natural noise management path after the introduction
of the concept in O’Mahony et al. (2006)

2006 · · · · · ·•

The first study to address natural noise in recom-
mender datasets has been proposed O’Mahony et al.
(2006). Noise is defined as the variance between a
rating and its predicted value using a recommender
algorithm

2012 · · · · · ·•

A comparison with O’Mahony et al. (2006) was done
by Pham et al. (2012). Unlike in O’Mahony et al.
(2006), the authors define the noise in terms of a
user profile as a quadratic optimization problem

2014/15 · · · · · ·•

In Toledo et al. (2013) and Toledo et al. (2015), the
authors introduce a noise detection and correction
method. It is based on user profile classification
without any additional information to the dataset.
Research Yera et al. (2016) introduces the same
strategy as in Toledo et al. (2015) but with fuzzy pro-
filing. Study Latha and Nadarajan (2015) introduces
a noisy user detection approach by a popularity score
method

2016/17 · · · · · ·•

Study Toledo et al. (2015) is managed in proposal
Castro et al. (2017) to implement a natural noise
management (NNM) algorithm for group recom-
mender systems (GRSs). It is improved more
significantly in Castro et al. (2018) following a similar
logic as Yera et al. (2016) and Castro et al. (2017) to
propose an NNM based on fuzzy tools for GRSs. Re-
search Choudhary et al. (2017) adopts the approach
in Toledo et al. (2015) to employ it to a multi-criteria
recommender

2019 · · · · · ·•

A modified user classification and noise correction
approach that takes dataset sparsity into consid-
eration is proposed by Bag et al. (2019) based on
Toledo et al. (2015). Research Yera et al. (2020)
combines Yera et al. (2016) and Castro et al. (2018)
in an extended study for fuzzy tools with NNM

noise is primarily the result of an external adversary aiming to carve the recommender’s

output rather than being generated in the dataset and by the system itself, like in the case
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Table 5.5: Specification details of natural noise management approaches.

Study Target Recommendations NNM Target Category Recommenders Datasets Evaluation Method

Castro et al. (2018) Group D & C Ratings Classical UB-CB Ml-100k, Nf-Tiny MAE
Li et al. (2013) Individual D & R Users Classical UB-CF Ml-100k, BC, EM Precision, Recall

Toledo et al. (2015) Individual D & C Ratings Classical IB-CF, Matrix Factorization Ml-100k, MT MAE, F1
O’Mahony et al. (2006) Individual D & R Ratings Classical UB-CF Ml-100k, EM MAE, Cov.

Yu et al. (2016) Individual D & C Ratings Pref-dependent IB, Matrix Factorization Ml-Latest-Full RMSE, Precision
Yera et al. (2016) Individual D & C Ratings Classical UB-CF, IB-CF, SlopeOne Ml-100k, MT, Nf-Tiny MAE, F1

Castro et al. (2017) Group D & C Ratings Classical UB-CF, IB-CF Ml-100k, Nf-Tiny MAE
Yera et al. (2020) Individual D & C Ratings Classical UB-CF, IB-CF, SlopeOne Ml-100k, Nf-Tiny MAE, F1

Latha and Nadarajan (2015) Individual D & R Users Classical IB-CF Ml-100k, Jester MAE, RMSE, F1
Bag et al. (2019) Individual D & C Ratings Classical UB-CF Ml-1m MAE, RMSE, F1, Precision, Recall

Pham and Jung (2013) Individual D & C Ratings Pref-dependent None ml*, nf* RMSE

Figure 5.4: Distribution of Studies Across Datasets and Metrics.

of natural noise.

Due to this vast difference between natural noise and malicious noise, the methods Gunes

et al. (2014) that had successfully worked on managing and eliminating malicious attacks

(Probe, Bandwagon, Segment, Crawling, etc.) proved ineffective and inapplicable in the

natural noise case Toledo et al. (2015); Bellogı́n et al. (2014). As demonstrated in the

previous sections, the peculiar form of NN - mainly composed of inconsistencies resulting

from user behavior - makes it hard to define a pattern for it instead of the specific outlined

nature of malicious attacks. That’s why in most cases, the studies throughout the path

resorted to a classification method to categorize both users and their interactions.

5.5/ STATISTICAL ANALYSIS OF THE PATHS

In this section, we curate substantial information about the previously discussed studies

by providing some statistical figures. This allows a more thorough understanding of how

researchers gradually approached NN. First, the number of publications over the years is

presented in Figure 5.3, where it can be noticed that the pace of publications was almost

steady overall between 2006 and 2009, with peaks arising in the years 2012 and 2016.

The first spike mainly included proposals that attempted to reinforce the initial arguments

on the concept of NN (see Tables 5.1 and 5.4), while the second included a series of

research that introduced solving the NN issue with a marginally distinctive form of rec-

ommenders (GRSs), and predominantly employed fuzzy tools for NNM. This steady pace

can be somewhat attributed to the intricate nature of NN compared to malicious noise
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and the fact that it is more recent than malicious noise, which in turn averaged a different

publication pattern over the years Gunes et al. (2014) compared to its counterpart. The

study of NN was influenced by several works such as Hill et al. (1995), which conferred

about rating inconsistencies in datasets, and Herlocker et al. (2004), which deeply im-

pacted the entire logic barrier path. All researchers are still hinting that the study of NN

is fairly new, and it is explicit that the field is yet open to many advances and proposals

to address the missing gaps that will be discussed in the subsequent section. The NNM

approaches and comprehensive specifications are summarized in Table 5.5.

Figure 5.5: Percentages of natural noise research directions (left) and major researchers
in the natural noise management field (right).

Figure 5.6: Timeline of Key Studies in Natural Noise Research.

Next, we plot the percentage of issues in each of the three categorized research tracks

on NNM in Figure 5.5 (left). Classic NNM has the lead with 37% of the total publica-

tions, registering the highest publication rate, followed by the Magic Barrier with 33% of

the total publications. The classic path includes more discrete formulations that define

easy and effective ways to deal with natural noise in the datasets. Further, the Classic

NNM and the Magic Barrier proposals chiefly depend on the exceedingly common recom-

mender datasets (user-item matrix type) that typically do not require external features. It’s

reasonably expected that the preference-dependant NNM would obtain a more reduced

rate as the dependency of the proposed algorithms and solutions was specific to certain

features of datasets that aren’t universally available nor conveniently accessible by all re-

searchers in the field. The general analysis, amounting to 7% of the total publications,

included studies that briefly discussed the problems of NN in recommenders’ datasets

without proposing any solution or method to deal with it. For conciseness, the most sig-

nificant publications across the three tracks are laid out in the comprehensive timeline of

Figure 5.6, starting with the inauguration of the concepts of NN and the Magic Barrier in
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the year 2006. This timeline clearly presents the specific and most influential publications

that contributed to the research peaks of 2012 and 2016 and offers a general idea of the

NN track flow over the years. More specifications for the most famous NNM algorithms

have been gathered and grouped together more comprehensively in Table 5.5. The data

in this table indicates how every algorithm targets recommender datasets (whether it’s

for group or standard recommenders), the NNM method used, and whether it’s built for

correcting the noise after detection - Data Correction (D&C) or merely removing it - Data

Removal (D&R), and the path class of the approach. Further, the recommender type,

datasets used, and evaluation metrics implemented to measure the corresponding study

have also been appended to the table. Additionally, It is apparent from Table 5.5 that the

most used recommender type in the NNM paths was CF in both its forms, UB and IB,

registering an appearance in almost all the proposals. Lastly, for researchers who aspire

to reinforce the works on NNM, it is always beneficial to have an idea about the individuals

who were contributing generously to the field up until this point; Figure 5.5 (right) plots

the authors versus their respective number of publications.

On a more specific level, the datasets used in the studies across the NN track are detailed

in Table 5.6. They constitute the famous open-source recommender datasets utilized in

the Classic NNM and most Magic Barrier proposals. The Netflix Tiny and EachMovie

datasets are currently no longer available. As previously mentioned, the data used in

the Preference-dependent track is not publicly available and can be exceedingly deli-

cate to reproduce in many cases. We also preview the datasets for each corresponding

publication in Table 5.5 and present the metrics and datasets used in Figure 5.4. The

Ml-100k dataset, arguably one of the most famous datasets in the overall recommender

system research field Beel (2020), registered the highest usage percentage (36%), fol-

lowed by Nf-Tiny (23%). Interestingly, those two datasets are considerably small (100k

vs. 56k ratings) compared to their peers in Table 5.6. It’s also surprising how the choice

of datasets for testing NNM algorithms (through the metrics indicated in Table 5.5) in the

Classic NNM and Magic Barrier was not done in a pre-calculated manner where it seemed

that the authors merely chose the most famous recommender datasets to test novel ap-

proaches; this begs the question, are the post-NNM recorded accuracy improvements

dataset-dependent? (More on the gaps and issues in Section 5.3)

5.6/ ANALYSIS AND HYPOTHESES TESTING

Throughout the NNM paths that were detailed in Section 3, it has become apparent now

that the common accuracy metrics, especially MAE and RMSE (Table 5.5), portrayed

a significant role in deciding whether an NNM method improved a recommender’s per-

formance or not. In this section, we evaluate the two hypotheses introduced at the be-
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Table 5.6: The details of the datasets used in the natural noise approaches.

Name Category User × Item Range Step Ratings Status

ML Latest Movies 23k x 30k 0.5 21m Available
Jester Jokes 73k x 100 1 4.1m Available

EachMovie Movies 73k x 1.7k 1 2.8m Retired
Book-Crossing Books 279k x 272k 1 1.2m Available

ML 1M Movies 6k x 4k 1 1m Available
MovieTweetings Movies 21k x 12.6k 1 140k Available

ML 100k Movies 943 x 1.7k 1 100k Available
Netflix Tiny Movies 4.4k x 10k 1 56k N/A

ginning of this work by conducting two experiments. The first introduces the concept of

randomness and helps us interpret the relationship between the noise predicted by NNM

measures and the metrics used to test the general performance after the noise has been

managed (discarding or correcting it). The second experiment allows us to extend the

first notion and checks whether the accuracy metrics used in the NNM publications pro-

vide consistent results. The recommender we employed in the two tests is a user-based

CF algorithm with a cosine similarity measure, one of many measured for KNN-based

algorithms Al Hassanieh et al. (2018).

5.6.1/ A RANDOMNESS-BASED NATURAL NOISE METHOD

This experiment was uniquely designed to test the first proposed hypothesis, i.e., whether

a recommender’s accuracy performance can be positively affected by arbitrary rating re-

moval from a target recommender dataset; should this claim hold, it would prove that the

NNM approaches that traditionally presented accuracy improvement outcomes to show

how a method is more effective than the other require radical revisions. That said, If a

random-based straightforward process such as this could indeed achieve a similar perfor-

mance to an NNM technique, then the evaluation approaches used in the NN field need

to be adequately addressed; this does not mean that the NNM proposals are completely

wrong, but it evidently would signify that the foundation that the NNM path is basing

on might not be totally correct. To investigate this, our experiment ran on four varied

datasets, Ml-Latest-Small, Ml-100k, Ml-1m, and Hetrec-Ml, that were selected based on

the popularity in the NNM field (Table 5.5). For each simulation round, we implemented

the following data removal schemes, which are chiefly based on randomness and logical

intuition:

• Random − N: Remove random N ratings

• Lowest − N: Remove the lowest N ratings based on the corresponding rating scale

• Highest − N: Remove the highest N ratings
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Table 5.7: Accuracy results for each natural noise mechanism across four different
datasets

Natural Noise Management Mechanism

Random

Dataset N/Metric Original NN Filter Random-N Highest-N Middle-N Lowest-N

Ml-Latest-Small
N 0 10655 10655 10000 10000 10000

MAE 0.6937 0.6161 0.6880˜0.7030 0.6543 0.6926 0.5640
RMSE 0.9077 0.8216 0.8960˜0.9214 0.8537 0.9205 0.7077

Ml-100k
N 0 12071 12071 12000 12000 12000

MAE 0.7575 0.6791 0.7522˜0.7744 0.7238 0.7732 0.6285
RMSE 0.9607 0.8726 0.9516˜0.9789 0.9180 0.9892 0.7766

Ml-1m
N 0 128916 128916 120000 120000 120000

MAE 0.7473 0.6580 0.7475˜0.7529 0.7057 0.7576 0.6133
RMSE 0.9392 0.8401 0.9394˜0.9454 0.8843 0.9647 0.7521

Hetrec-Ml
N 0 92634 92634 92000 92000 92000

MAE 0.6254 0.5626 0.6230˜0.6280 0.5799 0.6332 0.4699
RMSE 0.8160 0.7465 0.8140˜0.8202 0.7521 0.8382 0.5858

• Middle − N: Remove the ratings that are in the middle of the rating scale

The aggregate number of ratings (N) to be removed in every mechanism differs between

datasets and was determined through the use of the most commonly used NNM algorithm

(Toledo et al. Toledo et al. (2015)), which we employed in this experiment. In the case of

the first scheme (Random−N), we typically had to re-train the data every time the arbitrary

N ratings were removed since, unlike in the other random methods, the N ratings will

vary. We need to measure the accuracy each time a different proportion from the dataset

was removed to prevent biased results (in the other methods, N is typically constant,

which implies that the accuracy results will be constant under the given conditions of

the recommender). Accordingly, the simulation was conducted for 150 iterations in the

case of Random − N. The final accuracy outputs of the aforementioned mechanisms

were compared to the results from the NNM protocol and the original dataset without

any noise management or rating removal. The results of the test are presented in Table

5.7, which details the variations of MAE and RMSE in each round for every dataset.

The table also shows the value of N for every method and presents the minimum and

maximum of the 150 Random−N iterations. For a clearer presentation, Figure 5.7 depicts

the Random−N plot of the iterations where in each round, a value of N = 10, 655 (Table 5.7)

arbitrary ratings are being eliminated from the dataset. What’s intriguing in the results is

that the Lowest − N scheme showed the best accuracy outcome across all four datasets.

Surprisingly, Random − N showed very acceptable scores that fluctuated between the

Original and Middle − N schemes, sometimes achieving better output than both, such as

in Ml-Latest-Small (0.6880 - 0.8960), Ml-100k (0.7522, 0.9516) and Hetrec-Ml (0.6230,

0.8140). The Middle − N almost always had the worst MAE and RMSE results across

all the datasets. The NNM scheme of Toledo et al. (2015) always came in the middle,
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registering slightly better results than the Highest − N in all the datasets.

It is evident now that utilizing the same accuracy metrics employed to evaluate the effec-

tiveness of NNM algorithms on RSs in the previously discussed paths is controversial.

Our purely random-based trial resulted in comparable significant MAE and RMSE im-

provements, especially with the Lowest − N scheme, with relatively acceptable results for

the others. This disproves the first hypothesis and clearly validates the concept that the

evaluation methods for NNM that are used to assess performance and show that one is

better than the other are flawed and require radical revisions. To a great extent, this also

validates the fundamental opinion examined by Herlock et al. Herlocker et al. (2004),

which was touched upon in the introduction of this work: algorithms should be measured

in accordance with how well they can communicate their reasoning to users, or with how

little data they can yield authentic recommendations, we require new metrics to evaluate

those new algorithms and not merely rely on improvements that show scant enhance-

ments in accuracy (such as MAE and RMSE) and label one better than the other.

Figure 5.7: Accuracy Results of the Random-N Mechanism Applied to Ml-Latest-Small.

5.6.2/ ACCURACY CONSISTENCY TEST

This experiment was designed specifically to target the second proposed hypothesis, and

it extends on the idea of the previous randomness notion and investigates the metrics

used to test the effectiveness of the NNM methods (Table 5.5). The collective results from

the earlier Random−N simulation conducted are presented in Figure 5.8 for two datasets,
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Ml-Latest-Small and Ml-100k. Figure 5.8 (right) depicts the values of MAE and RMSE

that were previously shown in a different format in Figure 5.7. Analyzing those accuracy

plots, it is apparent that there are plenty of cases throughout the 150 iterations (from the

Random − N scheme experiment) where the measurements portrayed conflicting results,

which is the case for all four datasets used in our experiments. One notable example

(marked in Figure 5.8) shows how in two consecutive runs, there was a 1.5% decrease

in MAE versus a 2.5% increase in RMSE. This ultimately refutes the second hypothesis

and signifies how the metrics adopted to test the success of the NNM measure are not a

reliable performance measure and definitely should not be the sole test upon which the

success of an NNM proposal is being evaluated.

5.6.3/ GAPS IN THE NNM PATHS

The outcome of the two previous experiments and the analysis throughout the sections

of this work have shown that the NNM field definitely lacks a well-defined, consistent

approach. Further, it introduces many potential enhancement opportunities to become

effective on an RS ultimately. From the randomness approach that triggered oddly com-

parable MAE and RMSE results to one of the best performing NNM algorithms (Section

5.1) to the inconsistency of the used evaluation methods on NNM (Section 5.2), this

section summarizes all the possible gaps and weaknesses in the previously discussed

publications in the NNM path. Those gaps are grouped into five primary categories.

5.6.3.1/ THE NATURAL NOISE MISCONCEPTION AND INCONSISTENCY

Some proposals confuse the definition of NN in datasets and provide distinct explanations

and implementation approaches, such as that of Tong et al. Tong et al. (2018). In their

introduction, the authors discussed that what one user considers a mediocre rating (e.g.,

1 out of 5 stars) compared to another who rates 3 out of 5 as bad is NN. In essence,

this is not the appropriate definition of NN in O’Mahony et al. (2006), which was thor-

oughly discussed in the introduction of this study; however, it is merely an interpretation

of users’ unique standards and rating baselines. This effect does not occur solely across

individuals but across varied cultures. Some countries, for instance, are more harsh with

their ratings than others. Primitive CF methods have attempted to normalize these differ-

ences; one example would be the adjusted cosine similarity measure (ACOS) Bobadilla

et al. (2013).
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Figure 5.8: MAE vs RMSE for Ml-Latest-Small (left) and Ml-100k (right).

5.6.3.2/ THE MAGIC BARRIER - ACCURACY BARRIER CONFLICT

One of the most significant gaps in the Accuracy Barrier path is conceivably the RS eval-

uation methodology and the erroneous interpretation of the Magic Barrier of Herlocker et

al. Herlocker et al. (2004). In Herlocker et al. (2004), the authors concluded that the accu-

racy metrics results of various algorithms clearly suggest that algorithm improvements in

CF systems may come from divergent directions rather than just continued improvements

in MAE or RMSE; it is possible that the most efficient algorithms should be measured in

accordance with how well they can communicate their reasoning to users, or with how

little data they can yield accurate recommendations. Lastly, the work hypothesized that

modern metrics must be developed to evaluate those new algorithms. In this case, the

authors are debating the effectiveness of the remarkably minute variations in MAE or

RMSE (sometimes in the order of 0.01) when various RSs are evaluated against each

other in terms of accuracy. Therefore, it is evident that the purpose of the revision in

Herlocker et al. (2004) was never intended to introduce the Magic Barrier as the definition

that was taken on by the first path (Accuracy Barrier) of the NNM approaches (the point

at which the performance and accuracy of an algorithm cannot be enhanced due to noise

in the data), but rather, it was abundantly evident that new metrics should be introduced

to understand users in recommender system datasets better.

The Accuracy Barrier is based on the item opinions gathered from users who have already

rated them at least once. Said et al. Said et al. (2012b) and Said et al. (2012a) explicitly

state how to use views on previously rated items, and their initial ratings by the same users

differ conceptually. However, they were essentially handled as being the same when the

authors estimated the Accuracy Barrier. This proves that the Accuracy Barrier path relies

on user re-ratings and an accuracy approach (mainly RMSE) to estimate the limit beyond

which there can be no added improvement to the recommender’s accuracy. There are

two key weaknesses in this case; the first would be having to provide other opinions from

users in a dataset to calculate the system’s maximum performance, knowing that those

opinions and their previous values differ conceptually. The second concern is the RMSE
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function that was used to estimate the ultimate performance of a recommender. Is the

Accuracy Barrier a proper measure of a recommender’s maximum effectiveness, knowing

that RMSE might not be measuring the true accuracy of a recommender (Section 5.2)?

The Accuracy Barrier track ultimately claims that a good ”Magic Barrier” estimate is useful

for assessing the quality of recommendations and for revealing room for improvements;

however, the studies throughout the path do not propose or implement any methods that

experimentally disclose those improvements nor how to improve a system after calcu-

lating the Accuracy Barrier. Markedly, Said et al. Said et al. (2012a) concluded that

recommenders with prediction accuracy close to the estimated Accuracy Barrier could be

regarded as ”optimal systems”. This conclusion also presents similar issues to what was

raised in our previous point. An ”optimal recommender output” represents a general term,

especially when evaluating the RS’s output using only MAE and RMSE metrics.

5.6.3.3/ THE ACCURACY BARRIER WEAKNESSES

As previously mentioned, calculating the Accuracy Barrier strictly depends on a primary

phase, gathering users’ viewpoints on previously seen and rated items. This proposal is

eminent in all the works throughout the path, such as in Said et al. Said et al. (2012a),

where the authors proposed that a real-world recommender system should regularly in-

teract with users by polling opinions about items they have previously graded, allowing

them the opportunity to audit their own performance and take measures to improve the

recommendation engine where appropriate. This act poses a drawback in real-world ap-

plications since users must provide a second opinion on many items. Those users might

have forgotten why a certain item received their dear appreciation in the first place, for

instance, which would cause their second rating to become inaccurate; this begs the

question, are the second user views provided in the MoviePilot experiments Said et al.

(2012b,a) reliable and noise-free? Further, will those users genuinely care about en-

hancing the accuracy of an RS for a certain platform so much as to spend valuable time

providing an accurate second opinion on products?

The authors pointed out in a later study Said and Bellogı́n (2018) that one major drawback

of measuring and comparing the performance using only static, previously collected test

data is that user behavior in the data is not always reliable. How will the second round

of ratings collected from some users differ from the first? The Accuracy Barrier does not

open doors for performance improvements but introduces another rating process equally

(if not more) prone to NN. The rating elicitation process is intrinsically susceptible to

noise due to several reasons touched upon in the introduction of this journal. In addition,

subsequent studies should tackle the following missing points:

• A concrete definition of re-rating movies again after a certain period of time.
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• A measure for an adequate amount of time to identify consistencies of ratings as-

suming this method is effective and accuracy remains our target.

5.6.3.4/ ACCURACY EVALUATION

As touched upon earlier in the introduction and throughout the experiment discussion,

there is a certainly flawed assumption about the performance of RSs that requires further

analysis of the Accuracy Barrier. All the studies Bellogı́n et al. (2014); Said and Bellogı́n

(2018); Said et al. (2012a,b) define Herlocker’s version of the Magic Barrier Herlocker

et al. (2004) as the level of prediction accuracy that an RS can attain with the lowest pos-

sible error. Their version (Accuracy Barrier) reveals whether there is room for additional

meaningful accuracy improvement or that further enhancement is typically meaningless.

This approach contradicts the primary purpose of RSs, which was revealed with the intro-

duction of the notion of the Magic Barrier in Herlocker et al. (2004). The outcomes of our

experiment in Sections 5.1 and 5.2 revealed how the metrics applied to evaluate NNM

algorithms of RSs result in conflicting outputs, and attempting to tackle the concept of an

Accuracy Barrier for performance evaluation and improvement through the use of MAE

and RMSE is counter-intuitive. Those two following points summarize the problems with

accuracy and evaluation and should be considered in future proposals on the subject:

• Accuracy metrics that were employed to assess the performance of NNM methods

(Table 5.5) should be re-visited to align with Herlocker et al. (2004).

• Other factors like diversity or serendipity Al Jurdi et al. (2018); Badran et al. (2019a)

should be accounted for. The accuracy evaluations are still predominantly used and

relied on, even in very recent proposals Li et al. (2019); Yera et al. (2020) on NNM.

Serendipity and accuracy are significantly different in their nature, and increasing

one leads to a decrease in the other Al Jurdi et al. (2018). Said et al. Saia et al.

(2016) propose a method to calculate the similarity between items and remove the

ratings of those from a user profile that are dissimilar. This can result in a sheer

elimination of any form of essential serendipitous results that might occur in the

recommender’s output.

Throughout the fuzzy-inspired proposal that emerged in 2015 on NNM Yera et al. (2016,

2020), the authors suggested that the issue of natural noise in RSs is similar to that in

fields independent from RSs such as Vaishali et al. (2015); López et al. (2013). Con-

sequently, they were inspired to propose a user clustering mechanism based on fuzzy

profiling. The accuracy problems discussed above remain in this case since the perfor-

mance of NNM methods is still being assessed by the level of MAE and RMSE scores.

Further to that, the fields that inspired the fuzzy NNM proposals Vaishali et al. (2015)

(Noise Reduction Methods for Brain MRI Images) and López et al. (2013) (scenario of
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imbalanced datasets) are intrinsically contrasting compared to RSs and their datasets.

Recommendation engines’ datasets are unique and, in most cases, contain explicit rat-

ings of users. At the same time, those MRI images maintain an unrelated format and a

peculiar application compared to recommendation engines.

5.6.3.5/ GENERAL PROBLEMS WITH THE APPROACHES

Some general essential factors that must be taken into consideration in further proposals

that might enhance the NNM paths are:

• A measure of the frequency of NN correction on datasets? Is there a certain limit

beyond which applying NN becomes useless or counter-efficient?

• Almost all studies across the three paths create subsets from the datasets shown

in Table 5.6. This shows that the algorithms’ high-time complexities with the noise

detection and correction methodologies must be properly addressed and eventually

benchmarked.

• As seen at the beginning of this section, accuracy might not be the most suitable

measure. Therefore, an NNM approach that is computationally demanding and pro-

duces a superior MAE or RMSE result, in the end, should be reviewed on different

levels before ranking it as an optimal method for NNM compared to the others in the

path.

• Most published studies in the NNM paths use CF recommender algorithms to eval-

uate their approaches to NN. Will a good-performing NNM method still be effective

when the recommender algorithm is inevitably modified?

• There are other problems with CF approaches that researchers usually overlook.

For example, Bag et al. Bag et al. (2019) argue that removing noise from the dataset

amplifies their sparsity issue, which is conceptually true. They continue adding that

Toledo et al. Toledo et al. (2015), who used PCC to predict ratings as a replacement

for noise, have increased the issue by adopting a flawed correction measure as

the environment might be sparse. PCC performs poorly in scarce environments

Bag et al. (2019). PCC does indeed perform poorly in terms of accuracy for users

who maintain a limited amount of ratings; however, the authors never discussed

critical factors like the sum of ratings the users that were given re-ratings had, the

neighborhood size, the method to decide upon a correct neighborhood size, etc. In

Bag et al. (2019), the authors chose to employ another similarity measure for noise

correction, ruling out PCC as an option, and still not providing any information about

the critical variables of an RS, namely the neighborhood size, the number of items

those noisy individuals had, their respective contribution to their neighborhood, etc.
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5.7/ CONCLUSION

Implementing an effective and agile natural noise management algorithm for recom-

mender systems’ datasets is challenging due to various parameters that should be con-

sidered, especially in the evaluation process. There has been no attempt to synthesize

what is traditionally known about the performance evaluation of recommender systems

and natural noise management, nor to systematically recognize the implications of eval-

uating them for numerous tasks and diverse contexts while testing the performance of a

natural noise technique. Throughout this comprehensive study, we surveyed and cate-

gorized all the natural noise-handling algorithms starting from their inauguration in 2006.

In addition, we carefully introduced empirical results from two hypotheses that provided

critical insight into the consistency of the evaluation methods used in the proposed noise

management techniques. The first experiment illustrated how randomness could achieve

comparable outcomes to one of the most conventional mechanisms, while the second

proved that the metrics employed to test those techniques and rank one better than the

other typically display inconsistent and unreliable results. We hope this article will natu-

rally increase the awareness of the evaluation of recommenders, especially in the natural

noise management field, and encourage the development of more standardized natural

noise methods evaluated by measures beyond traditional accuracy.

As seen in the previous section, many gaps constitute the natural noise management field

and undoubtedly require considerable attention in the future. The potential problems we

set to address include the development of proper evaluation methods that researchers or

practitioners can broadly use with any recommender technique and serve us to assess

better the actual effectiveness of a recommender devoid of inconsistencies. In addition,

natural noise lacks proper development regarding the type of datasets it is applied to. A

practical noise management approach must be scalable and adequately work with diverse

datasets irrespective of the recommendation algorithm employed. External data that ad-

ministrators must retrieve from customers to implement a particular noise management

approach remains an inadequate solution to the problem.





6

STRATEGIC ATTACKS ON

RECOMMENDER SYSTEMS

6.1/ OVERVIEW

Understanding user behavior in the context of recommender systems remains challeng-

ing for researchers and practitioners. Inconsistent and misleading user information, often

concealed in datasets, can inevitably shape the recommendation results in specific dis-

torted ways despite utilizing recommender models with enhanced personalizing capabili-

ties. Naturally, the quality of data that fuels those recommenders should be highly reliable

and free of any biases that might be invisible to a model, irrespective of its type. In this

article, we introduce two modern forms of noise that are intrinsically hard to detect and

eliminate; one is malicious and will be termed Burst, while the other is unique in that it

forms its category and will be referred to as Opt-out. Additionally, to segregate the nature

of noise behind such threats, we present a distinct case study on Burst and Opt-out to

illustrate how the detection of those threats can be challenging compared to that of tra-

ditional noise and with the current detection methods. Finally, we expound on the ability

of such threats to bias the output of recommenders in their unique way while primarily

retaining data that is not fundamentally erroneous.

6.2/ INTRODUCTION

Throughout the years, Recommender Systems (RSs) have become increasingly essen-

tial to online businesses, irrespective of their size, especially in the e-commerce field

Aggarwal et al. (2016); Scholz et al. (2017). Recently, talks about methods of scaling

the e-commerce sector have dominated the majority of webinars and articles, especially

with the increased shift towards online-based services Meyer; Schoenauer; Columbus;

Smaros and Falck (b). Comprising a varied range of implementation methods that extend

85
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from the prominent CF techniques to advanced latent factor models, recommenders par-

take in most top-ranked commercial platforms like Amazon, Netflix, Spotify, Last.fm, etc.

Ricci et al. (2010) and enormously contribute to their success. This originates from the

substantial problem such approaches try to tackle by attempting to provide highly person-

alized services: information overload. As a result, it is not surprising when the demand for

employing recommenders profoundly increases as the shift to online platforms registers

a sharp advance.

The primary power of the personalized recommendations generated by various RSs

highly depends on abundant user contributions in ratings, reviews, tags, likes, etc. Re-

searchers studying and enhancing RSs and their algorithms have merely focused on

algorithmic improvements paying nominal attention to the quality of the underlying data.

The involvement of the human factor in processes such as rating elicitation renders it im-

mensely prone to errors that might occur deliberately or naturally. Ratings, reviews, and

other details recommender algorithms depend on holding critical information that might

not always be genuine or reliable. This is recognized as noise in the datasets used by

RSs. Naturally, if RSs train on inaccurate data to learn and predict user behavior, they

will inevitably have inconsistent results.

Previous research shows two primary types of noise in RSs: malicious and natural.

Briefly, the general definition of noise in datasets is the rating feedback that does not

reflect a user’s proper preference or intention. This anomaly might be purposely set by

outsiders in the form of attacks on a system to bias the output (malicious noise) Gunes

et al. (2014). It could also occur naturally due to users’ inconsistent rating behavior (nat-

ural noise) Amatriain et al. (2009a,b). Malicious noise results from numerous forms of

attacks carried out on online applications that are typically powered by diverse types of

RSs, and it has witnessed much of the research attention in the past few years Gunes

et al. (2014); conversely, the natural noise domain has not yet received a lot of focus

from researchers, and lately, it has become an exciting topic in the study of anomalies in

datasets Ricci et al. (2010).

In contrast to malicious noise, natural noise occurs inherently due to specific user-specific

behavior, making it unique and unusually complex to model. It’s completely arbitrary and

user-dependent: Users can be miserable or feeling down on a particular day and rate all

recommendations they encounter on their favorite platform as bad, even the genres they

tend to prefer – Natural noise due to an emotional state. Significant improvements are still

required to develop a generic noise-aware layer compatible with all RSs and capable of

overcoming natural and malicious inconsistencies in datasets Jurdi et al. (2021). In addi-

tion, such a unified system could deal with noise irrespective of its type and independent

of the deployed recommendation engine.

In this article, we introduce and discuss a new noisy user behavior that is obfuscation-
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based (opting out from a system). Further, we demonstrate how this mechanism could be

segmented into two main types, one of which does not belong to any of the two noise cat-

egories presented above and will maintain its class called Obfuscation, while we will refer

to the noise itself as Opt-out. The other type, which we will name Burst, retains a mali-

cious component and belongs to the adversarial noise class. This new behavioral noise

is purely user-intended, a behavioral form affecting the authenticity of item feedback, and

can be indirectly harmful to a recommender’s output. Using the neighborhood-based as-

sessment method Al Jurdi (2022), our study shows how the effect of Obfuscation is very

detrimental to the local group of users, such as a user’s neighborhood in a K-Nearest

Neighbour. This implies that such noise is generally unnoticed when using conventional

evaluation metrics, and only when evaluating the performance on a granular level, can we

detect its actual effect.

The rest of the work is organized as follows: Section 2 discusses the obfuscation noise

background, while Section 3 introduces the two newly discovered noise types in RSs. In

Section 4, we present and discuss the simulation experiments and their results, and in

Section 5, we conclude the work.

6.3/ BACKGROUND AND RELATED WORK

In this section, we will discuss the obfuscation mechanism and how it affected

recommender-related applications in the past. We will cover two significant categories

of Obfuscation and touch on their relationship to RSs.

6.3.1/ OBFUSCATION AS TWITTER PHENOMENON

On several occasions, such as the elections in Russia (2011) and Mexico (2012), Twit-

ter became the court for pivotal attacks that ultimately deviated from the targeted public

opinion; they came to be known as obfuscation attacks Brunton and Nissenbaum (2015).

During those two incidents, people relied on Twitter to convey a specific public message

and plan movements for government-targeted protests, an effective way that has become

quite mainstream in many countries nowadays (Twitter revolutions Comninos (2011)).

Entities wanting to oppose the information flow fell short of initiating attacks (such as

Distributed Denial of Service – DDoS) on highly secured platforms such as Twitter. In-

stead, they resorted to a unique way of tampering with the system’s algorithm. To trick the

system, the attack was aimed at highly-relied-on hashtag trends and timeline recommen-

dations and worked through injecting random and false posts under said hashtags. The

plot in Figure 6.1 shows the average combined behavior from three very famous hashtags

where we can observe how the number of relevant hashtag tweets, in a relatively short
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Figure 6.1: Burst attack on a Twitter hashtag.

period (an average of 9 hours), decreased quickly after the attacks flooded the timelines.

Ultimately, the extraneous injected tweets dominated the stream for the target topic to an

extent where those relevant to it were completely overshadowed.

6.3.2/ OBFUSCATION AS USER WEAPON

Naturally, account privacy in a recommender-powered system, or any other social plat-

form, is essential, and it’s becoming much normalized as awareness about personaliza-

tion protocols continues to increase Badsha et al. (2016); Cai and Zhang (2019); Zhang

et al. (2019a). Those online platforms, albeit continuously reassuring about personal pri-

vacy protection, often conveyed in exaggerated ad campaigns that mask indiscriminately

agreed-on privacy policies, cause users to stay connected and use them voluntarily. De-

loitte’s 2017 study proves it: 91% of people in the US consent to legal terms and services

conditions without reading them Smaros and Falck (a). Furthermore, many of those ap-

plications, from online payment solutions to massive social networking platforms, have

become integral to our routine. In this case, a different form of Obfuscation emerges

Brunton and Nissenbaum (2015) as a free and elementary attack that users could lever-

age to opt out from those systems; it is different than the obfuscation-powered Twitter

attacks in that it is primarily utilized by ordinary individuals who find themselves having

shared, whether implicitly or explicitly, countless personal preferences with online sys-

tems and want to quit. That said, users who choose to do this don’t just disable their

accounts or refrain from logging in again. Instead, they tend to initiate a self-destructive

profile behavior mechanism by introducing loads of information (in the form of ratings,

likes, posts, etc. – that depends on the platform) that are not erroneous but inconsistent

with their predispositions. As a result, this tricks the system and conveys false information

about the content that genuinely engages this user, further amplifying a hidden form noise
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Figure 6.2: Noise Branches in Recommenders, Including New Obfuscation Forms.

in the dataset. To the system, such users maintain average profiles and merely refine or

change their tastes over a certain period, but what happened was that those users sub-

tly leveraged an opt-out obfuscation attack masking their interests and concealing their

preferencesBrunton and Nissenbaum (2015).

6.4/ A NEW TYPE OF NOISE IN RECOMMENDERS

The above-introduced notions about Obfuscation allow the formation of two types of at-

tacks on recommenders. The first is Burst, in which attackers use fake/inactive profiles to

deviate from a particular opinion and tamper with the system to target a group of users

specifically. The second type, Opt-out, is utilized for personal reasons should users de-

cide to eliminate any data that might constitute their profile preferences. Those types of

attacks were not mentioned in previous research about anomalies and noisy user behav-

ior in recommenders Gunes et al. (2014); Si and Li (2020); Jurdi et al. (2021); Badran

et al. (2019b). Figure 6.2 shows the noise categories with the new obfuscation types.

Burst in RSs is similar to that in the Twitter case (Section 6.3). It’s even present in tra-

ditional recommender datasets extensively used in research studies. Figure 6.3 shows

one example of such users. Like the Twitter bots, this user was inactive for a lengthy

period before suddenly registering extensive activities and then going dormant. Typically,

in an online setting, Burst can be leveraged to target a specific trending item (resembling

the Twitter scenario), and the recommendation system needs to curb such behavior as

it could negatively influence the general opinion. Therefore, we define the following two

obfuscation-based attacks in recommenders:

• Burst attack: An RS attack strategy that targets a group of users, mainly to deviate
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Figure 6.3: Rating Activity of a User from ML-1m.

their opinion. It utilizes fake or inactive profiles and tampers with the whole system.

• Opt-out attack: An RS attack that a single individual mainly uses to eliminate any

data that might constitute his personal profile status.

6.4.1/ NOISE ALGORITHM

Natural noise in datasets can be uncovered through several approaches Jurdi et al.

(2021). For that purpose, we selected the most famous natural noise management and

user/item clustering methodology Toledo et al. (2015) from the natural noise path that’s

thoroughly discussed in Jurdi et al. (2021). After that, we combined it with the work done

in Al Jurdi et al. (2018); Badran et al. (2019a) for serendipity detection and analysis and

overall parameter tuning for a more optimal noise detection output. This strategy allows

us to detect if a particular rating by an individual indeed deviates from his usual predilec-

tions. The principal clustering method that runs as a pre-recommender step (completely

independent of the recommendation system employed) on the dataset itself classifies all

users and items into distinct groups; every rating a user has will be examined against

their unique overall profile if it accommodates their type then it’s likely a correct rating and

if doesn’t, then most probably it comprises noise Toledo et al. (2015).

In addition, applying a serendipity-oriented approach, we ensured that the actual noise

is not confused with uncertainty since there’s a fine line between the two Al Jurdi et al.

(2018); Badran et al. (2019a). In the real world, user tastes undergo alterations as they

explore new items in the vast inventories. A recommender must be robust yet flexible

enough to suitably handle those variations, employing acceptable ranges of churn, re-

sponsiveness, and uncertainty without overdoing it - user interests, likes, dislikes, and

fashions inevitably evolve with time Aggarwal et al. (2016). Those substantial factors have

been surprisingly overlooked in almost all the studies in the natural noise field where the

research path became predominantly fixated on accuracy-related metrics such as Mean

Absolute Error (MAE) and Root Mean Squared Error (RMSE) Herlocker et al. (2004);

Jurdi et al. (2021).
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6.4.2/ OBFUSCATION DETECTION MECHANISM

Natural noise algorithms can help us detect noisy behaviors Jurdi et al. (2021); however,

exploring the dataset for opt-out scenarios is our main aim. It might be enough to analyze

the natural noise percentage in the last couple of days for the users who abandoned the

system. Still, we hypothesize that it is much more accurate to examine a full retrospect of

the profile of an opt-out candidate. As the last experiment will show, opt-out Obfuscation

in datasets can be in different forms, and rating peaks aren’t just located in the previous

few days. The opt-out attack case can be equivocal and very easily overlooked by the

system as it’s similar to a regular activity that might even be the outcome of serendipitous

discoveries (as mentioned in the introduction of Obfuscation). In an attempt to generalize

an opt-out detection strategy, we propose the following equation:

u(opt−out) =
|d(n,u)|

|Nu|
> 0.5, |Nu| > 0 (6.1)

Where u(opt−out) is a potential opt-out candidate, |d(n,u)| is the total noise on the last day

of the user activities, and |Nu| is the total number of noise for user u. The measure

for abandoning the system can be easily achieved by ensuring that the day in |d(n,u)| is

much older than today’s date, or in case of offline datasets such as the one we are

using for this example, the last day it was published online. To test the impact of opt-out

malicious behaviors in the dataset and their hidden effect on the performance, we define

the following characteristics of the ratings that were considered to be eliminated from the

dataset for the experiments in the next section:

• A large number of ratings in a very short period (e.g., 1 or 2 days at most).

• A significant variation of taste between peak rating days and other normal days.

• A significant noise score on the peak day (Equation 6.1).

6.5/ SIMULATION AND RESULTS

In this section, we will introduce the experiment setup used to simulate the obfuscation

noise in RSs and then discuss the results and the effect of such noise on the users of our

system.
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6.5.1/ EXPERIMENTAL SETUP

6.5.1.1/ DATASETS AND ALGORITHMS

In our experiments, the ml-latest-small dataset and the ml-1m Harper and Konstan (2015)

are used to test the opt-out introduced in the previous sections. The smaller set has 610

users, 9.7k movies, and 100k ratings, while the larger has 6k users, 4k movies, and

1m ratings. The algorithm employed in the experiment is a CF recommender Aggarwal

et al. (2016) that considers each user’s mean ratings with the parameter k set to 40

neighbors and a Pearson Correlation similarity measure. Natural noise in datasets can

be uncovered through several approaches Jurdi et al. (2021). Our experiments selected

a famous natural noise management and user/item clustering methodology proposed by

Toledo et al. Toledo et al. (2015). The evaluation process used for the opt-out obfuscation

experiments follows the neighborhood evaluation process presented in Al Jurdi (2022)

with MAE, RMSE, and the Normalized Discounted Cumulative Gain (NDCG).

Figure 6.4: User Profile Attack Case.

6.5.1.2/ TARGET USER PROFILES

We select two profiles from each dataset that satisfy the above conditions to evaluate the

performance using the neighborhood-based method. Both exhibit malicious behaviors

and resemble mild obfuscation attacks where most of their ratings contain malicious or

natural noise. These profiles have ratings that abruptly shift in taste and don’t have a

reasonable amount of ratings on certain days, which is distinctly counter-intuitive to the

case of a regular user in a real-world scenario. The natural noise algorithm signaled

that most of those users’ ratings in their peak rating days were noise and did not fit their

genuine overall profile predilection.

In addition to the two profiles selected for the tests, we run the experiments in parallel
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Figure 6.5: Item attribute sudden variation example (top) and a case of serendipitous
discovery (bottom).

on the case of legitimate ratings to test if the neighborhood evaluation reports different

results. Honest ratings are selected from other users who do not meet the above critical

conditions. In contrast, the total number of ratings is selected to be equal to that of the

malicious case in both datasets. In the two cases, the total number of ratings eliminated

from the dataset is around 1.5k (i.e., 1% of ml-latest-small and 0.15% of ml-1m).

6.5.2/ CASE STUDY - USER RATING NOISE AND SUDDEN TASTE VARIATION

Figure 6.4 shows the malicious ratings of a user from the ml-latest-small dataset that

meets the target profile conditions presented in the previous section. There is increased

activity on two specific days where the natural noise factor in them registers 82%. This

goes hand-in-hand with the user taste variation on those days, as the item attributes are

significantly different from the profile preferences. The abrupt change in taste is also

demonstrated in the examples of Figure 6.5 (top). For brevity, only the most affected

attributes are displayed. The Figure shows how items of new genres, such as drama,

horror, and comedy, are given very high ratings before returning to normal. A very similar

user is selected from the ml-1m dataset. Finally, we note that Badran et al. Badran et al.

(2019a) and Al Jurdi et al. Al Jurdi et al. (2018) had similar observations about uncer-

tainty and the item discoveries that users undergo in RSs. Based on their discussions

on serendipity and the difference between it and noise, we can predict how a standard

user profile might generally vary due to certain serendipitous discoveries. This is shown
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Figure 6.6: MAE (left) and NDCG (right) results on ml-latest-small using the
neighborhood-based mechanism with different neighborhood sizes.

in Figure 6.5 (bottom).

6.5.3/ EFFECT ON THE SYSTEM - EXPERIMENTAL RESULTS

After the target malicious ratings have been identified for two users in both datasets, we

test the effect on the system with two methods. The first is the conventional method, which

is typical offline evaluation metrics. Such approaches are used to evaluate the effective-

ness of new proposals in the natural noise research Jurdi et al. (2021) and data poisoning

Li et al. (2016); Fang et al. (2018). The second test is the neighborhood-based evaluation

mechanism, which allows evaluation at a granular level based on neighborhood clusters.

6.5.3.1/ IMPACT ON THE SYSTEM

Tables 6.1 and 6.2 summarize the results of the percentage change in the metrics be-

fore and after eliminating the identified malicious user behavior for both the conventional

method and the neighborhood-based one (k in the neighborhood-based case stands for

the neighborhood size). For clarity, the results for every neighborhood, Figures 6.6 (ml-

latest-small) and 6.7 (ml-1m) show the percentage MAE and NDCG change for several

values of k and for the case of eliminating the target malicious ratings only. First, it’s clear



6.5. SIMULATION AND RESULTS 95

Figure 6.7: MAE (left) and NDCG (right) results on ml-1m using the neighborhood-based
mechanism with k = 5.

Table 6.1: The impact of removing malicious ratings on the overall system metric.

Test case - target ratings

Dataset Metric Legitimate (δ%) Attack/Noise (δ%)

ml-latest-small
MAE 0.01 -0.01

RMSE 0.03 -0.01
NDCG@10 0 0.02

ml-1m
MAE -0.01 0.31

RMSE 0.01 0.3
NDCG@10 0.1 -0.04

from the data in Table 6.1 that the standard method does not report any significant impact

on the system before or after removing the target malicious ratings in the two datasets.

The change is nominal and registers a mere 0.01% decrease in MAE and RMSE after

the attack in the case of ml-latest-small with a 0.02% increase in NDCG@10. In the

case of ml-1m, the removal of the attack caused a somewhat opposite effect from the

ml-latest-small dataset with around 0.3% increase in MAE and RMSE as opposed to a

0,04% decrease in NDCG@10. Finally, and as expected, the results of the malicious

target ratings case are very close to that of the legitimate ratings, which also resulted in

minor variations after the rating removal (Table 6.1). One cannot even know that some-

thing might be wrong with the data due to such marginal effects. The malicious case

cannot be spotted; therefore, nothing appears wrong with the dataset in both cases.

Conversely, the neighborhood-based mechanism reported different results for the same

cases on both datasets while it similarly registered the same findings for the legitimate tar-

get users’ case. Table 6.2 shows a relatively large fluctuation in both MAE and NDCG@10

(especially for k = 0) in the case of malicious rating removal. With the ml-latest-small

dataset, MAE scored a significant 5% increase for several neighborhoods k = 5 while

also registering a lower 2% decrease for others. This generally means that removing the

rating causes a slightly more oriented shift towards more accurate recommendations in

many aspects of the dataset. On the other hand, MAE resulted in a more significant de-

crease in the case of ml-1m for the selected malicious ratings of the user. In this case,
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Table 6.2: Examining the impact of removing negative ratings through our neighborhood-
based approach with varying neighborhood sizes.

Test case - target ratings

Legitimate (δ%) Attack/Noise (δ%)

Dataset Metric 0 5 10 0 5 10

ml-latest-small

MAE

Avg -0.0028 -0.0158 -0.0049 0.2104 0.302 0.2349
Std 0.243 0.194 0.178 3.143 0.828 0.609
Max 1.05 0 0 22.01 5.13 2.66
Min -1.78 -1.02 -0.8 -21.73 -2.33 -1.52

NDCG@10

Avg 0.0038 -0.0145 -0.0042 0.0739 -0.1884 -0.1701
Std 0.067 0.167 0.081 2.138 1.007 0.868
Max 1.16 0.52 0.39 17.81 2.09 3.47
Min -0.27 -2.3 -1.27 -15.75 -9.82 -8.36

ml-1m

MAE

Avg 0.002 0.0023 0.0017 -0.0041 -0.033 -0.038
Std 0.105 0.041 0.034 0.422 0.388 0.288
Max 1.42 0.6 0.68 8.62 11.2 6.47
Min -1.17 -0.3 -0.19 -15.19 -13.58 -5.92

NDCG@10

Avg 0.0005 -0.0002 -0.0007 0.0036 -0.0014 0.0039
Std 0.046 0.042 0.039 0.5 0.288 0.155
Max 1.27 0.68 0.57 12.03 9.12 5.04
Min -1.13 -1.38 -1.27 -17.2 -12.25 -3

removing the rating negatively affected some neighborhoods rather than being more ori-

ented towards a positive accuracy change. We speculate that many profiles in the ml-1m

exhibit natural and malicious noise, which could affect the results since they weren’t elim-

inated. We are only evaluating the performance using the local neighborhoods of users

after minimal malicious data has been eliminated. NDCG@10 registers a significant in-

crease for k = 0 after the attack and a slightly smaller decrease for the others. This has

to do with the nature of the ranking-based evaluation method and how Discounted Cu-

mulative Gain (DCG) measures the relevance of ratings in the dataset. Lastly, it is worth

noting that the percentage change decreases as the value of k increases and gradually

diverges towards the percentage change for k = N (where N is the total number of users

in a dataset).

6.5.3.2/ IMPACT ON THE NEIGHBORHOOD RECOMMENDATIONS

In the second part of the experiment, we take a closer look at the effect on the target

users’ neighbors. Table 6.3 shows the impact on the neighborhood of the users after the

malicious ratings were eliminated. In both cases, the neighbors of the users markedly

changed after the malicious rating removal. As shown in the Table, the first user (case of

ml-latest-small) shows a minimal similarity (5.26%) between his two neighborhoods, while

the second registers no similarity at all. We can safely say both target users had a new
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Table 6.3: The impact of removing malicious noise on the community and recommenda-
tions.

Case Correction Status Ttop-10 Neighborhood Recommendations (item order)

ml-latest-small
Before {53,175,154,496,366,87,319,214,25,138} {1,2,3,4,5,6,7,8,9,10}
After {2,8,11,12,26,31,35,37,44,53} {1,2,4,11,6,9,10,12,13,14}

Similarity Score 5.26 46.7

ml-1m
Before {556,88,276,25,595,72,550,515,53,511} {1,2,3,4,5,6,7,8,9,10}
After {2,7,10,11,12,13,14,26,29,31} {11,6,7,12,4,5,13,14,15,16}

Similarity Score 0 25

Table 6.4: Effect of removing malicious noise on the top-10 recommendations for the two
test users’ neighborhoods.

Case Most Affected Neighbor Malicious Ratings Status Recommendations (item order)

ml-latest-small 276
Before {1,2,3,4,5,6,7,8,9,10}
After {1,2,4,5,11,12,13,14,15,6}

Similarity Score 33.34

ml-1m 154
Before {1,2,3,4,5,6,7,8,9,10}
After {11,1,12,13,2,3,14,5,15,16}

Similarity Score 26.7

community after the malicious ratings were eliminated. As for the recommendations for

the target users before and after correction, the order and the content varied significantly,

as shown in the same Table. The new neighborhood yielded four items in the top 10 of the

first case and six new items in the second case. After eliminating malicious data, those

new recommendations are more convenient for the user’s authentic profile.

As signaled by the neighborhood results in the previous section, the primary effect of

malicious ratings of the users in both datasets lies in the recommendations of the neigh-

borhood of the target users and not just their suggestions. For that, we analyzed the

recommendations of the neighborhood before and after the malicious data, and we found

that they were indeed affected. Table 6.4 shows the most affected neighbor for both

users, and it can be seen that the similarity between the items has considerably changed

in both cases. The first was presented with five new unique items in his top 10 after the

correction, while the second had six new items. The order of the items in the top-10 list

has also changed drastically, proving the neighborhood evaluation results in the previ-

ous section. Digging further, we find that those recommendations differ a lot in content.

Figure 6.8 displays the types of items (genres) for the most affected users before and

after the correction. It is evident how the recommendations of one of the top neighbors

of the user in the ml-1m case completely shifted from Drama, Romance, and Comedy to

Mystery and Adventure when his profile was corrected. The most affected neighbor in

the ml-latest-small case also registered a difference in the recommended content, where

the new top-10 items are more oriented towards Drama, Action, and Western than Ro-

mance, Comedy, and Thriller. It’s important to note that new genres popped up heavily

in the recommendations after the correction was made in both cases. They are Mystery
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Figure 6.8: Top-10 list of genres before and after removing the malicious rating for the
most affected neighbors (276 - left and 154 - right).

and Crime in the first user’s neighborhood and Western and Action in the second user’s

neighborhood. This shows how minor malicious variations that generally go undetected

can affect the actual preferences of the communities.

6.6/ CONCLUSION

Implementing an effective and agile natural noise management algorithm for recom-

menders is challenging due to numerous parameters that should be considered, espe-

cially in the evaluation process. As demonstrated in this study, the obfuscation phe-

nomenon created yet another challenge to the evaluation process. We have introduced

two modern forms of noise that are hard to detect with current evaluation strategies and

showed how the data appears to be perfectly normal. The impact was only visible when

we evaluated the performance in data subgroups using the new proposed group valida-

tion process in the evaluation ecosystem of recommenders. Additionally, there has yet

to be an attempt to synthesize what is known about the various noise categories in RSs,

nor to systematically devise a unified protocol that would deal with noise irrespective of

its type and independent of the deployed recommendation engine. Whether it’s user-

induced to opt out of data processing for particular security concerns or publicly injected

by authorities, such as in the case of Russia, Mexico, and Lebanon, Obfuscation is a

challenge that RSs should be aware of.

Opt-out attacks pave the way for multiple discussion paths that cover numerous topics;

for instance, identifying a user’s opt-out behavior can permit tracing back to the primary

user’s tastes. Additionally, data owners can develop data mining methods to discover the

general trends of users opting out of the online platform.
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This section delves into the evaluation gaps previously discussed in the fourth chapter.

We also explore the challenges of evaluating recommendation systems and testing their

performance as the underlying data evolves. Our focus is on the current state of the

art, which has several evaluation frameworks to standardize the assessment process.

However, there is a lack of reporting on the performance of models on dataset subgroups

and detecting specific kinds of potentially malicious data behaviors. In light of this, we

propose a new evaluation strategy, the group validation framework, which is a valuable

assessment tool for monitoring the performance of a recommender on specific critical

clusters or groups of data. Our findings show that recommenders perform differently in

various groups as unique data perturbations are introduced.
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7

GROUP VALIDATION: MULTI-LAYER

EVALUATION FRAMEWORK

7.1/ INTRODUCTION

Recommendation systems analyze information in datasets to predict what may interest

users. This process utilizes available data features like search and interaction details.

Although it is relatively simple to achieve with current research and suitable models or

workflows, evaluating effectiveness and testing performance as machine learning mod-

els evolve with data is still a significant challenge Bellogı́n and Said (2021); Macdonald

(2021); Ovaisi et al. (2022) that has captured considerable attention Han et al. (2021);

Ferro et al. (2018); Valcarce et al. (2018). Microsoft’s best practices for building rec-

ommendation systems have been helpful in this regard Argyriou et al. (2020). As a

result, there have been some modern proposed approaches to tackle the evaluation

challenges in recommender systems; those include the Simpson’s paradox Macdonald

(2021), benchmarking frameworks and toolkits Sun et al. (2020); Anelli et al. (2021);

Zhao et al. (2021), dataset-oriented design Chin et al. (2022), metric selection criteria

Tamm et al. (2021); Han et al. (2021), and metric adaptations (predominantly in search

settings) Castells et al. (2022); Parapar and Radlinski (2021); Drosou and Pitoura (2010);

Fang and Zhai (2005). Although these topics tend to be diverse, almost all revolve around

one prevalent idea: the tools and techniques for assessing models still require significant

improvements. In short, there have not been enough attempts to consolidate the knowl-

edge of recommender systems nor to systematically define the implications of evaluating

recommenders for different tasks and under various contexts.

The topic of evaluation challenges in recommender systems is not recent and dates back

to 2004. At the time, Herlocker et al. Herlocker et al. (2004) abstracted all the factors con-

sidered in evaluating a recommender model’s effectiveness and proved the presence of

potential biases in most reported evaluation results. Back then, the study highlighted the

pitfalls that researchers ought to avoid when attempting to implement recommendation

103
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solutions, especially during the phase of trained models’ effectiveness evaluation. Some

of those issues included are undefined user goals for a particular recommender system,

evaluation of models on incompatible datasets, and incorrect use of evaluation metrics

that are mostly not optimized to measure the performance based on the system’s predic-

tion goals. Fast-forward to today, the same factors are still causing significant issues, as

evidenced by recent comprehensive studies on the topics of noise and evaluation, such

as those by Parapar et al. Parapar and Radlinski (2021), Al Jurdi et al. Jurdi et al. (2021),

and Ovaisi et al. Ovaisi et al. (2022). In the research and experiments of Jurdi et al.

(2021), systematic proof shows how the tools and metrics employed to test contemporary

model techniques and rank them in order of performance embody inconsistent and unre-

liable results. Some examples of the outcome include contradicting performance metric

results, a sporadic evaluation metric selection process, and unsystematic model-data

combinations in experimentation.

Further, the experiments demonstrate how randomly eliminating data from a dataset (in

the training and evaluation phase) could result in shockingly comparable performance

results with algorithms that specialize in identifying critical noisy data that severely impact

performance. Even if not directly correlated, this aspect is perfectly aligned with the recent

research by Sun et al. Sun et al. (2020), which shows how a simple baseline model can

outperform its superior and more complicated counterpart with the proper setup. Highly

similar issues are also presented by Parapar et al. Parapar and Radlinski (2021) in their

proposal of a new unified metric that combines diversity and accuracy and can be used

as a replacement for the outdated and less effective traditional measures.

Building on the arguments presented in Parapar and Radlinski (2021); Jurdi et al. (2021);

Ovaisi et al. (2022), and in an attempt to address the issues mentioned above debated

in Jurdi et al. (2021), our work focuses on the objective of evaluating a recommender

performance on sub-groups as opposed to solely relying on the traditional applications

of evaluation metrics. While the current evaluation mechanisms can provide a general

indicator about how the performance is expected to be in a live setting, an ”averaged”

evaluation, even with reasonably optimized metric results, can fail to reflect actual model

behaviors on different data groups of a dataset regardless of how robust the metric is.

This concept was first presented in general domain-independent (non-personalization)

machine-learning studies such as the ones conducted by McMahan et al. and Chung et

al. McMahan et al. (2013); Chung et al. (2018, 2019a,b) in a proposal of an automatic

data slicing mechanism for evaluating subset levels of the data. The results show that it is

crucial to track the performance on a more granular level to understand better the effec-

tiveness of a particular model given a predefined set of prediction objectives. Ultimately,

this aids us in better assessing the effectiveness of an algorithm on all parts of the data

available for training and testing.
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The concept of data slicing to uncover hidden performance issues has proven very ef-

fective Chung et al. (2019a). Such a mechanism is not yet utilized in the recommender

system domain, albeit briefly touched on in the following studies Jurdi et al. (2021); Mac-

donald (2021); Ovaisi et al. (2022). The closest to the data slicing concept in recom-

menders is the research of Ovaisi et al. Ovaisi et al. (2022) since their evaluation toolkit

supports sub-population evaluation (e.g., gender-based). However, it is not holistic and

lacks the definition of an evaluation strategy. This sub-population evaluation scenario had

been inspired by the idea of fairness in ranking evaluation discussed in the research of

Singh et al. Singh and Joachims (2018). In our work, we focus on adapting a tailored

and modular slicing evaluation framework, called group validation, to evaluate the perfor-

mance of recommender models on a granular level. Our proposed mechanism will adapt

the data slicing technique Chung et al. (2019a) and work through clustering datasets into

groups and then identifying which of those groups a given model performs the worst using

a systematic evaluation strategy. Additionally, the group validation framework allows the

possibility to track a recommender’s model performance across small data clusters and

permits having practical applications such as:

• Enhancing automated decisions for model evolution.

• Detecting noise/fraud, such as malicious and natural noise.

• Creating a dynamic and hybrid model structure in a live environment.

The prime contribution of this chapter is implementing a modular evaluation framework

for a distinct model validation process in recommender systems. Our applied method

in this framework is based on data clustering1 followed by experimental tests to identify

weaknesses in model performance on certain data groups. As will be proven throughout

this study, such weaknesses can usually be hidden from metric results that report overall

system performances. This research extends the previous works on evaluation and noise

management Jurdi et al. (2021); Macdonald (2021); Chung et al. (2019a) and adapts

the slicing theory in the assessment from Chung et al. (2019a,b) to the recommender

systems domain. Additionally, based on the theoretical analysis and the experiments

conducted to position the framework against the current evaluation process, the following

main points can be concluded:

• Clusters can be more sensitive to certain types of feedback, allowing the framework

to detect adverse effects, something not possible solely with generic evaluation.

• Certain user feedback can evolve in a way that negatively affects other users. Clus-

ter evaluation like that in the group validation framework can help localize this effect.

In the upcoming section, we present state-of-the-art works and position our work within

this context, shedding light on the latest evaluation approaches in the field. Section 3

1The ”groups” in the group validation process are mainly clusters. Both words might appear interchange-
ably throughout the text.



106 CHAPTER 7. GROUP VALIDATION: MULTI-LAYER EVALUATION FRAMEWORK

introduces our group validation framework with a comprehensive description of the pro-

posed method, which comprises a clustering technique and a cluster assessment pro-

cess. Afterward, in Section 4, we present an applied investigation of the group validation

mechanism and include our experimental results and analysis. In the 5th Section, we

offer some possible applications of the group validation approach and conclude the work

in Section 6.

7.2/ BACKGROUND AND RELATED WORK

In this Section, we cover all the studies we encountered that correlate with the proposed

concept of group validation in recommender systems. The analysis is mainly grouped

into three main pillars: The general slice-based evaluation in machine learning, a more

related notion termed the Simpson’s Paradox, and finally, a short discussion around the

evaluation benchmarking in recommenders to validate whether they discuss evaluation

on different parts of data or not.

7.2.1/ SLICE-BASED EVALUATION IN MACHINE LEARNING

A series of studies focusing on data slicing while covering clustering methods for model

evaluation was introduced by Chung et al. Chung et al. (2018, 2019b,a). This series of

work is the closest to the group-based method proposed in this research as both lever-

age the concept of evaluating performance on smaller data pieces instead of a complete

dataset evaluation. However, there are several core differences, as we will describe in

what follows. The authors’ final method, presented in Chung et al. (2019a) and called

SliceFinder, is not developed in a way that would work for the recommender systems do-

main but rather for general classification problems. The reason for that is the use of the

mechanism of features in the dataset to create subsets that make sense to the user in the

end; such features are not present in recommender and personalization datasets where

we usually have limited information about the users in an interactive system. SliceFinder

is an interactive framework for identifying problematic slices using statistical techniques,

and the slice evaluation mechanism is based on a general classification loss function.

This classification loss function returns a performance score for a set of examples by

comparing h’s prediction h(xi
F) with the actual label yi. The difference between the tests

conducted to identify the least performing slices in this case and the method used for

determining the critical groups with our mechanism is the core loss function and the

evaluation metrics employed based on the recommender optimization and goal. In the

group-based validation case, the loss function is connected to the evaluation metric that

will eventually be used to measure the system’s performance. Moreover, we define sev-
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eral loss functions based on the recommender system’s optimization. As for the slicing

mechanism, the authors in Chung et al. (2019b) applied several methods to implement

an automated data slicing technique, such as decision trees (non-overlapping) and lattice

searching (overlapping), which also generated meaningful data chunks (also referred to

as literals). Our group validation framework is quite different in this regard, as the datasets

for recommender systems are different and include unique features and usually much less

information than the features utilized in the study of SliceFinder. We are currently using

a clustering approach based on the minimal features available in the type of datasets

used in this study’s experiments. If we applied SliceFinder, we would end up with many

data point groups that do not make sense to the user (example of an easy-to-understand

slice reported by SliceFinder: country = DE ∩ gender = Male). Such features are usually

lacking when dealing with recommender system datasets. However, in a future study, we

will tackle this issue by generalizing the proposed architecture to cover implicit feedback

data in most e-commerce applications.

In the proposal of a comprehensive and rigorous framework for reproducible recom-

mender evaluation by Anelli et al. Anelli et al. (2021), the authors mentioned the idea

of statistical tests on data groups in the third section of the study. Throughout the work,

it was emphasized that there is a need to compute fine-grained (such as per-user or

per-partition) results and retain them for each recommendation model. As a result, their

framework, called Elliot, was designed for multi-recommender evaluation and handling

fine-grained results. Elliot brings the opportunity to compute two statistical hypothesis

tests, i.e., Wilcoxon and Paired t-test, activating a flag in the configuration file. The pro-

posal did not mention the partitioning techniques used other than the idea that the par-

titions might be per user. Partitioning per user is possible in our proposed method, and

the groups could be generated by centering the clusters around users, similar to the k-

Nearest Neighbors (KNN) Cover and Hart (1967) fashion. For instance, every user will

form a distinct group. KNN is a non-parametric supervised learning method used for clas-

sification and regression where the input consists of the k closest training examples in a

data set. In our proposal, the fundamental idea of the introduced framework is to report

groups that might make more sense to track the recommender’s performance. That way,

the evaluation process allows one to check the worst-performing groups and analyze the

reason behind the results.

7.2.2/ SUBSET SCANNING

Subset Scanning is a highly efficient and accurate event and pattern detection frame-

work that can operate on both spatial and non-spatial datasets Neill (2017); Gupta et al.

(2021). The approach optimizes a score function (such as likelihood ratio statistic) over

subsets of the data, making it a flexible and scalable solution that can adapt to vari-
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ous real-world constraints (e.g., spatial adjacency, irregular shapes). By evaluating the

score function over subsets, Subset Scanning can identify events and patterns quickly,

significantly reducing the search space and making it more computationally efficient than

traditional methods. Moreover, Subset Scanning builds upon spatial and space-time scan

statistics, providing accurate results even when the valid spatial region of interest doesn’t

align perfectly with predefined search regions Neill (2012). Subset Scanning is a powerful

and practical tool for researchers across various domains, offering a valuable approach

for detecting events and patterns with speed and accuracy.

Subset scanning and the slice-based evaluation introduced in the previous section are

two close techniques used in data analysis, each with a unique purpose and application.

While subset scanning is primarily used for event detection and pattern identification,

slice-based evaluation is commonly employed in machine learning for model develop-

ment and validation. Subset scanning identifies subsets of data that exhibit significant

deviations from the expected distribution, making it ideal for detecting clusters in epidemi-

ology, identifying pollution hotspots in environmental monitoring, and finding influential

subgroups in social network analysis. This method optimizes a score function over sub-

sets of data and focuses on identifying regions of interest efficiently, making it scalable

and adaptable to irregularly shaped clusters.

On the other hand, slice-based evaluation involves examining model behavior across

specific dimensions or “slices” of the data, allowing us to assess model behavior across

different groups or specific scenarios. This enhances model interpretability by revealing

how it performs across various subgroups, such as understanding if a classifier works

equally well for all demographic groups. Slicing data is also scalable for model evaluation,

especially when assessing performance across multiple dimensions.

While both methods involve examining subsets of data, their goals and applications di-

verge. Subset scanning is specialized for event detection, whereas slice-based evaluation

is a broader machine learning model assessment technique. Our proposal remains close

in theory to subset scanning techniques and slice-based evaluation but remains specific

to the recommender system features and applications context. As shown in the previ-

ous section, Group-based includes many elements from slice-based validation but can,

in fact, be framed as a problem of subset scanning, especially in the following domains:

• Tackling data that exhibits significant deviations from an expected distribution

• Pattern detection in subsets

7.2.3/ THE SIMPSON’S PARADOX IN RECOMMENDER SYSTEMS

While not directly related to the evaluation of slices, Simpson’s paradox in the offline

evaluation of recommendation systems, which is covered by Jadidinejad et al. Macdon-
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ald (2021), introduces a phenomenon that describes a very interesting phenomenon on

granular evaluation. The research in Macdonald (2021) shows that the typical offline

evaluation of recommender systems suffers from the phenomenon termed Simpson’s

paradox. Simpson’s paradox is when a significant trend appears in several different sub-

populations of observational data but disappears or is even reversed when these sub-

populations are combined.

Although the definition of Simpson’s paradox might theoretically be linked to our proposal,

the authors in the study Macdonald (2021) conducted different experiments. They pro-

posed an approach that tackles a marginally different issue while utilizing recommender

systems datasets. The experiments are based on ”stratified sampling” and reveal that a

tiny minority of items that are frequently exposed by a deployed system (such as the sys-

tem that helped generate the open source datasets, like Movielens Harper and Konstan

(2015), that are used in most of the studies on recommender systems) plays a confound-

ing factor in the offline evaluation of recommendation systems. So, the study investigates

the issue of an initial recommender system, called a confounder, that influences the rating

elicitation process of the users. This concept is the main difference between the study

in Simpson’s paradox and the group validation mechanism we are proposing, where the

latter only tackles the issue with the performance of the recommender on smaller groups

of users.

7.2.4/ EVALUATION BENCHMARKING

A missing idea in the benchmarking proposals is the differentiation between different rec-

ommender algorithms and their general goal inside a particular application. In our pro-

posal, the group-based mechanism evaluates a recommender based on the optimization

of the model, which is the recommended way of approaching performance assessment

Argyriou et al. (2020). As touched on in the introduction of our work, with the increase in

the number of recommender algorithms proposed and different approaches to enhance

them, a critical issue presents itself. A standardized approach to evaluating algorithmic

enhancements as recommender proposals evolve does not exist. Some of the recent

studies on evaluation focus on the benchmarking method to create a framework for the

most accurate evaluation and comparison. In one of the proposals by Sun et al. Sun et al.

(2020), the authors aimed to conduct rigorous (i.e., reproducible and fair) evaluation for

implicit-feedback-based top-N recommendation algorithms. They reviewed several recent

proposals and analyzed the different approaches for evaluating recommender systems.

As expected, several inconsistencies were in what was utilized for evaluation, leading to

inconsistent results when judging if a new proposal is better than its predecessor. Accord-

ingly, the authors created benchmarks with standardized procedures and provided the

performance of seven well-tuned models across six metrics on six widely used datasets.
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In a similar and more recent study, Ovaisi et al. Ovaisi et al. (2022) proposed a toolkit

for evaluation to assess recommender models’ robustness. In this research, the authors

mentioned the necessity for evaluating the model on different data slices, such as gen-

der subgroups. In one particular example of the study, a sub-population of the test set

consisted of users who were grouped by gender. The system performed much worse for

females than males across all the models used in the experiment. This is proof of the

importance of studying the performance of data groups versus evaluating the whole data

altogether, where the negative performance tends to average out. Unfortunately, most

recommenders’ data lacks essential features like user information. That is why forming

meaningful slices, such as those proposed in Chung et al. (2019b,a), work in theory but

can be extremely difficult to apply to the standard datasets for interactive systems. Our

method overcomes this for the first most common datasets in such systems: the rating-

based datasets.

In general, most of the benchmarking toolkit proposals do not include studies about the

quality of the data used for the recommender application nor provide detailed coverage of

the concept related to analyzing the performance of smaller groups. The group validation

method proposed in this study fills this gap and provides a new layer of evaluation that

better tracks the performance of models across different groups.

7.3/ GROUP VALIDATION IN RECOMMENDER SYSTEMS

As previously indicated, data slicing for evaluation was formulated in the ML community

McMahan et al. (2013) and further adapted by Chung et al. Chung et al. (2019a) to de-

sign an automated mechanism for slice identification on a general binary classification

use-case. In our proposal, we re-formulate and re-structure this automatic slicing mech-

anism to develop an effective cluster-based evaluation process in a personalized recom-

mender system setting. The goal is to create a tool capable of identifying performance

issues on smaller clusters in the data, especially in cases where the standard evaluation

methods cannot recognize such performance drops. In the following sections, we present

the methodology behind our proposed framework and the adaptations we applied to the

slicing evaluation study done in Chung et al. (2019a).

7.3.1/ DATA SLICING AND EVALUATION IN MACHINE LEARNING

Following the mechanism of slicing-based evaluation in Chung et al. (2019a), consider a

binary classification model h, a general training dataset D with some available features

F, and a value for every feature v (which could be numerical or non-numerical). A slice

S is a subset of the data records in D and could be expressed in the following manner:
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⋂
j(F j op v j) where op could be any comparison operator and F j a certain distinct value.

One example of a random slice S could be: (country = DE)
⋂

(gender = Female). The

rationale behind the data slicing evaluation method in Chung et al. (2018, 2019b,a) is a

trained Decision Tree (DT) coupled with a loss function that acts as the basis for which

a slice’s evaluation performance is measured. As the use-case implemented in the test

only included a binary classification problem, the loss function used was the general

logarithmic loss equation defined as:

ψ(h(xi
F), yi) = −

1
n

∑
(xi

F ,y
i)∈S

[yi ln h(xi
F) + (1 − yi) ln (xi

F)] (7.1)

Where h(xi
F) is the model’s prediction, yi is the true label, and n is the total number of

data points in S . The authors automated the slice identification process by setting up the

DT model that utilizes a breadth-first traversal. This model travels down through the data

starting at the root slice, which comprises the whole dataset and evaluates every possible

easy-to-understand slice, i.e., a slice with the maximum number of feature combinations

after which it could not be easily understandable Chung et al. (2019a). Ultimately, the

model identifies a list of top-k slices where a test model performs the worst by evaluating

every slice as a stand-alone dataset using Equation 7.1. A slice is considered critical and

should be reported as part of the top-k when the following primary condition is satisfied:

S critical : ψ(S ) − ψ(S ′) > 0 ∋ Ccritical = True (7.2)

Where S ′ corresponds to the rest of the examples in the dataset D and can be calculated

as S ′ = D − S . Afterward, the resulting slices of the first part of Equation 7.2 will have

to satisfy a supplemental two-aspect condition, which we call in our work here Ccritical,

to determine if S indeed has a significantly higher loss than S ′. The first condition is

Welch’s t-test Wikipedia contributors (2022b), which measures the existence of an effect

by determining if the difference in loss is statistically significant. The second aspect is the

effect size Wikipedia contributors (2022a), which complements the statistical significance

and measures the magnitude of the effect. The combined usage of those two tests is

adopted from the study of the effect size Sullivan and Feinn (2012). The two-aspect

condition equations are summarized as follows:

Ccritical =


t-test Ho : ψ(S ) ⩽ ψ(S ′)

Ha : ψ(S ) > ψ(S ′)

effect-test ϕ =
√

2 × ψ(S )−ψ(S ′)√
σ2

S+σ
2
S ′

; ϕ ⩾ 0.8

(7.3)

Where σ2
S and σ2

S ′ are the variances of the individual example losses in S and S ′, respec-
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tively. Equation 7.3 would result in True for a given slice S only if both tests succeed, i.e.,

the Welch’s t-test leads to the alternative hypothesis Ha passing, and the significance test

equates to a large significance value on Cohen’s scale Cohen (2013) - which is typically

a value greater than or equal to 0.8.

7.3.2/ GROUP VALIDATION IN RECOMMENDERS

To adapt the concept of slicing-based evaluation to recommenders in our group validation

framework, we examine several aspects of the automated data slicing mechanism. First,

in the recommender domain, the datasets are of different shapes and forms compared

to data from other ML problems that tend to be more general. Ordinarily, recommender

datasets are naturally sparse and lack rich features found in datasets like the one used for

the experiments of the data slicing mechanism of Chung et al. (2019a). Typically, a rec-

ommender system model, M, produces a list of ranked item suggestions
#»
i = (i1, i2, ..., in)

selected from the whole set of items not previously seen by the user in his profile Iu.

The items are usually associated with aspects A = {a1, a2, ..., ac} which could be any cat-

egorical classification of items such as genres for a particular movie in a recommender

movie dataset like Movielens Harper and Konstan (2015) (aaction, acomedy, adrama, ...). Sec-

ond, the process of rating elicitation is highly subjective Knijnenburg et al. (2012); Jurdi

et al. (2021) in the recommender domain. Typically, such feedback is translated into a

5-point Likert scale: ru,i ∈ {1, 2, ..., 5}, where ru,i represents the feedback user u gives on

item i. Although implicit feedback is becoming very popular lately, many systems are still

utilizing the rating-based data format as evidenced by recent publications on significant

issues like noise and attacks Jurdi et al. (2021), personalization enhancement Logesh

et al. (2020), model evaluation and effectiveness Parapar and Radlinski (2021); Macdon-

ald (2021), and model variations Ahuja et al. (2019). A field experiment by Zhao et al.

Zhao et al. (2018) shows that blending explicit and implicit user feedback through an on-

line learning algorithm can benefit user engagement and mitigate the increased browsing

effort cost. In other words, this means that the browsing experience is generally improved,

and there is much less effort on the user’s side to reach the intended content.

7.3.2.1/ DATA SLICING

Clustering has been implemented as a baseline mechanism in the binary classification

use-case experiment in the study of automated data slicing for evaluation Chung et al.

(2019a). The authors argue that clustering would not be an optimal approach in the binary

classification problem (which could also be a regression problem) because the clusters

would be complex to interpret unless a manual investigation is conducted. Further, they

add that the user has to specify the number of clusters beforehand, presenting a different
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problem affecting the ability to automate the process.

However, things are different in a personalized recommender context where we will uti-

lize a clustering method as the primary step in the group validation framework. First,

if we apply the same slicing method of Chung et al. (2019a) to recommender datasets,

the slices would not make sense because the features of both datasets are different,

as indicated at the beginning of this section. Recommender datasets are typically

sparse; other vital features like user biodata and specific extended information about

items could be nonexistent. It is very challenging to effortlessly form a slice like this:

(country = DE)
⋂

(gender = Female) from a recommender dataset when we do not have

enough data on such features. Additionally, clustering in recommender systems is very

effective due to the personalized nature of the data and the way feedback is collected

and used as the ground truth in training. It has been heavily leveraged to address sev-

eral issues in models, such as balancing diversity, consistency, and reliability of ranked

recommendations, leveling the data sparsity of user-preference matrices, and account-

ing for changes in user preferences over time Aggarwal et al. (2016); Beregovskaya and

Koroteev (2021); Logesh et al. (2020).

As a result, in the context of group validation in recommenders, slices will be referred

to as groups where G, the counterpart of S , now represents a subset of the recom-

mender dataset D. The clustering technique we will use to form those dataset groups

is the unsupervised learning algorithm k-means Sculley (2010); Arthur and Vassilvitskii

(2006). The k-means algorithm commonly works by grouping data together in n clusters

with equal variance. It does this by minimizing a parameter called the inertia or within-

cluster sum-of-squares. It’s essential to specify the number of clusters required for this

algorithm. K-means is a popular algorithm because it performs well with many samples.

However, since the group validation framework is modular, any grouping could be used

in this phase, such as KNN with a Pearson Correlation Coefficient (PCC) method Mansur

et al. (2017) to form groups of similar users, a simple yet effective CF approach. For the

k-means method utilized in our experiments, we use the aspects A of the dataset to form

a matrix with all functional aspects as features in an n-dimensional space where n is the

total number of available features in a chosen dataset. Recall that A is the set of item

genres used in our dataset experiments: A = {a1, a2, ..., ac}.

7.3.2.2/ GROUP VALIDATION

To validate the resulting groups and determine which performs worst, we follow the gen-

eral methodology of Chung et al. (2019a) regarding statistical significance assessment on

the group level. The first step is to replace Equation 7.1 with a suitable evaluation metric

relevant to the recommender context. Since the group-validation framework is modular,
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we implement several ranking-based metrics: nDCG, Precision, Recall, and αβ-nDCG.

The αβ-nDCG is a unified assessment metric for measuring accuracy and diversity pro-

posed by Parpar et al. Parapar and Radlinski (2021). It was recently adapted from an

information retrieval evaluation metric called α−ndcg Clarke et al. (2008); Vargas (2014,

2015) to fit into the recommender ecosystem (just like the adaptation of our group vali-

dation proposal). The metric addresses the dilemma of having to choose what types of

evaluation metrics (primitive accuracy, classical ranking Valcarce et al. (2018), diversity

and novelty for highly related properties Castells et al. (2022); Chen et al. (2019); Badran

et al. (2019a)) to optimize on, an issue initially presented by Herlocker et al. Herlocker

et al. (2004). Adding to that, there are abundant measures to choose from and many

optimization procedures for every chosen method, like simple refinements in this work to

one CF approach Al Jurdi et al. (2019) (an information filtering process using techniques

involving collaboration among multiple data forms). Further, this new metric satisfied all

the essential axioms of modern evaluation Amigó et al. (2018), proving to be a signifi-

cant upgrade from its predecessor α-nDCG Vargas (2014) in the search field. Through

both parameters, α and β, αβ-nDCG is good at detecting non-optimal item order, aspect

distribution and ranking, and topical redundancy accumulation. Additionally, it has been

proven in the experiments conducted on the Movielens 20M dataset Harper and Konstan

(2015) to behave very well in terms of discriminative power and robustness to incom-

pleteness. A very brief description of the metric formulation is provided in the following

paragraph, where the full details can be reviewed in Parapar and Radlinski (2021) or the

source code Al Jurdi (2022). As the authors validated the effectiveness on the same

datasets we experimented with, we kept the same tuning achieved for α and β.

As seen in the above equation, there are two new adapted parameters, α and β. The α

parameter accounts for the possibility of the user being wrong in judgment. Alternatively,

The β factor defines the confidence in a user’s judgment value, represented by the authors

as a smoothing factor accounting for user rating uncertainty. It also exhibits a secondary

role that models the user’s eagerness to look at items lower in the ranking (higher β

implies more relevant items match the user’s interests). First, the probability of an item i

contributing to satisfying the user’s interest in an aspect aϕ is defined as:

P(aϕ|u, i) =


0 aϕ < i

α(u, i) ∄ru,i and aϕ ∈ i

β(u, ru,i) ∃ru,i and aϕ ∈ i

(7.4)

The authors then introduce redundancy and novelty by estimating whether or not the user

is interested in position k in more items capturing a given aspect after having been shown

earlier items in ranking S = i[0, ..., k − 1]. This is defined as the gain value at position k
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G[k]:

P(aϕ|S ) = P(aϕ|u)Πi∈S (1 − P(aϕ|u, i)) (7.5)

The cumulative gain computation can be done by the following equation:

CG[k] =
k∑

j=1

G[ j] (7.6)

Following the original nDCG equation that applies a discount factor to penalize documents

lower in ranking, the authors then define:

DCG[k] =
k∑

j=1

G[ j]/log2(1 + j) (7.7)

Returning to our adaptation and the usage of the evaluation metric αβ-nDCG, Equation 7.1

will now be adapted differently within the group validation framework and will correspond

to the following rank-based metrics nDCG and αβ-nDCG:

ψ@k =
DCG[k]
IDCG[k]

(7.8)

After that, to identify the groups that a recommender model performs poorly on, we use

the mathematical model of Equation 7.2 with some slight variations to include the new

metric of Equation 7.8:

Gcritical : ψ@k(G) − ψ@k(G′) < 0 ∋ C′critical = True (7.9)

Finally, we apply the same tests as in 7.2 to identify a critical cluster in a recommender

dataset as part of the group validation process:

C′critical =


t-test Ho : ψ(G) ⩽ ψ(G′)

Ha : ψ(G) > ψ(G′)

effect-test ϕ =
√

2 × ψ(G)−ψ(G′)√
σ2

G+σ
2
G′

; ϕ ⩾ 0.8

(7.10)

7.3.2.3/ GROUP WEIGHTS - A THEORETICAL MODEL

In a real-world scenario, the group validation framework procedure could also work if

weights are to be assigned to groups. Specifically, certain groups in a system might be

more crucial for performance monitoring due to a specific financial aspect or other sig-

nificant correlation to certain outlooks. We can expand on the above system (Equations

7.9 and 7.10) and define a threshold beyond which the recommender would be perform-

ing poorly on important weight-correlated data groups. This can be represented in the
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following manner:

∑CG
g=1 ψ(Cg) × wg∑CG
g=1 ψ(Cg′) × wg

≤ λ = 0.5 (7.11)

In this model, Cg represents one critical group out of the total identified critical groups CG,

while wg is a special weight assigned to group g. Cg′ corresponds to the group’s equivalent

metric value similar to ψ@k(G′) in Equation 7.9. The equation’s threshold λ, currently set

to 0.5 as an example, can be further tweaked depending on the system’s defined group

weights and the strictness of the validation framework on important groups.

Table 7.1: Datasets used in the experiments of the group validation mechanism.

Dataset Total users Total items Total ratings Sparsity

ml-latest-small 610 9,742 100,836 0.983
ml-1m 6,040 3,900 1,000,209 0.957

personality 1,820 35,196 1,028,751 0.983
ml-25m 283,228 58,098 27,753,444 0.998
ml-25m* 10,000 15,316 250,000 0.995

7.4/ GROUP VALIDATION EXPERIMENTATION METHODOLOGY

In this section, we discuss the application methodology of the group validation framework

and explain the experiment setup and procedures. We first cover the algorithms and the

data used to conduct the different experiments and their primary objectives. After that, we

present three types of data perturbations used to simulate potentially harmful behaviors in

the dataset, and finally, we cover the mode of operation of the group validation framework

in correlation with the experiments designed to showcase the validation process.

7.4.1/ DATA AND ALGORITHMS

Generally, recommender systems can be categorized into two broad classes: algorithms

optimized for accurate predictions and others optimized for better rankings. Since ranking

is more suitable for most use-cases of deployed recommender systems compared to the

less popular prediction-focused algorithms Herlocker et al. (2004), and the framework we

introduced has ranking-based metrics for the group validation part (recall Equation 7.9),

we mainly focus on models that are optimized for generating optimal user rankings.

The recommenders chosen for showcasing group validation are Bayesian Personalized

Ranking (BPR) Rendle et al. (2012) and Singular Value Decomposition (SVD) Simon
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Funk (2006). BPR uses item pairs i, j and optimizes for the correct ranking given the

preference of a user u by maximizing the posterior probability. For the model’s parame-

ters, we use the generic tuning done on the same datasets here Argyriou et al. (2020)

with minimal optimization and set k to 400 (dimension of the latent space), max-iter to

100 (the number of iterations of the SGD procedure), learning-rate to 0.01 (step size α in

the gradient update rules), and lambda-reg to 0.001, which controls the L2-Regularization

λ in the objective function. The final objective function of the maximum posterior es-

timator (a probabilistic framework for solving the problem of density estimation.) is

J =
∑

(u, i, j) ∈ Dslnσ(x̂ui j) − λθ||θ||2. Unlike BPR, the SVD algorithms model the user

and item biases from users and items and use Stochastic Gradient Descent (SGD) as an

optimization technique.

The famous SVD algorithm, as popularized by Simon Funk Simon Funk (2006) during

the Netflix Prize. When baselines are not used, this is equivalent to Probabilistic Matrix

Factorization Mnih and Salakhutdinov (2007); Hug (2020). All implementation details can

be found in this study Hug (2020)(SVD), however, we give a quick review here for clarity:

The prediction r̂u,i is set as:

r̂u,i = µ + bu + bi + qT
i pu (7.12)

If the user u is unknown, then the bias bu and the factors pu are assumed to be zero. The

same applies to item i with bi and qi. The unknowns are estimated with a regularized

squared error: ∑
rui∈Rtrain

(rui − r̂ui)2 + λ(b2
i + b2

u + ||qi||
2 + ||pu||

2) (7.13)

The minimization is then performed by an SGD:

bu ← bu + γ(eui − λbu)

bi ← bi + γ(eui − λbi)

pu ← pu + γ(eui · qi − λpu)

qi ← qi + γ(eui · pu − λqi)

(7.14)

The formula eui = rui − r̂ui is used to calculate the difference between the actual rating

and the predicted rating. To train the model, the steps are performed repeatedly over all

the ratings in the training set for a specified number of epochs, denoted as nepochs. At the

beginning of the training process, baselines are set to zero. The user and item factors are

randomly initialized using a normal distribution, with the mean and standard deviation of

the normal distribution being adjustable through the init mean and init std dev parameters.

We can also control the learning rate γ and the regularization term λ. We used the default

settings of 0.005 and 0.02, respectively.

As for the datasets used in our study, the experiments are conducted on several famous
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rating-based (explicit feedback) datasets of different sizes, which are summarized in Table

7.1: MovieLens Harper and Konstan (2015) and personality Nguyen et al. (2018) where

smaller counterpart versions used are marked with a (*). The data attributes used from

those datasets are the user ratings for training the models and the ratings with the item

attributes (such as genres) to perform the grouping.

Figure 7.1: This schematic shows the two main types of synthetic data perturbation uti-
lized in the experimentation of the group validation framework.

7.4.2/ DATA PERTURBATIONS

In this section, we introduce the data modification mechanism and schemes used in the

experiments of the group validation framework. First, the data alteration process is de-

scribed, followed by the types of perturbations applied and how they relate to existing

methods covered in the introduction of this work.

7.4.2.1/ MECHANISM

Given that the introduced framework tracks the performance of smaller data groups and

shows possible clusters of interest that might suffer performance degradation, we try to

simulate a case of old and future dataset versions and apply both the normal and the

group validation methods to both versions in an attempt to compare and showcase both

performances side by side. We establish the initial dataset version as the ”old state” and

a future version with newer data introduced as a ”future state” where a recommender

model will be refreshed. This is a customary process in live settings where recommender

systems must be periodically re-trained to refresh the model weights with new user ob-

servations. There are even new proposed efficient ways to optimize this process regard-
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ing memory and speed and use advanced ways to transfer knowledge from previously

trained-on data. This aids in using much bigger dataset sizes and helps avoid shrinking

older data in future train runs to increase performance, as this would cause overfitting

and historical forgetting issues Zhang et al. (2020).

Additional data perturbations applied on the future dataset version are introduced on

targeted dataset groups, for example, on the 20th out of the 50 available groups (after

the clustering process has been applied). There is no particular reasoning behind a

target group selection in the scope of this study; however, it is crucial to note that the

general idea of the results was consistent with different chosen groups across several

runs Al Jurdi (2022). This point is further affirmed in the other experiment parts in the

following sections as we vary the target groups for the synthetic data introduction and

lower potential biases by having a small 2% standard data progression, i.e., the data

added to a system as users interact with it over time.

7.4.2.2/ TYPES AND PARAMETERS

Data perturbations represent the feedback variations that will be applied to selected user

profiles to showcase the possibilities of the group validation framework and position it as

an additional layer beside the general evaluation metrics. The two main types of per-

turbations utilized are arbitrary feedback and aspect reversing, followed by one baseline

type, which we refer to as standard feedback. Figure 7.1 represents the methods of ap-

plying arbitrary feedback and aspect-reversing. The general idea behind every type is

summarized in the following points:

• Standard: A simple process of holding out a few portions of user data in the initial

dataset version and re-applying them as a form of ”future” feedback.

• Arbitrary: On the first side, Schematic 7.1 depicts how arbitrary feedback corre-

sponds to the mechanism of randomly/arbitrarily applying new future ratings for N

users, i.e., not following a certain profile’s historical patterns and rating inclinations,

which could be framed as an arbitrary form of feedback.

• Aspect reversing: As opposed to the arbitrary scheme, aspect reversing (right side

in the diagram), a target aspect is initially selected (such as acomedy in the MovieLens

dataset cases), and the new future ratings for N users will be introduced in a fashion

where their least favorite and most favorite item aspects will be reversed. This would

be possible after analyzing the overall per-user item aspect space.

As reviewed in the introduction and the state-of-the-art sections, such feedback patterns

like the arbitrary and aspect reversing types exist in the real world and can maintain differ-

ent forms. For example, they could appear as natural noise, a process described in one

of the significant studies of natural noise ratings Toledo et al. (2015). This type inspired
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the arbitrary feedback perturbations and is mainly due to errors in the rating elicitation

that create erratic user review data not aligned with their general feedback profile, even

when serendipity is accounted for with relaxed parameters Al Jurdi et al. (2018). This

type of behavior is usually challenging to identify and manage since it does not have a

specific pattern and consequently cannot be modeled Toledo et al. (2015); Jurdi et al.

(2021). Another real-world form that inspired the aspect reversing is opt-out, sometimes

referred to as obfuscation Brunton and Nissenbaum (2015); Al Jurdi et al. (2022). Users

leverage this mechanism when an opt-out option is not provided in a system, meaning

they are not provided with an option to remove their data from the system’s databases

and revert the consent for processing it in machine learning applications. This type is

usually prevalent in masking profiles when users want to hide their identity, which could

be revealed from registered interactions. Similar data perturbations, in the form of aspect

reversing, were used for testing the effectiveness of the αβ-nDCG evaluation metric in

Parapar and Radlinski (2021).

Table 7.2: Group validation framework’s mode of operation: data perturbation methods
and percentages of the magnitudes applied to the datasets. The 2% of standard data
progression is implemented on all users, while the arbitrary and aspect reversing methods
are only applied on a portion of the specific target group G.

Feedback Method Min Change Max Change Affected Users Notes

standard* 2% 2% - Normal Progression
arbitrary 2% 25% 10/G Arbitrary Progression

aspect reversing 2% 25% 10/G Reversed Aspects

For the arbitrary ratings and the aspect reversing data schemes, we have to set a reason-

able limit in the experiments that show how group validation works on evaluating smaller

data clusters and how it compares with current evaluation methods. Adding significant

percentages can cause unwanted biases that might overshadow the point of showing the

mode of operation of validating groups. Generally, any data modification like the ones

introduced above should yield worse recommender performances. As long as the per-

centage of the affected data is high enough, sensitive ranking metrics like the αβ-nDCG

(or even nDCG and prediction in some cases Parapar and Radlinski (2021)) should be

able to spot a degradation in performance. With group validation, the framework studies

smaller data clusters, so any minor and potentially malicious change could negatively af-

fect the group level (recall Section 7.3). Since group validation is intended to localize the

effect of such small-scale variations, especially their potential malicious effect on differ-

ent user groups, we select the behavioral synthetic data portions to be smaller in scale

than those used to test new metrics like the αβ-nDCG in Parapar and Radlinski (2021).

The magnitudes applied are summarized in Table 7.2. The first four magnitudes range

between 2% and 15% of added feedback of the total ratings in a target cluster. This is
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quite similar to what was done in Parapar and Radlinski (2021) for the metric tests and

also in Jurdi et al. (2021), where a similar range was used to introduce data anomalies

that exhibit the same characteristics as the arbitrary rating scheme of our experiment.

Therefore, we try to utilize a similar structure. In our process, the percentage change is

less since the percentage of added feedback is based on the group size (affecting around

10 users per group - 10/G), a subset of the dataset.

Algorithm 1: Group Validation Algorithm Overview
Data: recommender model M, original dataset D, a future version of the dataset D′,

user feedback R, item aspects A, weight thresh. λ
Result: critical groups Gcritical, performance per group PG, system performance

results PD

The below process is repeated twice, before and after the change in data (D and D′),
as described in Section 7.4

initialization
Gcritical, Gnon−critical = [ ], [ ]
λ = 0.5

clusters = apply clustering(D,R, A) // all groups and their respective users
train data, test data = test split(D)
predictions = fit score(M, train data)

for G in clusters do
G′ = D −G // get the equivalent of G

condition 1 = metric(G) − metric(G′) // metric is ndcg@k or αβ-ndcg

while condition 1 do
group status = aspects test(g, g′) // apply the tests of Equation 7.10
if group status is True then

Gcritical.append(g) // The identified critical groups. The algorithm is

performing poorly here

else
Gnon−critical.append(g)

end
end

end
PD = evaluate(predictions, test data)
PG = group evaluate(Gcritical,Gnon−critical, λ)

7.4.3/ GROUP VALIDATION EXPERIMENT PROCESS

In this section, we cover the mode of operation of the group validation process and go over

the experiments presented in the following section. Algorithm 1 Al Jurdi (2022) represents

the high-level code structure of the proposal’s procedure. First, the primary process of

the algorithm repeats twice as we target one typical real-world scenario where the data is
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refreshed with a newer version for offline re-training and batch inferencing (recall Section

7.4.2.1). Therefore, in this case, the dataset’s future state change would be the addition

of the data perturbation schemes alongside the small percentage of standard held-out

data. The small held-out data corresponds to the standard rating method introduced in

the previous section. It aids in establishing a baseline and better representing a real-

world scenario where newer data feedback usually occurs more visibly across a more

significant portion of the dataset. Following this method, we can measure the effect dif-

ferent data variations (Section 7.4.2) might have on the system using standard evaluation

mechanisms while on the clusters using the group validation process.

The other parts of the pseudocode in Algorithm 1 mainly follow the theoretical model of

Section 7.4. The initial step is establishing the dataset groups using the k-means method

and performing a typical train-test split on a target dataset. The number of clusters for

each dataset has been determined in a standard way using the elbow method, resulting

in around 50 clusters for smaller datasets and 100 for the bigger ones. General evaluation

metrics are obtained using typical evaluation with predicted outcomes and held-out test

sets with the evaluation metrics Precision, Recall, nDCG, etc. At the same time, group

validation commences with studying each group and applying the procedures explained

in Section 7.3.2.2.

Recall that the primary aim of the group validation method is to identify which data clusters

would be negatively affected by potentially harmful behavioral patterns (in the form of

data perturbations) that are typically undetectable by standard evaluation methods. We

conducted three experiments to position group validation in the evaluation procedures

of recommenders. Initially, we would like to establish whether the data perturbations

(representing the previously discussed feedback scenarios) affect only some data groups

but not the whole system. This can help us validate the first point introduced in the

introduction:

1. (1): Clusters can be more sensitive to certain types of feedback, allowing the frame-

work to detect adverse effects, something not possible solely with generic evalua-

tion.

The group validation process should be able to identify which groups are negatively im-

pacted by changes in the data, rendering the negative effect more localized and the clus-

ters sensitive to small, potentially malicious changes. Standard metric evaluation on the

whole test set might be unaffected by those schemes. To verify this, we conduct two addi-

tional experiments to generalize the results further and place both the standard validation

methods alongside the group validation process as we test the different data perturbation

schemes. Potentially, this can help us affirm the following second main motivation of the

work:
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1. (2): Certain user feedback can evolve in a way that negatively affects other users.

Cluster evaluation like that in the group validation framework can help localize this

effect.

Figure 7.2: Group validation results using nDCG on ml-latest-small with no data perturba-
tions - just standard data (left), arbitrary data perturbations (center), and aspect reversing
(right).

7.5/ RESULTS AND ANALYSIS

In this section, we present a walk-through and further analysis of the experiments and

findings of the group-based validation framework following the theoretical model and

framework guidelines introduced in Section 7.3 and the experiment methodology pre-

sented in Section 7.4.

7.5.1/ CRITICAL GROUPS DUE TO DATA PERTURBATIONS AND THE SIMPSON’S
PARADOX

The first experiment is split into three parts, and for brevity, we present the results on

one of the test datasets. In the first trial, we check the regular evaluation and group val-

idation framework on standard data review future values (devoid of any perturbations)

to establish a baseline result and verify whether or not we will encounter critical groups.

This permits us to show the mode of operation of group validation against other typical

evaluation methods when users provide standard data feedback consistent with their pro-

file predilections without any potentially harmful data between the two dataset versions.

The second and third tests will have the data perturbations in two forms: arbitrary feed-

back and profile swapping. As explained in the methodology, we have the standard data

scheme of 2% regular data feedback in the three tests as a form of natural data pro-

gression between the current and future dataset versions. For the arbitrary and aspect

reversing, in the last two tests of this experiment, we use a 10% rating feedback (of a

target cluster’s total item feedback) as a data perturbation magnitude on a random target

cluster.
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Figure 7.2 shows the group validation framework’s outcome and mode of operation. The

first test results are displayed in the left plot. The almost straight line represents the values

of the core metric of the group validation of all the equivalent examples of every group

G′ and is denoted by group-nDCG-eq. In contrast, the scattered points in blue represent

n-DCG values of the groups of interest G and are labeled as group-nDCG. The plot shows

a generic distribution of the groups in an acceptable zone of ranked item performance.

This means that not even the first condition of the group validation model in Equation

7.9 was met. Only two groups slightly appear below their G′ counterpart value, thus

validating the first condition of Equation 7.9, but the second condition hasn’t been met,

and therefore they are still considered in the acceptable zone with a non-critical-status.

The overall system metric registered an nDCG value of approximately 0.338, coinciding

with the group-nDCG-eq values of each respective G′. We can imply that this establishes

a stable state of the dataset with all groups having acceptable performance results in a

case where none of the two primary perturbation schemes are applied.

In this experiment’s second and third tests, displayed in the middle and the right plots

of Figure 7.2, we introduce arbitrary rating and aspect-swapping data perturbations, re-

spectively. As described, this is done on a target cluster to create a new future dataset

version where the model will be trained and re-evaluated. Similar percentages are uti-

lized: 2% standard progression for all clusters to simulate the normal data evolution at

two points in time and a 10% data perturbation on another cluster number (which was

group number 20 this time). It is clear from the plot how group validation identifies critical

groups (presented as squares) following the theoretical model in Equations 7.9 and 7.10.

Those groups are, therefore, negatively affected by the small-magnitude perturbations

introduced in only one of the clusters. The results of the third test are not very different;

the system metric maintained almost the same value, 0.336 versus 0.333, while several

critical groups were reported. Combining the results in both cases of the groups results in

the overall nDCG system value. It will diminish the negative effect spotted on the groups

shown in the plots - which the group validation framework translated into critical groups.

This renders a Simpson’s paradox scenario in effect (recall Section 7.2.3). For instance,

a drop of 0.9% in nDCG in a re-train/re-evaluation scenario such as this one evaluation

will not be alarming if a model is regularly re-trained for offline batch-inferencing.

Recall that this experiment aims to prove that there will be negatively affected users in a

dataset whenever there is undetectable and malicious behavioral data. The above tests

show how group validation with nDCG as the core evaluation metric of Equation 7.9 was

able to identify critical groups with a 10% data perturbation magnitude. This validates

the first goal (Goal 1 in Section 7.4.3) outlined in the introduction of this work. Some

groups are sensitive to specific changes in the dataset, and the group evaluation process

detected the effect.
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Additionally, reiterating the connection with the concept of Simpson’s paradox, we proved

how the paradox explained the results obtained in our experiments where the group val-

idation mechanism was able to spot and report smaller versions of the data (in the form

of clusters/groups) where the model’s performance is negatively affected. This negative

performance will not be noticeable when we evaluate the system with legacy evaluation

methods.

Figure 7.3: The percentage of critical groups alongside normal metric scores as data per-
turbation percentage (aspect reversing scheme) increases on ml-latest-small (left) and
ml-1m (right). With increased perturbation magnitudes, modest metric effects are ob-
served while critical groups increase, as spotted by the group validation process.

Figure 7.4: The percentage of critical groups alongside normal metric scores as aspect
reversing intensity increases on ml-latest-small (left) and ml-1m (right) using the SVD
algorithm.

7.5.2/ CRITICAL GROUPS VERSUS NORMAL EVALUATION

In our second experiment, we study the effect of the chosen data perturbations on the

group validation method alongside the normal model evaluation using the evaluation met-

rics nDCG, precision, recall, and αβ-nDCG. This second test expands on the previous

results and tests the difference between measuring the system’s performance and the

group’s performance as the data evolves. For this experiment, we select two datasets,

the ml-latest-small, and the ml-1m, with the two algorithms, BPR and SVD. Data per-
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turbation aspect reversing is used, and the method follows the same strategy as in the

first experiment for the 2% normal data progression between the two dataset versions on

which the tests will be applied. However, in this case, we vary the magnitude intensity and

define five levels ranging from 2% to 25% of the group’s total ratings. The target group for

the data perturbation has also been randomly selected: 25th (out of the entire 50 groups)

for the ml-latest-small and 70th (out of 150) for the ml-1m. This test aims to validate that

the malicious data perturbations with various percentages will not significantly affect met-

ric results contrary to the group validation method. Similarly, the group validation result

is used for the evaluation results with nDCG and precision as the core evaluation metrics

for the group validation process of Equation 7.9 in the first test, and nDCG for the second

and upcoming ones.

Figures 7.3 and 7.4 display the outcome of the metrics on the 5-magnitude data per-

turbations for the BPR and the SVD algorithms, respectively. We first notice that the

αβ-nDCG metric scored slightly higher in both tests than its counterpart nDCG. This indi-

cates a somewhat better metric value on the rankings achieved by the BPR model with

the likelihood and aspect weights (recall Section 7.3.2.2). As the intensity of perturbations

increases from 2% to 25%, we notice a modest decrease in the ranking metrics, slightly

sharper for the αβ-nDCG, especially in the ml-1m case. For ml-latest-small, until the 15%

data perturbation magnitude, the decrease in αβ-nDCG registered a mere 5%, while for

nDCG and precision, the score is a 3% decrease only. On the other hand, the recall metric

values maintained a consistent outcome of around 0.065 for ml-latest-small and 0.12 for

ml-1m. Analyzing the group validation outcome, we notice that critical groups significantly

increase in both cases with increased perturbation magnitudes. This indicates that even

though our system metrics still show acceptable results, a significant number of affected

users in the dataset are overshadowed by the effect reversal once the results are com-

bined to generate the system metric. Even with the 15% data perturbations, we can see

that ml-latest-small still registered around 18%-24% (precision and nDCG respectively)

from the 50 total groups. The same appears for ml-1m but with a slightly lower intensity

where 10% of the dataset groups are now in a critical state and will potentially experience

degraded recommender ranking performance.

Figure 7.4 shows the same results but uses the SVD model as a recommender. The

results appear to be not very different from the BPR model except for generally lower

system metric values. The αβ-nDCG still scores slightly higher for the same reason, while

metrics exhibit a modest decrease in the ml-1m case. It is marginally different in the

ml-latest-small, where we can see an increase in metrics performance as the perturba-

tion magnitudes increased before a decrease on the last more-intensified level of 25%.

Critical groups expanded from around 5% of the total groups to 10% for the highest per-

turbation magnitude applied. The group validation, however, still reported critical groups

that increased with the increase of the perturbation magnitude, with results very close to
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those achieved with the BPR model on the ml-1m dataset. The same conclusions can

be drawn for this test: even though our system metrics still show acceptable results, a

significant number of affected users in the dataset are overshadowed by the reversal of

the effect once the results are combined to generate the system metric.

Figure 7.5: The effect of different data perturbation magnitudes on the percentage of
critical group formation and metric scores. The schemes used are random (left column)
and aspect reversing (right column) on the three datasets: ml-latest-small, ml-25M, and
personality.

7.5.2.1/ EXTENDED ANALYSIS - POSSIBLE GROUP VALIDATION BREAK-POINT

We extend the experiments and test the group validation method alongside the same

metrics on different datasets to further validate the previous test’s results and better rep-

resent the group validation versus the typical evaluation methods. Figure 7.5 depicts the

outcome of this experiment on ml-latest-small, ml-25M, and personality (top to bottom).

The outcome of the first two datasets is consistent with the previous results and theory.

The critical groups increase as the magnitude of data perturbations increases from 2%

to 25%. The random perturbations result in slightly lower percentages of critical groups,

most likely due to the random variability of the feedback where some random items might

be relevant to a user’s profile. The aspect reversing would still be a more targeted data
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change compared to the random feedback process and is guaranteed to result in a high

level of ”non-relevance” for the targeted user Parapar and Radlinski (2021). Conversely,

metric results showed humble decreases until the 15% magnitude of data perturbations,

where the metrics start to indicate a slightly higher decline in performance. At this point,

critical groups registered the highest number for all three datasets and reached around

30% for the first two. Personality is a richer dataset with many more attributes and reliable

feedback. We can notice from the Figure that the performance is significantly higher for

the metrics compared to the other datasets with the same BPR model and parameter tun-

ing used in the second experiment. The critical group percentage is slightly lower, which

is equally consistent with the metric results; however, group validation can still identify

affected clusters. Analyzing the overall graph patterns, defining a breaking point at the

4th level representing a 15% change (marked with a vertical line in the Figure’s plots) of

data perturbations would seem possible. At this stage, potentially malicious change of up

to 20% of the target cluster’s total feedback would not be reflected in the system’s normal

evaluation metrics (recall the data operations defined in Table 7.2).

Given the above-obtained results, we can see how the group validation tests helped us lo-

calize the adverse effects of potentially harmful behavioral feedback in the form of critical

groups, thus affirming the motivation set in the second goal (Goal 2 in Section 7.4.3).

7.5.2.2/ GENERAL CONCLUSIONS - GROUP VALIDATION VERSUS NORMAL EVALUA-

TION

The second section of the experiments better presented the mode of operation of the

group validation process side by side with normal evaluation metrics in a scenario where

data evolves from one state to the other in several datasets. The evolution is obtained

with a slight uniform data progression combined with the aspect reversing data pertur-

bation with an increased magnitude from 2% of rating data of a target cluster to 25% of

its feedback data. The results show how particular user feedback can evolve in a way

that negatively impacts users of specific clusters more than others, affirming the second

motivation behind this proposal. Cluster evaluation like that in the group validation frame-

work helps localize this effect and reports where the performance specifically degrades.

In contrast, the normal system evaluation generally exhibits Simpson’s paradox effect.

Negative results are balanced out by other higher performance results that might be due

to biases resulting from the newly added information. Additionally, the small perturbations

that affect one group could degrade the performance of the target group and other groups

in the dataset. This further affirms the second point of the motivation behind this method,

where the feedback can evolve in a way that negatively impacts other users.

Applying the method’s validation procedures to monitor different groups’ performance
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evolution of a dataset is not a replacement for the general evaluation procedure. Return-

ing to the introduction of this work, we aim to have this mechanism run in parallel with the

typical evaluation techniques as it can apply evaluation procedures on recommenders as

the data evolves from one to the other from a different vantage point. It complements the

general evaluation results and helps create a more robust filtering process. We further

review this method’s possible applications and extensions in Section 7.6.

Figure 7.6: Effect of different group sizes on the percentage of the critical groups.

7.5.3/ VARYING GROUP SIZES

In this final test, we analyze the dataset’s effect on different group options. As mentioned

earlier, the grouping method we apply is an example procedure that could be adapted to

a different mechanism in a distinct setting depending on the features available, the meta-

data type, and the recommender’s primary goal. However, we can still vary the number

of groups with the k-means method we selected and study how different cluster values

can affect the critical groups’ outcome of the group validation method. The results are

summarized in Figure 7.6, which shows the percentage of critical groups as we vary the

total number of clusters on the ml-latest-small dataset in 9 unique runs. For this test, We

utilized a constant amount of 15% random data perturbations in every run to maintain

a coherent scenario across the runs. With a small number of groups (such as 10), we

can notice a higher percentage of critical groups. This phenomenon implies that group

validation can identify a negative effect in one of the dataset groups; however, since the

group number might be small, the negative effect is not very well localized and points to

a group containing a relatively significant number of users. When the number of groups

increases, we can notice that the critical clusters start to decrease. We conclude from

this that we can spot the negative impact of the data perturbations in a more localized

cluster in the dataset. As the number of clusters decreases, we are approaching the case

of the normal system metrics, i.e., evaluating the effect on the whole dataset. The cor-

rect amount of groups is subjective and should be solely based on the dataset attributes
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and the recommender’s goal. We provided a small theoretical adaptation of the group

validation method if weights are to be assigned to groups in Section 7.3.2.3.

7.6/ GROUP VALIDATION LIMITATIONS AND POSSIBLE APPLICA-

TIONS

In this section, we highlight some of the limitations of our work and the possible ap-

plications enabled by the new group validation framework in the recommender system

ecosystem.

7.6.1/ LIMITATIONS

The data clustering in our experiments was done based on the available item attributes

of the datasets at hand. It would be interesting to investigate how the group-based eval-

uation approach would behave when the clustering is conducted based on a variation of

different features, such as user behavior in the system. It is crucial to assess the behav-

iors using different cluster forms to generalize the approach to various scenarios where

recommender systems are used. As different data types and features lead to the usage

of different techniques in recommender systems Aggarwal et al. (2016); Roy and Dutta

(2022), this can be extended to form different strategies of group formations based on

rating types (e.g. implicit or explicit) and features.

7.6.2/ APPLICATIONS

The different parts of this framework, such as the core metric used to identify the critical

groups and the means of generating clusters, are interchangeable. This renders the

foundation a little more flexible and open to further experimentation. Some of the potential

applications that could be implemented on top of the group validation framework are listed

below:

• Model Evolution and Fairness. With the recent vital importance of fair recommender

systems Singh and Joachims (2018), it is crucial to report and analyze the perfor-

mance of a specific group of users. Group validation spots a localized form of neg-

ative effects that could result from potentially harmful behavioral data. This can be

an initial step in forming a metric better optimized to increase fairness in a system

and monitor it across different model generations.

• Noise/Fraud Detection. The detection of fraud (which sometimes can be referred to

as noise in a simpler form) involves identifying malicious behaviors that form spe-



7.7. CONCLUSION 131

cial patterns. Popular methods for their detection involve Graph-based anomaly

detection (GBAD) Pourhabibi et al. (2020), primarily used to analyze connectivity

patterns in communication networks and identify suspicious behaviors. The pro-

posed group validation framework can be further tweaked to provide a new layer

for anomaly detection in recommender systems. The granular evaluation outlook

could be sophisticated enough to detect weaknesses in performance and spot ma-

licious behavior that forms a unique connection between different groups. A similar

concept has also been debated by Al Jurdi et al. Jurdi et al. (2021) in the study of

natural noise, where it was shown that certain malicious patterns could affect parts

of the system.

• Hybrid Model Decision System. Building on the evaluation method introduced in

this work, the architecture could also be extended to include multiple models de-

ployed in a production environment where each would be tuned for different groups

based on the results from the group validation framework. Figure 7.7 shows a flow

diagram of this hypothetical application. The critical clusters could be transferred to

a grouping mechanism that arranges them based on the metrics portfolio similar to

that employed in the experiments of Section 7.5. This potentially useful application

aids in limiting degrading performance results in small groups.

Figure 7.7: This schematic shows a hypothetical hybrid model setup of recommender
systems deployed in the real world that leverages the group validation framework.

7.7/ CONCLUSION

Evaluating the effectiveness of recommendation systems and testing their performance

as the underlying data evolves with time remains a remarkably tough challenge yet to be

tackled. The current evaluation state of the art has reported some improvement in the

benchmarking field, where researchers created several evaluation frameworks to stan-

dardize the assessment process. However, the recommender ecosystem has not cov-

ered the concept of reporting the performance of models on dataset subgroups and the

potential of detecting specific kinds of potentially malicious data behaviors. This chap-

ter described a new evaluation strategy for recommenders: group validation framework

in recommenders. This method can be employed as an assessment tool to track the

performance of a recommender on certain important clusters/groups of data. The re-

sults showed how recommenders performed differently in various groups as unique data
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perturbations were introduced. The most fundamental aspect is that we could spot neg-

atively affected sections of the dataset due to added synthetic data that was not visible

with normal evaluation techniques. Group validation helped localize the errors in the data

and provided a means to identify the effect of behavioral data changes in the system.

In the future, this proposed framework can be extended to cover other scenarios where

dataset grouping could be effectively applied to several recommender dataset types (such

as implicit feedback) and embed different recommender goals. Further, a data-oriented

approach can be introduced to have a more intelligent grouping mechanism. It can au-

tomatically treat potential performance degradation in specific clusters and measure the

effect on serendipity as a factor of such changes.
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In the final section of our thesis, we emphasize the significance of chance discoveries

in recommender systems. We also incorporate the new evaluation knowledge from the

previous part. To enhance the recommender performance, we have devised a technique

using social network theory that leverages weak links. Our method focuses on creating

communities strategically instead of randomly introducing data. Our research demon-

strates that recommending items through weak-linked communities among different users

promotes user engagement and surprise, as measured by a serendipity metric. We also

show how the clustering and grouping process can be further improved by incorporat-

ing enhanced data that reinforces social and rating-based behaviors within communities.

Moreover, we demonstrate how the measure of uncertainty is affected by the items rec-

ommended from the long tail.
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THE POWER OF WEAK TIES ON

SERENDIPITY IN RECOMMENDERS

8.1/ OVERVIEW

With our increasingly refined online browsing habits, the demand for high-grade recom-

mendation systems has never been greater. Improvements constantly target general

performance, evaluation, security, and explainability, but optimizing for serendipitous ex-

periences is imperative since a serendipity-optimized recommender helps users discover

unforeseen relevant content. Given that serendipity is a form of genuine unexpected ex-

periences and recommenders are facilitators of user experiences, we aim at leveraging

weak ties to explore their impact on serendipity. Weak links refer to social connections be-

tween individuals or groups that are not closely related or connected but can still provide

valuable information and opportunities. On the other hand, the underlying social struc-

ture of recommender datasets can be misleading, rendering traditional network-based

approaches ineffective. For that, we developed a network-inspired clustering mechanism

to overcome this obstacle. This method elevates the system’s performance by optimizing

models for unexpected content. By leveraging group weak ties, we aim to provide a novel

perspective on the subject and suggest avenues for future research. Our study can also

have practical implications for designing online platforms that enhance user experience

by promoting unexpected discoveries.

8.2/ INTRODUCTION

Recommendation systems utilize complex algorithms to analyze large datasets and gen-

erate personalized user recommendations. They have proven to be highly effective in

various industries, including e-commerce and media Jannach and Jugovac (2019), and

have been shown to improve user engagement and satisfaction significantly Zhang et al.

137
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(2019b). Recommenders are typically designed utilizing data features such as users’

search and interaction details. Creating an effective recommendation system that aligns

with the primary goal of recommenders remains a subjective and very challenging Zhou

et al. (2010) task despite the abundance of research, convenient models, and diversified

workflows, such as the recent release of Microsoft’s best practices for building recom-

mendation systems Argyriou et al. (2020). The main goal of recommender systems is

to provide users with information tailored to their interests Ricci et al. (2021); Nabizadeh

et al. (2015). Despite the significant agreement on this general definition, research path-

ways frequently prioritize other aspects that sometimes even impede the attainment of

this goal, as the study by Herlocker et al. highlights regarding the accuracy improvement

branches that stemmed from a concept in evaluation termed the ”magic barrier”, i.e., the

point beyond which recommenders fail to become more accurate Herlocker et al. (2004);

McNee et al. (2006).

Nonetheless, there has been recent research that focuses on further refining recom-

mender systems by addressing crucial issues in general performance Ma et al. (2023);

Yannam et al. (2023), noise and evaluation Jurdi et al. (2021); Al Jurdi et al. (2022); Ju-

rdi et al. (2022), security Pramod (2023), and explainability Chatti et al. (2023). Despite

progress, there is still a notable disparity: designing methods or frameworks that enhance

user engagement and knowledge through chance discoveries and exploration of the un-

known.

The concept of ”strength of weak ties” is an influential social science theory that empha-

sizes the role of weak associations, such as acquaintances, in spreading information and

creating opportunities through social networks. Weak ties are more likely to provide novel

information than strong ties, such as close friends, who tend to share similar perspectives

and resources Granovetter (1973). As we have highlighted, recommender algorithms aim

to suggest information likely to interest a user. Therefore, incorporating weak ties into rec-

ommender systems can enhance their effectiveness by presenting users with unforeseen

recommendations they may not have otherwise discovered, as one study by Duricic et al.

recently hinted at Duricic et al. (2019). This performance is not to be confused with gen-

eral performance in terms of precision or accuracy; it is a little more complex to measure

and set up in this case and requires methods beyond the conventional ones Herlocker

et al. (2004); Jurdi et al. (2021, 2022). Surely, weak ties can also help overcome the

cold-start problem, where new users have insufficient data to generate personalized rec-

ommendations. However, weak links also pose privacy challenges, as users may not want

to reveal their preferences or behavior to distant or unknown connections Ramakrishnan

et al. (2001).

Our approach uses social network theory to measure the impact of weak connections be-

tween user groups on serendipity, making it a vital part of the recommender ecosystem.
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Narrowing the focus only on chance discoveries allows us to advance recommender en-

hancement for their primary objective. There are two types of recommender data sources:

social and rating Shokeen and Rana (2020). Social datasets have data about user rela-

tionships or interactions, such as friendships, likes, etc. Rating datasets have data about

user ratings for items or services, such as stars, preferences, etc. In our study, we tar-

get the rating-based datasets and recommenders. This research also builds on previous

validation and serendipity approaches Jurdi et al. (2021, 2022); Al Jurdi et al. (2018). It

adapts a new optimization framework to train recommenders oriented towards chance

discoveries for users.

The following section explores the latest research while placing our work in this context.

Section 8.4 introduces our unique approach involving community-based data processing

and cluster assessment. We present the experimental results and analysis in Section 8.5

and conclude with Section 8.6.

8.3/ BACKGROUND AND RELATED WORK

This section provides an overview of the research on serendipity in recommender sys-

tems. Currently, there is no established method to specifically improve the chances of

discovering new and unexpected recommendations and to increase user involvement in

recommenders. This is especially true when it comes to using weak connections between

clusters.

8.3.1/ SERENDIPITY IN RECOMMENDERS

Some recent recommender system proposals aim to improve serendipity. For example,

Kotkov et al. Kotkov et al. (2023) proposed a new definition of uncertainty in recom-

menders that considers items that are surprising, valuable, and explainable, arguing that

the common understanding and original meaning of serendipity is conceptually broader,

requiring serendipitous encounters to be neither novel nor unexpected. Others have pro-

posed a multi-view graph contrastive learning framework that can enhance cross-domain

sequential recommendation by exploiting serendipitous connections between different do-

mains Wang et al. (2021).

The study by Ziarani et al. Ziarani and Ravanmehr (2021) is crucial and reviews the overall

serendipity-oriented approaches in recommender systems. The authors emphasize the

significance of serendipity in generating attractive and practical recommendations in rec-

ommender systems. This reinforces our introduced concept regarding the direction and

primary objective of recommenders in this work’s introduction. The approaches covered

in the study generally discuss serendipity enhancements by introducing randomness into
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the recommendation process. This can lead to discovering new and exciting items that

the user may not have otherwise. In addition, serendipity can be enhanced by incorporat-

ing diversity into the recommendation process, which can help reduce over-specialization

and make recommendations more interesting and engaging. The study concludes that

while there is no agreement on the definition of serendipity, most studies find serendipi-

tous recommendations valuable and unexpected.

In a study about surprise in recommenders by Eugene Yan Yan (2020), the importance

of a serendipity metric in recommenders is discussed. The author argues that while ac-

curacy is an essential metric for recommendation systems, it is not the only metric that

matters. Recommender systems that solely focus on accuracy can lead to information

over-specialization, making recommendations boring and predictable. The author sug-

gests incorporating serendipity as a criterion for making appealing and valuable recom-

mendations to address this issue. Serendipity is a criterion for making unexpected and

relevant recommendations to the user’s interests Ziarani and Ravanmehr (2021). The

usefulness of serendipitous recommendations is the main superiority of this criterion over

novelty and diversity. The article highlights that serendipity can be measured using var-

ious metrics such as surprise, unexpectedness, and relevance Yan (2020). The article

further explains that serendipity-oriented recommender systems have been the focus of

many studies in recent years. The author conducted a systematic literature review of pre-

vious studies on serendipity-oriented recommender systems. The review focused on the

contextual convergence of serendipity definitions, datasets, serendipitous recommenda-

tion methods, and their evaluation techniques Ziarani and Ravanmehr (2021). The review

results indicate that the quality and quantity of articles in the serendipity-oriented recom-

mender systems are progressing. In conclusion, incorporating serendipity as a criterion

for making recommendations can help make them more appealing and valuable. It can

also help address issues related to information over-specialization and make recommen-

dations more diverse.

One of the studies by Bhandari et al. Bhandari et al. (2013) proposes a method for

recommending serendipitous apps using graph-based techniques. The approach can

recommend apps even if users do not specify their preferences and can discover highly

diverse apps. The authors also introduce randomness into the recommendation process

to increase the likelihood of finding new and exciting items that the user may not have

discovered otherwise. Therefore, similar to the studies covered in Ziarani and Ravan-

mehr (2021), this unique process of app recommendations also uses the same method

of randomness.
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8.3.2/ RECOMMENDATIONS AND SOCIAL NETWORK CONNECTIONS

Another proposal by M. Jenders et al. Jenders et al. (2015) introduces a CBF recommen-

dation technique focusing on the serendipity of news recommendations. Serendipitous

recommendations have the characteristic of being unexpected yet fortunate and interest-

ing to the user and thus might yield higher user satisfaction. The authors explore the

concept of serendipity in the area of news articles and propose a general framework that

incorporates the benefits of serendipity and similarity-based recommendation techniques.

In addition, they carried out an evaluation against other baseline recommendation models

in a user study.

Based on the studies mentioned above, it is clear that enhancing serendipity is a crucial

step in improving recommender systems. However, there is currently no established

framework for achieving this goal besides incorporating randomization into the system.

8.4/ COMMUNITY-BASED MECHANISM

Multiple steps are involved in utilizing recommender data to establish weak-connection-

based recommendations. We can ideally set two kinds of connections: social-based links

Shokeen and Rana (2020) or non-social links inferred from user behavior. In our experi-

mentation, we introduce the latter and develop an approach that could be expanded fur-

ther if recommender datasets were enriched with more information, particularly those with

social and rating-based components. The diagram shown in Figure 8.1 depicts the meta-

data level, where we aim to enhance the recommendations by processing data differently

through the community-based mechanism. To achieve this, we use an approach inspired

by networks theory involving grouping users and utilizing weak links between them and

the communities (or groups) they belong to. We use techniques like Gower Gower (1971)

to form initial user clusters and then create principal collections to establish higher-level

communities. Theoretically, this should help us optimize the recommendations to provide

more relevant and unexpected suggestions. Next, we refine the training process for the

recommender system; this includes modifying the cluster and principal group formation

parameters and generating various versions of the potential ”weak links” between groups,

as depicted in Figure 8.1. The aim is to avoid prejudice or overfitting towards a particular

set of communities and links.

8.4.1/ SERENDIPITY-BASED EVALUATION

While accuracy is vital for recommendation systems, it’s not the only metric that matters.

Incorporating serendipity, defined as making unexpected and relevant recommendations,
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Figure 8.1: This schematic illustrates a high-level difference between normal data pro-
cessing and group-based processing.

can make recommendations more appealing and valuable. Serendipity can be mea-

sured using metrics like surprise, unexpectedness, and relevance. Previous studies on

serendipity-oriented recommender systems show that incorporating serendipity can help

make recommendations more diverse and address issues related to information over-

specialization.

Following the study by Eugene Yan Yan (2020), serendipity can be measured using the

following formula:

serendipity(i) = unexpectedness(i) × relevance(i) (8.1)

Where relevance(i) = 1 if i is interacted upon and 0 otherwise. Alternatively, we use one

of several approaches to measure the unexpectedness of recommendations Yan (2020);

Panagiotis (2011). This approach considers some distance metric (e.g., cosine similarity).

We compute the cosine similarity between a user’s recommended items (I) and historical

interactions (H). Lower cosine similarity indicates higher unexpectedness:

unexpectedness(I,H) =
1
I

∑
i∈I

∑
h∈H

cos(i, h) (8.2)

The overall serendipity can be achieved by averaging all users (U) and all recommended

items (I):

serendipity(i) =
1

count(U)

∑
u∈U

∑
i∈I

serendipity(i)
count(I)

(8.3)

The following section explains how we form user clusters and groups. As we measure

serendipity on the group level, we use a recently proposed group-based validation tech-

nique Jurdi et al. (2022) to track performance on smaller data portions, which helps avoid
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averaging results that may mask essential effects. Therefore, changes in serendipity are

measured by changes in its level within groups (e.g., group A in Fig. 8.1) rather than the

overall user serendipity of equation 8.3.

8.4.2/ USER CLUSTERS AND GROUPS

In this section, we cover the process of forming clusters and higher-level groups after

discussing the method of evaluating groups of users in the previous section. Two levels

are involved in this process - clustering users together at the first level and forming larger

groups that can connect and include user groups with weak and strong links at the second

level. We experiment with various versions of weak links between user clusters, as there

can be multiple variations of higher-level cluster groups. This demonstrates the method’s

adaptability to accommodate different datasets.

To create the first level of user clusters for datasets like ML-100k, which often have

both categorical and non-categorical data, we employ the Gower distance method Gower

(1971) to produce a distance matrix. This approach calculates the distance between two

entities based on their mixed categorical and numerical attribute values. We then use hi-

erarchical clustering to refine the grouping further. For some given features xi = xi1, ..., xip

in a dataset, the Gower similarity matrix can be defined as:

S Gower(xi, x j) =

∑p
k=1 si jkδi jk∑p

k=1 δi jk
(8.4)

For each feature k = 1, ..., p a score si jk is calculated. A quantity δi jk is also calculated

with a binary possible value depending on whether the input variables xi and x j can be

compared. S Gower(xi, x j) is a similarity score, so the final result is converted through the

following equation to achieve a distance metric: dGower =
√

1 − S Gower. For numerical

variables, the score can be calculated as a simple L1 distance between the two values

normalized by the range of the feature Rk:

si jk = 1 −
|xik − x jk|

Rk
(8.5)

For categorical variables, the score will be 1 if the categories are the same and 0 if they

are not:

S i jk = 1xik = x jk (8.6)

Several linkage methods exist to compute distance d(s, t) between two clusters s and t

using the distance matrix achieved with Equation 8.4. We utilize the general-purpose
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clustering algorithm proposed by Müllner Müllner (2011). The algorithm begins with a

forest of clusters that have yet to be used in the hierarchy being formed. When two

clusters s and t from this forest are combined into a single cluster u, s and t are removed

from the forest, and u is added to the forest. When only one cluster remains in the forest,

the algorithm stops, and this cluster becomes the root.

In the following section, we present experimental results for the abovementioned method.

The experiment has three main goals:

• Investigating the impact of recommending items via weak-linked groups.

• Determining whether optimizations in one group can impact others.

• Showcasing the effect of utilizing weaker connections alongside group linkage tun-

ing and whether more favorable outcomes can be achieved.

8.5/ RESULTS AND DISCUSSIONS

In this section, we discuss the results of experiments on two open-source datasets,

namely the ML-100k Harper and Konstan (2015) and the Epinions Richardson et al.

(2003). Our work doesn’t focus on a specific recommender algorithm but on the experi-

mentation process. We use LightGCN Wang et al. (2019) as an example recommender.

LightGCN is a simplified version of Neural Graph Collaborative Filtering (NGCF) that in-

corporates GCNs and is relatively new. We have created multiple versions of the code

and experiment scenarios, all available in the source Jurdi and Abdo (2023).

Figure 8.2: A comparison between the average serendipity value of a group and the
baseline value achieved during regular data processing.

Our initial goal is to measure the impact on group serendipity. We plan to achieve this by

selecting a formed group and tuning the recommender through training to allow favored

recommendations from weakly-linked communities. The second objective is to determine

whether this approach affects only the target group or any other group in the dataset that

shares familiar users.
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Figure 8.2 displays the average group serendipity obtained from one of our experiments

on ML-100k. These groups were created through the process explained in Section 8.4.

We observed a notable increase in the serendipity factor in multiple groups compared

to the baseline process, ranging from 5% to 18%. This baseline process involved stan-

dard data processing and training using the same recommender parameters and tuning.

However, only two out of the ten groups showed a decrease in the metric result.

Table 8.1: The evaluation metric values for baseline and community-based processes.

Metric Baseline Group Average δ%

Precision 0.2897 0.2288 -21.04
Map 0.1424 0.0993 -30.26

NDCG 0.3716 0.2874 -22.65
Recall 0.2440 0.1866 -23.50

Coverage 0.3610 0.1741 -51.76

After analyzing the offline metric results of the system, it is evident that all of them ex-

perienced a decrease compared to the baseline run. This decrease can be attributed

to the increase in serendipity, which leads to a corresponding decline in precision and

recall. The results can be viewed in Table 8.1. However, we must remember that offline

evaluation is not enough to determine actual relevance. Through online experimentation,

we can accurately gauge the model’s effectiveness Yan (2020). One of the interesting

findings is a decrease in coverage. As explained in Section 8.3, increasing coverage (or

introducing more randomness) in the dataset typically leads to an increase in serendipity

during offline evaluation, which is a limitation of using this measure offline instead of in

an A/B test. However, we took steps to minimize this effect by ensuring that our final

recommendations were unbiased and that we did not filter out items from the long tail.

Online tests can improve the validation of the serendipity metric. Several small tests have

shown that users converge more with recommenders with lower accuracy and precision

metrics Ziarani and Ravanmehr (2021); Yan (2020). Therefore, our results are in line with

this trend.

Subsequently, an exploration is conducted to determine the potential impact of optimizing

surprise in one group on the other by utilizing the approach above. For clarity, we have

included the cluster-level outcomes (refer to Figure 8.1).

In Figure 8.3, we show the effect of the same serendipity metric but on the cluster level

of the ML-100k dataset. The figure shows three cases when our approach is optimized

to increase serendipity in one group while measuring the effect on the others. It can be

noticed here how, with no unique tuning, the result can be better (first figure), almost

the same with minor exceptions (middle figure), or worse (last figure). As mentioned in

Section 8.4, forming user clusters and groups is sensitive, with multiple possibilities for

weak links.
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Figure 8.3: Three scenarios that compare cluster serendipity to the baseline.

Figure 8.4: The distribution of user serendipity metric values as group formations slightly
vary.

In Section 8.4.2, we discussed the hierarchical clustering method. This method can sim-

plify the dendrogram and assign data points to individual clusters. The assigned clusters

are determined by a distance threshold, denoted as t. A smaller threshold will allow even

the closest data points to form a cluster, while a more significant threshold can result

in too many clusters and few communities. By varying the value of t, we can produce

different group representations that could affect the outcome of the metrics obtained in

the initial stage of the experiments. To address this, we conduct multiple iterations that

result in diverse weak-linked groups. Subsequently, we implement recommendations and

re-evaluate the serendipity metric to determine any impact on the results.

The boxplot in Figure 8.4 displays the results. In the ml-100k scenario (on the left),

we can observe an overall rise in user serendipity after the initial three iterations. This

suggests an enhanced surprise element for most groups, as previously demonstrated in

an experiment. We attain the highest value at approximately t = 6.48, corresponding to

the optimal distance between the groups formed. This distance has a positive impact on

serendipitous recommendations for almost all groups. We achieved the same outcome

for the Epinions dataset, although the parameter scale and the optimal distance between

groups differed slightly. The best results were obtained with values between t = 7 and

t = 8.5, and we found that further adjustments did not significantly improve results for most

of the clusters. Using varied weak connections between groups can improve outcomes.
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Testing multiple scenarios helps find the best distance for each optimization run.

8.6/ CONCLUSION

This study emphasizes the significance of prioritizing chance discoveries for users in rec-

ommender systems. We developed a method based on social network theory, which uti-

lizes weak links to enhance recommender performance. As non-social links inferred from

user behavior have not previously been used, we created a process for it in this work.

This involves strategically forming communities rather than introducing random data. Our

experiment yielded a positive result in enhancing the level of unexpectedness and sur-

prise for users within the system. We demonstrated that recommending items through

weak-linked communities among different users favors surprise and user engagement,

as measured by a serendipity metric. This was achieved without any intentional random-

ness introduced into the data.

The clustering and grouping process can be improved by tuning with enhanced data for

recommender systems, specifically data that reinforces social and rating-based behaviors

within communities. Alternatively, the measure of serendipity is impacted by the items

recommended from the long tail. While we avoided bias in suggesting long-tail items,

conducting A/B tests to confirm convergence and not rely solely on offline tests would

be beneficial. Finally, future research could explore social clustering to validate whether

different effects can be achieved on the serendipity of the model.
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9

GENERAL CONCLUSION

9.1/ CONCLUSION

The growing amount of online data has made it difficult for users to find relevant infor-

mation. Recommender systems help by filtering this information and presenting users

with content most likely to interest them. With the rise of generative AI applications, the

amount of data available is increasing at an unprecedented rate, making recommender

systems more critical than ever. These systems rely on advanced algorithms that analyze

user data to identify patterns and make personalized recommendations. Using these sys-

tems saves users time and avoids the frustration of sifting through irrelevant information.

The thesis covers various important aspects such as serendipity’s significance in recom-

mender systems, natural noise in datasets, evaluation of the systems, and methods to

improve and optimize performance while considering essential angles only.

Serendipity is vital in a recommender system and continues to be developed. Although a

precise technical definition has not been established, it can be described as a pleasant

surprise of an unknown encounter. In the first part of the thesis, we have demonstrated

that including serendipitous recommendations in the list of relevant recommendations

can enhance user satisfaction. Alternatively, recommender data is often used in model

training without filtering. This allows forms of noise to dictate the recommendations users

receive, and one very famous form is natural noise, which is the topic of focus of the

second part of this thesis. This noise can be due to attacks or a result of natural noise

that the user unintentionally makes. Noise detection algorithms free the systems from

noise without considering that natural noise and serendipity overlap in their definition and,

as a result, disregard the importance of uncertainty. In general, recommender systems

target accuracy, which naturally leads to the over-personalization of the recommended

data. Alternatively, serendipity is often neglected in recommender implementation. In this

part, we proposed an optimized algorithm that can handle noise yet allows serendipity to

exist in the system, and the new top-N adjusted metric measures the effectiveness of the
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algorithm’s output. The results proved that the performance was radically enhanced.

In the second part of the thesis, we focus on the issue of noise in recommenders and the

problems present in their evaluation. Recommenders are complex systems, and we have

found several related issues. In this section, we discuss these issues and propose opti-

mized implementation of evaluation methods to improve their performance. Additionally,

we introduce newer forms of noise, such as opt-out obfuscation, that researchers and

practitioners should be aware of.

Implementing an effective and agile natural noise management algorithm for recom-

mender systems’ datasets is challenging due to various parameters that should be con-

sidered, especially in the evaluation process. There has been no attempt to synthesize

what is traditionally known about the performance evaluation of recommender systems

and natural noise management, nor to systematically recognize the implications of eval-

uating them for numerous tasks and diverse contexts while testing the performance of

a natural noise technique. Throughout a comprehensive study in the fourth part of this

thesis, we analyzed and categorized all the natural noise algorithms. In addition, we in-

troduced empirical results from two hypotheses that provided critical insight into the con-

sistency of the evaluation methods used in the proposed noise management techniques.

The experiments were very promising, and one illustrated how randomness could achieve

comparable outcomes to one of the most conventional mechanisms. At the same time,

the second proved that the metrics employed to test those techniques and rank one better

than the other typically display inconsistent and unreliable results.

Implementing an effective and agile natural noise management algorithm for recom-

menders is challenging due to numerous parameters that should be considered, espe-

cially in the evaluation process. As demonstrated in the second chapter of the fourth

part, the obfuscation phenomenon created an additional challenge to the evaluation pro-

cess. We have introduced two modern forms of noise that are hard to detect with current

evaluation strategies and showed how the data appears to be perfectly normal. The im-

pact was only visible when we evaluated the performance in data subgroups using the

new proposed group validation process in the evaluation ecosystem of recommenders.

Additionally, there has yet to be an attempt to synthesize what is known about the var-

ious noise categories in RSs, nor to systematically devise a unified protocol that would

deal with noise irrespective of its type and independent of the deployed recommendation

engine. Whether it’s user-induced to opt out of data processing for particular security

concerns or publicly injected by authorities, such as in the case of Russia, Mexico, and

Lebanon, Obfuscation is a challenge that RSs should be aware of.

In the fifth part of this thesis, the main focus is on extending the previous work discussed

in part four. The proposed approach is aimed at evaluating and assessing the perfor-

mance of recommender systems in a holistic manner. Evaluating the effectiveness of
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recommenders and testing their performance as the underlying data evolves with time

remains a remarkably tough challenge yet to be tackled. While some improvement in the

benchmarking field has been reported, the recommender ecosystem has not covered the

concept of reporting the performance of models on dataset subgroups and the potential

of detecting specific kinds of potentially malicious data behaviors. To address this gap,

this part introduced a new evaluation strategy for recommenders called group validation

framework in recommenders. This method can be employed as an assessment tool to

track the performance of a recommender on certain important clusters/groups of data.

The results proved that recommenders performed differently in various groups as unique

data perturbations were introduced. The most critical aspect of this approach is that it

could spot negatively affected sections of the dataset due to added synthetic data that

was not visible with standard evaluation techniques. Group validation helps localize the

errors in the data and provides a means to identify the effect of behavioral data changes

in the system.

The final part of the thesis combines the ideas of the previous three sections and pro-

poses a new strategy to obtain high-level recommendations using a community-based

approach. It emphasizes the significance of prioritizing uncertainty for users in recom-

mender systems. We developed a method based on social network theory - the power of

weak ties - which utilizes weak links between individuals to enhance their experience in

a system. As non-social links inferred from user behavior have not previously been used,

we designed an initial process for it. It involves strategically forming communities rather

than introducing random data. Our experiment yielded very positive results in enhancing

the level of surprise for users within the system. We demonstrated that recommending

items through weak-linked communities among different users favors user engagement.

This was achieved without any intentional randomness introduced into the data.

9.2/ PERPECTIVES

The experiments, results, and knowledge acquired throughout this research work open

the door to many short-, medium-, and long-term perspectives in various domains. The

findings of this thesis could be implemented in many areas, including e-commerce, social

networking, news recommendation systems, and healthcare systems, among others. The

proposed algorithm and evaluation methods could be applied to improve the accuracy and

serendipity of recommendations, reduce noise, and enhance user satisfaction in these

domains. Additionally, the study’s insights could lead to further research on natural (even

non-natural) noise management algorithms and their performance evaluation, ultimately

leading to future robust recommender systems.

In the domain of serendipity and user engagement, the clustering and grouping process
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can be improved by tuning various models with enhanced data, specifically data that rein-

forces social and rating-based behaviors within communities. Alternatively, the measure

of serendipity is impacted by the items recommended from the long tail, the items that

are least exposed in a certain retailer, for example. While we avoided bias in suggest-

ing long-tail items in the experiments of this proposal, conducting A/B tests to confirm

convergence and not rely solely on offline tests would be very beneficial to proposing

the correct approach in model selection, data clustering, and community formation, and

of course, performance evaluation based on the formed groups. Finally, future research

could explore social clustering to validate whether different effects can be achieved on

the serendipity of the model.

The natural noise management part added important discussions and results to the eval-

uation and employment of recommender systems. The potential problems that might be

addressed in future works extending those points include the development of unified eval-

uation methods that can broadly be used with any recommendation technique (and in var-

ious domains) and serve us to assess better the actual effectiveness of a recommender

devoid of inconsistencies. In addition, natural noise lacks proper development regarding

the type of datasets it is applied to. A practical noise management approach must be

scalable and adequately work with diverse datasets irrespective of the recommendation

algorithm employed. External data that administrators must retrieve from customers to

implement a particular noise management approach remains an inadequate solution to

the problem.

On the other hand, opt-out attacks pave the way for multiple discussion paths that cover

numerous topics; for instance, identifying a user’s opt-out behavior can permit tracing

back to the primary user’s tastes. Additionally, data owners can develop data mining

methods to discover the general trends of users opting out of the online platform.

The group-based evaluation framework that was proposed in the fifth part of the thesis

paves the way for a unified evaluation process but can be further improved to cover other

scenarios where dataset grouping could be effectively applied to several recommender

dataset types (such as implicit feedback) and embed different recommender goals. Fur-

ther, a data-oriented approach can be introduced to have a more intelligent grouping

mechanism. It can automatically treat potential performance degradation in specific clus-

ters and measure the effect on serendipity as a factor of such changes.
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cal study of natural noise management in group recommendation systems”. In

Decision Support Systems 94 (2017), pages 1–11

[Castro et al. 2018] CASTRO, Jorge ; YERA, Raciel ; MARTINEZ, Luis: “A fuzzy ap-
proach for natural noise management in group recommender systems”. In Expert

Systems with Applications 94 (2018), pages 237–249

[Chaaya et al. 2017] CHAAYA, Georges ; MÉTAIS, Elisabeth ; ABDO, Jacques B. ;
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[López et al. 2013] LÓPEZ, Victoria ; FERNÁNDEZ, Alberto ; GARCÍA, Salvador ; PALADE,

Vasile ; HERRERA, Francisco: “An insight into classification with imbalanced data:
Empirical results and current trends on using data intrinsic characteristics”. In

Information sciences 250 (2013), pages 113–141

[Luo et al. 2023] LUO, Chenhong ; WANG, Yong ; LI, Bo ; LIU, Hanyang ; WANG,

Pengyu ; ZHANG, Leo Y.: “An Efficient Approach to Manage Natural Noises in
Recommender Systems”. In Algorithms 16 (2023), number 5, pages 228

[Luo 2018] LUO, S: Introduction to recommender system: Approaches of collaborative

filtering: Nearest neighborhood and matrix factorization. 2018

[Ma et al. 2023] MA, Tie-min ; WANG, Xue ; ZHOU, Fu-cai ; WANG, Shuang: “Re-
search on diversity and accuracy of the recommendation system based on multi-
objective optimization”. In Neural Computing and Applications 35 (2023), number 7,

pages 5155–5163

[Macdonald 2021] MACDONALD, Craig: “The Simpson’s Paradox in the offline eval-
uation of recommendation systems”. In ACM Transactions on Information Systems

(2021)

[Mansur et al. 2017] MANSUR, Farhin ; PATEL, Vibha ; PATEL, Mihir: “A review on rec-
ommender systems”. In 2017 International Conference on Innovations in Information,

Embedded and Communication Systems (ICIIECS) IEEE (event), 2017, pages 1–6
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information. They can be content-based,
collaborative, or hybrid, each with a unique
recommendation approach. These systems are
crucial in various fields, including e-commerce,
where they help customers find pertinent products,
enhancing user experience and increasing sales. A
significant aspect of these systems is the concept
of unexpectedness, which involves discovering
new and surprising items. While improving user
engagement and experience, this feature is complex
and subjective, requiring a deep understanding of
serendipitous recommendations for its measurement
and optimization. Natural noise, an unpredictable
data variation, can influence serendipity in
recommender systems. It can introduce diversity
and unexpectedness in recommendations, leading
to pleasant surprises. However, it can also reduce
recommendation relevance, causing user frustration.
Therefore, designing systems that balance natural

noise and serendipity is crucial. Inconsistent user
information due to natural noise can negatively
impact recommender systems, leading to lower-
quality recommendations. Current evaluation
methods often overlook critical user-oriented factors,
challenging noise detection. To provide powerful
recommendations, it’s important to consider diverse
user profiles, eliminate noise in datasets, and
effectively present users with relevant content from
vast data catalogs. This thesis emphasizes the
role of serendipity in enhancing recommender
systems and preventing filter bubbles. It proposes
serendipity-aware techniques to manage noise,
identifies algorithm flaws, suggests a user-centric
evaluation method, and proposes a community-
based architecture for improved performance. It
highlights the need for a system that balances
serendipity and considers natural noise and other
performance factors. The objectives, experiments,
and tests aim to refine recommender systems and
offer a versatile assessment approach.
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Résumé :

Les systèmes de recommandation sont essentiels
pour filtrer les informations en ligne et fournir
un contenu personnalisé, réduisant ainsi l’effort
nécessaire pour trouver des informations
pertinentes. Ils jouent un rôle crucial dans divers
domaines, dont le commerce électronique, en
aidant les clients à trouver des produits pertinents,
améliorant l’expérience utilisateur et augmentant les
ventes. Un aspect significatif de ces systèmes est
le concept d’inattendu, qui implique la découverte
d’éléments nouveaux et surprenants. Cependant,
il est complexe et subjectif, nécessitant une
compréhension approfondie des recommandations
fortuites pour sa mesure et son optimisation. Le
bruit naturel, une variation imprévisible des données,
peut influencer la sérendipité dans les systèmes de

recommandation. Il peut introduire de la diversité
et de l’inattendu dans les recommandations,
conduisant à des surprises agréables. Cependant,
il peut également réduire la pertinence de la
recommandation. Par conséquent, il est crucial
de concevoir des systèmes qui équilibrent le bruit
naturel et la sérendipité. Cette thèse souligne le rôle
de la sérendipité dans l’amélioration des systèmes
de recommandation et la prévention des bulles de
filtre. Elle propose des techniques conscientes de la
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