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A ma grand-mére (ou mamama) a qui je dois tant et qui
aurait, sans nul doute, été trés fiere de mon parcours...
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Remerciements

Les premieres lignes de ce manuscrit sont en réalité, et quelque peu paradoxalement,
les dernieres a étre écrites. Elles viennent ainsi apporter (non sans peine) un point final
a la longue aventure de trois ans et demi qu’a constitué cette these.

Bien que ce travail apparaisse comme personnel, son aboutissement et sa réussite
ne sont possibles qu’avec I'aide et le soutien de nombreuses personnes aux implications
diverses et variées. Par conséquent, il me semble nécessaire de prendre quelques lignes
pour remercier celles et ceux qui ont contribué, de pres comme de loin, ponctuellement
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je tacherai de faire moins long que le manuscrit en lui-méme (quoique...) et m’excuse
d’avance car ces lignes ne sauraient étre exhaustives.

Je tiens en premier lieu a remercier tres sincérement les membres du jury d’avoir
accepté d’évaluer mes travaux. Je suis notamment tres reconnaissant envers les deux
rapporteurs, Eric Lamballais et Jonas Latt, pour leur lecture attentive et approfondie
de ce (long) manuscrit, leurs commentaires bienveillants, et leur présence a Chatillon le
jour de la soutenance. Je remercie également Frangois Dubois de m’avoir fait I’honneur
de présider ce jury. En outre, j’aimerais exprimer ma gratitude envers Paola Cinnella
pour ses nombreuses remarques constructives et son intérét apporté a mon travail aussi
bien en tant qu’examinatrice qu’en tant que membre de mon comité de suivi de these.
J’adresse enfin une pensée a Pierre Sagaut qui n’a malheureusement pas pu étre présent
pour ma soutenance mais qui a tout de méme veillé a souligner la qualité de mon travail.

Mes remerciements s’adressent ensuite tout naturellement a mes encadrants : Simon
Marié, Thomas Le Garrec et Ivan Mary. Sans ces personnes, au-dela de ne pas avoir
été aussi riche, ce travail n’aurait tout simplement pas existé. Je les remercie tout
d’abord d’avoir “osé miser sur moi” il y a maintenant plus de trois ans alors que je
sortais fraichement d’école et que je cherchais un stage de fin d’études. Durant ces
quelques années passées a collaborer, ils ont toujours su m’accorder une grande confiance
et une grande liberté dans mon travail. J’ai ainsi pu évoluer avec beaucoup d’autonomie
et me pencher sur différents sujets au gré de mes envies. Leur soutien a toujours été
infaillible, que ce soit lors de mes “choix audacieux” (ou folies), tels que m’investir dans
la LBM compressible peu de temps avant la fin de mon contrat de these, ou face a mon
perfectionnisme (parfois excessif, je 'admets). Je leur suis trés reconnaissant pour cela.

Plus particulierement, j’exprime ma profonde reconnaissance a Simon qui, malgré
un emploi du temps quelque peu chargé par moment, a toujours su se rendre disponible
quand j’en avais besoin. C’est en grande partie grace a lui et a son regard extérieur que
j’ai pu prendre la mesure de l'originalité de mes travaux et en dégager les points-clés. 11



m’a également aidé a clarifier bon nombre de passages de ce manuscrit, de mes papiers et
de mes présentations orales. Sa pédagogie hors norme et son entrain a partager son savoir
m’ont été extréemement bénéfiques : il suffisait souvent d’une phrase pour débloquer une
situation ou me faire saisir une subtilité qui m’avait échappé. J’ai été tres honoré d’étre
son premier thésard post-HDR et espere avoir été a la hauteur de cette “responsabilité”.

Je remercie ensuite Thomas pour ses nombreux conseils, aussi bien sur la LBM et
ProLLB que sur les calculs aéroacoustiques et leur post-traitement. La légende raconte
qu’une simple question peut treés rapidement se transformer en une discussion d’une heure
avec lui. Bien que cela soit parfois vrai, il est important de préciser que ces échanges
étaient toujours trés riches en enseignements pour moi. A ce titre, je pense qu’une
proportion significative des (innumérables) références bibliographiques reportées a la fin
ce manuscrit est le fruit de ces fameuses discussions. Je sais que I'absence d’'un chapitre
sur la LBM compressible dans ce manuscrit le chagrine, mais je compte bien poursuivre
mes travaux sur ce sujet et en laisser une trace écrite dans les prochains mois. Enfin, je
le remercie pour son aide précieuse lors de 'organisation pratique de la soutenance.

Je ne peux conclure ces remerciements dédiés a mon équipe encadrante sans exprimer
mon immense gratitude envers Ivan. Je pense pouvoir avancer, sans trop exagérer, qu’il
est le deuxieme contributeur le plus important a cette these. De ces trois années, au fil
desquelles j’ai pu interagir avec lui de fagon quasi-quotidienne (avec mes fameuses “2/3
petites questions”), je garderai un excellent souvenir de sa disponibilité, son amitié et
sa bonne humeur. De plus, sa franchise, son exigence, et son regard critique sur mes
résultats m’ont permis de cultiver une grande rigueur (du moins je l’espére) mais aussi
de veiller a rendre mes travaux et mes exposés accessibles aux personnes non-initiées a
la LBM. Je le remercie aussi trés chaleureusement pour son aide inestimable lors de la
correction de bugs informatiques et 'optimisation — parfois tres fine — de I'implémentation
des méthodes numériques (histoire de ne pas “calculer avec une charrette”). A ce titre,
son pragmatisme salvateur m’a bien souvent évité de m’arracher trop de cheveux (la
preuve, il m’en reste !) lorsque les choses ne fonctionnaient pas comme elles le devaient.
En fin de compte, bien que je n’aie pas réussi a le convaincre de l'intérét du Beamer
IXTEX (ni de la quantité de texte présente sur mes diapositives, de la qualité esthétique
des figures matplotlib, et de plein d’autres choses en réalité), je peux tout de méme
célébrer une modeste victoire puisque mes travaux ’ont amené a réviser son opinion sur
la LBM. Il reconnait désormais, je cite, “un intérét (dans certains cas)”.

Je n’aurais pu réver d’une meilleure équipe encadrante. Je remercie, encore une
fois, Simon, Thomas et Ivan pour tout ce qu’ils m’ont transmis autant du point de vue
professionnel et scientifique que personnel durant cette these. Notre collaboration devrait
encore durer quelques années, ce dont je me réjouis.

J’al été tres heureux de pouvoir mener ces travaux au sein de I'unité DEFI de TONERA
ou j’ai été on ne peut plus chaleureusement accueilli et ou j’ai passé de tres belles années.
A ce titre, je remercie tous les membres de 'unité, passés et présents, que j’ai cotoyé au
quotidien qui ont grandement contribué a la bonne ambiance légendaire qui regne dans
“l'aile E du quatrieme” (étage)'. En particulier, je souhaite exprimer ma reconnaissance

IPrécisons tout de méme que, en tant que premier thésard LBM de 'unité, j’ai di faire face a
certaines réticences au début de ma theése qui m’ont valu un exil temporaire dans le (déserté) couloir D
et le fameux bureau A.04.D.29, situé en face de I'imprimante. Cependant, il est crucial de rectifier tout
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envers Stéphanie pour ses nombreuses attentions. Lorsque ’écriture des pages de ce
manuscrit se faisait de plus en plus difficile et les journées de travail de plus en plus
longues, elle a toujours pris le temps de se soucier de mon état général et de me rappeler
que la lumiere était au bout du tunnel. De plus, ses tuyaux concernant ’ouverture
d’un poste “LBM” a ’ONERA m’ont considérablement aidé a aborder le processus de
recrutement en toute sérénité, simultanément a ma phase de rédaction. Merci aussi a
Christophe pour sa bonne humeur constante, le partage d’anecdotes sur I’age d’or de
I’ONERA, et les quelques (voire nombreux) cafés qu’il m’a bien gracieusement offerts. Je
n’oublie pas non plus Antoine M. D. Jost (ou Mr Worldwide pour les intimes) qui a rejoint
I’ONERA quasiment en méme temps que moi et qui matérialise parfaitement l'interface
entre les young bloods de I'équipe et ceux d'un age plus mir. Sa wisdom légendaire
m’a bien souvent intimé l'ordre de lever le pied — conseil que je n’ai bien évidemment
jamais appliqué. Cependant, il parvenait toujours a me tirer hors de mes sempiternels
calculs de CoVo pour partager un verre au célebre “bar le Commerce, restaurant thai
(et désormais karaoké) a Chatillon”. Je lui suis reconnaissant pour tous ces moments de
détente bienvenus, ou l'anglais et le francais finissaient inévitablement par se méler.
Plus généralement, j’exprime ma gratitude envers toutes les personnes que j’ai ren-
contrées a 'ONERA et qui ont manifesté de I'intérét pour mes travaux. La confiance
témoignée lors de mes présentations, les responsabilités qui m’ont progressivement été
confiées et I'opportunité d’occuper le poste d’ingénieur de recherche en LBM a la suite de
ma these représentent la plus grande forme de reconnaissance qui puisse m’étre accordée.

Au cours de ces trois années (et un peu plus) au sein de I'unité DEFI j’ai également
rencontré des personnes avec qui j’ai pu tisser des liens d’amitié tres solides et envers
qui je suis profondément reconnaissant : mes trois acolytes de la bande des copaings (a
prononcer avec 'accent toulousain). Leur présence, leur soutien et nos chamailleries sont
pour beaucoup dans le plaisir que j’ai eu a me rendre au bureau tous les matins. Je
n’oublierai jamais le réconfort qu’ils ont su m’apporter durant les moments difficiles, que
ce soit autour d’'un café ou d’un verre au bar. Pour les remercier en bonne et due forme,
j'opte pour I'impitoyable ordre chronologique d’arrivée a DEFI (ce qui devrait satisfaire
Benjamin en tant que premier arrivé de la bande). Je précise néanmoins que cet ordre
ne présume d’aucune préférence particuliere (désolé Benjamin...).

Commencons donc par Benjamin, ou plutét “Dr. Benjam” comme il aime étre
appelé depuis ce fameux 20 mars 20223 (pense a vérifier la date la prochaine fois !). Ce
personnage exubérant au vocabulaire quelque peu suranné a tres vite su gagner mon
amitié au détour de nos nombreuses discussions sur 'actualité, le cinéma, la musique,
les livres/BDs en tout genres, et j’en passe. Expert incontesté de matplotlib (v3, c’est
important !) et grand détracteur de Tecplot, je le remercie pour sa grande patience et
son enthousiasme débordant a chaque fois que je franchissais la porte de son bureau
pour disserter sur mes figures. Tout ce temps passé a tergiverser sur I’épaisseur d’un
trait, I’harmonie de couleurs, etc. n’a pas été vain car il a considérablement contribué a
améliorer aspect global des figures dans ce manuscrit. A cet égard, j’espére étre au moins
arrivé a la cheville de son manuscrit “haut de gamme” qui fait (et fera encore longtemps)

malentendu. Ce déplacement ne résulte en aucun cas d’un acte de maltraitance ; il découle plutét des
restrictions sanitaires liées a ’ére de la Covid. Apres avoir surmonté cette sombre période, j’ai enfin pu
m’installer dans la tant convoitée “aile E”.
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référence dans le domaine des IBMs (la communauté attend d’ailleurs avec impatience
le futur Constant et al., 2024). Je lui suis également reconnaissant pour son agréable
compagnie lors nos trajets a pied, surtout lorsque nous étions tous deux gentiment chassés
de nos bureaux vers 21h. Sa préoccupation constante pour mon bien-étre physique et
mental pendant la rédaction, ainsi que les nombreuses soirées passées a ’appartement
ou il s’assurait toujours que je restais bien hydraté, sont des gestes que j’ai grandement
appréciés. Je lui présente enfin mes excuses pour cette mémorable soirée a son retour
d’Oslo, ou j’ai peut-étre sous-estimé sa fatigue et surestimé sa déshydratation.

Vient ensuite Alexis qui, tel un phare illuminant la nuit, est systématiquement le
premier & étre présent dans son bureau dés les premiéres heures du matin. A ce titre, il a
souvent été la premieére personne a recueillir mes états d’ame (et & évaluer mon niveau de
fatigue a la taille de mes cernes) autour d’un café a mon arrivée. Je le remercie pour ces
moments privilégiés ot nous pouvions échanger avec humour sur nos niveaux de stress
respectifs tout en cherchant mutuellement a les atténuer. Il me faut également souligner
son sens de 'humour, toujours bienvenu pour détendre ’atmosphere ou désamorcer une
situation difficile. Celui-ci m’a évité a de bien nombreuses reprises a jeter mon dévolu sur
Self Service RH ou de tenter de m’échapper par la fameuse “porte de la honte”. Maitre
incontesté des simulations de drones (ses vidéos avec des spaghettis multicolores et des
“trucs qui tournent” valent le détour?), des belles PSD et de 'analyse physique, je lui
adresse tous mes voeux de force et de courage pour la conclusion de sa these, qui sera,
sans nul doute, brillante. Je conclurai avec un conseil : il ne faut pas prendre exemple
sur Benjamin et moi en ce qui concerne le rythme de rédaction ! J’oubliais, si d’aventure
quelqu’un de la DSI venait a lire ces lignes, je vous prie de 1’épargner de vos frasques
informatiques pour ce qu’il lui reste de sa these, vous 'avez déja assez fait souffrir...

La bande des copaings ne serait complete sans Francesca, la fille du monde (ou
la caution diversité du DAAA a ses dépends) et derniere recrue de DEFI. Je lui suis
redevable pour ses tutorats d’italien qui m’ont valu le statut de, je cite, “meilleur éleve’
(désolé Benjamin). Mes progres dans cette magnifique langue furent tels qu’elle figure
a présent sur mon CV (la maitrise de la langue de Laura Pausini, Andrea Bocelli et
Eros Ramazzotti devenant de plus en plus un pré-requis essentiel pour étre embauché a
I'ONERA). Je lui suis aussi trés reconnaissant pour ses encouragements quotidiens lors
de ma troisieme et derniére année de theése, notamment lors de I’écriture du manuscrit.
Cela témoigne de la belle personne qu’elle est (encore une fois, désolé Benjamin). Je lui
souhaite de pouvoir clarifier son statut a 'TONERA dans les prochains mois mais aussi
beaucoup de courage dans ses innombrables responsabilités (la légende raconte que c’est
elle qui porte toutes les activités CODA au département, ou du moins a DEFT). J'espere
qu’elle aura apprécié mon petit hommage lors de ma soutenance avec la présence de
shadow bozes, et 'utilisation idoine du mot towards. Je terminerai en rappelant qu’il est
primordial de vérifier, par deux fois (ou plus !), le sens de circulation du métro lors de
sorties nocturnes en sa compagnie.

Y

Bref, merci a vous les copaings, et merci aux personnes qui partagent vos vies : Naomi
qui m’a bien souvent proposé de “passer par 'appart” avant rentrer chez moi (méme si
cela impliquait un certain détour) et que je ne pourrais jamais assez remercier pour son
immense générosité, Béné pour sa grande gentillesse, son souci de I'autre et sa présence

Zhttps://youtu.be/puY GEV6Mc8g?si=bbUuo8mryN70xR7d
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a tous les grand évenements qui ont marqué nos vies de thésards — je lui souhaite au
passage plein de belles choses pour sa nouvelle aventure professionnelle qui sera, sans nul
doute, réussie —, et enfin Fabio (aka the guy who got punched in the face), qui gardera
certainement un souvenir mémorable de notre sortie a Tripletta Gaité et qui nous aura
bien fait rire avec le fameux “tutta la tuta” (tu entends les 2 “t” Benjamin 7).

Méme si je m’exile au 8™¢ pour quelques temps (je vous assure que c’est provisoire
1), je tacherai de me rappeler du chemin jusqu’a vos bureaux respectifs et continuerai,
avec grand plaisir, a partager d’autres cafés et d’autres verres en votre compagnie.

En dehors de toutes les personnes rencontrées a 'ONERA, j’adresse une pensée
aux membres du laboratoire DynFluid qui m’ont toujours accueilli a bras ouverts lors
des journées des doctorants. Je remercie tout particulierement Nicolas Alferez pour sa
participation & mes comités de suivi et ses commentaires pertinents sur mon travail. Il me
faut aussi souligner son aide précieuse concernant 1'utilisation d’Intel Advisor et I'analyse
des performances des solveurs FastS et FastLBM. Merci également a Xavier Gloerfelt
d’avoir endossé le role de directeur de these “provisoire” en attendant la validation de
la HDR de Simon. Malgré nos échanges peu fréquents, il est resté tres attentif & mon
travail, et je lui suis tres reconnaissant pour cela.

Il me faut a présent remercier mes amis de plus longue date qui ont, chacun a leur
maniere, joué un role majeur dans le bon déroulé de cette these et qui ont toujours été
présents pour m’offrir des moments privilégiés de détente lorsque j’en ressentais le besoin.

Ma premiére pensée s’adresse tout naturellement a Antoine, ami d’école et joyeux luron
dont la présence est toujours appréciée et remarquée pour son enthousiasme légendaire.
C’est notamment aux Mines que j’ai découvert le monde de LBM en tant que binéme
de projet d’Antoine. Alors que je me laissais happer par le monde de la simulation
numérique, lui a préféré revenir aux questions fondamentales de la production d’électricité
tout en cultivant son talent infaillible pour reconnaitre les personnes a la seule vue de
leurs sandales. Je lui suis redevable d’une multitude de moments au cours desquels j’ai
pu débrancher mon cerveau (et ainsi ne pas sombrer dans la folie) en visionnant des films
a 'humour douteux®, des caméras cachées de Francois Damiens (je me souviendrai qu’il
est essentiel de dire “Bonjour”), en imitant ’accent belge, ou en écoutant du Frangois
Juno. Nos nombreuses sessions musique (que ce soit pour en jouer ou simplement en
écouter) m’auront aussi apporté beaucoup de réconfort. Bien entendu, a ce stade, je ne
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3The data that support the findings of this study are available from the corresponding author upon
reasonable request.
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comme un cable de frein a main !”. Je suis trés heureux de pouvoir les compter parmi
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ce manuscrit, je compte bien honorer ton invitation a Lyon dans les prochains temps !

Finalement, je ne peux conclure (cette fois-ci pour de bon !) ces remerciements sans
penser a ma famille et en premier lieu a mes parents. Je les remercie pour leur soutien
inconditionnel et leurs encouragements durant ces années de these méme s’ils n’ont
toujours pas trop compris ce que faisais dans le détail et comment il était possible de
“chercher” pendant si longtemps. Plus généralement, je leur suis infiniment reconnaissant
pour la liberté et la confiance qu’ils m’ont confiée lors de mes études (méme si cela
impliquait un certain éloignement géographique) tout en s’assurant que je ne manque
de rien. Je suis conscient de la chance que j’ai eue et leur dois énormément dans la
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Encore une fois (et parce qu’il me faut bien en finir) : MERCI a tous !
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Résumé

La simulation numérique appliquée a la mécanique des fluides est devenue un outil
de conception indispensable pour I'industrie aéronautique. Alors que la plupart des
simulations industrielles sont réalisées a 'aide d’une approche RANS (Reynolds Averaged
Navier-Stokes), celle-ci montre ses limites des lors qu’il s’agit de caractériser finement
des écoulements turbulents instationnaires ou d’étudier des phénomenes aéroacoustiques
large-bande. Ainsi, les industriels expriment un besoin grandissant d’outils de simulation
haute-fidélité performants. Deux méthodes numériques se montrent particulierement
prometteuses pour la réalisation de telles simulations dans un futur proche : les méthodes
Navier-Stokes et la méthode de Boltzmann sur réseau (LBM). Les travaux menés dans
le cadre de cette these ont ainsi contribué a fournir une meilleure compréhension des
avantages et des inconvénients respectifs de ces deux méthodes, démontrant que les
méthodes de Boltzmann sur réseau et Navier-Stokes se completent plutot qu’elles ne
se concurrencent. Pour cela, I’étude s’est divisée en deux grandes parties. En premier
lieu, une comparaison exhaustive et rigoureuse des méthodes de Boltzmann sur réseau et
Navier-Stokes a été réalisée. Différents aspects des méthodes numériques ont été discutés
comme leur dissipation et dispersion intrinseque, leur performance dans un environnement
de calcul parallele ainsi que leur capacité a simuler efficacement différents problemes
canoniques de la LES & un niveau de précision donné. Cette étude a permis d’apporter un
nouveau regard sur les propriétés des méthodes de Boltzmann sur réseau et Navier-Stokes
et de fournir des éléments d’aide a la décision afin d’orienter le choix des ingénieurs vers
I'utilisation d’une méthode par rapport a l'autre selon le type d’application visée et le
niveau de fidélité requis. Dans un second temps, la possibilité de la mise en place d'un
couplage entre les méthodes de Boltzmann sur réseau et Navier-Stokes a été explorée. En
effet, de nombreux aspects de la LBM posent encore probleme ou restent peu efficaces.
En particulier le traitement numérique de la zone de proche paroi reste mal défini di a
la forme cartésienne des maillages imposée par la méthode. A Vinverse, les approches
Navier-Stokes classiques sont particulierement performantes dans le voisinage de la paroi
de par l'utilisation de maillages curvilignes a trés grand rapport d’aspect et de méthodes
d’intégration temporelle implicites. Ainsi, une méthode numérique hybride innovante a
été développée reposant sur un couplage zonal des méthodes de Boltzmann sur réseau et
Navier-Stokes, puis étendue au cas de maillages recouvrants (approche Chimere). De
nombreuses validations permettent de démontrer I'intérét de cette stratégie. Notamment,
cette nouvelle méthode hybride permet de réduire le cotit de simulations aéroacoustiques
directes tout en préservant une précision optimale.

Mots-clés : méthode de Boltzmann sur réseau, Navier-Stokes, méthode des volumes finis,
couplage, comparaison, aérodynamique, aéroacoustique.
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Abstract

Computational Fluid Dynamics has become an important design tool for the aero-
nautical industry. While most industrial simulations are carried out using a RANS
(Reynolds Averaged Navier-Stokes) approach, this approach is showing its limitations
when it comes to finely characterising unsteady turbulent flows or studying broadband
aeroacoustic phenomena. In this context, manufacturers are increasingly looking for
high-performance, high-fidelity simulation tools. Two numerical methods are showing
particular promise for performing industrial-scale high-fidelity flow simulations in the
near future: the Navier-Stokes method and the lattice Boltzmann method (LBM). These
two approaches are often presented as competing, but each has its own specific features
and requirements. The research carried out as part of this thesis has helped to provide
a better understanding of the respective advantages and disadvantages of these two
methods, revealing that the lattice Boltzmann and Navier-Stokes methods complement
each other rather than compete. The study is divided into two main parts. Firstly,
a comprehensive and rigorous comparison of the lattice Boltzmann and Navier-Stokes
methods was conducted. The numerical methods were examined in various aspects, such
as their intrinsic dissipation and dispersion, their performance in a parallel computing
environment and their ability to efficiently simulate various canonical LES problems at
a given level of accuracy. This study has offered a new perspective on the properties
of the lattice Boltzmann and Navier-Stokes methods, providing several decision aids
to help the CFD community choose one method over the other based on the type of
application and the fidelity level required. Secondly, this PhD explored the possibility
of coupling the lattice Boltzmann and Navier-Stokes methods. Indeed, while the LBM
offers many benefits, there are still some issues and inefficiencies, especially regarding
the numerical treatment of the near-wall zone. The Cartesian shape of the meshes
imposed by the method is one of the main reasons for this problem. In contrast, classical
Navier-Stokes approaches are particularly effective in the vicinity of the wall thanks to
the use of curvilinear meshes with very high aspect ratios and implicit time integration
methods. Therefore, an innovative hybrid numerical method was developed based on a
zonal coupling of the lattice Boltzmann and Navier-Stokes methods. This approach was
then extended to the case of overset meshes (Chimera approach). Numerous validations
have demonstrated the value of this strategy. In particular, this new hybrid method
makes it possible to reduce the cost of direct aeroacoustic simulations while maintaining
optimum accuracy.

Keywords : lattice Boltzmann method, Navier-Stokes, finite-volume method, coupling,
comparison, aerodynamics, aeroacoustics.
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CHAPTER

Introduction

Sustainable aviation: a challenge for the aeronautical industry
and computational fluid dynamics

In early 2023, the Intergovernmental Panel on Climate Change (IPCC) released its
sixth assessment report, summarising the current scientific, technical and socioeconomic
knowledge on climate change [1]. The report demonstrates that human activities have
undoubtedly led to the warming of the atmosphere, oceans and land. As of now, the global
surface temperature has risen by 1.1°C above pre-industrial levels, leading to significant
damage to the environment and humanity. Moreover, each further temperature increment
is expected to intensify multiple and concurrent climate hazards. Therefore, in addition
to necessary measures for adaptation, deep, rapid and sustained reductions in greenhouse
gas emissions must be settled to limit the adverse impact of global temperature increase.
In this context, aviation has a critical role to play in reducing its environmental footprint.
According to Lee et al. [2], aviation is a significant contributor to greenhouse gas emissions,
with global aviation emissions equivalent to roughly one billion tonnes of CO, per year'.
In addition, aviation is also blamed for its substantial contribution to noise pollution,
which is now becoming one of the major sources of urban noise and a growing public
health concern [4]. As such, reducing the environmental impact of aviation is an essential,
yet challenging, task that puts manufacturers under increasing pressure to come up with
new and innovative designs for aircraft configurations, propulsion systems and structural
designs [5, 6]. Nevertheless, most, if not all, of the future technological breakthroughs
in the aeronautical industry heavily depend on the availability of reliable and efficient
industrial-level design tools. In this regard, Computational Fluid Dynamics (CFD) is
considered a key enabler in exploring uncharted designs or off-design operating conditions
[5, 7]. Enhancing the current flow simulation capabilities is therefore a prerequisite to
tackle the global environmental challenges.

!An amount comparable to that generated by Japan, the world’s third-largest economy [3].
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Since its introduction in the 1960s, CFD has become an integral part of the design
process of the aeronautical industry, leading to significant advancements in aircraft
efficiency, reduced development costs and shorter lead times [8, 9]. It is now widely used
from the preliminary design phases to the optimisation and the analysis of the final
aircraft’s performance. However, despite the ongoing improvement of CFD techniques
and the maturity of industrial flow simulation software, there are still several challenges
that limit the range of applications of CFD to a small region of the flight envelope of
aircraft [10, 11]. One of the main limitations is the high computational cost associated
with high-fidelity broadband unsteady turbulent flow simulations. Indeed, such flows
impose strict numerical requirements because of their characteristic three-dimensional
fluctuations, which exhibit a wide range of spatial and temporal scales that need to be
taken into account in computations, either through modelling or by actually resolving
them (see Figure 1.1). Moreover, the ability to efficiently and accurately simulate complex
unsteady turbulent flows is becoming an especially pressing issue in the context of greener
aircraft and environment preservation since, in many cases, aerodynamic performance
and noise are intrinsically linked through turbulence.
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Figure 1.1 - Classification of turbulence modelling approaches in CFD in terms of their
major capabilities and their computational power requirement (adapted from [10]). In
the present scope, RANS is not considered as a high-fidelity simulation approach.

The accurate computation of unsteady turbulent flows, without resorting to any
modelling assumptions, requires the direct resolution of all the scales of turbulent motion.
Such an approach is commonly referred to as Direct Numerical Simulation (DNS) and
is far beyond reach for industrial-scale applications, which are characterised by high
Reynolds numbers and complex geometries [12]. As such, much effort has been put
over the past decades into developing cost-effective turbulence modelling [13]. The most
commonly employed approach consists in modelling all the turbulent scales and only
resolving the mean flow. This strategy is known as the Reynolds-Averaged Navier-Stokes
(RANS) formulation and is the current workhorse of the aerospace industry owing to its
low computational cost and high robustness. However, and though still in high demand,
RANS solutions have intrinsic limitations that are becoming increasingly apparent.
Indeed, all RANS turbulence models available in the literature [14, 15] rely on some
empiricism, making their suitability case dependent. Additionally, RANS computations
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generally fail to predict massively separated flows and unsteady large-scale phenomena
and cannot finely characterise aeroacoustic sources [5, 7, 10]. This indicates that RANS
methods, on their own, lack the necessary predictive capabilities to confidently move
towards improved aerodynamic performance and reduced noise emissions.

An intermediate approach between DNS and RANS is the so-called Large Eddy
Simulation (LES). With LES, the largest energy-containing turbulent scales are explicitly
resolved, and only the smallest scales are modelled. This decomposition is based on
the observation that the smallest scales of turbulence tend to have a more universal
behaviour [12], and thus can be modelled using a subgrid-scale model. There is now
a wealth of flow configurations for which the benefits of LES over RANS approaches
[10, 16, 17, 18, 19] have been demonstrated. Therefore, LES can be seen as a promising
tool for predicting turbulent flows with high accuracy, which is essential for achieving the
technological breakthroughs required to reduce the environmental footprint of aviation.
However, despite the reduced computational cost of LES with respect to DNS and the
ever-increasing available computational power, LES still requires a high computational
effort, which severely impedes its penetration into industrial design cycles [20]. In order
to promote the application of LES to industrial problems, it is of paramount importance
to reduce the cost of broadband unsteady turbulent flow simulations. Two possible
strategies can be outlined to achieve this goal. One is to improve the physical modelling
of turbulence. Indeed, accurate and reliable physical modelling helps reduce the number
of cells in the mesh, which in turn reduces simulation run times. In LES, subgrid-scale
models are the primary focus of improvement. Hybrid RANS/LES methods can also
help reduce the cost of unsteady turbulent flow simulations while maintaining good
accuracy [10, 21, 22, 23]. Alternatively, the second approach consists in developing
new numerical methods for efficient high-fidelity unsteady broadband turbulent flow
simulations. These methods should induce minimal dispersion and dissipation errors,
while also being able to handle complex geometries and take advantage of the latest
advancements in High-Performance Computing (HPC), as illustrated by Figure 1.2. The
objective of this thesis is to contribute to this second approach.

Complex

geometries

Numerical methods
for high-fidelity CFD

Unsteady
flow physics

Figure 1.2 — Core requirements for the development of efficient numerical methods for
high-fidelity unsteady broadband turbulent flow simulations.
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Numerical methods inherently create dissipation and dispersion errors as a result
of the truncation of the Taylor-series expansions of derivatives [24]. In addition, these
errors increase when the numerical scheme order decreases. In light of this, there has
been a growing interest in recent years in the development of high-order numerical
methods for the computation of turbulent flows (see [7, 25, 26] for a comprehensive
review). In particular, Discontinuous Galerkin (DG) methods, in which the solution
on each cell of the mesh is seen as a high-order polynomial (greater than two), have
gained significant popularity and attention in the aeronautical industry. These methods
have shown significant development in aerodynamics in recent years [7, 27, 28], opening
up new avenues of research. However, there are still several challenges that hinder
their application in an industrial context. First, the superiority of DG methods over
classical finite volume methods, which are the most employed for the simulation of flows
in industrial applications, has not yet been clearly demonstrated [5, 29]. Moreover,
generating curvilinear meshes for industrial applications using high-order methods is
challenging due to the limited number of advanced high-order mesh generators available
and the relatively recent application of high-order methods to industrial problems [7].

For all these reasons, some authors suggest that simple structured finite-volume
Navier-Stokes methods or lattice Boltzmann methods might be the most promising for
achieving industrial-level LES in the next few years [29]. Therefore, this thesis specifically
concentrates on these two methods and aims to examine the latter claim further.

Navier-Stokes and lattice Boltzmann methods: competing or
complementary approaches?

The finite-volume Navier-Stokes method is currently the most employed and popular
numerical method for the simulation of turbulent flows in industrial applications. The
method’s popularity is mainly due to its robustness (using implicit time stepping schemes,
for instance) and generic formulation, which allows the use of both structured and
unstructured meshes with cells of arbitrary topology, making it possible to handle
complex geometries. Industrial codes usually rely on second-order accurate finite-volume
Navier-Stokes methods [7, 30] since higher-order finite-volume methods are more complex
to implement and have larger stencils that lead to poor parallel efficiency. As a direct
consequence, Navier-Stokes methods” intrinsically suffer from numerical dissipation, which
limits the capabilities of the method to propagate turbulent structures over long distances.
This becomes all the more problematic in the context of aeroacoustic computations since
acoustic fluctuations are much weaker than aerodynamic fluctuations, and engineers are
often interested in near-field and far-field acoustics [31].

In this context, the lattice Boltzmann method (LBM) has recently emerged as a
fast and reliable alternative to Navier-Stokes methods for unsteady flow simulations.
Going back to Figure 1.2, the LBM offers several advantages regarding the three core
requirements for efficient numerical methods. First and foremost, the standard LBM relies
on Cartesian grids and octree-type mesh refinement techniques combined with immersed
boundary conditions. This allows the use of automatic mesh generation techniques [32],

2In the remainder of this manuscript, the second-order finite-volume Navier-Stokes methods will
sometimes simply be referred to as the Navier-Stokes methods.
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requiring little to no user intervention in the mesh generation process, even for complex
geometries. This feature is of particular interest to industrials, as mesh generation can
be a critical bottleneck in the CFD workflow, affecting the fast turnarounds required to
meet design time frames [20]. Secondly, despite being only second-order accurate, the
lattice Boltzmann method is especially suited for capturing the small acoustic pressure
fluctuations in complex flow configurations due to its low numerical dissipation [33]
and its inherently unsteady nature. Thirdly, the LBM relies on an extremely simple
algorithm that can be easily implemented in a massively parallel context using thousands
of computing cores. This property is actually critical for exploiting the present [34] and
future [35] high-performance computing facilities. In addition, the LBM also has a lower
computational cost per mesh point with respect to traditional Navier-Stokes methods
[33]. In light of all these advantages, the lattice Boltzmann method has caught the
attention of the aerospace industry, and, under the impetus of industrials, its range of
applicability has grown in such a way that it now allows the simulation of a large variety
of very complex phenomena in aeronautics [11, 36, 37, 38, 39]. However, the standard
lattice Boltzmann method suffers from some limitations that still restrict its domain
of applicability. The primary limitation for many industrial aeronautical applications
concerns the restriction of the standard LBM to isothermal and weakly compressible
flows. This is due to two main factors: the stability of the method deteriorates as
the Mach number increases, and the use of lattices with insufficient discrete velocities
prevents the exact recovery of the energy equation. Besides, the restriction of the LBM
to Cartesian grids also presents two major drawbacks that make its application to high
Reynolds number wall-bounded turbulent flows challenging [40]. On one hand, the octree
mesh refinement technique leads to a very large number of cells in the near-wall region
and, thus, to a prohibitive computational cost when it comes to wall-resolved turbulent
boundary layer computations. On the other hand, the use of cubic cells implies that the
body surface cannot be meshed in a body-fitted fashion and is therefore treated as an
immersed boundary often supplemented with a wall-law. In fact, the validity of wall
modelling is still open to debate in the context of high-fidelity simulations [11], as it
cannot accurately predict transitional and off-equilibrium boundary layers.

[ Navier-Stokes method ] lattice Boltzmann method
v’ Flexibility on the mesh topology v/ Automatic Cartesian mesh generation
v/ Choice of the time-stepping scheme v/ Low dissipative numerical method
v/ Inherently compressible v/ Low CPU cost per mesh point
X High CPU cost per mesh point X Prohibitive cost in the near-wall region
X Important numerical dissipation X Wall-modelling required
X Mesh generation is often manual X Athermal weakly compressible flows

Figure 1.3 — Main advantages (¢/) and drawbacks (X) of the lattice Boltzmann and
Navier-Stokes methods in the context of high-fidelity flow simulations.

From this discussion, it becomes clear that, although the Navier-Stokes and lattice
Boltzmann methods are expected to be the first to enable industrial-level LES computa-
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tions in the near future [29], there is no clear-cut superiority of one method over the other.
In fact, each method has its own advantages and drawbacks, which are summarised in
Figure 1.3. This raises the question of whether the lattice Boltzmann and Navier-Stokes
methods are competing or complementary approaches in CFD.

A comparative study between the lattice Boltzmann and Navier-Stokes methods can
shed light on this complex question. Actually, this has already been done on several
occasions in the literature; however, to date, none of them provides definitive conclusions,
as most of them are either biased or somewhat outdated. While the low dissipation of
the LBM has been rigorously demonstrated by Marié et al. [33], this result only holds
for the BGK collision model, which, in fact, is rarely used for industrial computations
due to its low robustness. As most advanced collision models provide additional stability
at the expense of slightly higher dissipation [42], it is worth reassessing the results of
this theoretical study to rule out whether the current industrial LBM is still competitive
with classical Navier-Stokes methods. Additionally, literature often claims that the
LBM is up to 10 times faster than Navier-Stokes methods [13, 44, 45], but this has
not yet been rigorously explained by investigating the algorithmic differences between
the two numerical methods. Instead, this observation is often based on the results of
workshops where many different parameters that can greatly influence the results are left
uncontrolled. For example, regardless of the underlying numerical method, there is a huge
difference in performance between a Wall-Modelled LES (WMLES) and a Wall-Resolved
LES (WRLES), just as there is between a code optimised for structured and unstructured
grids. All of this means that the message of most industrial performance comparisons
can be somewhat unclear. It can therefore be concluded that the CFD community
currently lacks decision aids to rigorously choose between the lattice Boltzmann and
Navier-Stokes for a given flow configuration. Until now, this choice has mainly been a
matter of available code rather than a scientific argument.

A closer look at Figure 1.3 may also provide some ideas for addressing the question
raised above. Figure 1.3 highlights that the Navier-Stokes and lattice Boltzmann methods
have complementary strengths and weaknesses. When it comes to simulating unsteady
turbulent flows, each method seems to excel in distinct areas of the flow. This suggests that
combining these two methods spatially (in a zonal fashion) could lead to an original hybrid
method that offers optimal accuracy and efficiency throughout the whole computational
domain. In fact, many high-fidelity turbulent flow simulations already rely on hybrid
methods such as the RANS/LES method, which combines two turbulence modelling
approaches depending on the flow region. Following the same principle, the idea is no
longer to couple two different models of turbulence but two numerical methods. Although
the LBM has several advantages over conventional Navier-Stokes methods, it may not
be the most efficient method for the accurate simulation of turbulent boundary layers.
Thus, in the near-wall zone, it may be more effective to employ a Navier-Stokes method
with body-fitted meshes, even though this may require a slightly increased meshing effort.
However, this would undeniably allow for an improved simulation of the near-wall flow by
exactly representing the geometry and without resorting to a wall law. Conversely, the
Navier-Stokes method is more dissipative, particularly for acoustic waves. As such, for
aeroacoustic computations, where the near-wall acoustic sources still have to be precisely
captured, using the LBM method in the zone where acoustic propagation takes place may
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be beneficial. On the one hand, this will enable the waves to be propagated over longer
distances and possibly allow direct aeroacoustic simulations without using any acoustic
analogy. On the other hand, it will also reduce the computational cost since the LBM
requires fewer points to propagate the same information owing to its low dissipation. It
is worth noting that the coupling of lattice Boltzmann and Navier-Stokes methods has
already received little attention in the literature [46, 47, 48], but never in the case of
aerodynamic and aeroacoustic simulations. In fact, setting up such a coupling is far from
trivial, as it requires two numerical methods using completely different formalisms to
communicate in space and time. Moreover, the benefit of such a hybrid approach is still
open to debate. This, therefore, presents an interesting opportunity to explore to what
extent the lattice Boltzmann and Navier-Stokes methods can be complementary.

Objectives of the PhD

In light of the above discussion, the present PhD aims to contribute to a better
understanding of the respective strengths and weaknesses of the lattice Boltzmann and
Navier-Stokes methods. To that end, two different strategies are explored.

o The main objective of this thesis is to explore the potential offered by a hybrid
numerical approach that combines the Navier-Stokes and lattice Boltzmann methods.
To achieve this, it is essential to set up a theoretical and numerical framework that
enables a seamless transition between these two methods, which describe the flow
in different ways. Additionally, in order to allow the simulation of unsteady flows of
practical interest, the coupling of time schemes as well as the coupling of different
mesh topologies has also to be analysed. Finally, the accuracy and cost of this new
approach compared to full Navier-Stokes and full lattice Boltzmann computations
must also be considered.

o The second objective of this thesis is closely linked to the first one and involves per-
forming a comprehensive and up-to-date comparison between the lattice Boltzmann
and Navier-Stokes methods. The aim is to establish a solid basis for comparing
numerical methods by questioning specific claims that have been accepted as true
about the LBM since its inception. Furthermore, this study will be useful in
developing a hybrid lattice Boltzmann-Navier-Stokes method by providing elements
for deciding on the splitting of computational domains into lattice Boltzmann and
Navier-Stokes zones based on the strengths and weaknesses of each method.

All numerical developments are carried out within ONERA’s Cassiopee/Fast CFD
research environment. This includes a pre-, co- and post-processing tool for CFD in
addition to a suite of flow solvers optimised for High-Performance Computing (HPC).
It is worth mentioning that, at the start of this PhD, the LBM solver was in a very
early stage of development. As a result, a significant portion of the research conducted
during this thesis was also focused on enhancing and extending the LBM module of
ONERA’s Fast CFD environment. This involved implementing various physical models
and functionalities, as well as optimising and validating the code.
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CHAPTER 1. INTRODUCTION

Outline of the manuscript

The present manuscript is divided into two main parts. The first part is dedicated to
the introduction, analysis and comparison of the Navier-Stokes and lattice Boltzmann
methods, which are commonly used to perform aerodynamic and aeroacoustic simulations
and spans from Chapters 2 to 4. The second part, which includes Chapters 5 and 6,
is devoted to the design, study and extension of an original hybrid lattice Boltzmann -
Navier-Stokes method. In more detail, the manuscript is organised as follows:

o Chapter 1 corresponds to the present introduction, which sets out the background
for this study and its main objectives.

— Part I Numerical simulation for aerodynamics and aeroacoustics.

o Chapter 2 is dedicated to the introduction of the finite-volume Navier-Stokes
method that will be used throughout this work. The basic Navier-Stokes equa-
tions governing fluid flows are recalled as a starting point, and their space and
time discretisation are then presented. Instead of reviewing all possible schemes
that can be used, a particular focus is made on selected numerical schemes that
will serve as the basis for all subsequent analyses and developments.

o Chapter 3 introduces the lattice Boltzmann method by deriving it from the
Boltzmann equation, which describes the dynamical evolution of gases at a
mesoscopic scale. This chapter extensively discusses the specific discretisation
of the microscopic velocity, time and space variables. This will lead to the
definition of the lattice of discrete velocities and of the “stream and collide”
scheme. Throughout the chapter, a constant link is drawn with the Navier-
Stokes methods, highlighting the specific features and limitations of the LBM.

o Chapter 4 is devoted to a comprehensive comparison between the lattice
Boltzmann and Navier-Stokes methods. The main objectives of this chapter are
to provide an unbiased evaluation of both methods, highlighting their strengths
and weaknesses, and to offer guidance on selecting the best numerical method
based on the specific application and accuracy requirements. This Chapter
represents the first original contribution of this PhD.

— Part IT A hybrid lattice Boltzmann - Navier-Stokes methodology.

o Chapter 5 describes in detail the development of a novel hybrid lattice Boltz-
mann - Navier-Stokes method for unsteady aerodynamic and aeroacoustic com-
putations. This approach leverages each method’s strengths by using the Navier-
Stokes method in the near-wall region and the lattice Boltzmann method else-
where. The validation test cases demonstrate that the proposed hybrid method
provides accurate flow solutions while reducing the cost of direct noise computa-
tions. This Chapter is the second original contribution of this PhD.

8
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o Chapter 6 addresses one of the limitations of the hybrid lattice Boltzmann -
Navier-Stokes method introduced in Chapter 5. This limitation pertains to the
grid generation process, which can be time-consuming when combining curvilinear
and Cartesian grids. To solve this issue, an overset grids approach is proposed,
which allows for a more flexible meshing of complex shapes and multiple bodies.
The chapter explains how the original hybrid LB - NS method is adapted to
handle grids with varying topologies on each side of the coupling interface.
Extensive analysis of interpolation schemes and numerical tests demonstrate
that this updated LB - NS coupling strategy maintains accuracy and robustness.
This constitutes the third contribution of this PhD.

o Chapter 7 concludes the manuscript by summarising all the research conducted
during this PhD and suggesting future research perspectives.

Figure 1.4 provides a graphical overview of the outline of the present manuscript. It
should be mentioned that although the chapters follow a logical progression, they are
written to be mostly self-contained and thus can be read independently from each other.
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Figure 1.4 — Graphical overview of the outline of the present manuscript.
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CHAPTER

The finite-volume
Navier-Stokes method

This Chapter is devoted to the presentation of the finite-volume Navier-Stokes
method, with a specific focus on the space and time schemes used throughout
this manuscript. As a starting point, the basic equations governing fluid flows,
known as the Navier-Stokes equations, are introduced. These equations express
the principles of conservation of mass, momentum, and energy of the fluid at a
macroscopic level. Therefore, they are the foundation of the so-called “Navier-
Stokes methods” in CFD. The space and time continuous Navier-Stokes equations
are then discretised using a cell-centered structured finite-volume method. This
method involves computing the balance between convective and viscous flures
that cross the faces of each cell in the mesh. Specifically, two schemes for the
discretisation of the convective fluzes are introduced: a modified AUSM+(P)
scheme and its hybrid centered/decentered version. The aim of this hybrid scheme
is to minimise the numerical dissipation so that high-fidelity flow simulations can
be achieved with limited computational overhead. In addition, since this work
targets unsteady flow simulations, great care must be taken when discretising
the Navier-Stokes equations over time. Therefore, the time integration of the
finite-volume fluzes balance equations is described in detail. Two different time
integration schemes are introduced: an explicit Runge-Kutta scheme and an
implicit Gear scheme, each useful for different purposes. Finally, the imposition
of boundary conditions is briefly discussed, and the solid wall and far field
boundary conditions employed for all subsequent computations are presented.
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2.1. The system of Navier-Stokes equations

2.1 The system of Navier-Stokes equations

As its name suggests, the finite volume Navier-Stokes method is largely based on
the Navier-Stokes equations, which describe the dynamical evolution of fluids on a
macroscopic scale. Hence, before anything else, this section aims to recall the formulation
of the Navier-Stokes equations along with related concepts of thermodynamics, equations
of state and constitutive equations. This section is necessarily somewhat brief, and for a
more extensive introduction to the underlying equations of fluid dynamics, readers are
referred to classical textbooks [49, 50, 51].

The continuum approach. Fluid flows can be described using two main approaches.
The first approach focuses on the motion of each particle that makes up the fluid,
providing a microscopic scale description of the fluid’s evolution. However, such a
detailed description is unnecessary for most practical applications. For instance, in the
context of aerodynamics and aeroacoustics, the focus is on large-scale flow variations
compared to the size of the particles. This leads to the second approach, which studies
fluid dynamics at the macroscopic scale. This approach, also known as the continuum
approach, assumes that the fluid is continuously distributed in space and ignores the
discrete molecular structure of matter. At this scale, fluid flows are studied through
a finite set of flow field functions, such as density, velocity, pressure and temperature,
defined at every point in space. The underlying microscopic scale phenomena are thus
modelled as diffusivity, viscosity and heat conduction coefficients. It is at this last scale
that the Navier-Stokes equations are derived and that the finite-volume Navier-Stokes
method applies. However, the Navier-Stokes equations can also be recovered, under
certain assumptions, from a mesoscopic (or statistical) description of fluids upon which
the lattice Boltzmann method is based. This topic will be covered in detail in Chapter 3.

2.1.1 Fundamental conservation laws

The equations governing the dynamics and thermodynamics of a compressible, vis-
cous, heat-conducting fluid are the so-called Navier-Stokes equations, which express the
conservation of mass, momentum and energy'. These can be written as follows, using
Einstein’s summation convention:

((Op  Opua 0
ot or,
Opus — O(pugup + pdap)  OTap
_ = =1,2 1.
5t 5, 5oy = O a=123 (2.1.1)
OpE  OpEug Opug 0Oqs  OTysu,
_ -0
875 * 81’5 * (9955 +a$g 8x5

\

IThe Navier-Stokes equations were originally defined as the equations for the conservation of mass
and momentum. This is why some authors suggest calling Eq. (2.1.1) the Navier-Stokes-Fourier system
since an additional energy equation is taken into account. However, for the sake of simplicity, the set of
equations (2.1.1) will hereafter be referred to as the Navier-Stokes equations. The energy equation is
therefore assumed to be included implicitly.
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CHAPTER 2. THE FINITE-VOLUME NAVIER-STOKES METHOD

In the preceding system of equations, ¢ is the time and z, with « € {1, 2, 3} is a Cartesian
coordinate system; p is the density, w; the velocity vector components, p the pressure, dqp
the Kronecker delta and 7,45 the viscous stress tensor. In the total energy conservation
equation, £ = e + %uaua represents the specific total energy which is defined as the sum
of the specific internal energy e and the specific kinetic energy, and ¢, is the heat flux.

The Navier-Stokes equations consist of 5 equations with 16 unknowns in total:

o 7 primitive variables: density p, the three components of the velocity vector
u = (uq, ug, ug), pressure p, temperature 7" and internal energy e;

e 9 flux variables: the six components of the symmetric viscous stress tensor 7,z
(o, 5 =1,2,3), and the three components of the heat flux vector g = (q1, g2, 3)-

Hence, in its current state, the system given by Eq. (2.1.1) is open as there are more
unknowns than equations. Therefore, additional constraints should be provided in order
to close the system; these are called closure relations.

2.1.2 Thermodynamic closure

Among the seven primitive variable unknowns, there are four thermodynamic variables:
density p, pressure p, temperature 7" and internal energy e. A linkage between these four
variables can be obtained by applying a so-called thermodynamic closure.

As per the state principle of equilibrium thermodynamics [52], there are at most two
independent state variables on which all the other thermodynamic variables depend. In
most cases, the empirical caloric and thermal equations of state [53] are used to establish
the thermodynamic closure. These equations express both pressure p and internal energy
e as functions of density p and temperature 7'

p=pp,T), and e=e(p,T). (2.1.2)

For aerodynamic and aeroacoustic problems, it is generally reasonable to assume that air
behaves as a calorically perfect gas. Therefore, pressure is given by the perfect gas law:

p=pr 0 (2.1.3)

where 7, = R/M is a gas-dependent constant expressed as the ratio of the universal gas
constant R = 8.314 J/K/mol to the molecular weight M of the corresponding gas. In
addition, the internal energy reads as:

e=e(T)=¢T (2.1.4)

where ¢, = r,/(7 — 1) is the specific heat at constant volume, and v = ¢,/c, = 1.4 is the
ratio of specific heat at constant pressure and constant volume. Finally, by combining
Egs. (2.1.3) and (2.1.4), on gets:

(v—1e

- (2.1.5)

p=(y—1)pe, and T=
Thanks to the thermodynamic closure, the number of unknown primitive variables is
now down to five. The last step towards the full closure of the Navier-Stokes equations
consists in expressing the viscous stress tensor 7,4 and the heat flux vector g, as functions
of the primitive variables. These relations are known as constitutive laws.
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2.1. The system of Navier-Stokes equations

2.1.3 Constitutive laws

A constitutive law is a mathematical equation or inequality used to model the
response of a fluid to thermo-mechanical stresses on the continuum scale [50]. The
simplest constitutive laws for fluids are obtained by imposing both the viscous stress
tensor 7,5 and the heat flux vector g, to be zero:

Top =0, and ¢, =0. (2.1.6)

By doing so, the system of Navier-Stokes equations is closed and degenerates to the
Euler system of equations for inviscid fluid flows. Although the resulting set of equations
can be used to predict the pressure field and compressibility phenomena such as shock
waves in a satisfactory manner, it falls short in modelling boundary layers. Thus, more
elaborate constitutive laws have to be considered.

Mechanical constitutive law. The mechanical behaviour of the fluid is modelled
by the viscous stress tensor. In the continuum approach, it has been observed that the
stresses in air are linearly dependent on the rates of strain (deformation) of the fluid.
This type of fluid corresponds to a Newtonian fluid. Under this assumption, it is possible
to demonstrate that the most generic tensor of rank two satisfying these two arguments

is represented by: 5 ) 5

U; Uj U~

af — >\_5a 2]_
=i (G + 5 ) AT (2.17)

where p and A are two viscosity coefficients. By further assuming Stokes’ hypothesis as
valid (i.e. 3\ + 21 = 0), the viscous stress tensor finally reads as:

[ Ouq | Oug  20u,
Tag = U (axg + 6% 3 8%5‘%) (2‘1.8)

where p is the dynamic viscosity of the fluid, which can be linked to temperature using

Sutherland’s law: 3o
T Ty + C
= — — 2.1.9
= (7)o (219
where o = 1.715x 1075 kg/m /s, Ty = 273.16 K, and C = 110.4 K, providing an accurate
approximation of viscosity over a wide temperature range from 170 K to 1,500 K.

Thermal constitutive law. The thermal behaviour of the fluid is determined through
the modelling of the flux density vector q. In the context of aerodynamic and aeroacoustic
applications, it is sufficient to consider only conductive heat transfer. Knowing that
heat transfer takes place in the opposite direction to the temperature gradient (from the
warmest to the coldest areas), the heat flux vector is given by Fourier’s law:

oT
0z,

Qo = —K (2.1.10)

where £ is a scalar quantity called the thermal (or heat) conductivity, which is positive
so as to ensure the second principle of thermodynamics. By assuming a constant Prandtl
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number Pr (Pr = 0.71 for air), the heat conductivity can be expressed as:

e
K = P

= 2.1.11
Pr (2.1.11)

where ¢, is the specific heat at constant pressure and p is the viscosity given by Eq.
(2.1.9). As such, heat conductivity is only a function of temperature.

2.1.4 Complete system of the Navier-Stokes equations

Finally, by collecting all the equations above, a closed version of the Navier-Stokes
equations is obtained that can be written in a compact vector form, or “flux form”:
0Q
E—I—V-FC(Q)—V-FU(Q) =0, (2.1.12)
where F. and F, are the tensors of the convective and viscous fluxes, respectively. V is
the usual divergence operator and Q is the vector of the conservative variables. According
to the system of Eqgs. (2.1.1), one has:

p pug 0
Pl puitg + poig T8
Q= | puz |, Fe,(Q) = | pugus +pdas |, Foy(Q) = T23 - (2.1.13)
pu3 puzug + pdzp T3
pE (PE + p)ug Tafla — 43

It can be seen that the compressible Navier-Stokes equations are a set of non-linear
partial differential equations of the first order in time and the second order in space.
Moreover, in Equation (2.1.12), the first row corresponds to the continuity equation,
the second, third, and fourth rows are the momentum equations, while the fifth row
represents the energy equation.

This last equation serves as the starting point for the space and time discretisation
of the Navier—Stokes equations, leading eventually to the finite-volume Navier-Stokes
method. The method of lines is employed for the discretisation procedure which involves
two different discretisation techniques for the space and time variables. As such, Section
2.2 will first cover the space discretisation through the finite-volume method. The
resulting semi-discrete equation is then further discretised in time in Section 2.3, and
boundary conditions will be briefly mentioned in Section 2.4.

2.2 The finite volume method

The most common approach to numerically solve the Navier-Stokes equations (2.1.12),
and any other conservation equations, is to use the finite-volume method. This method
is also retained in this work. Conservation laws state that the instantaneous variation of
a quantity ¢ in a domain is equal to the difference between the fluxes at the interfaces of
the same domain. In fact, the finite-volume method aims to replicate this conservation
principle on elementary control volumes, which are essentially the cells of the mesh when

18



2.2. The finite volume method

adopting a cell-centered formalism. The application of the finite-volume method then
amounts to a simple flux balance for each cell of the mesh, where the outgoing flux from
a cell is equal to the incoming flux in the adjacent cell. This last property ensures that
the finite-volume method is inherently conservative, making it the preferred method for
aerodynamic simulations, particularly when dealing with discontinuities such as shock
waves. Another advantage of the finite-volume method is its ability to handle complex
geometries through the use of structured or unstructured meshes.

In the upcoming Sections, the basics of the finite-volume method will be recalled and
the different numerical fluxes that will be used to approximate the exact convective and
diffusive fluxes of Eq. (2.1.13) are introduced.

2.2.1 Basics of the finite volume method

The finite-volume method is readily obtained from Eq. (2.1.12). To that end, consider
a domain D defined in a three-dimensional space with a Cartesian coordinate system
(es, ey, e;). In the remainder of this manuscript, only structured meshes composed of
hexahedral meshes will be considered to discretise the Navier-Stokes equations. Therefore,
the domain D is divided into elementary hexahedral cells €2;;;, defined by 6 faces I';ji;
with surface area |I';;| and normal vector n;jx,, as illustrated by Figure 2.1.

1/1/:/ k,4

<=|-

ijk,5

Figure 2.1 — Hexahedral computation cell €2;;,. The cell consists of 6 faces, denoted by
ik, and each face is associated with a unit normal vector n;j;;;. It should be noted
that, for clarity, only three faces are shown explicitly in the figure.

By integrating the complete set of Navier-Stokes equations (2.1.12) on each elementary
control volume 2,5, one obtains:

/// dQ+// V-F.(Q) dQ — // V-F,(Q) dQ = 0. (2.2.1)

The divergence theorem can then be applied to the equation above, leading to:

/// ) d9+3§é_

ijk

F.(Q) ndl — 9% F,(Q) -ndl =0, (2.2.2)

zg ijk
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In the following, the elementary control volume €2;;, are assumed to be invariant over
time?. Hence, the time derivative-operator and of the volume integral in the first term of
Eq. (2.2.2) can be permuted:

///g Lot %//Qijk Q(=,?) d, (2.2.3)

One of the fundamental assumptions of the finite-volume method is that the unknown
of the problem is the mean value of the vector of conservative variables in each cell:

Qijr = Ingkl// WQ (z,1) (2.2.4)

where [Q;;;| corresponds to the volume of €;;,. This leads to a piece-wise constant
approximation of Q inside the cells. Following the same idea, it is assumed that the
convective and viscous fluxes are constant on each face I';j;; of the control volumes. This
allows the surface integrals in Eq. (2.2.2) to be evaluated as discrete sums over the faces
of each hexahedral elementary control volume:

ﬁg F.(Q) ndl = Z|F,Jkl|[F n] , (2.2.5)

ijk 'L]k,l

#F F,(Q)-ndl = Z|F,Jkl|[F n} , (2.2.6)

ijk 1jk,l

where |I';j| is the surface area of face I';j;,.

Finally, by combining the results of Eqs. (2.2.3), (2.2.4), (2.2.5) and (2.2.6), the
semi-discrete structured finite-volume method applied to the Navier-Stokes equations
(2.1.12) reads as:

dQujn L 6 -
dtj ‘Q”k’ (Z Tijral [F Il] - lzz; Tijk 1] [FU . n} FiﬂJ) = 0. (2.2.7)

Fluxes balance or residual R(Q)

Tijr,

For the sake of clarity, the cell indexes ik, and the overbar will be omitted from now on.

In the finite-volume method, the main challenge is to accurately estimate the fluxes on
the faces of every control volume of the mesh [55]. This is because the only data available
in this approach are the cell-averaged values of the vector of conservative variables Q.
Therefore, one has to introduce so-called numerical fluxes, which are approximations
of the exact fluxes. These numerical fluxes depend not only on the numerical solution
of the cell being considered but also on the numerical solutions of neighbouring cells.
In this context, the set cells used to estimate the numerical fluxes is referred to as the
stencil. The following sections introduce the different numerical fluxes used in this work
to evaluate the convective and viscous fluxes.

2The derivation of the finite-volume method in the general case of moving (i.e. time-dependent)
control volumes can be found in the work of Alferez [54].
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2.2.2 Geometrical quantities of a control volume

Before delving into the actual discretisation of the convective and viscous fluxes, the
computation of the geometrical quantities related to a cell Q is briefly discussed. As
shown by Eq. (2.2.7), in order to apply the finite-volume method, some geometrical
quantities related to the cells of the mesh have to be known. These quantities include
the volume of the cell ||, and the unit normal vector n; (defined as outward facing) and
the area |I';| of each face I';. All these geometric quantities are called the metrics of the
control volume. Although the computation of the metrics is based on basic geometric
relations which can be easily found in literature [56, 57], it is still worth recalling them
here. This is because the lattice Boltzmann method does not require any metrics to be
computed, as will be seen in Chapter 3. This feature largely contributes to its efficient
implementation, and this specific point will be further discussed in Chapter 4.

Area and unit normal vector of a face. In the three-dimensional case, the calculation
of face vectors poses some problems as, in general, the four vertexes of the face of a control
volume may not lie in a plane. Thus, the normal vector is no longer constant on the face.
To overcome this difficulty, one approach is to com-
pute an averaged normal vector by splitting a face A
into two (or more) triangles [58] (see Figure 2.2).
Indeed, it was shown in [58] that for reasonably
smooth grids, using only an averaged normal vector
does not significantly affect the overall accuracy of
the finite-volume method.

Following this idea, the surface vector of face [
is given by:

S: = Sapc + Sacp
(2.2.8) Figure 2.2 - Face of a control vol-

1
=35 (AB x AC + AD x AC) ume with varying normal vector.

Then, using the fact that S; = n|I';| the unit normal vector and area of face [ are directly
obtained through:

Si
= — h Iy =4/S? +S? +52.. 2.2.9
1y |Fl| where | l| \/ l,x + Ly + l,z ( )

Volume of a cell. Knowing the average surface vector S; on each of the faces of a given
cell, its total volume of a cell can be computed using the divergence theorem. Indeed,
the latter relates the volume integral of the divergence of some vector quantity to its
surface integral. Therefore, by applying the divergence theorem to the coordinate vector,

one gets:
/Q div(z) = ?gg(w ‘n)ds (2.2.10)

The left-hand side of Eq. (2.2.10) can be evaluated in straightforward manner:

. B or Oy Oz B
/lev(:v) = /Q <% + By + £> dQ = 30, (2.2.11)
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and the right-hand side of Eq. (2.2.10) can be further simplified using the average surface
vector S;:

=6 =6
% ($ : n)dS =~ Za:myl . l’ll|Fl| = Za)m?l . Sl, (2212)
o9 =1 =1

where x,,; is the midpoint of face [. Finally, by combining all these results, the volume
of cell €2 is given by:

=6
1
Q= =N 2., S, .. 2.2.13
12 3 ?:193 1 Smy ( )

For further details regarding the computation of the metrics, refer to [58].

2.2.3 Discretisation of the convective fluxes

The accuracy of unsteady high-fidelity simulations, such as DNS or LES, depends
mainly on the discretisation of convective fluxes. The corresponding numerical scheme
should be able to capture turbulent structures with characteristic sizes of just a few cells
while demonstrating robustness in the numerical treatment of the non-linear advection
term of the Navier-Stokes equations. For this study, only second-order schematics have
been used. Indeed, implementing high-order schemes in the finite-volume framework is
challenging and often comes at a high numerical cost, making it unappealing. Studies
have shown that for practical purposes, it is more efficient to employ second-order schemes
using denser meshes than higher-order schemes on coarser meshes [59, 60]. Nevertheless,
special efforts have been taken to minimise the intrinsic dissipation and computational
cost of the second-order schemes used for the present work. Notably, the schemes that
will be introduced in the following sections have been extensively used and validated for
both academic and industrial unsteady flow simulations such as transitional separation
bubbles [61], airfoils in near stall configurations [62, 63] and laminar transonic buffet [64].

2.2.3.1 Reconstruction of the left and right state

As shown by Eq. (2.2.7), the convective fluxes have to be computed at the faces of
a cell. However, the vector of conservative variables Q is only evaluated at the center
of each cell of the mesh. To alleviate this issue, the choice has been made to compute
the fluxes on each face [ from flow quantities that are interpolated on the left and on
the right side of the cell face. This corresponds to the so-called MUSCL (Monotonic
Upstream Schemes for Conservation Laws) approach introduced by Van Leer [65].

The left (L) and right (R) state of any given flow variable ¢ is given by:

Oriae = Gi + [% (Qiv1 — ¢i) + % (¢i — ¢i—1):| ;
1 ) (2.2.14)
Giry2 = Pir1 — {5 (Pit1 — &) + 6 (Pite — ¢i+1):| ;

which leads to a third-order accurate interpolation within each cell.

It is worth noting that the MUSCL interpolation technique can also be supplemented
by a limiter function (or slope limiter) if the flow contains strong gradients. However,
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in the present case, no slope limiter is used in order to reduce as much as possible the
numerical dissipation of the scheme. This choice does not raise any particular robustness
issues as all the flows considered in this study are only weakly compressible and do not
contain any shocks.

2.2.3.2 Simplified AUSM+(P) scheme

In Chapter 3, it will be shown that the standard lattice Boltzmann is restricted to the
simulation of weakly compressible flows, which are characterised by low Mach numbers
(typically Ma < 0.3). As a result, it is recommended to use a discretisation scheme for
the convective fluxes in the finite-volume Navier-Stokes method that is adapted to these
flows in terms of both accuracy and robustness.

The first scheme that will be employed in this work is based on a simplification of the
AUSM (Advection Upstream Splitting Method) formulation. The AUSM scheme, initially
introduced by Liou and Steffen in 1993 [66], belongs to the Flux Vector Splitting (FVS)
family of schemes and decomposes the convective flux vector into a purely convective
part and a pressure-related contribution. Hence, for any face [ of a cell:

F.(Q)-n] L= ET e P (2.2.15)

convective part  pressure contribution

Following this basic idea, Edwards & Liou [67] introduced in 1998 the AUSM+(P) scheme
as an improvement to the initial AUSM scheme. Their goal was to enhance the coupling
between the velocity and pressure solutions while ensuring good accuracy over a wide
range of Mach numbers. This scheme was then taken up by Mary [68], who carried out a
rigorous analysis of it and introduced substantial changes to enhance its accuracy and
reduce its associated computational cost. By discarding the shock-capturing part, the
convective part of Eq. (2.2.15) is then approximated as:

1 1
F?OHV = §Ul [UZL + UlR} - §|Udzs| [UlL - UIR] (2216)

where U} and UP denote the left and right third-order MUSCL interpolated states
of face [, as introduced in Section 2.2.3.1. The state vector U is defined as U =
(p, pug, puy, pu, pE + p)t. Tt should be noted that the first term on the right-hand
side of Eq. (2.2.16) is not a simple average of the left and right states but rather a
velocity-weighted average. In fact, the interface fluid velocity U is given by the projection
of the velocity onto the normal to the interface [ to which a pressure stabilisation term
[69] is added for low Mach number flow conditions:

1
U = g (u” +u) — (" - ph). (2.2.17)

The second term on the right-hand side of Eq. (2.2.16) is an artificial dissipation term
acting on the velocity components, whose magnitude is controlled by |Ugs|. Actually,
|Ugis| has the units of a velocity and is given by:

Uagis = max(|Uy], ¢1). (2.2.18)
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Both ¢; and ¢, appearing in Eqgs. (2.2.23) and (2.2.18) are constant parameters chosen
as small as possible to minimise the numerical dissipation, but they cannot be set to zero
as this would lead to an unstable scheme. Optimal values for these two constants were
derived in [68]:

0.04
Pref Uref 7
where pof and u.s are constants representing a characteristic density and velocity of the
flow studied. For example, for boundary layer computations, these values are measured
outside the boundary layer. Finally, the pressure contribution in Eq. (2.2.16) reads as:

g~ 0.04ue ; Co=

(2.2.19)

0
1 n;-e;
P =3 " +p"] | ni-ey (2.2.20)
n -e;
0

where p” and pft are the left and right values of the pressure for face [ obtained by the
third-order MUSCL interpolation (see Section 2.2.3.1).

Without a loss in comprehension or generality, this scheme will henceforth be referred
to as “AUSM?”. Chapter 4 will provide some insight into its numerical properties and assess
its ability to perform high-fidelity aerodynamic and aeroacoustic simulations. Moreover,
the AUSM scheme serves as the basis for the design of a hybrid centered/decentered
scheme with minimal numerical dissipation, which is introduced below.

2.2.3.3 Hybrid centered/decentered “Sensor” scheme

When targeting high-fidelity DNS or LES computations, it is of utmost importance to
limit the numerical dissipation of the schemes to the smallest extent possible. Therefore,
in the case of the AUSM scheme previously defined, it is necessary to control the artificial
dissipation terms appearing in the convective part of the flux vector (Eq. (2.2.16)). The
most straightforward approach would be to eliminate all the artificial dissipation terms
by setting Ugs = 0, resulting in a centered scheme. However, centered schemes are prone
to generating non-physical odd/even oscillations in the flow solution. These oscillations
can severely reduce the accuracy of the scheme and even cause severe instabilities that
could jeopardise the entire computation. As such, it is crucial to find a balance between
limiting numerical dissipation and avoiding the generation of parasitic oscillations.

In order to minimise the numerical dissipation of the AUSM scheme while maintaining
its good robustness properties, Mary & Sagaut [62] suggested the introduction of a binary
wiggle sensor, denoted by ®, inspired by the modification of the Jameson scheme of
Ducros et al. [70]. The convective part of the AUSM scheme then becomes:

U, + Ug Ur —Ug
2 2 '

J/

Ffonv = Ul — ’Udis| X (I)l X (2221)

Vv
artificial dissipation

where ®; is the value of the wiggle sensor at face [, and the pressure contribution of
Eq. (2.2.15) remains unaltered. To compute ®, the regularity of the primitive variables
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Y = (p, Uy, uy, u,, T)" is evaluated at each time step in all three directions 4, j and k of
the corresponding structured block. For instance, considering direction ¢ and interface
l=1+ %, ®, is determined as follows:

FORED I (Vira = tiv1) (ip1 — i) <0
v 1 otherwise
Lif Ay, + A1 <0 (2.2.22)

me = . Y
0 otherwise

for m € [1;5]

= g o)

Put simply, when at least one of the primitive variables exhibits spurious odd/even
oscillations, ®; is set to 1. This activates the artificial dissipation term in Eq. (2.2.21),
and the original AUSM scheme is restored. However, if no oscillations are detected, ®; is
set to 0, the artificial dissipation term is removed, and the numerical dissipation of the
scheme is reduced. Figure 2.3 illustrates the principle of the wiggle sensor and provides a
graphical interpretation of Eq. (2.2.22). Two cases are shown: one (a) where the solution
exhibits non-physical oscillations and one (b) where a smooth solution is obtained.

Wiggle sensor & = 1 Wiggle sensor & = 0
$i—1 bi
Pit1 i Pit1

. Pi .
¢272 ¢¢+2 Pi—2 ¢i+2

& L 4 & s g > @ & L @ & >
i—2 . i—1 i i+l 4 42 | i—2 i1 i i+l 1 2 )
(a) Dissipation terms activated (b) Dissipation terms deactivated

Figure 2.3 — Principle of the wiggle sensor ®. Two cases are displayed: one (a) where
the solution exhibits non-physical oscillations, resulting in ® = 1 and one (b) where a
smooth solution is obtained, leading to ® = 0.

It is important to note that in the hybrid centered/decentered formulation of Mary
& Sagaut [62], the interface fluid velocity U; defined in Eq. (2.2.23) still introduces some
numerical dissipation on the pressure field (second term of Eq. (2.2.23)), and this even if
all the primitive variables are regular (& = 0). In order to further reduce the numerical
dissipation, Laurent [71] proposed a variant of the scheme in her thesis, where the scheme
degenerates correctly to a purely centred scheme for smooth solutions. To achieve this,
the interface fluid velocity U; was redefined as:

1
UP = S (u” +u”) — e (p" = p") x @, (2.2.23)

This new definition of U; has proved to be much better suited to unsteady flow computa-
tions and will, therefore, be retained hereafter.
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This hybrid centered/decentered version of the AUSM+(P) scheme will henceforth
be referred to as the “Sensor” scheme. Also, Chapter 4 will compare the AUSM and
Sensor scheme on some canonical test cases representative of LES requirements so as to
clearly highlight the benefit of using the latter for unsteady high-fidelity flow simulations.
Besides, all the hybrid lattice Boltzmann - Navier-Stokes computations in Chapters 5
and 6 will only be carried out using the present Sensor scheme.

2.2.4 Discretisation of the viscous fluxes

Having seen how the convective fluxes are discretised, the numerical treatment of
the viscous fluxes is now described. As per Eq. (2.1.13), the evaluation of the viscous
fluxes requires the knowledge of the values of the velocity components (u, u,, u.), the
dynamic viscosity u, the heat conduction coefficient s at the cell faces. Since viscous
fluxes are naturally dissipative, they can be discretised using a classical second-order
accurate centred scheme without too many concerns about robustness. Therefore, for
any of the above flow variables ¢, the values at face i + % and ¢ — % of an elementary cell
are simply obtained through:

(Pic1 + &) (2.2.24)

DN | —

1
¢i+ = 5 <¢l + ¢i+1) y and ¢17% =

1
2
The remaining task is the computation of the first-order derivatives (or gradients)
of the velocity and temperature fields, which are also required for the evaluation of
the diffusive fluxes (see Eq. (2.1.13)). This work adopts the approach proposed by
Chakravarthy [72], whereby the Green-Ostrogradski formula is used to determine the
gradients on the faces of each cell, based on their average value over a given control
volume €Q,:
[3J0) 1 )0,

~
~

dQ
aﬂfi |Q,,| Qe 8@

(2.2.25)

1 1 <
=1 oo, ¢-n; dI' = o ; T iln - mig
To put it simply, the first derivative of a variable, denoted by ¢, can be linked to its
surface integral over a specific control volume. Indeed, in the equation given above, n;;
refers to the i-component of the normal to the [ face of Q,, |I',,| is the area of face [
of Q,, and ¢; represents the value of variable ¢ at the center of that same face. The
question now arises as to which control volume to choose. In practice, as gradients need
to be known at the cell interfaces, it is advisable to define a control volume 2, that
straddles the mesh cells [73, 74], as illustrated in Figure 2.4. Although this incurs a slight
computational overhead since the metrics of the alternative control volumes €2, have to
be computed and stored, it allows for a robust and accurate calculation of gradients with
a relatively compact stencil (see Figure 2.4).

Before closing this section dedicated to the discretisation of the convective and diffusive
fluxes of the Navier-Stokes equations, it is proposed to illustrate the corresponding three-
dimensional stencils. First, Figure 2.5 displays the stencils for three different faces (one

26



2.3. Temporal discretisation

[C] Mesh cell control volume Q,, control volume Gradient computation stencil
Gradient evaluation point Cell centered value Averaged value Averaging
J+1 J+1 J+1
J ; E- J 1 J B
7—1 1 j-1 ] 7—1 ’
i—1 3 i+1 i—1 3 i+1 i—1 % i+1

(a) (b) (c)

Figure 2.4 — Computation procedure for a gradient evaluated at an interface [ =7 + %
(a) First, an alternative control volume €2, centered at the face of interest (here [ =i+ 3)
is defined. (b) Then the variable ® has to be evaluated at the center of each face [ of
2,. (c) This can be done either directly when the center coincides with a computed
cell-center, or by averaging the values of neighbouring cells.

in each direction) of a control volume 2. Then, by combining each subplot of Figure 2.5
and adding the contribution of the three other faces, the global stencil shown in Figure
2.6 is obtained. As a result, it can be seen that the total flux balance for a single cell of
the mesh involves a total of 25 cells.

2.3 Temporal discretisation

The space discretisation of the Navier-Stokes equations (2.1.12) through the finite-
volume method results in the following semi-discrete system of ordinary differential
equations:

aQ 1 (< :
= T, [F_Cn} — T, [F_vn]
dt |2k (; T Cijk,i ; i ijh,i

where the flux balance vector, also known as the residual, R has been introduced. It
gathers the contributions of the numerical space-discrete fluxes introduced in the previous
section. As such, R is a non-linear function of the conservative variables Q and can be
explicitly computed, although its analytical expression may be complex. A numerical
time integration method can now be applied to solve the system of Eq. (2.3.1) in order
to obtain an (approximate) unsteady solution of the Navier-Stokes equations. Hence, this
section discusses the various time-stepping techniques that are used in the present work.

(2.3.1)

From now on, it is assumed that the system (2.3.1) is to be solved over a specific time
interval T'. This continuous time interval is therefore discretised into a finite number of
time instants ¢, separated by a constant time step At, such that ¢,, = nAt, with n € N.
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JT/ Q0 —_—
k

(a) Stencil for the computation of the (left) convective
and (right) viscous fluxes at face I'g.

/]

e [0

i |

(b) Stencil for the computation of the (left) convective
and (right) viscous fluxes at face I'y.
/]
JT/k Q|42 —
. Y
i r,

(c) Stencil for the computation of the (left) convective
and (right) viscous fluxes at face I's.

Figure 2.5 — Three-dimensional stencils for the (left) convective and (right) viscous
fluxes in the ¢, j and k directions. Figure adapted from [75].
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/]
L
Convective fluxes Viscous fluxes Global stencil

Figure 2.6 — Global three-dimensional stencil for the computation of the fluxes balance
for a single cell © (shown in red). Figure adapted from [75].

Successive estimates of the solution, denoted as Q", are then computed at these discrete
time instants. Figure 2.7 provides a visual representation of this discretisation process.

Q() Ql QQ anl Qn Qn+1
Time ¢

Figure 2.7 — Time discretisation process.

Most of the commonly used time-marching techniques in CFD fall under the category
of linear multistep methods. These methods rely on the information from the previous
K time steps to compute the next value of the flow solution. As a result, the value of
Q™! can be expressed as a linear combination of Q" and R(Q") [24]:

K 1
k=1-K k=1—-K

where the o’s and 3’s are independent of Q and n so as to ensure linearity. From this
equation, a distinction can be made between two major families of time integration
methods: implicit and explicit methods. For the latter, the coefficient 3; is necessarily
zero. This means that Q"*! is evaluated only from the solutions at previous time steps.
On the other hand, implicit methods require the evaluation of the residual at time ¢,, + 1,
which involves solving a system that is non-linear.

In what follows, two temporal integration schemes are described: an explicit low-
storage third-order Runge-Kutta scheme (which can be seen as a particular case of
explicit one-step methods, i.e. K =1 and ; = 0) and the implicit Gear scheme (which
is obtained by taking K = 2 and ; = 1). The details of these integration schemes are
given in the next two sections.
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2.3.1 Explicit third-order Runge-Kutta scheme

The basic idea behind the explicit Runge-Kutta schemes is to compute various
estimates of the solution, denoted by Q™™ for m € N, at different intermediate times
between t,, and t,,;. The solution at time #,,;, Q"™, is then obtained by taking a linear
combination of the solution at time ¢,, Q", and all the different intermediate estimates.
The number of intermediate values is more commonly referred to as the Runge-Kutta
stages and determines the order of accuracy of the method [57]. These methods lend
themselves well to the simulation of unsteady turbulent flows, as the order of accuracy of
the method can easily be increased by adding intermediate stages. In addition, they are
simple to implement and require a low memory cost compared to the implicit method
that will be described later in Section 2.3.2.

In this work, an explicit low-storage three-stage Runge Kutta scheme is considered [76].
The term “low storage” indicates that the scheme is designed to minimise memory usage
by ensuring that each new evaluation of the residual R and the intermediate solution
Q™™ overwrites the previous one. This makes it an attractive method, especially in the
context of high-fidelity flow simulations, as it offers a good tradeoff between accuracy
(the method is third-order accurate), computational cost and storage cost. Without any
loss of generality, this low-storage three-stage Runge Kutta method will be referred to as
the explicit RK3 method in the following. When applied to Eq. (2.3.1), the explicit RK3
method reads as:

Initialisation : Q™(© = Q~,
m=1-3: Qum — Quim-1 _ Atﬁmf{(m_l), (2.3.3)
Update: Q™' = Q»0O),

where At is the time step and R is given by:

R(O) _ R(Q"’(O))> (2.3.4)
RY = R(Q"®) +aR"" wherel e {1,2}.

Moreover, the values of the coefficients o and  are the same as the ones proposed by
Lowery and Reynolds [77]:

pro=1/2 _
By = 0.9106836 and {0‘1 0.6830127 (2.3.5)

By, = 0.3660254 oy =—4/3

The steps involved in Eq. (2.3.3) are summarised in Figure 2.8. Specifically, it shows
that the explicit RK3 scheme computes the solution at two intermediate times, different
from t, and t,,1. These are defined by t,, + coAt and ¢, + c3At where ¢ = 1/2 and
c3 = 0.7886751 as demonstrated in [78].

It should be mentioned that the present explicit RK3 scheme has been successfully
applied in the context of LES for various configurations such as a flat plate [79], a plane
channel flow [80], a cavity flow [81], the scattering of an acoustic wave in a turbulent
shear layer [82], and the flow past an airfoil [33].
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Qn,(O) Qn,,(l) Q71,7(2) Qn,,(B)

m =1

Figure 2.8 — Principle of the explicit RK3 method considered in this work.

Stability condition. As with all explicit methods, the explicit RK3 scheme introduced
above is conditionally stable. Consequently, the time step At cannot be arbitrarily chosen
and has to satisfy specific constraints to prevent instability. In fact, the time step At is
set as follows:

At = CFL x min (At¢, At"), (2.3.6)

where At® and At” are the convective and viscous time steps respectively, and CFL
denotes the Courant-Friedrich-Lewy number [84]. This criterion expresses the fact that
the time step has to be smaller than the time it takes for information to travel (either
through convection or diffusion) between two neighbouring cells of the mesh. The present
Runge-Kutta scheme has a theoretical stability limit of CFL < /3, but in practice, it is
recommended to take CFL < 1, especially when using the Sensor scheme.

The convective time step that appears in Eq. (2.3.6) is given by:

min(Ai, Aj, Ak)

At =
|’LL| + ¢

, (2.3.7)

where Ai, Aj, and Ak are the cell sizes in the 7, j, k directions of the computational
domain, |u| is the norm of velocity vector and ¢ is the speed of sound. On the other
hand, the viscous time step is defined as:

min (A Aj, Ak)?
2yp/Pr

with p the density, 7 the heat capacity ratio, p the viscosity and Pr the Prandtl number.
In practice, for low Mach number flows, the convective time step (Eq. (2.3.7)) is almost
always the most restrictive [85].

At =p (2.3.8)

Practiacal use of explicit time-stepping. As mentioned earlier, explicit time-
stepping methods are accurate and straightforward to implement, which makes them
suitable for unsteady high-fidelity simulations, especially in an HPC context (refer to [78]
for a more in-depth discussion on this point). However, one of the main drawbacks of
explicit methods is their stability constraint, which can be highly restrictive, especially for
configurations where the ratio between the largest and smallest mesh in the calculation
domain is large. This is particularly true when it comes to computing turbulent boundary
layers, as the first mesh point is placed very close to the wall. This stability constraint
may, therefore, require the use of a time step much smaller than the characteristic time
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scale of the physical phenomenon being simulated. For example, when computing the
transitional boundary layer past an airfoil, the explicit time step is dictated by the size
of the cells near the leading edge, where the boundary layer is laminar. As a result, the
time step used is often much smaller than necessary to accurately capture the physics
of the turbulent flow over the rest of the airfoil. To address this issue, explicit local
time-stepping techniques have been developed [78, 83]. These techniques allow for a
smaller time step to be used in regions where stability is a concern, while larger time steps
can be used in other areas of the simulation. However, these techniques are not considered
for the present study. Instead, an unconditionally stable implicit time-stepping scheme is
used when necessary. Nevertheless, for some applications where the CFL constraint is
not too restrictive, explicit time-stepping methods may still be very attractive compared
to implicit methods, particularly when the mesh is relatively regular.

2.3.2 Implicit Gear scheme

The implicit time-stepping scheme that is considered in this study is an implicit
multi-step method initially proposed by Gear [86]. This scheme relies on a backward
differentiation formula (BDF)?, which uses the flow solution at different previous time
steps to compute its updated value at time t,,1, denoted by Q™! [37]. This helps in
increasing the order of accuracy of the time-advance method. As such, the time derivative
that appears in the semi-discrete form of the Navier-Stokes equations is approximated
by means of a decentered finite-difference second-order scheme, and the implicitness is
introduced by evaluating the residual at time ¢,,.1. This leads to:

3 n+1 —4Q" n—1
Q 23 T _ R Q™). (2.3.9)

It can then be demonstrated that this method is second-order accurate in time [88] and
A-stable (i.e. unconditionally stable for the model equation du/dt = Au with A € C).
The A-stability property is one of the great advantages of Gear’s scheme, as it ensures
that the fully discrete is unconditionally stable as long as the spatial discretisation is
stable. In this way, the time step constraint (or CFL condition) of explicit schematics can
be lifted. However, it should be noted that as the CFL number increases, the numerical
dissipation of the scheme also increases. Therefore, when targeting high-fidelity DNS
computations, the time step has to be set so that the “convective” CFL number does not
exceed 2 or 3 [88]. Despite this, the second-order implicit Gear scheme is widely used
in the context of unsteady turbulent flow simulations such as DNS [61, 89, 90, 91] and
LES [62, 63, 64, 88, 92]. However, solving Eq. (2.3.9) is not a trivial task. Therefore,
the next few paragraphs aim to explain how this is done in practice.

Newton iterative process. It should be recalled that the unknown in Eq. (2.3.9) is
Q™. As such, the use of the implicit Gear time integration method leads to a nonlinear
fixed-point problem at each time step of the form:

3Qn+1 _ 4Qn + Qn—l
2At

3For this reason, the notation BDF2 may also be used hereafter to refer to Gear’s implicit scheme.

F(Q) =0 where F(Q")= +R(Q™).  (23.10)
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This nonlinear problem is then solved via a Newton-Raphson iterative procedure. The
main idea is to generate of a sequence of vectors (Q”’(m))m that converge towards Q"*1,
starting from Q™(® = Q". To compute each successive vector Q™™ Eq. (2.3.10) is
linearised around Q™™ leading to:

F (Qn7(m+1)) ~F (Q”v(m)) + (an(m'H) _ an(m)) il _
N = L 0Q | gnim)

(2.3.11)

By taking the limit F (Q"’(m“)) — 0 in the equation above, the overall Newton sub-
iteration process can be summarised as:

aQ]:' (Qn,(m)) AQn,m - _F (Qn,(m)) 7
(2.3.12)
Qn,(m—l—l) — Qn,(m) T AQn,m’

where convergence is achieved when AQ™™ = 0, resulting in Q™™+ = Q™) = Q"+1,
Yet, iterating until the Newton process fully converges can lead to prohibitive computation
times, especially as the process given by Eq. (2.3.12) is called up at each time step. To
reduce the computational effort, the choice was made to limit the number of internal
iterations so that the system is not solved to machine precision but to a reasonable level
of accuracy defined as:

17 (Q ) < eon || F (Q) (2:3.13)

HOO

where ||||  is the infinite norm and €copny is a real number fixed by the user. For practical
reasons, a maximum number of sub-iterations Nyewton iS set to avoid excessively long
computation times due to slow fine convergence. The order of magnitude of the residuals
is then checked a posteriori [88]. In this regard, a detailed discussion of the influence of
Niewton On the overall accuracy of the method can be found in [88].

Generally, the number of sub-iterations Nyewion Of the Newton process is chosen so
that convergence is ensured in the most “difficult” areas of the computational domain,
i.e. the areas where the CFL number is highest. However, this often leads to excessive
convergence in areas with smaller CFL numbers. To optimise the performance of Gear’s
implicit scheme, Daude et al. [93] proposed a “self-adaptive Newton (SAN) method”.
In this approach, a global target value for the convergence criterion €.qy, is fixed, while
the number of sub-iterations required to reach this criterion varies over the mesh. The
SAN method was used to perform an LES of a cavity flow and was found to be 10 times
faster than the classical Newton algorithm with a uniform number of sub-iterations [93]
while maintaining good accuracy. This strategy is, however, not employed hereafter, as
it offers no particular advantage for all the calculations considered in this manuscript.

Approximation of the Jacobian matrix. Now let’s return to the actual procedure
for calculating Q™(™+1) given by Eq. (2.3.12). The Jacobian matrix of F, denoted by
O0qF, can be expressed as:

3

IQF (Q) = AL

I+ 0qR(Q). (2.3.14)
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The first term, which involves the identity matrix I, is relatively simple to compute.
However, computing the exact Jacobian matrix of the residual can be tedious due to the
complexity of the numerical fluxes. This also often results in a poorly conditioned matrix,
making the Newton process of Eq. (2.3.12) difficult to solve. To simplify the process, an
approximate Newton method is used instead, which involves simplifying the expression
of the Jacobian matrix. Although this approach may not provide an exact solution, it
can still converge towards a reasonable solution if appropriate approximations are used.
To that end, this work follows the approach of Jameson and Yoon [94] to simplify the
convective contribution in dgR (Q), and the viscous contribution is approximated using
the technique proposed by Coakley [95]. This allows matrix dgF of Eq. (2.3.14) to be
replaced by its approximated counterpart A (JqF).

Practical resolution of the modified Newton process. The last thing to notice is
that, although the exact Jacobian matrix of Eq. (2.3.14) is replaced by an approximate
counterpart that is easier to compute, the computation of the solution increment AQ™™
still requires inverting a matrix of size n;;, X 1,5, where n;j; is the total number of cells
in the mesh. This can be extremely costly in terms of CPU time and memory footprint.
Therefore, the approximate Newton process is solved using an LU-SGS (Lower-Upper
Symmetric Gauss-Seidel) method [94]. As such, the approximate Jacobian matrix is
decomposed as:

A(9qF) = (L+D +U) (2.3.15)

where L is a block lower triangular matrix, D is a diagonal matrix and U is a block
upper triangular matrix, and the following system is solved:

(L+D) D' (U+D)-AQ"™ = —F (Q™). (2.3.16)
which introduces an error in LD~'U. Equation (2.3.16) is finally solved in three stages:
1. (L+D)-AQ* = —F (Q™™) (forward sweep)
2. D' AQ™ = AQ* (diagonal sweep)
3. (U+D)-AQ™™ = AQ* (backward sweep)

where AQ* and AQ™ are temporary vectors. The advantage of this method lies in its
low computational cost and in the modest amount of memory storage it requires, making
it ideal when dealing with complex geometries.

Treatment of the boundary conditions. Throughout the Newton process (Eq.
(2.3.12)), the solution increment is set to AQ™™ = 0 a the outer edges of the compu-
tational domain. This corresponds to a Dirichlet boundary condition. In this way, all
the boundary conditions are treated explicitly, which has the advantage of being very
inexpensive computationally. The role of the iterations of Newton’s internal process is,
therefore, also to eliminate errors arising from the explicit treatment of the boundary
conditions. A more detailed discussion of this point can be found in [58, 88].
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2.4 Boundary conditions

In CFD, the Navier-Stokes equations are solved numerically within a finite domain
space, which is commonly known as the computational domain. As such, boundary
conditions have to be imposed at the outer boundaries of the domain in order to close
the system of space and time discrete equations. Yet, particular care must be taken when
defining the boundary conditions since they have a direct impact on the flow solution
and on the numerical stability of the computation.

The concept of ghost cells. Before proceeding with the discussion of the boundary
conditions that will be used in the remainder of this manuscript, the concept of ghost
cells is first introduced. Ghost cells will play a crucial implementing the hybrid lattice
Boltzmann - Navier-Stokes method in Chapter 5, as they will enable both numerical
methods to exchange data. Therefore, it is worth elaborating on this concept.

The ghost cells are additional layers of grid cells located outside the main computa-
tional domain, as illustrated in Figure 2.9 for the case of a two-dimensional structured
grid with two layers of ghost cells. The main purpose of these ghost cells is to simplify the
computation of various quantities, such as fluxes and gradients, along the boundaries of
the computational domain. Specifically, the ghost cells ensure that the exact same spatial
discretisation scheme can be employed inside and at the boundaries of the computational
domain. Therefore, the number of ghost cell layers is determined by the stencil of the
space discretisation scheme. Owing to the discussion of Section 2.2, two layers of ghost
cells will always be added to the computational domains in this work. The flow variables
in the ghost cells are then either set through appropriate boundary conditions or by
copying the flow variables from the neighbouring grid.
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Figure 2.9 — The concept of ghost-cells.

The majority of the ghost cells are well-defined, but some located in the corners (as
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seen in Figure 2.9) pose a problem as it is unclear how to specify their corresponding flow
variables, especially if there is no adjacent grid. In fact, these ghost cells are not required
for the standard cross-type convective fluxes discretisation stencil and only play a role in
the computation of the gradients that appear in the definition of the viscous fluxes. As
such, a very basic approximation can be made without compromising the accuracy of
the method by simply averaging the values of the flow variables in the adjacent ghost
cells. This is indicated as the “corner correction” procedure in Figure 2.9. However,
applying this basic strategy does not work satisfactorily for wall or symmetry boundaries.
In these cases, it is recommended to extend the physical boundary condition into the
corresponding ghost cell layers.

Boundary conditions considered in this work. The boundary conditions used in
the rest of this manuscript did not require any particular implementation or development.
As such, they will not be described in detail in the following but only briefly mentioned.
Readers may therefore refer to the various references given below for a comprehensive
description of their formulation and their corresponding numerical treatment.

Two types of boundary conditions are employed hereafter and depicted in Figure 2.10:

o Physical boundary conditions. For this type of boundary condition, the flow quan-
tities are directly assigned to a target value. This is achieved either by imposing
the value on the variable itself, known as a Dirichlet boundary condition, or on its
spatial derivatives for so-called Neumann boundary conditions. For aerodynamic
and aeroacoustic computations, the most fundamental physical boundary condition
corresponds to the solid wall (I'y, in Figure 2.10). In this case, the velocity field
must obey the no-slip condition w1 = 0, meaning that the velocity of the fluid at
the wall is zero. Additionally, the wall is assumed to be adiabatic, which implies
VT -n]_,, = 0 where n corresponds to the wall-normal direction. Details regarding
the practical implementation of the solid wall boundary condition can be found in
the works of Pechier [58] and Raverdy [96].

o Artificial boundary conditions. The need for artificial boundary conditions arises
as soon as the spatial domain of the target problem is infinite or unbounded.
Such a configuration arises quite often in the context of external aerodynamic and
aeroacoustic flow simulations. In that case, an artificial boundary condition has
to be applied in order to make the computational domain finite. However, these
must allow aerodynamic and aeroacoustic fluctuations to enter and exit the domain
without introducing parasitic waves into the calculation domain. To that end, one
can consider characteristic far-field boundary conditions (I'pr in Figure 2.10), also
referred to as Navier-Stokes Characteristic Boundary Conditions (NSCBC). For the
present study, the non-reflective far-field boundary condition is applied based on a
treatment of the characteristic waves of the local flow following the approach of
Thompson [97, 98] in conjunction with the LODI (Local One-Dimensional Inviscid)
assumption [99]. The principle is as follows. First of all, the conservative variables
are translated into so-called characteristic variables. Using this new formalism,
the outgoing waves are left unchanged, while the waves entering the domain are
imposed on the basis of values set at the outer boundaries by the user. Finally, the
corrected characteristic variables are translated back into conservative variables,
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which are used in the calculation. All the corresponding equations and associated
algorithms are given by Pechier [58] and Larchevéque [100].

I'rr

Figure 2.10 — Boundary conditions typically applied in the context of aerodynamic
and aeroacoustic flow computations in a free environment around an airfoil. A far-field
characteristic boundary condition (in green) is applied at the outer edges of the domain,
and a solid wall boundary condition is applied to the obstacle (in orange).
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CHAPTER

The lattice Boltzmann method

This Chapter is dedicated to the introduction and the a priori derivation of the
standard lattice Boltzmann method. Unlike traditional CFD methods focusing on the
evolution of macroscopic flow quantities using a discretised version of conservation
laws, this original numerical method relies on a statistical description of the particles
composing the fluid and their collisions. This corresponds to a mesoscopic description
of gases, which is less commonly employed within the CFD community. Therefore,
this chapter starts by reviewing some fundamental concepts of kinetic theory and
statistical modelling of gases, leading to the introduction of the Boltzmann equation.
While this equation is fundamental to the method, only the macroscopic large-scale
dynamics are of interest for most practical applications such as aerodynamics and
aeroacoustics. Therefore, the hydrodynamic limits of the Boltzmann equation are
discussed using the Chapman-Enskog expansion, which establishes a systematic link
between the macroscopic behaviour of interest and the modelling of inter-particle
collisions. The phase-space discretisation of the Boltzmann equation is then covered in
the subsequent sections. The discretisation of the macroscopic velocity space is another
fundamental feature of the lattice Boltzmann method, as it introduces the concept of
the lattice of discrete velocities and directly impacts the macroscopic equations that can
be simulated using the LBM. From a technical point of view, this is performed using a
Hermite polynomial expansion of the equilibrium distribution and a Gauss-Hermite
quadrature. The resulting Discrete Velocity Boltzmann Equation is finally discretised
in space and time using an integration along the characteristics in combination with a
trapezium rule. This results in the famous “stream and collide” algorithm that executes
on Cartesian grids. While the lattice Boltzmann is derived using the classical BGK
collision model, the need for more stable and advanced collision models is outlined, and
various collision models of the LB literature are reviewed. To conclude this Chapter,
a specific class of advanced collision models, namely the reqularised collision models,
are introduced as they will be used throughout the rest of this manuscript.
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3.1 Introduction

Over the last three decades, the lattice Boltzmann method (LBM) has emerged
as a powerful numerical method in the field of computational fluid dynamics (CFD)
[101, 102, 103, 104], defying its relative novelty with an impressive upsurge in terms of
applications and capabilities. In contrast to conventional approaches in CFD (such as
the finite-volume Navier-Stokes method introduced in Chapter 2), this original numerical
method relies on a kinetic description of fluids at the mesoscopic scale. As such, instead
of explicitly dealing with macroscopic variables like density, velocity, or temperature as in
the standard Navier-Stokes framework, the LBM employs a refined fluid description that
tracks the evolution of the distribution of particles in both coordinate and velocity space,
governed by the Boltzmann equation. The latter equation, which balances inter-particle
collisions with their statistical motion, is numerically modelled by a lattice of discrete
velocities and further discretised in space and time. This leads to a simple and efficient
numerical scheme, known as the stream and collide algorithm, that mimics the dynamics
of the particles. It involves two elementary steps: a local collision phase followed by an
exact node-to-node streaming consisting in a mere memory shift.

The great success of the LBM can be attributed to several factors. First and foremost,
despite being second-order accurate in space and time, the LBM has a low numerical
dissipation [33], which makes it a popular option for simulating weakly compressible
flow problems — particularly in the field of aeroacoustics. Secondly, the LBM can handle
complex geometries seamlessly through automated Cartesian octree mesh generation
and immersed boundary conditions [32, 105, 106]. As a result, the meshing process,
which can be tedious, is made almost transparent to users. Thirdly, the stream and
collide algorithm allows for an easy implementation and parallelisation of the method on
modern high-performance computing (HPC) architectures [34, 107] and offers promising
perspectives on GPUs [35]. All these key advantages have made the LBM an appealing
and competitive alternative for simulating a wide range of academic and industrial
flow configurations alike. Recent LBM applications include turbulent flows [108, 109],
aerodynamics and aeroacoustics [36, 39, 44], multiphase flows [110, 111], combustion
[112, 113], hemodynamics [114], and urban air quality [115, 116].

To gain a better understanding of the specific nature of the LBM, it is beneficial
to take a brief look at its historical development. The theoretical foundations of the
LBM can be traced back to the mid-19th century when James C. Maxwell and Ludwig
Boltzmann laid the basis of the kinetic theory of gases. However, the LBM as a numerical
method originated much later in the 1980s, with the advent of the first computers and
the lattice gas cellular automata (LGCA). The first LGCA, known as the HPP model,
was introduced in 1973 by Hardy, Pomeau, and de Pazzis (HPP model) [117]. Later, in
1986, it was improved by Frisch, Hasslacher, and Pomeau (FHP model) [118], as well
as by d’Humiéres [119]. Lattice gas cellular automata model gases by using Boolean
variables to describe the microscopic interactions between particles. In this framework, at
each time step, fictitious particles are allowed to propagate between neighbouring nodes
of a regular lattice and interact locally through collisions [120]. Complex flow patterns
were recovered by following a set of simple evolutionary rules, opening new horizons in
the field of computational fluid dynamics. However, these models exhibited significant
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numerical noise due to the Boolean representation of the particle states. In an effort to
overcome this issue, McNamara and Zanetti [121] proposed in 1988 to rewrite the method
using real-valued variables instead of Boolean variables. This effectively resolved the
noise issue, and their work is generally recognised as the first lattice Boltzmann method
using particle distribution functions. Finally, the LBM as it is known today, using the
BGK collision model [122], was only introduced in 1992 by Qian [123] and Chen [124].
Up to this point, the LGCA and the LBM were designed to recover the correct fluid
behaviour in an a posteriori manner, meaning that no rigorous derivation of the lattice
Boltzmann method from the continuous equations of the kinetic theory of gases or the
Navier-Stokes equations could be achieved. The last piece of work was brought in the
late 1990s with the progressing work of He and Luo [125, 126]. They derived the lattice
Boltzmann method, like any other numerical method; from a discretisation in both time
and phase space of the continuous Boltzmann-BGK equation. This process, known as
the a priori derivation, established a solid theoretical foundation for the LBM.

In this Chapter, the lattice Boltzmann method will be introduced following the a
priori derivation process. Although historically the LBM was not built in this way, this
approach offers a deeper understanding of the underlying assumptions made on the fluid
and how they affect the overall flow behaviour on a larger scale.

3.2 Basics of the kinetic theory of gases

As a first step towards deriving the lattice Boltzmann scheme, it is essential to
introduce some basics of the kinetic theory of gases. As such, this section provides
an overview of the fundamental concepts related to the kinetic theory of gases, which
are relevant to understanding the fluid modelling adopted in the lattice Boltzmann
framework. However, this section is far from comprehensive, and readers may refer to
dedicated textbooks such as [127, 128, 129, 130] for a more in-depth introduction to the
subject.

A gas, at its most basic level, is made up of countless atoms or molecules, commonly
referred to as particles. These particles are in constant motion and frequently collide
with one another. Traditional fluid dynamics models, like the Navier-Stokes equations,
ignore the behaviour of individual particles and describe the dynamics of a gas at a
macroscopic level using hydrodynamic Eulerian fields like density p(z,t), velocity w(x,t),
and temperature T'(x,t). However, the kinetic theory of gases provides a different
approach by focusing on particle interactions. Rather than tracking each individual
particle using Newton’s equations, the kinetic theory concentrates on a large set of
particles, large enough so that a statistical description can be held. This provides a
mesoscopic description of gases, bridging the gap between the microscopic and macroscopic
scales. Hence, the kinetic theory of gases aims to understand and describe the macroscopic
dynamics and properties of gases through the study of these statistics.

3.2.1 The particle distribution function

The fundamental variable in kinetic theory is the so-called particle distribution
function fx(x,&,t), which represents the density of particles, at time ¢, located at
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position x with a microscopic velocity & Considering an infinitesimal phase-space
volume dadg, the total number dN (¢) of particles located in the mesoscopic volume dx
around position &, moving at a velocity between & and & + d€ at time ¢ then reads as:

AN(t) = fx(z, € t)dadé. (3.2.1)

Assuming that all particles in the gas have the same mass m, it is more convenient to
work with the mass-weighted particle distribution function f(x,&,t) defined as:

flx, & t) =mfy(x, & 1), (3.2.2)

which will be used throughout this manuscript. Moreover, without loss in comprehension
or generality, it will be simply referred to as the distribution function. With this definition
of the distribution function, the total mass of particles contained in the phase-space
volume dad€ can be computed through dM = f(x,&,t)ded€. As a result, by denoting
the spatial dimension d, and taking the limit ded€ — 0, the local density of the gas
p(x,t) is given by:

plx,t) = /Rd flx, & 1) dE, (3.2.3)

where the integration is carried out over the whole microscopic velocity space.

From a mathematical viewpoint, Eq. (3.2.3) corresponds to the zeroth-order moment of
the distribution function. In fact, the usual macroscopic flow variables such as density,
momentum, and energy can be recovered by calculating the statistical moments of the
distribution function defined as:

mi) = | €[ 1) de, (3.2.4)

where m/ (") denotes the nth-order (raw) moment of the distribution function. As such,
following the same reasoning, the momentum pu and the total energy of the gas can be
respectively linked to the first- and second-order moments of the distribution function:

pu(z, 1) = / Ef (@ E.1) dE, (3.2.5)
E(x,t) / —f x, € t) dE. (3.2.6)
R

These two definitions have an interesting physical meaning. Eq. (3.2.5) shows that the
macroscopic velocity u(x,t) is nothing else than the mean microscopic velocity of the
particles, weighted by the distribution function. On the other hand, knowing that for
monatomic gases the total energy pE can be split into the sum of the internal and kinetic
energy as pE = pe + pu?/2, Eq. (3.2.6) can be recast as:

plx, te(x,t) = /R @f(w,g,t) de, (3.2.7)

thereby indicating that the internal energy is nothing but the standard deviation of the
distribution function, i.e. a measure of the random motion of the particles around their
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mean macroscopic velocity w. At the macroscopic scale, this random motion is generally
measured through the temperature given by:
e(x,?
T(x,t) = (@, ), (3.2.8)

Cy

where ¢, = r,d/2 is the heat capacity at constant volume, r, = k/m is the gas constant,
and kg is the Boltzmann constant. Finally, according to the kinetic theory of gases,
pressure can be derived from all the above definitions assuming the ideal gas law:

p(x,t) = p(z, t)r,T(z, 1). (3.2.9)

In summary, the usual macroscopic flow quantities can be determined from the sole
knowledge of the distribution function f by computing its first statistical moments. This
clearly highlights the significance of the distribution function as the fundamental variable
of the kinetic theory. Furthermore, the time evolution of density p, momentum pu, and
energy pFE are completely encompassed in the time evolution of f. Therefore, the next
step is to establish an evolution equation for the distribution function.

3.2.2 The Boltzmann equation and the collision operator

The Boltzmann equation was derived by Ludwig Boltzmann in 1872 [131] and governs
the time evolution of the distribution function f(x,&,t). By neglecting any external
forces that may affect the motion of particles, the Boltzmann equation reads as:

of of _
gl =(f), (3.2.10)

where the center dot denotes the scalar product over RY. The Boltzmann equation
provides a straightforward description of how particles move and interact with each other.
Essentially, the two sides Eq. (3.2.10) represent two distinct phenomena that occur at
the particle level. On the left-hand side, the linear advection operator models the rate
of change in f due to the free transport of particles at their microscopic velocity &. On
the right-hand side, the collision operator Q(f) accounts for changes in f caused by
inter-particle collisions and interactions. It is of utmost importance to note that the
collision operator plays a fundamental role in the Boltzmann equation. It serves to model
significant aspects of gas dynamics, such as macroscopic irreversibility and molecular
details. Specifically, the collision operator plays a key role in representing the constitutive
laws of the fluid, which emerge from its inter-molecular behaviour.

In practice, the collision operator Q(f) has a complex analytical expression that
depends on the specific interactions and forces acting on the particles in the gas. Even
with simple assumptions such as Boltzmann’s molecular chaos assumption, the collision
operator has a complicated integral definition [128, 131, 132], which is not worth elab-
orating on here. However, there is one fundamental property of the collision operator
that deserves to be emphasised. In standard kinetic theory, particles are treated as hard
spheres, interacting solely through elastic collisions. In other words, particles are like
uncorrelated billiard balls that alter their velocity only through one-on-one collisions [104].
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Thus, the collision operator Q(f) must guarantee the conservation of mass, momentum
and energy. This constraint is usually expressed as:

/R NS dE =0 (32.11)

where U, (§) are referred to as the collision invariants, and W(€) = (1,&,£&%/2). Eq.
(3.2.11) expresses an intrinsic property of the collision operator and, therefore, does not
depend on its form. Moreover, it can be seen that Eq. (3.2.11) corresponds to the first
statistical moments of the collision operator, and their nullity implies that collisions
should not produce any mass, momentum or energy.

In the following, instead of attempting to compute the complex analytical expression
of the collision term, the latter will be modelled. In fact, experience has shown that there
is no need to describe collisions in great detail to recover a sound overall macroscopic
behaviour [128]. Therefore, over the years, many attempts have been made to develop
an approximate and simplified version of Boltzmann’s collision operator [133]. At the
heart of the lattice Boltzmann method lies a very simple collision model® known as the
Bhatnagar, Gross and Krook (BGK) model [122]. Before moving on to its presentation,
it is essential to clarify the concept of equilibrium in kinetic theory.

3.2.3 The evolution towards an equilibrium state

In 1872, alongside the derivation of the Boltzmann equation, Boltzmann proved
another fundamental result: any gas, described through its distribution function f,
evolves towards an equilibrium state regardless of its initial conditions [131]. This
celebrated result is nowadays known as Boltzmann’s .7#-theorem and can be stated, in a
more rigorous way, as follows:

If f is a solution of the Boltzmann equation (3.2.10), then the functional F(t)
defined as:

A0 = [ [ fe0mr.en] do g (3.2.12)
v JRd
where V denotes the volume in which the gas is enclosed, verifies the condition:

Azt
<

— < 0. 3.2.13
at — ( )

The proof of this theorem is not provided for brevity; however, it can be found in
[104, 120].

Even though the result of this theorem may seem rather abstract, its implication can
be easily understood by noticing that the 7 functional coincides with the usual entropy
s up to a change of sign: s(t) = —kp#(t), where kg is the Boltzmann constant [127].
Therefore, the JZ-theorem essentially demonstrates how the second law of thermody-
namics (which states that the entropy of an isolated system only increases over time) can

In the following, the term “collision model” will be preferred over “collision operator” as in the
lattice Boltzmann framework, only approximations of the exact collision operator of the Boltzmann
equation are used in practice.
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be derived from particle dynamics, especially from the Boltzmann equation. In simpler
terms, it highlights the presence of irreversibility within the Boltzmann equation.

The proof of irreversibility is a powerful result as it shows the existence of a preferred
direction of evolution for gases. As per Eq. (3.2.13), the functional # always decreases.
However, it cannot diverge to negative infinity because it has a lower bound. This
suggests that the distribution function f, whose evolution is governed by the Boltzmann
equation, will eventually reach an equilibrium state denoted as f°¢ and defined by the
condition of d##/dt = 0. In fact, it can be shown that the distribution function that
minimises the .77 functional is identical to the one that cancels out the collision operator
[127]. This particular distribution function is none other than the Maxwell-Boltzmann
distribution [134], also referred to as the equilibrium distribution function, which reads

as: J
1 2 (€& —u)?

It can be seen that the equilibrium distribution function is completely determined by
the values of the density p(ax,t), velocity u(x,t), and temperature T'(x,t) fields (for
clarity, their space and time dependence have been omitted in Eq. (3.2.14)). Hence,
the Maxwell-Boltzmann equilibrium distribution function defines a local equilibrium
(i.e. which can depend on space and time) that becomes a global equilibrium only if
all macroscopic fields remain constant in both space and time. In other words, gases
invariably evolve towards an equilibrium state, regardless of their initial state. This last
point sets the stage for the introduction of the BGK collision model [122].

ratee = (5

Up until this point, collision models were only required to satisfy the conservation of
mass, momentum, and energy (as shown in Equation (3.2.11)). However, the J#-theorem
introduces an additional constraint. It mandates that collision models should reflect the
fact that inter-particle collisions tend to bring the distribution function f back to an
equilibrium state defined by Equation (3.2.14). In light of this, Bhatnagar, Gross, and
Krook proposed a very simple collision model in 1954 [122]. They suggested that the
easiest way to take the second constraint into account is to imagine that each collision
changes the distribution function f by an amount proportional to its departure from the
equilibrium f¢?. As such, the BGK collision model is expressed as follows:

QK (f) = = (f - ). (3215
Put simply, collisions are modelled through a relaxation process towards the equilibrium
with a single relaxation time 7, which is in the order of magnitude of the mean time
between two collisions. In order to verify that the BGK collision model also complies
with the collision invariants, the first statistical moments of the equilibrium distribution
function (Eq. (3.2.14)) are computed analytically. With the help of the Gaussian integral
formula and successive integration by parts, it is straightforward to get:

/Rd Fe4 g = p, (3.2.16)
o[ dE = puyg, (3.2.17)
Rd
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/ §alpfT A€ = puqug + pryToap (3.2.18)
Rd

Hence, the zeroth-, first- and the trace of the second-order moment of the equilibrium
distribution function are equal to the corresponding moments of f. Therefore, the BGK
collision model ensures, by construction, the conservation of mass, momentum, and
energy. The extreme simplicity of this collision model makes it very attractive from a
computational standpoint (as will be further discussed in Chapter 4). However, since
collisions are described using only a single parameter 7, the BGK model also has some
inherent limitations, which will be discussed in greater detail in Section 3.2.4.3.

Finally, by substituting the BGK collision model QBSK( f) (3.2.15) into the Boltzmann
equation (3.2.10), the (force-free) Boltzmann-BGK equation is obtained and reads:

of of 1

oy

This equation is crucial for the subsequent sections as it sets the starting point of the
derivation of the lattice Boltzmann method. In Sections 3.3 and 3.4, the velocity, space
and time discretisation of the Boltzmann-BGK equation will be presented. However,
before delving into these topics, the hydrodynamic limits of the Boltzmann equation
have to be discussed. This is the purpose of the following section.

(f — fe9). (3.2.19)

3.2.4 Hydrodynamic limits of the Boltzmann equation

Taking a step back, the basic principles of gas modelling using kinetic theory have
been introduced in the preceding Sections. The Boltzmann-BGK equation, along with
the definition of the Maxwell-Boltzmann equilibrium distribution function form a closed
set of equations that fully describe the dynamical behaviour of a gas. However, it should
be kept in mind that the ultimate goal of the lattice Boltzmann method is to simulate
fluid flows that obey the Euler and Navier-Stokes equations. Therefore, before moving
on to the actual derivation of the numerical scheme of the lattice Boltzmann method, it
is necessary to demonstrate that the Navier-Stokes dynamics can be faithfully recovered
by considering the Boltzmann-BGK equation. To achieve this feat, the hydrodynamic
equations governing the evolution of the macroscopic flow quantities of interest are
derived, starting from the Boltzmann-BGK equation.

3.2.4.1 Towards macroscopic fluid dynamics equations

As highlighted in Section 3.2.1, understanding the distribution function’s rather
abstract content is greatly simplified by examining its moments, as defined in Eq. (3.2.4).
Similarly, a straightforward manner to derive the macroscopic fluid dynamics equations
is to compute the moments of the Boltzmann-BGK equation.

By taking the zeroth-, first- and half the trace of the second-order moments of Eq.
(3.2.19) (i.e. multiplying it by ¥, (&)) and noticing that @, €, and ¢ are three independent
variables, one gets:

) ) 1 e
e Rdfd£+a—%/ﬂ§d£5fd£=—;/ﬂ§d(f—f ) d€ =0, (3.2.20)
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/ af A€+ —/ §abpf d§ = __/ Ea(f — 1) d€ =0, (3.2.21)
2&/"&@fs+ 5 LLoterde=—0 [ 6o -rmag=0 @22

where the property of collisional invariance has been used to simplify the terms on the
right-hand side. Using the definition of mass (3.2.3), momentum (3.2.5) and total energy
(3.2.6), the system of equations shown above becomes:

Op , 9lpup)

T oz =0, (3.2.23)
d(pus)  0llys
= .2.24
82& * EM@ O’ (3 )
ApE) | 10Qss, _
R il (3.2.25)

where Einstein’s summation convention is done on indices § and ~. Il and @ are
respectively the second- and third-order moments of the distribution function f defined
as:

oy = | 66 f(o.6.0) e, (3.2.26)
Quso = [ a6, f(a.6.0) d€ (3.22)

At this stage, it can be noted that Eq. (3.2.23) is already equivalent to the conservation of
mass and is directly obtained owing to the definition of f. However, some manipulations
are still required to put the conservation equations for momentum (3.2.24) and total
energy (3.2.25) in a more convenient form. In particular, the expression of the momentum-
flux tensor 1I,5 and the energy-flux tensor (Jzs, have to be clarified. To that end, it is
helpful to introduce the relative microscopic velocity &, = &, — u, and to derive the two
relationships below:

€alp = €0 €5+ Uabs + Upla — UsUg, (3.2.28)
E5EsEy = & + 2upsty + €3 — 2uguys — udE, + udus. (3.2.20)

First, by combining Eqs. (3.2.26) and (3.2.28), the second-order moment of f, Il,g, can
be re-expressed so as to introduce a new tensor o*:

Mop = pusus — o5 where o5 = — df_a & f(=x, €, 1) de. (3.2.30)
R

Based on the rules of multiplication and the isotropy condition, the tensor o* is symmetric
with identical diagonal elements. Thus, it can be further decomposed into a spherical
and deviatoric part:

1 2
0up = 00as + Tag = —5pedas + Tog = —prgTlas + 735, (3.2.31)

48



3.2. Basics of the kinetic theory of gases

where .
Tog = Ong — C—la%éaﬂ. (3.2.32)

«

Following the same methodology, i.e. by combining Eqs. (3.2.27) and (3.2.29), the
third-order moment of f, ()33, can be re-expressed as:

%Qﬁﬂv = pEuy + ugllg, — pu%u,1 +¢, = pEuy — upop, + ¢ (3.2.33)
= TUBThy
where )
i =5 [ & l-uli(.ende (3.2.34)

Finally, using the decompositions (3.2.30), (3.2.31), and (3.2.33), the system of Egs.
(3.2.23) to (3.2.25) becomes:

dp . O(pug)
dp _ 2.
ot * Oxp 0, (3:2:39)
Opua) | Opuaus)  pryT) _ O7ag
o + 9y € re " Dus (3.2.36)
d(pE) N d(pEug) n O(pryTug) _ uy7h) aqé_ (3.2.37)
ot Oz Oxg dxg Oxg

Upon first glance, these equations bear a striking resemblance to the set of Navier-Stokes
equations. Specifically, o*, 7* and g* can be identified as the stress tensor, the viscous-
stress tensor and the heat flux, respectively. These variables are usually considered as
hydrodynamic variables, just like density, velocity and energy since they all appear in
the hydrodynamic equations [135]. However, the system of Equations (3.2.35) to (3.2.37)
is not closed as the computation of all the hydrodynamic variables requires explicit
knowledge of the distribution function f. Thus, this set of conservation equations cannot
be used as is to describe macroscopic fluid flows. Moreover, trying to close this system by
deriving an evolution equation for higher-order moments of f is pointless as this would
only push the closure problem to a higher order. For example, computing the third-order
moment of the Boltzmann-BGK equation links the heat flux with a fourth-order moment.
Consequently, the only way to close the system of Eq. (3.2.35) to (3.2.37) is to establish
some closure relation by making additional assumptions about the fluid and the flow.
One possible closure is given by the so-called Chapman-Enskog expansion [136], which is
commonly adopted within the lattice Boltzmann community and described hereafter.

3.2.4.2 The Chapman-Enskog expansion

The principle of the Chapman-Enskog expansion [136] is based on the expansion of
the distribution function f around its equilibrium state f°¢ in powers of the Knudsen
number. In order to comprehend the reasoning behind this expansion, it is helpful to
revisit the Boltzmann-BGK equation (3.2.19) in its dimensionless form.

Considering L( as a characteristic length-scale of the flow and ¢, = /7,7; as the
particles” typical microscopic velocity, the distribution function f can be expressed
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following the idea of Chen and Sun [137] as:

Ww [0, 0
Fo e {EJ@.%} f (3.2.38)

where € = 7¢s/Lg is the non-dimensional relaxation time. By repeatedly injecting Eq.
(3.2.38) into itself, the following formal expansion of f is obtained:

- 9) 21"
f=Y (e [aﬂﬁ—w] e
k=0 (3.2.39)

o ) 07 req ) 07
f —e{§+£-a—$1f +62{E+€'a—w:| fe— .

Some discussion now has to be done on the parameter €. As a reminder, the relaxation
time 7 is of the order of the mean time between two collisions. Consequently, € represents
the ratio of the mean free path of the particles ¢,,4, = 7¢; to the characteristic macroscopic
length Ly. Hence, € is none other than the Knudsen number Kn, a fundamental dimen-
sionless number in statistical physics. The Knudsen number controls the convergence of
kinetic theory to hydrodynamics. In order to derive the Navier-Stokes equations, which
rely on the continuum approach, the Knudsen number has to be a small parameter so
that Kn < 1. Hence, Eq. (3.2.39) naturally motivates the expansion of the distribution
function f in terms of the smallness parameter e:

f:f(0)+€f(1)+€2f(2)+m:ZEkf(k)a (3240)

where f(©) = fe@ is given by Eq. (3.2.14) and where all the successive terms f*) for
k > 1 represent deviations from equilibrium at each order in the Knudsen number. At
this stage, it is worth noting an interesting property exhibited by the moments of f*).
Since f(© = fe4 and thanks to the property of collisional invariance of the BGK collision
model, it can be shown that:

/ TE)f®dg =0, k>1. (3.2.41)

Hence, all the off-equilibrium contributions f* for k > 1 in the asymptotic expansion of
the distribution function f are not involved in the computation of the density, momentum
and total energy. Eq. (3.2.41) is often referred to as the solvability condition.

In the present formalism, the distribution function f is no longer sought as an explicit
function of (x, &,t) but rather as a function of the conserved hydrodynamic variables
(p, u, E). Therefore, the space and time dependence of the distribution function is
now implicit through its dependence on the conserved hydrodynamic variables. This
hypothesis lies at the heart of the Chapman-Enskog expansion [136]. Similarly, the
high-order moments of f (i.e. with an order of 2 or more) are also expanded in powers of
the Knudsen number, leading to:

[e.9] o0

Fa®), Q:ZEkQ(k)’ and q=> q®. (3.2.42)
k=0

II = Zekﬂ(k), o=
k=0 k=0

k=0
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In order to address the closure problem discussed in Section 3.2.4.1, the idea of
the Chapman-FEnskog expansion is to derive evolution equations for the conserved
hydrodynamic variables p, pu, and pFE at different orders in Knudsen number. To achieve
this, Enskog introduced an original expansion of the time-derivative operator in Knudsen
number:

R s,
= = Zek e (3.2.43)
k=0

where 9/0t®) denotes kth-order Knudsen number contribution to the total time-derivative
0/0t. This definition of the time derivative demonstrates why the Chapman-Enskog
expansion is sometimes termed as “multi-scale”: as per Eq. (3.2.43), the time variable is
expressed as a hierarchy of slower and faster scales where regions with steep gradients
are gradually “stretched out” as k increases. Finally, the relaxation time of the BGK
collision model is rewritten as:

7= e, (3.2.44)

It is important to note that in all the aforementioned expansions, the smallness is only
introduced through the e parameter. Hence, for any quantity o, regardless of the value
of k, the ratio of o® to o(® is of the order of 1 and €*p® /o() is of the order of Kn*.

By inserting Eqgs. (3.2.40), (3.2.43), and (3.2.44) into the Boltzmann-BGK equation,
the following equation is obtained:

e ofk) & af®) 1 0
k+1 k A ko (k) peq
‘ at(l) * kZ:O ‘ ( ox ) o ET(l) Z € f f ) (3245)

k=0 (=0 k=0

Assuming a scale separation between orders in € and gathering terms of equal order in e,
a hierarchy of equations can be derived. The first two leading-order equations are:

afes 1

afe
afea 8f(1) 8f(1) 1
e o0+ o T o~ Tl (3247

From these two equations, it can be seen that each order in € results in a quasi-independent
equation defining the nth-order contribution f™ in the expansion of the distribution
function f. Interestingly, the nth-order contribution f not only depends on the
contribution at order n — 1 but also on all other contributions of order (n — m) with
m < n. As a result, in order to determine the dynamics at any given order n, all the
lower-order dynamics must be known. Conversely, this hierarchy of equations can be
truncated at any given order n without affecting the low-order dynamics. This is how
the Chapman-Enskog expansion introduces some sort of closure.

Zeroth-order expansion. As a first attempt to close the system formed by Egs.
(3.2.35) to (3.2.37), the expansion of the distribution function (3.2.40) is truncated
at the zeroth-order in Knudsen number. In this case, the corresponding macroscopic
conservation equations are obtained by computing the zeroth-, first- and (the trace of
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the) second-order moment of Eq. (3.2.46), yielding:

9 e 0 e . ap 8(pu5) -
ot /Rd ferdé+ 37/01 Epfl d€ = 560 + s =0, (3.2.48)
ooy [t ae+ 5 [ cagarrag = o) Ml o, (3249
8t(0) d @ agj «a axﬁ - 9 oL

E 18@(0)7
351 L, o6l e+ 5o / E96a6, 1 € = %Mi =0, (3250

where the right-hand side of Eq. (3.2.46) vanishes thanks to the solvability conditions

(3.2.41). The momentum-flux tensor Hg)ﬁ) and the energy-flux tensor Qg)ﬁ)7 can now be
explicitely computed using (3.2.40). This leads to:

aﬁ = / £a&pf 1 d€ = pugup + pryTdag, (3.2.51)

Qﬂﬁv = /Rd §p8p&, [0 d€ = puﬁuA, + pryTu, (d + 2), (3.2.52)

where an implicit summation is done over index [ in Eq. (3.2.52). By identification with
Eqgs. (3.2.30) and (3.2.33), it can be seen that the stress tensor only contains normal
stresses: o5 = —pryTd.p and both the viscous-stress tensor and heat flux vector are
nil: 7* = 0 and ¢* = 0. Consequently, the resulting macroscopic equations at the
zeroth-order in Knudsen number are the compressible Euler equations, which read as:

dp  Olpug) _
570 + Ors 0, (3.2.53)

Ipua)  Ipuaus)  O(pryD)
90 Oz + Oz 0, (3.2.54)

O(pE) | Olpusg(E+r,T)] _
260 o5 =0. (3.2.55)

This system is closed since E = u?/2 + ¢, T. Moreover, the pressure is found to be given
by p = pryT" meaning that the ideal gas law naturally arises from the Boltzmann-BGK
equation. The meaning of the Maxwell-Boltzmann distribution is therefore clear: it
describes equilibrium states, which, at the macroscopic level, lead to the equations of
fluid flows in the inviscid limit. It should also be noted that only the lowest-order time
derivative 9/0t(© appears in Eqs. (3.2.53) to (3.2.55) which can be seen as the fastest
convective time-scale. As such, it can be inferred that any macroscopic behaviour beyond
the Euler equations (i.e. diffusive effets) results from a deviation from the equilibrium.

First-order expansion. Since Eq. (3.2.46) is not sufficient to recover the Navier-Stokes
equations, one can hint that pushing the truncation order one step further may help to
recover the diffusive contributions, which, presumably, will appear on a different time
scale. To that end, the expansion of the distribution function (3.2.40) is now truncated
at the first-order in Knudsen number leading to f = f° + ¢f(). The corresponding
macroscopic conservation equations are then obtained by computing the zeroth-, first-
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and (the trace of the) second-order moments of Eq. (3.2.47). By replacing the moments
of f° that are already known, the following set of equations is obtained:

dp
ot

&)
(1) (pua) oMy
/ﬁaff =—Zm 95 =0, (3.2.57)

—0, (3.2.56)

8t(1

1)
a(pE N (pE) 10Quas _
(i / G, S g = Sl gm0 (25)

where, as expected, only the first-order (in Knudsen number) time derivative 9/t
is involved. As such, these equations can be considered as corrections to the Euler
equations and, more precisely, to the fluxes. Specifically, it can be noticed that the first-
order expansion of the distribution functions does not bring any correction to the mass
conservation equation. The aim is now to determine the expression of these corrections.

First, using the definition of f) given by Eq. (3.2.46), the first-order off-equilibrium
tensor IIM can be computed through:

afe of
Sf;_/ abp 1108 = - /&‘gﬂ {a{q“”a{cj i

s {a?(o) ( Hg)ﬂ) > + %( Qg)ﬁ)v )] .

The second line of Eq. (3.2.59) exhibits an essential property: in order to compute the
second-order off-equilibrium moment IIV, the second- and third-order moments of the
equilibrium distribution function f¢4 have to be known. This is nothing more than a
consequence of the hierarchy of equations obtained from the Chapman-Enskog expansion.

To move forward, the first term of Eq. (3.2.59) (i.e. the time-derivative) can be recast

(3.2.59)

as a sum of space-derivatives using the definition of Hg)ﬁ) given by Eq. (3.2.51) :

0 (1o 0 d(pua) Ous De
EIO) (Haﬁ> = 50 (puaus + poag) = ugp 90 T Pla 825(0) + (74 — 1)550,5, (3.2.60)

where each term on the right-hand side can be further simplified thanks to the Euler
equations (3.2.53) to (3.2.55). On the other hand, the second term of Eq. (3.2.59) (i.e.
the space-derivative) can be computed analytically from Eq. (3.2.14). After some algebra
(detailed in the appendix of [38]), the following expression for TI! is derived:

Ouy, 8u5 2 0u,
0us | -
015 Oz,  doz, )

) = —oly = —7Wpr,T ( (3.2.61)
From this equation, IIY) turns out to be a traceless tensor. As such, it does not
contribute to the normal stresses and thus can be identified as the viscous-stress tensor.
This confirms that viscous effects are related to the first off-equilibrium contribution f)
of the Chapman-Enskog expansion. By identification with the classical viscous-stress
tensor of the Navier-Stokes equations, the dynamic viscosity is given by:

p=Tpr,T. (3.2.62)
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Following the same reasoning as for II' the first-order off-equilibrium tensor QY
can be computed as follows:

2 a eq a eq
1Q(lﬁ)7:/w%5€wfmd€=— /%{ / + & — / } d¢,

== [5w (@) + 7 (@ 232‘2%))}7

where, Eq. (3.2.46) has been used to replace f(). In the same way as for oW, it can
be observed that in order to compute the third-order moment of V), both the third-
and fourth-order equilibrium moment of the equilibrium distribution function f¢ have
to be known. To further simplify Eq. (3.2.63), the first term is then re-expressed using
the Euler equations (3.2.53) to (3.2.55) and the second term is expressed analytically,
leading to:

(3.2.63)

mé;’?) = puauply s + prg] (Uagdys + UaUyOps + UaUsOpy + UslyOas (3.2.64)
+ UgtisOar + UytsOag) + p(7gT)? (Sapdys + dardps + Oaspy) -
After some algebra (detailed in the appendix of [38]), one obtains:
1 ) or
éQﬁﬁ’Y = —T(l)pT’gTCpa—x’y + H,B’yuﬁ (3265)

where ¢, = r,(d+2)/2 is the heat capacity at constant presure. Two distinct contributions
can be identified in the definition of Q: (i) heat diffusion and (i) heat production
through viscous stresses. By identification with the classical heat flux of the Navier-Stokes
equations, the thermal conductivity is given by:

A =T1prylc,. (3.2.66)

Finally, one can define a time-derivative operator which is precise up to the first-order

in Knudsen number: (0+1) (0) (1)
) ) )
2.
= = c a (3.2.67)

With this definition and summing the Euler equations with Eqgs. (3.2.56), (3.2.57), and
(3.2.58), one recovers the evolution equations for the macroscopic variables precise up to
the first-order in Knudsen number, namely the compressible Navier-Stokes equations:

op dpug)
91(0+1) x5 =0, (3.2.68)
Opua) | Opuaug) =~ 9p _ 0 2 0u,
o0t " ory T a, 0wy PPN T G0, (8:2.69)

I(pE) O(pEug) O(pug) O oTr 2 Jus
8t(0+1)+ 92, + ory O, Tpcpa + Tpuy | 25,5 daxf“ﬁ , (3.2.70)

where p = pryT is the pressure and S = 3 (Oua/0xs + Oug/dx,) is the strain-rate
tensor. Hence, thanks to some assumptions on the form of the distribution function f,
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the multi-scale Chapman-Enskog helps to draw a systematic link between the Boltzmann-
BGK equation and the macroscopic conservation equations. Depending on the truncation
order of the multi-scale expansion of the distribution function f, two sets of equations
are recovered: the compressible Euler equations at the zeroth-order in Knudsen number
and the compressible Navier-Stokes equations at the first-order in Knudsen number. It
can be noted that when using a higher-order expansion of f, other macroscopic equations
can be found, such as the Burnett or super-Burnett equations [138, 139], even though
the validity of the Chapman-Enskog expansion for such high-order truncation is open to
debate [140].

3.2.4.3 Summary and comments on the hydrodynamic limits

Before closing this section on the hydrodynamic limits of the Boltzmann equation, it
is worth highlighting some key points that will be relevant for the rest of this chapter.

o Although the present manuscript only covers the Chapman-Enskog expansion,
there are many other methods to derive the hydrodynamic limits of the Boltzmann
equation. One such method is Grad’s 13-moment method [141]. In this approach,
the system of Eq. (3.2.35) to (3.2.37) is closed by projecting the distribution
function onto the basis of Hermite polynomials. This idea forms the basis of the
velocity space discretisation of the Boltzmann equation and will be described in
Section 3.3. For a comprehensive overview of all the techniques used to derive
the hydrodynamic limits of the Boltzmann equation, the reader is referred to
[142, 143, 144].

o The Chapman-Enskog expansion is a powerful mathematical tool that provides a
direct link between the macroscopic fluid characteristics and microscopic parameters
usually encompassed in the collision operator. In the case of the BGK collision
model, the dynamic viscosity and the thermal conductivity of the fluid are given by
= TpryI and A = 7c,pr,T", respectively. Both coefficients depend on the single
relaxation time 7. As a result, the Prandtl number, which is defined as the ratio
between viscous and thermal effects, is fixed to unity:

PrBOK — % =% _ (3.2.71)
TCpp

To put it simply, the Boltzmann-BGK equation can only be used to model fluids
where Pr = 1. This limitation can be attributed to two factors. First, the simplicity
of the BGK collision model severely limits its range of application as all the fluid
characteristics are modelled with a single parameter 7. Secondly, the kinetic theory
introduced in this Chapter, upon which the lattice Boltzmann method is based,
only applies to monoatomic gases. To overcome this deficiency, thereby recovering
the correct behaviour of polyatomic gases, additional degrees of freedom should be
included in the modelling [145].

o The most fundamental result of the Chapman-Enskog expansion is that the emerg-
ing macroscopic behaviour of the Boltzmann equation heavily depends on the
equilibrium distribution function f¢ and, more precisely, on a limited number of its
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moments. To better illustrate this dependency, the macroscopic equations (3.2.68),
(3.2.69), and (3.2.70) can be recast under the following form [146]:

o, () v < md @ ) —0, (3.2.72)
() -5 (77 o (W) 49 - (@), 27
() + ¥ (@)« (@) + 9 - (@), 270

where m/“ (™ refers to the nth-order moment of ¢4, and the * superscript indicates
that only part of the tensor is involved. It is important to note that the three
equations shown above are completely equivalent to the system of Eqs. (3.2.68)
to (3.2.70). From these equations, it can be concluded that the complete set of
compressible Navier-Stokes equations can be retrieved by solely knowing the zeroth-
to fourth-order moments of the equilibrium distribution function. This property
will play a key role when discretising the velocity space in the lattice Boltzmann
method, as will be discussed in greater detail in Section 3.3.

3.2.5 The benefit of kinetic theory

At this stage, one fundamental question arises: what is the point of reasoning on a
mesoscopic scale (i.e. relying on kinetic theory) to describe macroscopic fluid behaviour?
After all, it has just been demonstrated that the Navier-Stokes equations can be retrieved
from the Boltzmann-BGK equation in a particular limit. As such, it may appear more
straightforward to solve the Navier-Stokes equations directly rather than using an indirect
approach. Additionally, from a fluid dynamics perspective, the distribution function
f(x,&,t) contains unnecessary details as the microscopic velocity € has no explicit
bearing on the macroscopic fluid equations. Yet, the answer is quite paradoxical: particle
dynamics can be much simpler than the dynamics of hydrodynamic fields.

Molecular streaming vs. fluid advection The first advantage of the kinetic theory
of gases lies in the way information travels. According to the left-hand side of the
Boltzmann equation (3.2.10), the distribution function f(,&,t) is transported along
straight lines defined by the microscopic velocity &, which are independent of time
and space. Therefore, advection in the phase space simply reads as: dx = & dt. In
contrast, when using a macroscopic approach, fluid advection occurs along material
lines that explicitly depend on space and time variables de = w(x,t) dt. This is why
the Navier-Stokes equations include the non-linear term w - Vu, which, by the way,
poses a number of numerical problems. Essentially, advection at the macroscopic level
is non-linear because the material lines are defined by the flow velocity, which in turn
depends on both space and time.

Collisions vs. diffusion Another distinction between the mesoscopic and macroscopic
description can be made when studying diffusion processes. In the Navier-Stokes equations,
diffusive effects appear under the form of a Laplacian operator A = §%/9x? + §%/0y* +
0? /0z? which gathers all the information in the vicinity of the point under consideration.
On the other hand, in the framework of kinetic theory, diffusion is not explicitly described.

96



3.3.  Discretisation of the velocity space

It is an emergent effect of collisions between particles, which tend to homogenise the
properties of the fluid and bring it to a state of local thermodynamic equilibrium. Since
collisions occur locally in space and time, they do not involve any spatial or temporal
communication, unlike the Laplacian operator.

The benefits of using a mesoscopic approach over a macroscopic one can be summed
up in a sentence owed to Succi [104]: by adopting a mesoscopic approach, nonlocality
(streaming or advection) becomes linear, and nonlinearity (collisions or diffusion) becomes
local. Therefore, when building the lattice Boltzmann method from the Boltzmann-BGK
equation, great care has to be taken so as to preserve these advantages.

3.3 Discretisation of the velocity space

Having introduced the fundamental concepts of the kinetic theory of gases in Section
3.2, the aim is now to discuss how the lattice Boltzmann method, as a numerical scheme,
can be derived from the continuous Boltzmann-BGK equation. In this regard, it is
worth recalling that the Boltzmann-BGK equation describes the evolution of gases by
means of the distribution function f(a,&,t) which involves three independent variables:
the space coordinate x, the microscopic velocity &, and time ¢. Hence, unlike classical
Navier-Stokes approaches where only the space and time variables are discretised, the
LBM also relies on an additional discretisation of the microscopic velocity space. This
process is critical when deriving the lattice Boltzmann method from the Boltzmann-BGK
equation as it has a direct impact on the macroscopic equations that are actually solved.
Therefore, the velocity space discretisation is described in detail in the present Section.

A particular discretisation process. Before proceeding any further, it may be
insightful to understand what makes the velocity space discretisation so unique in the
framework of the lattice Boltzmann method. In a naive way, one would expect that an
accurate representation of the Boltzmann-BGK equation requires a fine sub-division of
the velocity space into small elementary cells, similar to how the finite volume method
divides space into elementary volumes. Yet, this approach quickly becomes impractical
as even a coarse 32-cell discretisation of both the velocity and physical spaces would
result in 32° ~ 2 x 10° unknowns that need to be solved for in three dimensions of space.
In contrast, the LBM takes another approach and assumes that particles in a fluid can
only travel in a limited number of directions at specific velocities belonging to a finite set,
or lattice, of q discrete velocities {&;}icfoq—17- This concept is actually a legacy of the
lattice gas cellular automata [120]. As such, instead of working with a single distribution
function f(a, &, t) that relies on the continuous variable &, the LBM tracks the evolution
of a set of ¢ distribution functions:

f(:c,ﬁ,t) — {fi(w,t>}i€[0’q_1ﬂ, (331)

where f; is the distribution function associated with the discrete velocity &,. The question
then naturally arises as to how these discrete velocities and their number are chosen. It
turns out that the Chapman-Enskog expansion, introduced in Section 3.2.4, provides a
constraint to guide this choice. As highlighted in Section 3.2.4.3, the moments of the
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equilibrium distribution function are crucial in recovering a given macroscopic behaviour.
Yet, when computing moments in the discrete case, integrals over the velocity space
turn into finite sums. Therefore, one central point is to exactly conserve the moments
of the equilibrium distribution function (up to a given order N) in the discrete setting.
This ensures that the target macroscopic behaviour is preserved during the discretisation
process. From a mathematical viewpoint, this translates into the condition:

qg—1
£ flx, & t) dE = & f(x,t), VYne[0,N]. (3.3.2)

Re i=0
Hence, the process of discretising the velocity space can be seen as an “optimal sampling”
process. Indeed, it aims to derive a minimal set of discrete velocities that preserves the
moments of f which in turn leads to the intended macroscopic behaviour. Furthermore,
Eq. (3.3.2) also demonstrates that this process goes in hand with the definition of an
appropriate discrete equilibrium function f{?. In the next section, the Gauss-Hermite
quadrature will be introduced as a powerful and general tool to systematically construct
a lattice (i.e. the set of discrete velocities {§;}ic[o,4—17) and its associated set of discrete

equilibrium distribution functions { f;*};cpo,4—1 for any given macroscopic behaviour.

3.3.1 Gauss-Hermite quadrature

The Gauss-Hermite quadrature first appeared in the lattice Boltzmann framework
at the end of the 1990s as He, Luo and Shan [125, 147] demonstrated the equivalence
between Grad’s Hermite expansion of the distribution function and the resolution of
the Boltzmann-BGK equation on a discrete set of velocities. Most notably, the discrete
velocities of the LBM were shown to correspond to the abscissas of a Gauss-Hermite
quadrature. Ten years later, Shan et al. [148] and Philippi et al. [119] independently
proposed a rigorous construction of lattices using the Gauss-Hermite quadrature. Both
techniques rely on a Hermite polynomial expansion of the equilibrium distribution
function, which sets the starting point for discussing the velocity space discretisation.

3.3.1.1 Hermite expansion of the distribution functions

In 1949, as part of his 13-moment theory, Grad introduced the expansion of the distri-
bution functions in terms of Hermite polynomials [141]. The main interest in working with
this particular set of polynomials lies in the Gaussian shape of the Maxwell-Boltzmann
equilibrium distribution function. Indeed, by considering a uniform temperature field
T(x,t) = Ty, and introducing ¢, = /7,1y as a characteristic velocity of the particles,
the equilibrium distribution function can be re-written as:

1 £? 26 -u—u?
eq A -
f=p Grc2)i2 exp ( 203) exp ( 202 , (3.3.3)
w(e) 7€)
where w(€) is a Gaussian weight function. Grad then showed that fz (&) can be identified
as the generating function of the Hermite polynomials H defined as [150]:
HO (€)= Sl gnye), (3:3.4)

w(§)
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where n is the polynomial order of H™ and V¢ is the nth-order gradient tensor
obtained by n-successive derivations of w(&) with respect to the vector £&. Thus, Hermite
polynomials already appear, albeit implicitly, in the kinetic theory of gases and, more
precisely, in the definition of the equilibrium state.

Using Eq. (3.3.4) (also known as Rodrigues’ formula), the first Hermite polynomials
can be computed analytically and read as:

HO(g) =1, (3.3.5)

HD (&) = &, (3.3.6)

HEE) = Eas — ap, (3.3.7)
HED(E) = Eabsy — € (Eadpy + a0y + &5005) (3.3.8)
M) 5(6) = €ababEs — €2 (Eas0r5 + Eaadps + EalsOpy + E56r0as

+ 55655047 + f’yéédaﬁ> + C;l (501,6’575 + 5047566 + 5a655'y) .

One major property of the Hermite polynomials is that they form an orthogonal basis
of L*(w) (i.e. the space of square-integrable functions with measure w) with respect to
the following scalar product [150]:

(alb) = /Rd w(€)a(€)b(€)dE, Va,be L*(w). (3.3.10)

Indeed, it is straightforward to get:

2n

nle” ifn=mand ay...c, = B1...0m

(HE L (EIHS , (€)= { . (3.3.11)

0 otherwise

where = is used to designate any index permutations (zzy = zyz for instance). Hence,
the basis of Hermite polynomials is orthogonal but not orthonormal.

Since f°¢/w € L*(w), the Maxwell-Boltzmann equilibrium distribution function given
by Eq. (3.2.14) can be expanded on the basis of Hermite polynomials as:

o0

feux, 6 t) =w(€) Y

n=0

— oy (@) H(E), (3.3.12)

where : stands for the full contraction of indices. The coefficient ag;) is known as the
nth-order Hermite equilibrium moment and corresponds to the projection of f¢7/w onto
the nth-order Hermite polynomial:

eq
w_ /T
ol < A

Eq. (3.3.12) is known as the Hermite polynomial expansion of the equilibrium distribution
function. This expansion is fully equivalent to the initial expression of the Maxwell-
Boltzmann distribution (Eq. (3.2.14)). However, the difference lies in the fact that it is

%<">> — /R JUEHME) de. (3.3.13)
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now projected on the basis of orthogonal Hermite polynomials, which offer mathematical
properties that will prove particularly beneficial for discretising the velocity space.

To further elaborate on the equivalence between Eq. (3.3.12) and Eq. (3.2.14), it is
proposed to focus on the Hermite equilibrium moments a,(gz) . Starting from Eq. (3.2.14),
the first four Hermite equilibrium moments can be expressed analytically and read as:

aly) = p, (3.3.14)
Oyl = Plla (3.3.15)
Gyt = Pats + pa(0 — 1)dag, (3.3.16)
aSI?CWV = PUaUplly + pC?(Q - 1) (uﬁéﬁ"/ + u55a7 + u'y(saﬁ) ) (3317)
aiﬁ?aw = PULURUUs + pc2 (6 —1) (Uatadys + UaU0ps + UaUsOpy + UsUyIas (3.3.18)

+ UsUsOay + UntisOas) + (0 = 1)* (Gapdys + Gards + Gasdsy)

where 0 = r,T/c? = T/T, is commonly defined as the dimensionless temperature. More
generally, as shown by Coreixas et al. [151], the Hermite equilibrium moments at any
order n > 2 are given by the following recursive formula:

= U .
eq,q...0p an eq,01...0p—1 Ai0n eq,o1 ... 01 Q41 ... 0y —2)

(™) an=b + 0 =1AY bga,a? (3.3.19)

which reduces to Malaspinas’ formula [152] in case of § = 1:

aég) = pu”. (3.3.20)
From the equations above, a direct link between the (raw) equilibrium moments m /("
and the Hermite equilibrium moments can be drawn. In fact, any Hermite equilibrium
moment of order n can be written as linear combinations of the raw equilibrium moments
m°®>*) for k < n. For instance, considering the first four Hermite equilibrium moments,
one gets:

0 —[ea()

eq,a «a

( )

: ( )
as =[mett?) =) 2., (3.3.23)
g ={mits) = 2 () 65, +(mg D) 8y +ms ) b05) (3.3.24
s =(aing) — & (e 025 +mB ) s + (i) 0, + {3t 0
(5 6y () Gs) + €4 (s + s + sl

This clearly shows that there is a bijection between the raw and Hermite equilibrium
moments. In other words, the Hermite equilibrium moments a&Z) form a hierarhcy, that
is equivalent to the one of the raw equilibrium moments. This result is particularly
interesting as it implies an equivalence between the conservation of the raw and Hermite
equilibrium moments. Therefore, the conclusions drawn in Section 3.2.4.3 regarding
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the order of the equilibrium moments involved in the recovery of a given macroscopic
behaviour can be directly transposed to the Hermite formalism?. Consequently, to recover
the Navier-Stokes equations from the Boltzmann-BGK equation, the Hermite equilibrium
moments ag;) have to be known at least up to the fourth-order.

3.3.1.2 Truncation of the Hermite polynomial expansion

From a purely numerical perspective, the equilibrium distribution function defined
in Eq. (3.3.12) may seem less attractive to compute than the Maxwell-Boltzmann
distribution due to its infinite sum. However, the orthogonality property of the Hermite
polynomials can make it much more practical. Indeed, this property allows truncating
the expansion of the equilibrium distribution function (Eq. (3.3.12)) at any given order
N without affecting the value of the N lower-order Hermite equilibrium moments. Hence,
the equilibrium distribution function can be approximated by its projection onto a Hilbert
subspace spanned by the first N Hermite polynomials:

N

feUm, &,1) ~ [N (a0, €, 1) = w(€) Y

n=0

nlc2n ac (x,t) - H"(E), (3.3.26)

while still sharing the exact same Hermite equilibrium moments as ¢ defined by Eq.
(3.3.12) (and equivalently, Eq. (3.2.14)) up to the Nth-order:

eq,IN
aiZ)N = <_f
’ w

eq
7{<n>> — <%‘ 71<">> =a, Vn<N. (3.3.27)

Owing to the equivalence between raw and Hermite equilibrium moments, and in light
of the conclusions of the Chapman-Enskog expansion (see Section 3.2.4.3), a systematic
link between the order of truncation N and a given macroscopic behaviour can be
established [148]:

e In order to recover the complete set of compressible Navier-Stokes equations, it is
crucial to have the exact knowledge of the equilibrium moments up to the fourth
order. Hence, a truncation a least at the fourth order ((N > 4)) of the equilibrium
distribution function is imperative. However, to reduce the CPU cost of the LBM,
it is common practice to truncate the expansion of the equilibrium distribution
function to a lower order®. This significantly affects the resulting macroscopic
behaviour, and therefore, it is worth elaborating on.

« Truncation at (N = 3): The Hermite equilibrium moments are only exact up to
the third-order, and the fourth-order Hermite equilibrium moment is now zero. As
per Eq. (3.2.74), this leads to an incorrect evaluation of the energy fluxes, which
results in a flawed energy equation. Yet, by setting § = 1, i.e. T' = Tj, the athermal
Navier-Stokes equations are recovered without any error. Therefore, when using an
equilibrium distribution function truncated at N = 3, the LBM can only simulate
the Navier-Stokes equations in the athermal case.

2This equivalence is further highlighted using the same colour code as in Section 3.2.4.3.
3This point will be further detailed in Section 3.3.3.
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o Truncation at (N = 2): In this case, the Hermite equilibrium moments are only
exact up to the second-order, and the thrid- and fourth-order Hermite equilibrium
moment are zero. From Egs. (3.2.72) to (3.2.74), it becomes evident that only
the mass equation is recovered without error. Hence, both the momentum and
energy equations are flawed. Similar to the previous case, the athermal hypothesis
is adopted (i.e. # = 1). However, the exact athermal Navier-Stokes equations
are no longer recovered because the viscous-stress tensor, which appears in the
momentum equation, also has some defects. Indeed, returning to the Chapman-
Enskog expansion, and substituting f¢? with ffq’z, the corresponding viscous-stress
tensor, defined by Eq. (3.2.59), becomes:

(3)

da
(1),N=2 _ 7(1),NS (1) Y Peq,aBy
Haﬁ = Ha,B + 7 a—% (3328)

where HS[;’NS is the viscous-stress tensor of the exact Navier-Stokes equations. As

such, an error term appears in the momentum equation, which is linked to the
third-order Hermite equilibrium moment of the Maxwell-Boltzmann distribution:

ag?am = pugupti, + pc2(0 — 1) (uadp, + Usdary + UyOap)- (3.3.29)

Since the athermal hypothesis is applied (i.e. 6 = 1), only the first term of
Eq. (3.3.29) remains, leading to a @(Ma?®) error in the momentum equation, also
known as the Galilean invariance defect. Because of this error, the second-order
truncated equilibrium distribution function can only model the athermal Navier-
Stokes equations in the weakly compressible limit. Yet, the Galilean invariance
defect can be fixed by introducing some corrective source term into the Boltzmann-
BGK equation [153, 154] (see Section 3.5.2.3). Nevertheless, it should be emphasised
that this corrective term does by no means lift the athermal hypothesis, which
means that 6 = 1 still holds true.

o Truncation at N < 1 : The Navier-Stokes equations, even in degenerate form,
cannot be recovered with such a low order truncation. However, this type of
truncation allows for the modelling of an advection-diffusion equation (for N = 1)
[155] or a diffusion equation (for N = 0) [156].

Before proceeding, it might be beneficial to review the progress made so far. The main
objective of this section is to discretise the microscopic velocity space while preserving
most of the macroscopic information contained in the moments of the Maxwell-Boltzmann
equilibrium distribution function. To achieve this, the Hermite expansion of f¢ and
its truncation have demonstrated that using only a finite polynomial approximation of
the equilibrium distribution function is actually sufficient. In other words, f¢¢¥ and f
share the exact same macroscopic content up to an order N. However, the velocity space
is still continuous at this point. Specifically, the explicit computation of the polynomial
approximation of the equilibrium distribution function requires an integral evaluation
over the entire space of microscopic velocities to obtain the coefficients aéZ?N. As such,
the final step in the discretisation of the velocity space lies in the simplification of this
integral. This is achieved by means of a Gauss-Hermite quadrature, which provides, in a
systematic way the lattice (i.e. the set of discrete velocities {&;}icpo,4—17) and a discrete
equivalent of the equilibrium distribution function.
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3.3.1.3 The Gauss-Hermite quadrature

To better understand how the Gauss-Hermite quadrature arises in the framework of
the Hermite polynomial expansion, one starts by recalling the definition of the nth-order
Hermite equilibrium moment:

al)(x,1) = ally(@.t) = [ [N (x, & )H(E) dE, (3.3.30)
Rd

where €@ is the truncated Hermite expansion of ¢ at an order N > n. For convenience,
the integrand in Eq. (3.3.30) can be written as:

feal (x, €, )H™ (&) = w(€)P(x, €, 1), (3.3.31)

where P is a multi-dimensional polynomial in &€ of degree at most 2/N. Using the notation
of Eq. (3.3.31), the nth-order Hermite equilibrium moment of f¢V then becomes:

aly (@, t) = / w(&)P(x, &, 1) dE. (3.3.32)
]Rd

Thanks to this basic manipulation, the integral on the left-hand side is now of a
form that suggests the use of a Gaussian quadrature rule. In this specific case, the
Gauss-Hermite quadrature is particularly appropriate as the Gaussian weight function
of the Hermite polynomials w(&) appears as a factor of P. Hence, the integral in the
left-hand side of Eq. (3.3.32) can be ezactly evaluated as a weighted sum of the values of
P(x, &, t) taken at specific points &;:

q—1

/Rdw(ep(m’g’t) g = sz‘P(fv,Ei,t% (3.3.33)

1=0

where w; and &, are the weights and nodes (or abscissae) of the quadrature. It is
important to note that the Gauss-Hermite quadrature of Eq. (3.3.33) is actually obtained
by tensor product of d one-dimensional quadratures. Indeed, there is no known general
multi-dimensional Gauss quadrature theory [148]. Consequently, the number of points
in the quadrature, denoted as ¢, not only depends on the polynomial degree of P but
also on the number of dimensions d. In fact, the quadrature relies on ¢ = V¢ integration
points, where V' > N + 1 is the number of integration points used in each dimension.
As such, the quadrature is of order Q = 2V — 1. Accordingly, the weights are obtained
by multiplying the weights of each one-dimensional quadrature (i.e. w; = w,...w;, for
i=0,..,q—1). Also, each of the components of the node &; = (&, ...,&;,) is a root of
the one-dimensional Hermite polynomial H(").

Going back to the computation of the Hermite equilibrium moment (Eq. (3.3.32))
and applying the Gauss-Hermite quadrature given by Eq. (3.3.33), one gets:

(m) fo (@ 6 t) 5 ) e P @0t 4w
CLeq,N_/RdUJ(g)\ (&) H (&’z di—;wz\ w(E) H (giz. (3.3.34)

P(wkt) Pt t)
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This last equation is the bedrock of the velocity discretisation process. It demonstrates
that the infinite set of microscopic velocities € € R? can be replaced by a finite set of
q discrete velocities {§; }ic[o,q—1], While exactly preserving the moments of the Maxwell-
Boltzmann distribution up to an order N. This way, the macroscopic behaviour of
interest is completely recovered in the discrete setting.

The Gauss-Hermite quadrature also readily provides a definition of the discrete
eq,N .
equilibrium distribution function f9. Indeed, introducing ff*" = wi%, the

discrete nth-order Hermite equilibrium moment can be expressed as:
q—1
alt) =" froNH (3.3.35)
i=0

where ’Hgn) = H™(&,). In a more general sense, the discrete (raw) equilibrium moments
can be defined similarly as:

q—1
me) = 3 gn e (3.3.36)
=0

Finally, using the fact that ff" = wlw, Eq. (3.3.26) can be written so as

to provide a generic expression of the discrete equilibrium distribution functions which
remains valid for any set of discrete velocities:

N
€ 1 n n
Ji q7N(wvt> = Wi Z nlcn a’gq)(mat) : /H'E )7 (3.3.37)

n=0 S

where the orthogonality properties of the discrete Hermite polynomials ’Hg") are pre-
served up to an order N as a direct consequence of the Gauss-Hermite quadrature. To
demonstrate the practical application of Eq. (3.3.37) in deriving a discrete equilibrium
distribution function for any macroscopic behaviour, let’s consider the case where N = 2,
which leads to the recovery of the athermal weakly-compressible Navier-Stokes equations.
In this case, using all the definition given above, it is straightforward to get:

£, 1) = wip (1 AL ‘“‘2) | (3.3.38)

4 2
2 2c; 2cs

which can be used with any lattice with an order of quadrature ) > 4.

In conclusion, the Gauss-Hermite quadrature is a powerful technique for discretising
the microscopic velocity space. It allows for the systematic derivation of a set of
discrete velocities which maintain a given macroscopic behaviour while also providing
the associated discrete equilibrium distribution function. Yet, it is worth noting that the
Gauss-Hermite quadrature is not the only method yielding to the discrete equilibrium
distribution function. Other approaches, such as the maximum entropy principle [157]
and the numerical moment matching [158], can also be used.

3.3.2 The discrete velocity Boltzmann equation

As a result of the velocity space discretisation, the primary variable of the Boltzmann-
BGK equation, which is the distribution function f(,&,t), is now replaced by a finite set
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of ¢ distribution functions f;(x,t). To obtain the corresponding evolution equation for
these new variables, the Boltzmann-BGK equation (Eq. (3.2.19)) is evaluated for £ = &;
and multiplied on both sides by w;/w(§;), leading to the so-called Discrete Velocity
Boltzmann Equation (DVBE):

ofi
ot

Le,- anZ _ ! (fl f) (3.3.39)

The DVBE actually represents a system of ¢ independent equations. As such, when
combined with Eq. (3.3.37), it results in a closed set of partial differential equations
governing the set of variables f;(x,t). This set can then be used to model any given
macroscopic behaviour up to a specified equilibrium moment order N. Indeed, a direct
link between the emerging macroscopic equations and the DVBE can be drawn using
Chapman-Enskog expansion, similar to the one performed in Section 3.2.4.2, in the limit
of low Knudsen numbers [148, 159]. Moreover, the BGK collision model still ensures the
conservation of mass, momentum and energy in the discrete velocity setting. Hence, the
main macroscopic variables of interest can be computed through discrete sums:

q—1 q—1
p=>_ fi=> [ (3.3.40)
=0 =0

q—1 q—1
pu = Z &ifi = Z &1, (3.3.41)
pe + %p|u|2 Z 2if = Z 24 peal, (3.3.42)

3.3.3 Common velocity sets for the lattice Boltzmann method

Having introduced the theoretical framework of the velocity space discretisation, the
natural question arises as to which discrete velocity set to choose. In this regard, two main
considerations come into play. Firstly, the discrete velocity set has to be large enough to
provide consistent solutions to the Navier-Stokes equations. However, the numerical cost
of the LBM linearly scales with the number of discrete velocities. Indeed, the DVBE
(Eq. (3.3.39)) shows that each discrete velocity &, is associated with a partial differential
equation that needs to be numerically solved. Therefore, selecting a discrete velocity set
often involves a trade-off between consistency (relative to a given hydrodynamic limit)
and computational cost.

In the lattice Boltzmann community, the term “lattice” is used to refer to the discrete
velocity sets. Typically, a given lattice is denoted using the DdQq convention [123] where
d refers to the dimension and ¢ to the number of discrete velocities, and associated with
a Eng quadrature [148], where @) is the accuracy order of the quadrature. Furthermore,
a lattice is fully defined by two sets of quantities: the discrete velocities &, and their
corresponding weights w;. Another significant quantity is the scaling factor ¢4 which,
as will be seen later, is somehow related to the speed of sound.

65



CHAPTER 3. THE LATTICE BOLTZMANN METHOD

On-grid and off-grid lattices. Most lattice Boltzmann implementations employ
lattices derived through “on-grid” quadratures, whose abscissae coincide with Cartesian
coordinates. In other words, the lattices are designed to fit into a regular grid with the
vector of the discrete velocities ending on one of the neighbouring grid points (see Figure
3.1 for two-dimensional examples). Although off-grid lattices that do not fit into a regular
grid can also be used [160], these are not further discussed here as they lead to so-called
“off-lattice Boltzmann methods” [161], which are beyond the scope of the present work.

O Rest velocity —> 1%t-order neighbours —> 2"-order neighbours —> 3"-order neighbours

E

(a) D2Q9 (b) D2Q17 (c) D2Q37

—K-

Figure 3.1 - Common two-dimensional on-grid velocity lattices.

It is now proposed to review some common lattices (and quadratures) that are used
in the framework of the lattice Boltzmann method. To that end, the different lattices
are introduced according to their order of quadrature @), starting from the highest order.

e Q =9 — Compressible Navier-Stokes equations. In order to recover the full
set of compressible Navier-Stokes equations, the equilibrium distribution function
has to be expanded up to the fourth-order (i.e. , see Section 3.3.1.2).
Therefore, the Gauss-Hermite quadrature should be of order () > 2N 4+ 1 = 9,
consequently involving at least V3 = (N +1)% = 5% = 125 discrete velocities in three
dimensions of space. Apart from the prohibitive number of velocities, the main
problem with the corresponding lattice is that the discrete velocities depend on the
local temperature of the fluid. This highlights one drawback of the Gauss-Hermite
quadrature, as it can only be used to construct isothermal lattices [162, 163].
Nonetheless, it should be mentioned that using pre-defined abscissae, it can be
shown that the minimal ninth-order quadratures are E3% and E3%, leading to the
D2Q37 (see Figure 3.1) and D3Q103 lattices [164, 165]. However, these lattices
still involve too many discrete velocities, with some spanning up to third-order
neighbours, making the LBM computationally inefficient in terms of memory and
CPU time. As such, ninth-order quadratures are deemed too expensive and rarely
used in practice, especially for three-dimensional industrial applications.

e Q =7 — Athermal compressible Navier-Stokes equations. Referring to
Section 3.3.1.2, in order to obtain more manageable lattices, the simplest approach
is to truncate the equilibrium distribution function to a lower order, such as.
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In this case, the LBM only recovers an athermal version of the compressible Navier-
Stokes equations. The corresponding Gauss-Hermite quadrature should therefore
be of order ) > 2N + 1 = 7. The most common seventh-order quadratures are
E3% and E3Y, leading to the D2Q17 and D3Q39 lattices [164, 165], illustrated in
Figures 3.1 and 3.2a respectively. The D3Q39 lattice has been notably used for
many studies [158, 166, 167] and was found to be the lattice of choice for high-Mach
number flow in the commercial Powerflow solver for many years. Nevertheless, as
shown by Figure 3.2a, the D3Q39 still involves third-order neighbours, resulting in
a large stencil that can negatively affect the performance of the LBM.

At this stage, it might be beneficial to make some comments. Even though the Gauss-
Hermite quadrature is a powerful technique to discretise the velocity space and construct
lattices for the LBM, it suffers from two significant drawbacks. The first one is known
as the “curse of dimensionality” [160]. Indeed, the number of abscissae (i.e. discrete
velocities) rapidly increases, particularly for high spatial dimensions and for high-order
quadratures, such as ) = 9 or () = 7, as discussed above. Secondly, the discrete velocities
of high-order quadratures often extend beyond the first-order neighbours when derived
as the roots of Hermite polynomials. In the lattice Boltzmann community, these lattices
that involve more distant neighbour nodes are known as “multi-speed” or “high-order’
lattices, as opposed to “standard” lattices that only involve the first neighbouring nodes.

The LBM community predominantly relies on “standard” lattices due to their superior
performance over high-order lattices, especially in a parallel HPC context. In fact,
standard lattices have been instrumental in the great success of the lattice Boltzmann
method [103], and are a key factor in the claim that the LBM is based on a simple and
effective numerical scheme. However, up to this point, no standard lattice has been
introduced in this review. Actually, most standard lattices are derived from lower-order
quadratures, specifically from the fifth-order one.

Y

e Q =5 — Athermal weakly compressible Navier-Stokes equations. A
fifth-order quadrature only allows for a second-order ([N = 2|) expansion of the
equilibrium distribution since ) > 2N + 1. Therefore, only the athermal weakly
compressible Navier-Stokes equations can be simulated with the corresponding
lattices, as discussed in Section 3.3.1.2. The most common fifth-order quadratures
are B3 ., E3%, and E3% leading to the famous D2Q9, D3Q27 and D3Q19 lattices
illustrated in Figures 3.1, 3.2b, and 3.2c respectively. The D2Q9 and D3Q27 lattices
are obtained by taking the tensor product of the one-dimensional D1Q3 lattice.
Indeed, the multi-dimensional quadrature formula given in Eq. (3.3.33) directly
leads to V¢ = (N + 1)¢ = 34, which results in 3, 9 and 27 discrete velocities in
1D, 2D and 3D, respectively. On the other hand, the D3Q19 lattice is a degraded
version of the D3Q27 lattice, which excludes some of the diagonal components but
still has similar properties and ensures a fifth-order quadrature.

In this manuscript, the D2Q9 lattice is only used in Chapter 4 for the von Neumann
analysis of the LBM. However, all subsequent implementations and computations are
performed using the D3Q19 lattice. The reason for this choice is that the D3Q19 lattice
requires less memory and CPU time compared to the D3Q27 lattice [103, 168]. It should
be noted that recent studies [169, 170, 171] have shown that the D3Q19 lattice exhibits
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15t-order neighbours 2nd_order neighbours 3"d_order neighbours

(a) D3Q39

(b) D3Q19 (c) D3Q27

Figure 3.2 - Common three-dimensional on-grid velocity lattices.
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some isotropy issues that might be particularly detrimental to the computation of high
Reynolds number axisymmetric flows. Nevertheless, a slight modification can be brought
to the discrete equilibrium of the D3Q19 lattice to recover isotropy [172]. That being
said, using the D3Q27 model or implementing the aforementioned correction did not
prove useful for the flows considered in this manuscript and are thus excluded from the
discussion. The definitions of the D2Q9 and D3Q19 lattices are given by Table 3.1.

Lattice Quadrature €,c,/clattice w; - cattice
(0,0) 4/9 1
D2Q9 B, (£1,0), (0, 1) 19—
(41, +1) 1/36 V3
(0,0,0) 1/3 1
D3Q19 E (+1,0,0), (0,41,0), (0,0, 41) 1/18 =

(£1,+1,0), (£1,0,+1), (0, £1,41) 1/36

Table 3.1 — Weights w; and discrete velocities &, for the D2Q9 and D3Q19 lattices.

3.3.4 Errors and limitations of 5th degree quadratures

In the previous section, it has been shown that the standard lattice Boltzmann method
mainly uses the D2Q9, D3Q19 or D3Q27 lattices for efficiency reasons. These lattices
all correspond to fifth-order quadratures (¢ = 5), which means that the equilibrium
distribution function can only be expanded up to the second-order (N = 2) onto the
basis of Hermite polynomials. Although this boosts the performance of the LBM, the use
of such a low-order quadrature has a significant impact on the macroscopic physics that
can be recovered. Therefore, it is essential to comment on the two resulting limitations:
the athermal approximation and the Galilean invariance defect, and their implications.

The athermal approximation. The second-order expansion of the equilibrium distri-
bution function leads to an incorrect energy equation (see Section 3.3.1.2), thus preventing
it from being solved. As a result, the athermal hypothesis is adopted by setting 6 = 1,
i.e. T'= Ty where Ty is a constant temperature. In other words, the energy equation
is entirely replaced by a scalar constraint. It is essential to distinguish the athermal
approximation from isothermal flows, where temperature fluctuations are permitted by
the fluid but not by the flow. Indeed, the athermal approximation is applied directly to
the fluid modelling, which means that temperature no longer has a physical existence in
such models. This is a very strong assumption that comes with several limitations.

o First of all, the ideal gas equation of state now reads as:
p = pr,Ty = pc2, (3.3.43)

where ¢; = \/7,1j is a characteristic velocity of the particles. The new equation
of state is usually referred to as the barotropic equation of state [173] and makes
pressure directly proportional to density.
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o Consequently, the speed of sound becomes:

d
Cgthermal — d_]; — /TgTO = ¢4 (3344)

which corresponds to the Newtonian sound speed, i.e. the sound speed at constant
temperature rather than at constant entropy. By comparing Eq. (3.3.44) with the
classical isentropic speed of sound ¢y = /77,7, it can be seen that the athermal
speed of sound is incorrect from a ratio /7. Fortunately, the correct speed of
sound can still be imposed in the lattice Boltzmann method thanks to a trick in
the definition of the time step, as will be discussed in 3.4.2.2.

o A second consequence of the barotropic equation of state is the addition of a bulk
viscosity in the shear-stress tensor. Going back to the Chapman-Enskog expansion
(see Section 3.2.4.2), the time-derivative of the pressure term in H((XOB) transforms into
a time-derivative of the density owing to the barotropic equation of state (3.3.43).
Hence, Eq. (3.2.60) becomes:

0 0) Opuqugy 5  Op , Op
m(“aﬁ)_W—cs“ -

leading to:

aua 8u5

orthermal — 98,5 where Sps= [ — + =

) and p=7pct.  (3.3.46)
Apart from the athermal definition of dynamic viscosity, this expression is different
from its thermal version, Eq. (3.2.61), by a term that is proportional to the
divergence of the velocity field. Therefore, in the athermal case, the shear-stress
tensor no longer remains traceless and contains a normal stress that is not accounted
for by the thermodynamic pressure. This normal stress can be considered as an
addition of bulk viscosity g [174]:

ol = 21S,5 = (2Saﬁ — %Z—ZZ(S(Jﬁ) + ubg—zzéaﬁ (3.3.47)
where u, = p¢ = 2u/d. The appearance of a non-zero bulk viscosity necessarily
has a consequence on acoustics. In Chapter 4, it will be shown that the free-field
dissipation of acoustic waves occurs at a rate I'\s = — (2v 4 3¢) ||k||* in the com-
pressible Navier-Stokes equations, where k is the wavenumber. Yet, the athermal
assumption leads to I'gemal = —p||k||? instead of T3remal = —2p[|k[| in the
correct thermal case. As a result, acoustic waves are slightly more dissipated. How-
ever, this difference is very small, and completely negligible for most aeroacoustic
applications, as will be discussed in Chapter 4 (see Figure 4.4).

Galilean invariance defect [175]. Apart from the errors in the energy equation, which
lead to the athermal assumption and all the aforementioned consequences, another error
arises in the viscous stress tensor. This error is completely independent of the athermal
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approximation and results from the second-order order truncation of the equilibrium
distribution function, which also leads to an incorrect evaluation of the third-order
equilibrium moment. As discussed in Section 3.3.1.2, this results in the famous O(Ma?)
error-term in the stress tensor

eq,(3
Q=5 _ NS 9 (3.3.48)
af aB 81‘7 ) ..
——

O(Ma3?) error-term

which remains negligible only for weakly compressible flows at low Mach numbers.

To summarise, using fifth-order quadrature lattices such as the D2Q9, D3Q19, and
D3Q27 latices makes the LBM very efficient from a computational point of view. However,
these lattices only allow the simulation of flows that obey a weakly compressible version
of the Navier-Stokes equations without the energy equation. Additionally, due to the
O(Ma?) error term in the stress-tensor, the Mach number should remain small while
keeping Ma < Re in order to ensure the low Knudsen number limit. It is of utmost
importance to note that these errors arise once the velocity space is discretised and,
therefore, are independent of the space and time discretisation. Yet, some techniques
exist to mitigate the detrimental effects of using low-order quadratures, in particular
regarding the O(Ma?) error term. Still, Galilean invariance errors are never completely
eliminated with corrective terms but only pushed back to higher orders.

3.4 Space and time discretisation

It is essential to keep in mind that the purpose of this chapter is to explain how
the LBM, as a numerical method, can be derived from the Boltzmann equation. As
of now, only the microscopic velocity space has been discretised while the space and
time variables were kept continuous. This resulted in the discrete velocity Boltzmann
equation (Eq. (3.3.39)) and showed that a given hydrodynamic limit of the Boltzmann
equation can still be preserved by evaluating it at specific discrete velocities that form a
lattice. To complete the derivation of the LBM and the corresponding lattice Boltzmann
scheme, the space and time discretisation of the discrete velocity Boltzmann equation is
now discussed. To that end, the expression of the discrete velocity Boltzmann equation,
written with a general collision term §2;, is recalled:

Ofi ofi
o TS om

From a mathematical point of view, the above equation is nothing more than a (set of)
hyperbolic partial differential equations. As such, many different numerical techniques
can be used to solve it numerically. Nevertheless, the standard lattice Boltzmann method
relies on a specific discretisation procedure that results in the famous “stream and collide”
algorithm. The corresponding procedure is detailed in the next section.

=, Vielo, ¢g—1]. (3.4.1)

Off-lattice Boltzmann methods. Before diving into the specific space and time
discretisation of the DVBE that lies at the heart of the LBM, it is worth mentioning

71



CHAPTER 3. THE LATTICE BOLTZMANN METHOD

that some authors still suggest performing a “classical” discretisation of the DVBE. This
approach leads to the creation of finite volume [176, 177, 178], finite difference [179, 180]
or finite element [181] lattice Boltzmann methods, which are more generally referred to
as off-lattice Boltzmann methods [161]*. Unlike the standard LBM, the mesh topology in
these methods is no longer constrained by the lattice of discrete velocities but is instead
fixed arbitrarily, hence the term “off-lattice”. Despite their increased flexibility regarding
meshes, time-stepping, and stability [161, 187, 188], off-lattice Boltzmann methods often
exhibit increased numerical dissipation and complexity. Moreover, since they rely on
a large number of variables (i.e. ¢ distribution functions f;), they can sometimes even
be more costly than classical Navier-Stokes-based compressible solvers, rendering the
use of a kinetic description pointless (see discussion in Section 3.2.5). As a result, their
use is generally restricted to academic purposes. For all these reasons, this manuscript
exclusively refers to the lattice Boltzmann method as obtained below, and off-lattice
Boltzmann methods are not further elaborated upon.

3.4.1 The dimensional lattice Boltzmann scheme

Following the discussion above, the original space and time discretisation of the
Discrete velocity Boltzmann equation (Eq. (3.4.1)) is now presented. In fact, the lattice
Boltzmann “stream and collide” scheme can be derived using various techniques such as
the Crank-Nicolson method [189; 190], the Strang splitting [190] or an integration along
characteristics [103, 191]. Out of all these techniques, only the latter is detailed here, as
it was historically the first employed to derive the standard lattice Boltzmann method.

3.4.1.1 Method of characteristics

The use of the method of characteristics is motivated by the fact that the left-hand
side of the DVBE (3.4.1) represents the advection of the particle distribution function f;
at a specific velocity &;. In addition, the velocity space discretisation ensures that the
velocity &, is explicitly known and independent of the space and time variables. This
allows the method of characteristics to provide an exact solution for the advection term
on the left-hand side of Eq. (3.4.1) by integrating it along the characteristic line of
direction &,. To that end, the DVBE is parameterised with an independent variable ¢
such that {f;}icpo, ¢—17 can be written as f; = f; [2(¢), t(¢)] where ( is the position along
the characteristic line (x((),t(¢)). Along this characteristic line, the DVBE reduces to
an ordinary partial differential equation:

L (T 5+ (5) - - et 0 (342)
where by identification with Eq. (3.4.1):
dt dx

4Intermediate approaches also exist, such as semi-lagrangian LBMs [182, 183], volumetric formulations
[184, 185] or the Discrete Unified Gas Kinetic scheme [186].
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Letting ¢(0) = t and x(0) = x, it immediately follows that ¢({) = t+( and (¢) = x+&,C.
As a result, the parameter ¢ can be regarded as an additional and independent time
variable. The integration of the DVBE along the characteristic line (x + £,(,t + () over
one time-step (denoted by At) leads to:

C=At afi afi - C=At
/<;0 ( o & 8w> d¢ = /CO Qi(x +£;¢, 1+ ¢)dC. (3.4.4)

The first term of Eq. (3.4.4) can be computed ezactly (i.e. without error) owing to the
fundamental theorem of calculus:

(=At 8]02 afz B (=At dfz B
/CZO (at +€iaw) dC—/C:U i d¢ = filx + €At L+ At) — fi(z,t).  (3.4.5)

Consequently, Eq. (3.4.4) becomes:

(=At

¢=0

where the time integral of the collision term on the right-hand side still needs to be
evaluated. Unfortunately, no exact integration formula exists for the collision term.
Therefore an approximate evaluation is necessary.

3.4.1.2 First- and second-order discretisation

There are several ways to approximate integral of the collision term on the right-hand
side Eq. (3.4.6). Indeed, this term can be seen through the lens of the initial value
problem: knowing the value of the collision model at an initial time ¢, how to derive
its value at time ¢t + At? In this framework, one can distinguish between explicit and
implicit methods. Bearing in mind that the aim is to obtain the simplest and least
expensive numerical method possible, implicit methods should be avoided. Regarding
explicit methods, the most common ones are the forward Euler and Runge-Kutta schemes.
Unfortunately, despite their increased order of accuracy, Runge-Kutta methods are also
discarded since they require tracking the distribution functions at several points in time,
which would eventually lead to a memory-intensive algorithm. Hence, as a first attempt,
one might consider the simple forward Euler approximation. This leads to the following
scheme:

file + ALt + At) — fi(x, t) = AtQ;(x, t), (3.4.7)

which is first-order accurate in time. It is of utmost importance to note that the particular
treatment of the advection term is exact. Therefore, the order of the lattice Boltzmann
method is controlled by the error of the approximation of the integral on the RHS of
Eq. (3.4.6). It is therefore clear that using only a first-order approximation is quite
detrimental to the LBM since all the advantages of exact advection are outweighed by
the error on the collision. Nevertheless, there is a way to improve the order of accuracy
of the LBM while preserving the simplicity of Eq. (3.4.7).

A second-order accurate lattice Boltzmann scheme can be obtained by using a
trapezium rule — Crank-Nicolson scheme. Using this method, the right-hand side of Eq.
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(3.4.6) becomes:

C=At
/ Qi(x+&,¢t+¢)d¢ = % [Qi(x, ) + Uz + &t + At + O(A?).  (3.4.8)
¢

=0

The only drawback is that the scheme is now implicit since Q;(x + €,,t + At) depends
on the discrete distribution function f; at time ¢t + At. Actually, the implicitness of the
equation can be removed thanks to an appropriate change of variable suggested by He et
al. [191]:

At
leading to:
gi(x + &ALt + At) — gi(x, t) = AtQy(x, 1), (3.4.10)

where €2; now implicitly depends on the new variable g;.

At first glance, this equation looks like the standard first-order explicit Euler scheme
Eq. (3.4.7). However, it differs from it through the introduction of the new set of
distribution functions {g; }ic[o, g—17 which in turn leads to a different computation of the
collision model and of the macroscopic moments. Thus, it is of utmost importance to
note that the distribution functions actually used in the lattice Boltzmann algorithm are
not exactly the same as in the Boltzmann equation but distribution functions which are
a equivalent f; in terms of flow. Indeed, considering f; = f;?, one gets:

A
61 = [ t) — SO = i, (3.4.11)

which, according to the conclusion of the Chapman-Enskog expansion, leads to the same
macroscopic behaviour. Another appealing property is that f; and g; share the same
conserved moments:

q—1 q—1 At q—1 q—1
Zzofizzogi—i—?;(zi:%gia (3.4.12)

—
q—1 q—1 _At q—1 q—1
pu=3 &fi=) &uit 5 Y &i=) & (3.4.13)
=0 =0 @'foo i=0

Moreover, provided that the order of quadrature is sufficient to recover the energy
equation (@ > 8), the total energy can be computed as:

q—l q—1 .o A -1
pu = Z ZE tz Z%‘ (3.4.14)

=0

Hence, during a lattice Botzmann computation, there is no need to constantly switch
between f; and g¢;: the mere knowledge (i.e. calculation and storage) of the distribution
functions g; is sufficient to describe flows on a macroscopic scale.
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3.4.1.3 The BGK collision model and the relaxation process

In order to get more insight into some of the numerical properties of the space
and time discrete lattice Boltzmann scheme and to better understand the fundamental
difference between the first- and second-order approximations of the collision term, the
case of the BGK collision model is discussed. It should be recalled, from Section 3.2.3
that the BGK collision model relies on a relaxation process towards equilibrium in a
characteristic time 7. However, the BGK collision model is not the only one possible
and is used in practice (see Section 3.5), most collision models are based on the idea of
relaxation towards equilibrium. It, therefore, seems worth examining this a little. The
definition of the BGK collision model is first recalled:

P = (f, — fe7). (3415)
Using Eq. (3.4.9), the BGK collision model can be made consistent with the new
distributions ¢g;. This leads to:

1 1
QK = TTEALR (9= fi") = == (9: = i) (3.4.16)
This equation shows that the BGK collision model expressed in terms of g; is quite
similar to the one expressed in terms of f;. The only noticeable difference relies on the
definition of the characteristic relaxation time. Indeed, the new distribution functions
g; are now relaxed towards equilibrium at a rate given by 7 = 7 + At/2 which depends
on the time step as a result of the change of variable. By combining Eqgs. (3.4.9) and
(3.4.16), one finally obtains the lattice Boltzmann - BGK scheme:

G(@ 4 &AL A = g, 1)~ 2 (g t) ~ @) (3417)

Hence, solving equation (3.4.17) with relaxation time 7 yields the flow whose distribution
functions f; are solutions of the DVBE given by Eq. (3.4.1) with relaxation time 7.
Moreover, knowing that g; = ¢;? + ¢;"“?, Eq. (3.4.17) can be recast as:

At
gi(x + &ALt + At) = g% (x,t) + (1 — T) g, t). (3.4.18)
T

This clearly highlights the fact that the equilibrium part is conserved by the collision
process while the non-equilibrium part is relaxed.

Under-, Full and Over-Relaxation The lattice Boltzmann scheme can be viewed as
an advection-relaxation equation for the distribution functions. This kind of equation is
rather uncommon in the context of CFD where most of the models are in the form of
non-linear advection-diffusion equations. Therefore it seems appropriate to discuss some
of the properties of relaxation processes and their discretisation. To this end, a spatially
homogeneous variant of the DVBE is considered:

d 1

= U E, (3:4.19)
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with constant 7 and f;?. The analytical solution of this equation is given by:

fit) = (fio — ;") exp (—;) + £, (3.4.20)

where f; ( is the initial condition. Hence, starting from its initial value f; o, the distribution
function f; will relax exponentially towards the equilibrium f;? in a characteristic time 7.
The discretisation of Eq. (3.4.19) will however change these dynamics. Following the
method of characteristics, one gets:

[t + At) — fi(t) = —/0 {% (fio — fieq)} (t+ s) ds. (3.4.21)

The effect of the two discretisations introduced in Section 3.4.1.2 are investigated. The
first-order integration of the right-hand side of Eq. (3.4.21) leads to:

P an = £+ [ 0= 0] o, (3422

while the second-order discretisation using the Crank-Nicolson scheme gives:

FN A0 - ) = 5 { S (fio - ffq)] (t+ A + 2 [ !

AR | (- 1) (0. a2y

T

Using the same change of variable as in the case of the DVBE, i.e. introducing f; =
fi+ SH(f; — f{7), and after some algebra, the Crank-Nicolson scheme can be re-written
as:

1 fe oo y At
PN+ A0 = 2 [+ 5= ] 0+ 55

where % = (1 & At/27). In Egs. (3.4.22) and (3.4.24), one main numerical parameter
can be identified, namely 7/At which can be viewed as the number of time-steps within
the characteristic time of a collision.

fe. (3.4.24)

(2

In order to investigate the effect of this parameter on the relaxation process, a simple
numerical setup is studied: the initial solution is set to f;g = 1 while the targeted
equilibrium value is f{? = 0. The simulations are run for N = 20/At¢ time steps. Five
values of 7/At are examined: 0.25, 0.5, 1, and 10. The results are reported in Figure 3.3.

From Figure 3.3, it can be seen that both methods lead to accurate solutions when
7/At > 1 meaning that 7 > At. In this case, a phenomenon of under-relaxation is
observed where f; decays exponentially towards the equilibrium just as in the time-
continuous DVBE equation. Moreover, the Crank-Nicolson scheme, which is second-order
accurate in time is more accurate than the first-order explicit one. As the numerical
parameter 7/At decreases, very different tendencies between the analytical behaviour
and the solutions of the explicit and Crank-Nicolson schemes are reported. For instance,
for /At = 1, it can be seen that both the Crank-Nicolson and explicit schemes exactly
relax to the equilibrium in one time step. In this case, the system is said to be fully
relazed as f; directly decays to f{9. For values of 7/At < 1, both systems exhibit an over
relazation where f; oscillates around f;? with an exponentially decreasing amplitude.
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Figure 3.3 — Solutions of the relaxation equation (3.4.19) for the explicit Euler and
Crank-Nicolson schemes for various values of 7/At.

However, Figure 3.3 highlights one of the major advantages of the Crank-Nicolson scheme
over the explicit one. The Crank-Nicolson scheme, owing to its implicit nature, is not
only more accurate but also much more robust. While the Crank-Nicolson discretisation
leads to a scheme which seems to be unconditionally stable, the explicit scheme becomes
unstable as soon as At > 27. Indeed, in this case, f; oscillates around the equilibrium
with increasing amplitude. Therefore, 7/At > 1/2 is a necessary condition for stability.
Yet, it is essential to remember that, with the change of variable, the Crank-Nicolson
scheme is written in the form of an explicit scheme (see Eq. (3.4.17)). As a result, the
stability condition for the Crank-Nicolson scheme becomes:

T>— = 72>0, (3.4.25)

which is always true and hence, the Crank-Nicolson scheme is unconditionally unstable.
This means that one mathematically computes an implicit collision model at the cost of
an explicit collision model. This is what makes the LBM so powerful because it could not
handle an explicit model that would restrict the time step to be smaller than 7 which, it
should be recalled characterises the time of collisions. Since the lattice Boltzmann method
is used to simulate the Navier-Stokes equations, i.e. flows at low Knudsen number, the
practical time-step is often such as At > 7.

However, care must be taken not to jump to conclusions. Just because the Crank-
Nicolson scheme is unconditionally stable does not mean that the LBM is either. As will
be shown later, the LBM can be very unstable under certain conditions.

3.4.1.4 The stream and collide scheme

Going back to the lattice Boltzmann scheme Eq. (3.4.10), two separate parts which
actually reflect the physical meaning of the continuous Boltzmann equation can be
identified: (1) the left-hand side which consists of a streaming of the fictitious distribution
functions g; along characteristics defined by the discrete velocities §;, and (2) the right-
hand side which gathers the local collision model €2;. Therefore, it seems logical to
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separate the lattice Boltzmann equation into two distinct steps, namely the streaming
(or propagation) and collision steps:

A

Collision: @Mz, t) = gi(z, t) — 2t (gi(x,t) — g (2, 1)), (3.4.26)
T

Streaming: g¢;(x + At t+ At) = gi(x,t) (3.4.27)

In the collision step Eq. (3.4.26), each distribution function g; actually stored at each
point @ of the mesh and time ¢, is updated through the application of the collision model.
This leads to a post-collisional state denoted by g°!. From the definition of the BGK
collision model, collision is a purely local and algebraic operation. The other step is the
streaming step Eq. (3.4.27). Contrary to the collision step, this is a non-local operation

since the post-collision distributions g¢°!! are streamed along directions given by &,.

]

The streaming step can be done without any numerical error provided that for any
point @ of the mesh, x + &;At is another point of the mesh. Given the cubic shape of the
most common velocity lattices (described in Section 3.3.3) this leads to the restriction to
Cartesian meshes (i.e. Ax = Ay = Az) with a particular link between the time-step At,
the mesh size Az and the norm of the microscopic velocity ||€,||:

Az = ||&,]|At (3.4.28)

where i € [1, 4] for the D2Q9 lattice and ¢ € [1, 6] for the D3Q19 and D3Q27 lattices. It
should be recalled that for these velocity sets, ||€;|| = csv/3. From this, one can deduce
the following constraint, which can be regarded as a CFL condition:

__lattice __

1 At
V3 s *Ax
Hence, the lattice Boltzmann method operates at a constant CFL number whose value is

determined by the lattice constant. The implications of this condition will be examined
in greater detail later in Section 3.4.2.2.

(3.4.29)

Finally, to close this section, the stream & collide algorithm is illustrated on a
one-dimensional example in Figure 3.4.

3.4.2 The lattice Boltzmann scheme in lattice units

In practice, the lattice Boltzmann - BGK scheme Eq. (3.4.17) is not used as it
stands and is rather solved in the so-called lattice units where all physical parameters are
represented by dimensionless numbers. This is mainly a by-product of the velocity space
discretisation and the exact streaming constraint. Indeed, as discussed in Section 3.3.3,
the quadrature formulae leading to the D2Q9 and D3Q19 velocity sets provide discrete
velocities distributed over a regular Cartesian grid made up of cubes with a dimensional
length of v/3¢,. Therefore, it seems natural to adapt the LB scheme by using a more
convenient unitary reference length.

It is customary in the lattice Boltzmann framework to set Az* = 1 and At* = 1,
where the starred superscript refers to the system of lattice units. In other words, the
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Figure 3.4 — Illustration of the stream and collide algorithm on a one-dimensional case
with the D1Q3 lattice. Adapted from G. Wissocq (ISAE SUPAERO lecture notes).

mesh size Az and the time step At are used as conversion factors for length and time.
Returning to Eq. (3.4.28), the microscopic discrete velocities in lattice units read as:

At lattice
e (3.4.30)

)

£7,o¢_£zo<A 15 Cs

where e; can be identified as the Cartesian unitary vector in direction ¢. This is equivalent
to defining a new reference velocity c¢,/c?"® where ¢ = /r,T is the dimensional
characteristic velocity of the particles (or the athermal speed of sound owing to Eq.
(3.3.44)) and cattice is the lattice constant. More generally, all the quantities appearing
in the lattice Boltzmann scheme are made non-dimensional using the mesh size Ax, the
time-step At, a characteristic density pg, and a characteristic temperature Ty. This leads
to:

:>ei:

T t 1 _ T At latti
= E, = E, g: = gzp—z, TN = E, and C: = CSE = Csattme’ (3431)
where the last equation shows that the lattice constant ¢ = 1/1/3 is nothing else
than the speed of sound expressed in lattice units ¢;. Therefore, the lattice constant
is often referred to as the lattice sound speed. Moreover, the macroscopic variables in
lattice units are given by:

q—1 q—1 62 0 (c*)2
p* - g: - _0’ p u' = Zezgl = _u_> and p*E* = Z Elg: = IO—OE?
=0 © i=0 s

(3.4.32)
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It should be noted that the characteristic density pp is chosen in particular way such
as to impose an average value of p* of unity. With these new definitions, the lattice
Boltzmann scheme in lattice units is:

1 €eq,x * *
/(@™ + e, t" + 1) = gi(@", ") — = (g7 (@",1") = fi"" (@7, 17)). (3.4.33)
One of the remarkable properties of the lattice Boltzmann scheme expressed in lattice
units is that the relaxation term in factor of the non-equilibrium part of g; is invariant for
any reference time and length. In the same way, the value of the macroscopic quantities

in lattice units Eq. (3.4.32) are shown to be independent of the value of At and Ax.

3.4.2.1 From lattice to physical units and vice versa

In practice, when setting up a lattice Boltzmann computation, one starts by fixing a
resolution Az. Thanks to the CFL condition Eq. (3.4.29), the time step is set accordingly.
The next step is to specify the viscosity. By performing a Champan-Enskog expansion
on the lattice Boltzmann scheme Eq. (3.4.17) it can be shown that the dynamic viscosity
is linked to the relaxation time through:

1

pe= ép*cz’z = (? - 5) pres?. (3.4.34)

Using the fact that the kinematic viscosity is given by v = u/p, and the CFL condition
Eq. (3.4.29), one gets:

« T 49 CFL At 9 CE At

ity vy e Ly 1

where the result v = 7¢? of the Chapman-Enskog expansion has been used to pass to

the last equality. As a result, the viscosity is imposed through the expression of the
numerical relaxation time of the BGK model as:

v 1 vAt 1
T = +-o=—+4-. 3.4.36
’ 22 A2 2 ( )

(3.4.35)

3.4.2.2 The sound speed in the lattice Boltzmann method

Before closing this section on the lattice Boltzmann scheme, a few remarks have to
be made regarding the ability of the LBM to simulate acoustic waves at the correct
sound speed. First of all, it should be kept in mind that although limited to weakly
compressible flows due to the O(Mag) error and the athermal hypothesis, the LBM
is not an incompressible method. Hence, it can be used to compute acoustics. Yet,
a numerical trick has to be considered in order to recover the correct speed of sound.
Indeed, the athermal sound speed cathermal = \/RT, imposed by the D2Q9, D3Q19 and
D3Q27 lattices does not correspond to the expected one ¢y = /v RT, where 7 is the heat
capacity ratio (see Section 3.3.3). However, as discussed above, the speed of sound is
controlled by the CFL condition. Therefore, the correct speed of sound can actually be
enforced by setting the time step thanks to the so-called acoustic scaling [103]:

*
LBM _ Az

co = ¢ IR (3.4.37)
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where ¢f®™ is the speed of sound simulated by the LBM, ¢y = /yRTj is the imposed
correct speed of sound, and ¢f = 1/4/3 is the lattice constants. The acoustic scaling is
equivalent to setting the LBM fictitious temperature to v7Ty where ~ is the heat capacity
ratio of the fluid to be simulated. As such, an intended speed of sound ¢, (let’s say 340
m/s) can be recovered using the LBM.

3.5 Stability of the LBM and regularised collision

The lattice Boltzmann method, like any other numerical method, brings its own set of
issues. In particular, when equipped with the single relaxation time BGK collision model,
the LBM is known to suffer from a lack of robustness in the context of high-Reynolds
and moderate to high-Mach number flows [192]. This is all the more problematic as
the BGK collision model, along with the exact streaming property, makes the LBM a
low-dissipative scheme [33]. As a result, the LBM lacks inherent damping with regard
to numerical errors and small pressure waves that may arise due to unsuitable initial
conditions or geometric singularities. This makes the LBM prone to numerical instabilities
that can be catastrophic for industrial computations and severely limit the practical
applications of the LBM-BGK.

Since its inception, the analysis of the numerical stability of the LBM has garnered
significant interest. Although the exact causes of instability in the LBM are still
under debate, recent studies, have shed some light on the subject by focusing on linear
stability analyses of the DVBE and lattice Boltzmann equation [38, 173, 193, 194].
These studies have made significant strides in comprehending how instabilities arise
in the LBM. More precisely, they have uncovered the presence of non-hydrodynamic
modes, which are unphysical waves inherited by the mesoscopic nature of the DVBE and
therefore unexpected at the Navier-Stokes level [38, 194]. Actually, in the high-Mach
and zero-viscosity limits, these non-hydrodynamic modes can cause instabilities. Indeed,
when discretising the DVBE in space and time, modal interactions between these non-
hydrodynamic modes and the hydrodynamic ones arise, leading to severe instabilities even
for well-resolved cases [38, 194]. Thanks to this better understanding of the instability
mechanisms involved, significant improvements have been made to the LBM over the
last decades to enhance its robustness.

This section does not aim to provide an exhaustive overview of all possible strategies
to improve the robustness of the LBM. For a more detailed discussion on this topic,
readers are advised to refer to chapter 5 of [38]. Instead, this section intends to explain
how the instability issues of the LBM led to the development of advanced collision models.
The different collision models are briefly reviewed, with a particular focus on one specific
class of collision models, i.e. the regularised ones. These models will then serve as a
foundation for all future work reported in the manuscript.

3.5.1 Improving the stability of the lattice Boltzmann method
through the use of advanced collision models

When examining the lattice Boltzmann scheme equipped with the BGK collision
model (3.4.17), it becomes evident that the simulation of high-Reynolds number flows
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can be challenging. This is because the collision term is inversely proportional to the
relaxation time 7, which is a direct indicator of fluid viscosity. In fact, one has:

v At 1 MalLg 1

c2Ax? o7 RecsAx Ty (8:5.1)

T =
where v is the kinematic viscosity, ¢, is the speed of sound, Ma = Uj/cs is the Mach
number and Re = UyLg/v is the Reynolds number. In essence, the equation indicates
that as the Reynolds number increases, the relaxation time decreases, resulting in a
dominant collision term in the lattice Boltzmann equation. However, the collision term
is usually stiff, and therefore requires a cautious numerical treatment, as mentioned in
Section 3.4.1.3. In this scenario, the Crank-Nicolson scheme is proven to be useful as it
theoretically has the potential to reach the zero-viscosity limit while remaining stable, as
mentioned in the discussion around Figure 3.3. However, it is of utmost importance to
note that the Crank-Nicolson scheme is only stable for a single equation, and tts stability
cannot be guaranteed for a set of coupled equations such as the one stemming from
the DVBE. As a result, historical attempts to enhance the numerical stability of the
lattice Boltzmann method have mainly focused on the development of more advanced
collision models (compared to the simple BGK approximation) since the collision term is
dominant in the LBE for most practical applications.

Throughout the years, a great number of collision models have been introduced to
address the stability issues of the classical LBM-BGK. All existing models fall into two
categories: dynamic or static, and can have either a single or multiple relaxation times
[195]. In Figure 3.5, an attempt is made to provide a detailed categorisation of the
different collision models and their interconnections.

Upon realising that the instability of LBM-BGK was caused by non-hydrodynamic
modes, efforts were made to devise strategies to control them. The Multiple Relaxation
Times (MRT) models were therefore developed to improve the relaxation dynamics of the
BGK model [201]. By increasing the number of adjustable parameters (i.e. the number of
relaxation times), the MRT models aim to independently regulate the relaxation process
of non-hydrodynamic modes while preserving the correct macroscopic equations in the
hydrodynamic limit. This basic idea has resulted in the emergence of various classes of
MRT models that differ in the quantities on which the relaxation process is performed,
such as the raw or Hermite moments, central moments or cumulants [195] (see Figure
3.5). However, one major drawback of the MRT models is the lack of a universal choice
of relaxation parameters [209]. Typically, a given set of relaxation parameters is only
effective for one particular flow problem. Moreover, increasing the bulk viscosity of the
fluid is a common way to achieve stability within MRT models, thereby preventing their
use for aeroacoustic studies [33, 210].

Alongside the MRT formalism, another set of collision models has also been developed,
known as the regularised collision models. Similar to the MRT models, regularised collision
models aim to control the non-hydrodynamic modes. However, instead of relaxing them
independently, the non-hydrodynamic content of the distribution functions is directly
“filtered out” before the collision step. Again, there are various variants of regularised
collision models based on the method used for the filtering process [152, 196, 197]. The
regularised collision models will be used in the remainder of the present manuscript and
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Figure 3.5 — Review of collision models used in the lattice Boltzmann framework.

are therefore introduced in more detail in Section 3.5.2. This choice is motivated by the
fact that they drastically reduce the number of adjustable parameters and that their
implementation only requires very slight modifications with regard to the simple BGK
collision model, thereby limiting their computational overhead. Moreover, regularised
kernels have been extensively validated on a wide range of applications and have shown
promising acoustic properties.

In addition to the MRT and regularised collision models, a change of paradigm was
proposed in the form of the so-called entropic lattice Boltzmann method [199], which aims
to restore a discrete counterpart of Boltzmann’s $)-theorem to improve the robustness of
the collision step. It should be noted that a similar approach is also adopted within the
Navier-Stokes community, as illustrated by the concept of entropic numerical schemes
for shock-capturing purposes. The entropic LBM differs from the original BGK model
at two different levels. First, their equilibrium state is not obtained by performing an
expansion of the continuous Maxwellian but is instead built ab initio by enforcing a set
of a priori constraints [157]. Secondly, the relaxation process is performed by solving a
minimisation problem at each grid point and time step. In this way, the entropic model
is very different from the other collision models mentioned above as the relaxation time
(and thus effective viscosity) is dynamically adjusted in space during the computation in
order to enhance the stability of the LBM [195, 199].
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As highlighted by this brief discussion, there exists a plethora of possibilities to model
collision processes within the lattice Boltzmann method. However, there has been a dearth
of research comparing these different approaches and establishing guidelines for their use.
In this context, one can cite the work of Coreixas et al. [195], who laid the foundations
of a theoretical framework for comparing collision models, thereby uncovering some
similarities and deviations between them. From a numerical point of view, comparisons
were performed on test cases of progressing complexity [146, 211, 212, 213, 214, 215].
Besides, the performances of various collision models are only compared in [215]. Similar
to the numerical schemes used in the Navier-Stokes framework, there is no single collision
model that clearly outshines the others. Finding a balance between cost, accuracy, and
stability is often necessary. However, it is worth mentioning that, very recently, collision
models have been showing signs of convergence, especially in the industrial sector, where
regularised approaches are commonly preferred [216].

3.5.2 Regularised collision models

The regularised collision models are founded on the physical argument that a Chapman-
Enskog expansion, up to the first order in the Knudsen number, is sufficient to restore
the Navier-Stokes behaviour at the macroscopic level. Therefore, the non-hydrodynamic
content of the distribution functions, which might depart from its hydrodynamic limit and
cause numerical instabilities, can be filtered out. To achieve this, the distribution functions
g; are reconstructed before each collision step by discarding the O(e*) contributions for
k> 2:

g ="V + g, (3.5.2)

where g, is the regularised pre-collision distribution function, fieq’N is the equilibrium
distribution function and f]l(-l) the regularised off-equilibrium contribution. By evaluating
the collision step Eq. (3.4.26) with the regularised pre-collision distribution function g,
(3.5.2), the post-collision distribution functions are directly given by:

gicoll<w7t) — fi€q7N(17,t) + <1 — i) égl)(w,t). (3.5.3)

T

Now, the concern is how to practically compute the regularised off-equilibrium con-
tribution gg”. There are different methodologies available for this purpose. In the
literature, regularised schemes are classified into three types: projected regularised (PR)
[196], recursive regularised (RR) [151, 152], and hybrid recursive regularised (HRR) [197]
collision models. All these schemes have their own distinct strategy for reconstructing
the regularised off-equilibrium contribution f]z(»l) and are detailed below.

3.5.2.1 The projected regularisation (PR) collision model

Latt and Chopard are credited with introducing a regularized collision model to
improve the stability of the lattice Boltzmann method [196]. The main idea behind their

model is that only the second-order moment of gl-(l) affects the athermal Navier-Stokes
equations through the viscous stress tensor. Hence, there is no need to search for a
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complex form of f]l(-l) based on the macroscopic conserved variables. Instead, it can be
simplified to its second-order term in the Hermite polynomials expansion:

1
GOPR _ wi—aﬁg : ’H(?) (3.5.4)

) is the second-order off-equilibrium expansion coefficient at the first-order

in Knudsen number. As suggested in [1906], ag) can be approximated by projecting

the off-equilibrium component of the distribution functions ¢/*? = g; — f¢*" onto the
second-order Hermite polynomials:

2 2),PR e N
ag.,()l ~ ;e)qaﬂ ZHzaﬂ< q ) (355>

where g; is the pre-collision (and pre regularisation) distribution function. Owing to

where a;

the definition and construction of aneq B " this collision model is often referred to as the
projected regularisation (PR) and can be linked to the MRT formalism [195, 217].

Even though the PR collision model was shown to improve the stability and accuracy
of the LBM in [196], this formulation still has two major shortcomings. First, given the
(1),PR

absence of high-order terms in §;

i , the PR collision model is restricted to athermal

flows (all components of the third-order moment tensor of EJED’PR are flawed). Secondly,
despite the intention to eliminate all high-order contributions (tied to o™ with k > 2),

K3
there is still a trace of them coming from the approximation used to compute aﬂ 5 To

alleviate these issues, variants of this regularised model have been proposed.

3.5.2.2 The recursive regularised (RR) collision model

In order to enhance the stability and precision of the model and address the first
defect of Latt and Chopard’s regularised model, Malaspinas suggested a regularisation
procedure that involves reconstructing as many off-equilibrium moments as possible
instead of just keeping the second-order one [152]. The first step in building this model
is to use the Hermite polynomial expansion discussed in Section 3.3.1.1 not only for
the equilibrium distribution function feq’ but also in the definition of the regularised

off-equilibrium contribution gz( );

N,
+v(1),RR - 1 n n
n=2 5

where N, is the truncation order of the off-equilibrium distribution function, also known
as the order of the regularisation. To simplify matters, /N, is usually set equal to N, which
represents the truncation order of the equilibrium distribution function. Note that the
sum starts at n = 2 due to the collision invariants (3.2.11) which require ag ) = agl) = 0.

By means of a Chapman-Enskog expansion, Malaspinas was able to show that the
coefficients aﬁ”) are linked with each other through a recursive relation [152]. The latter
reads in the athermal case as:

n—1

n n—1 2
vn>3, a = U, 0 . )an  + Zua1---uaz_1uaz+1---“an al o)qa , (3.5.7)
I=1
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where the prior knowledge of the a( ) coefficient is still required to initialise the recursive
relation. As for the PR collision model, it is approximated by projecting the off-
equilibrium component of the distribution functions onto the second-order Hermite
polynomials (3.5.5). Owing to the recursive relation Eq. (3.5.7), the corresponding
collision model is referred to as recursive reqularised collision model.

It is evident that in order to improve the regularization procedure as initially proposed
by Latt and Chopard, N, (an thus N) should be no less than three. Although the order
of quadrature of common lattices (such as the D2Q9, D3Q19 and D3Q27) may be too low
to exactly expand f{? up to the third-order, some third-order Hermite polynomials can
still be represented without error by these lattices [149, 151, 152]. Therefore, Malaspinas
introduced an extended expansion basis by taking into account some third-order terms
in the development of both £ and "™ thereby ensuring N = N, = 3* [152] where
the * superscript highlights the partial character of this expansion. This strategy was
shown to further improve the stability of the regularised LBM [38, 152, 194, 218].

The recursive regularised collision model has later been extended to the thermal and
compressible case and applied to high-order (i.e. multispeed) LBMs [151]. In this case,
the recursive relation becomes Vn > 4:

n—1 n—1

n n—1 n—2 1 n—2) (2
a’g a)q on uOénag Q1. )a Cg(@ - ]') Z 506104na57071 : + ; ag)oTl )ag ajan

S (3.5.8)
(2) (2) (2)
+ - aO Qlm < N oaman — Y1 aman — Yom 100, — Yan @1 0pam,
p =1 m>l
where @ is used when index q; is omitted, i.e. a{"=? = "2 and @
! l A e} Lag..op_1041..Qpn—1 Im

is used when index o; and o, are omitted. Setting § = 1 in Eq. (3.5.8) naturally
leads to the recursive relation in the athermal case Eq. (3.5.7). The second- and third-
order coefficients af) and a§3) which are required to initialise the recursive relation are
computed thanks to the projection of the off-equilibrium component of the distribution

functions onto the second- and third-order Hermite polynomials.

3.5.2.3 The hybrid recursive regularised (HRR) collision model

In 2019, Jacob et al. [197] introduced an improved recursive regularised lattice

Boltzmann method based on a “hybrid” computation of the off-equilibrium Hermite

moments a§”). This strategy led to the so-called hybrid recursive regularised (HRR)

collision model. To better understand its origin, one must recognise that although the
RR model of Malaspinas [152] resolves the first defect of the PR collision model, some

sources of instability stemming from the approximation g,fl) ~ (gi — f7°™) may still be

hidden in a§“> as a result of the projection procedure used to initialise the recursive

=

relationships (3.5.7) and (3.5.8). As noted in [197] this issue can be cured using a

Chapman-Enskog-based closure for a§2)

(2),CE _ 2 8% E)u5
s = et (G 52 ). (5.9

. This approach, in the athermal case, leads to:
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where the gradients of the velocity field can be easily computed using a classical second-
order centred finite-difference approximation (expressed in lattice units):

2) FD _ o (us(®x+eg) —us(x—es) us(x+e,) —us(x—e,)
aiy =—mc§( / 5 ol 8 5 il . (3.5.10)

The vectors e,, eg € {es, ey} are unitary vectors of the Cartesian coordinate system.
The second-order off-equilibrium Hermite coefficient a,§2) can therefore be computed as a

weighted combination of both the projected and finite difference part, yielding;:

aPHRR _ G qDPR (1 5)g (DD (3.5.11)

where ¢ € [0,1] is the weighting parameter. When o = 0, the tensor a?)’HRR is

reconstructed solely using finite-differences. On the other hand, when o = 1 the classical
projection procedure is employed. Several studies have demonstrated that the parameter
o plays a crucial role in stabilizing the model [37, 219, 220]. This is because it regulates
the level of hyper-viscosity that is incorporated into the model [197]. After obtaining
the second-order off-equilibrium coefficient through Eq. (3.5.11), the higher-order off-
equilibrium Hermite coefficients are calculated recursively using Eqgs. (3.5.7) or (3.5.8),
just like in the RR model.

Cubic Mach correction term. Feng et al. [154] proposed a correction to the HRR
model in the context of high-subsonic compressible flows. This correction was later found
to be necessary to obtain a stable numerical scheme even for low Mach number athermal
flows [37, 221]. This particular aspect has not been clearly addressed in the literature,
and thus, this section intends to elaborate on it.

The Chapman-Enskog-based closure for af) intially proposed in [197] was derived

before the velocity space discretisation. Hence, a?) P s devoid of any errors related to
the use of a finite set of discrete velocities, particularly the D3Q19 lattice. However, as
indicated in Section 3.3.4, the quadrature order of the D3Q19 lattice is insufficient to
impose the correct third-order Hermite equilibrium coefficients resulting in a cubic Mach
error term in the viscous-stress tensor computed through a§2)’PR. Consequently, the
blending of these two estimations of the second-order off-equilibrium Hermite coefficient
has a detrimental effect on the overall stability of the scheme as detailed in [221].

Nonetheless, it is possible to tailor a body force term 1; to address this issue specifically.

The strategy proposed by Feng et al. [154] incorporates a correction term, denoted
as 1, into the regularised pre-collision distribution functions, yielding:

s

VHRR¢ _ f'eq,N
5 .

i PN g+ (3.5.12)

The correction term 1); reads as:

(2)
2¢Oz,

qg—1
U = —w; where V,3, = /Rd Salply [MdE = Z Gin&iplinfi  (3.5.13)
i=0

where Hfaﬁ = £,€5 — 2045 is the second-order discrete Hermite polynomial, and ¥, is
the deviation term between of the third-order moment of the discrete equilibrium f;*
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and its continuous counterpart 4. The derivatives in ¢; are then estimated using a
second-order centred finite-difference scheme. For further details on the derivation of this
correction term and the associated Chapman-Enskog expansion, the reader is referred to
[154, 222]. Yet, it should be noted that the introduction of the correction term brings
some slight modifications to the HRR collision. As such, the associated lattice Boltzmann
scheme becomes:

1 1
g M@, t) = fN (1) + (1 - :) 3" (@, ) + (. ), (3.5.14)
T

and the projected second-order off-equilibrium Hermite coefficient is now error-free as is

takes into account the correction term, thereby ensuring the consistency between ag LER

and a; iED.

afgé;R ZHZ s ( - qu + %) ) (3.5.15)

In the remainder of this manuscript, the HRR collision model will only be applied in its
corrected form and subsequently referred to as the HRR collision model without any loss
in comprehension or generality.

3.6 Summary

In this Chapter, the main steps of the a priori derivation of the lattice Boltzmann
method (which are recalled in Figure 3.6) have been presented. Starting from a statistical
description of fluids at the mesoscopic scale, it was shown that the Boltzmann equation,
which describes the balance between collisions among particles and their free motion,
yields the compressible Navier-Stokes equations in the limit of a small Knudsen number.
To construct the lattice Boltzmann scheme, the microscopic velocity space was discretised
using a Gauss-Hermite quadrature. This resulted in the definition of a lattice of discrete
velocities and led to the discrete velocity Boltzmann equation. This equation was then
further discretised in space and time using the method of characteristics for the convective
term and a trapezoidal integration rule for the collision term. The ensuing numerical
scheme can be split into two simple steps: first, a local collision step designed to mimic
the effects of inter-particle collisions, followed by a node-to-node streaming of discrete
distributions on a Cartesian grid that consists in a mere memory shift. This corresponds
to the so-called stream and collide algorithm.

Throughout this Chapter, a systematic link between the lattice Boltzmann method
and its hydrodynamic limits has been established (see the left-hand part of Figure 3.6).
It is, therefore, essential to note that the LBM is not intrinsically restricted to weakly
compressible isothermal flows. In fact, there are two types of lattice Boltzmann methods
depending on the choice of the lattice of discrete velocities and, more precisely, its order
of quadrature Q:

o The standard lattice Boltzmann method. In this case, a fifth-order quadrature
(Q = 5) is used. This corresponds to the common lattices used within the lattice
Boltzmann community (such as the D2Q9, D3Q19 and D3Q27). Nonetheless, due
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Figure 3.6 — Summary of the path followed for the a priori derivation of the lattice
Boltzmann method starting from the continuous Boltzmann equation. The left-hand
column highlights the systematic link between the LBM and its hydrodynamic limits.
Although not mentioned in the discussion, numerous studies have also shown that the
lattice Boltzmann scheme converges asymptotically to the Navier-Stokes equations (as
indicated by the dashed arrow).

to insufficient discrete velocities, this method imposes the athermal approximation
and introduces a O(Ma®) error term in the momentum equation (see the discussion
in Section 3.3.4). Therefore, the standard LBM specifically denotes the LBM that
is applicable solely to weakly compressible athermal flows with Ma < 0.3.

o The high-order lattice Boltzmann method. In this case, the compressible Navier-
Stokes equations are recovered without any error provided that ¢) > 9. This requires
the use of high-order lattices, also known as multispeed lattices, which include
distant neighbour nodes beyond just the first ones (see the D2Q37 and D3Q39
lattices). It is important to clarify that, in this context, the term “high-order” does
not relate to the accuracy of the method but rather to the use of a high-order
quadrature. In practice, however, the high-order lattice Boltzmann method is seldom
employed due to its high computational overhead and inherent stability issues [223].

In the remainder of this manuscript, the focus will exclusively be on the standard
lattice Boltzmann method, which will be more simply referred to as the lattice Boltzmann
method. As such, only low Mach number flows will be considered in the following.

As this Chapter comes to a close, it is worth noting that the lattice Boltzmann
method remains a highly active field of research. Section 3.5 gave a brief glimpse into one
of the current topics of interest within the lattice Boltzmann community, which is the
stability of the scheme. Finding a robust collision operator with controlled dissipation
and limited computational overhead remains an open question. This is similar to the
challenge of finding the ultimate numerical scheme for convective terms in the framework
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of Navier-Stokes-based finite-volume methods. Besides, there has been a growing interest
in extending the lattice Boltzmann method to compressible flows, while still maintaining
its efficiency. Over the past five years, there have been a significant number of publications
on this topic, and some initial evidence suggests that LBM approaches are becoming
capable of handling compressible, high Mach number flows [154, 158, 224, 225]. However,
some work is still needed for the compressible LBM to match the maturity level of
compressible Navier-Stokes-based approaches. Furthermore, over the past decade, there
has also been a drastic increase in studies aimed at establishing the LBM as a fully-fledged
numerical method for solving generic partial differential equations. This has renewed
interest in the numerical analysis (in the mathematical sense) of the LB scheme regarding
its convergence, consistency and stability properties [226, 227, 228, 229, 230)].
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CHAPTER

Comprehensive comparison between
the lattice Boltzmann and
Navier-Stokes methods

This chapter is devoted to a comprehensive comparison between the lattice Boltzmann
and Navier-Stokes methods with a particular focus on high-fidelity aerodynamic and
aeroacoustic applications. The purpose of this research is twofold. First, it aims to
conduct a thorough and unbiased comparison between two numerical methods that have
proved particularly attractive for high-fidelity unsteady simulations. The emphasis will
be on highlighting the strengths and weaknesses of each method. Secondly, it also aims
to provide insightful guidance to the CFD community for selecting the most appropriate
and efficient numerical method for a given application and desired level of accuracy. To
that end, the intrinsic numerical properties of the methods, specifically their dispersion
and dissipation, are first investigated through an extended von Neumann analysis.
Then, their relative performance and HPC' capabilities are discussed using a unified
theoretical and numerical framework. Finally, the lattice Boltzmann and Navier-Stokes
methods are compared through the simulation of canonical test cases. To ensure a fair
assessment of their suitability in dealing with unsteady aerodynamic and aeroacoustic
flow problems, an original “time to solution” metric is proposed.

This chapter is an extension of the following peer-reviewed journal article:

5 A. Suss, I. Mary, T. Le Garrec, & S. Marié. “Comprehensive
comparison between the lattice Boltzmann and Navier-Stokes
methods for aerodynamic and aeroacoustic applications”.
Computers € Fluids, 257, 105881, 2023.
https://doi.org/10.1016/j.compfluid.2023.105881
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4.1. Introduction

4.1 Introduction

Over the recent years, the question of the efficiency of numerical methods in CFD —
which was less of a concern for RANS approaches — has returned to the forefront as the
demand for high-fidelity unsteady flow simulations has considerably risen. The reason
for this renewed interest could be attributed to the fact that a numerical method (or
computational approach) only gains widespread adoption once its overall cost becomes
manageable, no matter how accurate it may be [29, 231]. As such, the RANS formulation
has been, and will continue to be, the go-to method in industrial practice for a long time,
as it is one of the few methods able to simulate turbulent flows on complex configurations
within competitive restitution times. Nonetheless, as manufacturers are constantly
striving for more accurate simulations to meet the new technical challenges they face,
smooth and steady RANS solutions that rely on the modelling of all turbulent scales fall
short in providing a detailed characterisation of fluid flows such as unsteady loads and
separation as well as aeroacoustic phenomena [10]. Hence, industrials are expressing a fast-
growing need for high-fidelity simulation tools that fit their design timeframes. Thanks
to the ever-increasing computing power and advancements in numerical methods, Large
Eddy Simulations (LES) and, to a lesser extent, Direct Numerical Simulations (DNS)
are becoming more affordable, thereby paving the way for their use as a complement to
RANS simulations, on industrial configurations [231, 232]. Yet, it should be kept in mind
that LES and DNS represent a significant paradigm shift as they involve the resolution
of turbulence (at least to some extent). While in the context of RANS computations,
mesh refinement only serves a numerical purpose (i.e. achieving convergence towards an
exact smooth solution of the RANS equations), in LES and DNS, mesh refinement also
has a physical purpose [14]. Therefore, using fine meshes for high-fidelity computations
is no longer optional but necessary. Since the fineness of the mesh is no longer a variable
to adjust the cost of a CFD computation, research on high-fidelity methods mainly
focuses on maximising the accuracy of numerical schemes while minimising their intrinsic
computational cost.

In this context, a large variety of numerical methods have been developed but with no
clear winners and losers [30]. Yet, the direct discretisation of the Navier-Stokes equations
through low-order finite-volume methods (of an order of accuracy of two or less) remains
the most preferred approach'. However, the dawn of the lattice Boltzmann method in
the early 2000s marked a significant breakthrough towards broad-band high-fidelity flow
simulations owing to its simplicity of use and its efficiency [33, 103]. In this context,
Lohner [29] suggests that low-order finite-volume Navier-Stokes methods, or lattice
Boltzmann methods, might be the first ones to achieve industrial-level LES in the near
future. Consequently, having presented the fundamentals of each of these two methods

in Chapters 2 and 3, one question that naturally arises is:

Which method is the most competitive, in terms of accuracy and computational
cost, on canonical unsteady aerodynamic and aeroacoustic applications?

Tt should be mentioned that there is a growing interest in higher-order Navier-Stokes methods
for high-fidelity flow simulations. However, a number of challenges still hinder their application in an
industrial context [25, 26].
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Before answering this question, it is crucial to review the numerical requirement of
high-fidelity unsteady flow simulations in the context of aerodynamics and aeroacoustics.
In aerodynamics, the turbulent nature of the flows poses a significant challenge since the
broadband content of turbulence imposes stringent numerical constraints. However, in
aeroacoustics, the challenge is twofold: turbulence is the primary source of noise and
needs to be resolved, but the propagation of the resulting acoustic waves is also critical.
High-fidelity aeroacoustic simulations are particularly challenging given the significant
difference in magnitude, length and time scales between the aerodynamic and the acoustic
fluctuations [31] as shown by Table 4.1. Just to provide some perspective, even a 1%
error in the aerodynamic field can have far-reaching consequences, impacting not only
the aerodynamic performance but also significantly affecting the acoustics.

Aerodynamic fluctuations  Acoustic fluctuations

Characteristic velocity Us < o co = 340 m.s~!
Wavelength Murb = Uso/f < Aae Xac = Co/ f
Magnitude Ap 10 < Ap <100 Ap,. =1 Pa — 91 dB

Table 4.1 — Characteristic velocities, wavelengths and magnitudes associated with
aerodynamic and acoustic fluctuations. The ratio of noise energy to mechanical energy is
of the order of Pgise/Pueet = 107*Ma® [31].

Starting from these specific flow features, the main requirements for high-fidelity
numerical methods can be broken down into three points (represented in Figure 4.1):

e Accucary: Accurate numerical methods are required to capture both the smallest
turbulent eddies (which are of the order of a few mesh cells) and the acoustic fluc-
tuations. However, any numerical method inherently induces numerical dissipation
and dispersion. These two effects are particularly problematic for LES and DNS
since they can deform and dissipate large eddies that should be captured by the
mesh. Therefore, it is crucial to limit the numerical dissipation and dispersion of
any given numerical scheme to the smallest extent possible.

e Cost: In addition to accuracy, it is crucial to ensure that simulations are completed
within a reasonable timeframe. This means that the numerical method used should
be computationally efficient. This is all the more important as turbulent flows
must be simulated on fine grids and over sufficiently long timescales to obtain
converged statistical averages. One way to reduce computation time is to construct
a numerical method that takes into account computational cost considerations
from the outset, as is the case for the lattice Boltzmann method (see Chapter 3).
Alternatively, an efficient time integration method, either explicit or implicit, may
be used. Another approach is to take advantage of High-Performance Computing
(HPC) techniques to speed up simulations. As such, it should be ensured that the
numerical method lends itself well to massively parallel computing architectures.

 Robustness: The last essential point to consider concerns the robustness of
the numerical method, which refers to its ability to remain stable even under
non-optimal application conditions. While a low-dissipative numerical method is
desirable to ensure a high level of accuracy, it often results in an extreme sensitivity
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of the method to disturbances like rounding errors, which can lead to numerical
instabilities and compromise the entire computation. Perturbations caused by
poor-quality and skewed meshes can also result in numerical artefacts that may be
detrimental to the computation. Therefore, it is recommended to opt for a robust
method to ensure a stable and accurate computation.

As demonstrated by this brief discussion, the development of a numerical method
for high-fidelity aerodynamic and aeroacoustic computations is generally a matter of
compromise. Therefore, when comparing different numerical methods, it is of utmost
importance to consider these three key factors: accuracy, cost and robustness.

Robustness

Best trade-off

Accuracy

Figure 4.1 — The three building blocks necessary for any high-fidelity numerical method
in CFD. It is a daunting task to develop a numerical method that fulfils all three
requirements simultaneously: finding the best compromise is often the key.

4.2 The rationale behind a new comparative study

The CFD community has been striving to determine which method is the most
efficient, between the lattice Boltzmann and finite-volume Navier-Stokes. However,
despite numerous studies and works, it remains unclear which method is best suited for a
particular application and level of accuracy, especially for aerodynamic and aeroacoustic
applications. Most comparative studies are either too theoretical or too limited in scope,
focusing on a single industrial configuration. As a result, assessing the lattice Boltzmann
method’s strengths and weaknesses compared to conventional Navier-Stokes methods
and vice versa is arduous. To support this claim and motivate the present study, a brief
literature review is included.

4.2.1 Literature review on the comparison between the lattice
Boltzmann and Navier-Stokes methods

When the first lattice Boltzmann models were introduced, questions arose regarding
their effectiveness and accuracy compared to traditional Navier-Stokes methods (such as
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finite-volume [233, 234], finite-element [235], and finite-difference methods [236, 237]).
Interestingly, early comparisons between the two methods primarily focused on complex
geometries. In this respect, the comparison between Powerflow and CFL3D on the flow
past an airfoil revealed that the LBM in the early 2000s was not yet mature enough for
aeronautical applications [238]. Although the LBM demonstrated comparable accuracy
to traditional methods in simpler cases, the advantages in terms of computational costs
were not definitive. However, these comparative studies are now outdated and no longer
practical, as the LBM has significantly evolved along with computing architectures and
conventional Navier-Stokes methods.

The first comparative study from which it is possible to draw very preliminary con-
clusions is the one conducted by Geller et al. [239], where the lattice Boltzmann method
is confronted with the finite-volume and finite-element methods on two-dimensional
incompressible laminar flow problems. The research findings showed that the LBM is
effective in calculating weakly compressible unsteady flows. However, for steady flows,
the LBM was found to be less competitive than conventional CFD methods due to its
slow convergence. This outcome is unsurprising since the LBM is an unsteady method,
given its kinetic roots. Nonetheless, the study concluded with an important note: com-
paring numerical methods is not straightforward, as several numerical parameters can
significantly influence their accuracy and performance. Thus, the authors recommend
that future works carefully distinguish between modelling errors (especially for turbulent
flows), discretisation errors, and implementation issues [239].

Following the discussion above, Marié et al. [33] proposed an original theoretical
comparison of the intrinsic numerical capabilities of the lattice Boltzmann and Navier-
Stokes methods using a von Neumann analysis. Their research focused on studying
the dispersion and dissipation of both numerical schemes. This study marked the first
rigorous demonstration of the LBM’s low dissipation and algorithmic cost (regarding the
number of operations). Despite being second-order accurate in space and time, it was
concluded that the lattice Boltzmann method competes with high-order low-dissipation
and low-dispersion Navier-Stokes schemes [33]. However, their conclusions only apply to
the LBM-BGK model, which has limited practical applicability due to its poor stability
[192]. Although advanced collision models have been introduced to improve the stability
of the LBM [152, 197], a comprehensive study comparing their numerical properties with
classical NS schemes is still lacking. Furthermore, recent advancements in linear stability
analysis methods have revealed new insights into the anisotropic behaviour of numerical
schemes [12, 194]. Therefore, it seems necessary to revise the results of this study to
provide an updated comparison between the LB and NS methods [37].

When it comes to comparing the algorithmic cost of lattice Boltzmann and Navier-
Stokes methods, there are very few rigorous studies available to date. This is because
most published results are biased as both methods are implemented through independent
solvers with different standards in terms of HPC optimisation. Therefore, such studies
only reduce to a benchmark of codes rather than a fair comparison between the intrinsic
cost of numerical methods. While some studies shed light on the ratio between the
number of operations required by the LBM and classical NS schemes to reach a given
tolerated error [33], this metric alone is not sufficient to conclude on the actual cost of one
method over the other as memory traffic also plays an important role in the performance
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of a given application [240]. Recently, Wichmann et al. [241] paved the way towards
a fair runtime comparison between the LB and Navier-Stokes methods by discussing
the theoretical and practical performance of the two methods on parallel architectures.
However, their conclusions are still skewed because they use an open-source LBM solver
on which they have relatively little leeway from an optimisation point of view. Hence, the
better performance of the LBM, often observed in practice, has not yet been rigorously
explained from an algorithmic point of view.

Comparative studies between the lattice Boltzmann and Navier-Stokes methods on
various industrial configurations have been on the rise since 2015. These studies cover
diverse applications such as landing gears [13, 44, 242] full aircraft [39], automotive
models [243], swirled flows typical of aeronautical combustion chambers [244], linear
cascade configuration [45], and reactive flows [245]. However, it is essential to note that
these studies are often conducted as workshops to assess the methods used within the
CFD community and, therefore, cannot be used to draw solid conclusions. Overall,
the vast majority of these surveys favour the LBM, indicating speedups up to 10 with
respect to Navier-Stokes solvers while providing accurate results. Albeit interesting,
these conclusions should be taken with great caution as they do not compare competing
approaches. Indeed, most of these studies are based on comparisons among results
obtained by different teams around the world using different solvers and running options.
As such, comparing the performance of structured and unstructured solvers running on
different parallel architectures or wall-modelled and wall-resolved computations makes
little sense. Each of these choices can lead to significant differences in throughput and
accuracy, thereby dramatically changing the outcome of the comparisons. All in all, these
studies are of particular interest to industrials looking for a CFD code that best suits
their needs. However, from a theoretical standpoint, they do not provide any rigorous
indication of the intrinsic superiority of one method over the other.

4.2.2 Aim of the present contribution

As highlighted in the previous literature review, despite numerous comparative studies,
several limitations still hinder a conclusive evaluation of the advantages of LBM compared
to conventional Navier-Stokes methods and vice versa. In this context, the present study
aims to conduct a comprehensive and fair one-to-one comparison between the lattice
Boltzmann and Navier-Stokes methods for aerodynamic and aeroacoustic applications.
To this end, schemes of practical relevance and representative of the ones used for
high-fidelity simulations are investigated. Moreover, great care is taken to eliminate any
potential sources of bias in the comparison. As such, rather than targeting complex
industrial-like configurations, the focus is on low Mach number canonical test cases
representative of LES requirements and for which an analytical solution is known. This
allows for precise measurements of error levels. It should, however, be noted that only
the core capabilities of each method (i.e. their ability to propagate acoustic waves, wakes,
or to simulate turbulent flows) are of interest here.

To avoid repeating the shortcomings of past studies, the present comparison does
not cover wall-bounded flows. Indeed, such computations introduce numerous skews,
which are found to be independent of the numerical methods. This is especially true
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when considering how the wall is numerically handled since most of the practical flows
around obstacles require wall models whose error outweighs the one of the schemes in
the near wall region [41, 246]. In addition, it is very cumbersome to establish precise
error metrics for such flows given the different levels of validation of unsteady data issued
from CFD (see, for instance, the hierarchy proposed in [247]). For all these reasons, a
dedicated study is required to properly address the delicate topic of rigorously comparing
the lattice Boltzmann and Navier-Stokes methods in the presence of walls and could be
the subject of future work.

The present contribution is threefold and covers all the aspects of the lattice Boltzmann
and Navier-Stokes methods as discussed in Section 4.1 by (1) investigating their intrinsic
dispersive and dissipative properties, (2) thoroughly studying their computational cost and
parallel scalability, and (3) expressing their efficiency in carrying out practical simulations
through a “time to solution” metric. Thus, notwithstanding the conscious choice not to
deal with wall-bounded flows, general and rigorous decision support on the suitability
of one particular CFD method over the other is provided for canonical aeroacoustic
and free shear flow problems commonly encountered in Large Eddy Simulations. The
remainder of this chapter is structured as follows. Section 4.3 presents an extended
von Neumann analysis discussing the theoretical dispersion and dissipation errors of the
lattice Boltzmann and Navier-Stokes methods. In Section 4.4, the comparison between
the two methods is performed based on their intrinsic HPC capabilities. Finally, canonical
aerodynamic and aeroacoustic test cases are used to further compare the methods in
Section 4.5. Figure 4.2 provides a visual summary of the structure of this Chapter.

Aim of this study

Provide a unified theoretical and numerical framework enabling a fair
comparison of the lattice Boltzmann and Navier-Stokes methods.

(1) Theoretical (3) Comparison through (2) Comparison of the
dissipation & dispersion numerical simulations HPC capabilities
Section 4.3 Section 4.5 Section 4.4

Figure 4.2 — Visual summary of the outline of the present chapter.

4.3 Spectral analysis of the lattice Boltzmann and
Navier-Stokes methods

A spectral analysis is conducted using the von Neumann formalism as a first step
towards a fair comparison between the lattice Boltzmann method and traditional Navier-
Stokes schemes. Such methodology has already been introduced by Marié et al. [33]
to compare the spectral properties of optimised Navier-Stokes schemes dedicated to
computational aeroacoustics with two LB models, namely the BGK and MRT collision
models. This section proposes extending and revising this spectral analysis by considering
more advanced regularised lattice Boltzmann collision models and investigating the
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isotropy properties of both the LB and NS schemes. For the sake of simplicity, the von
Neumann analysis is only performed in two dimensions of space.

4.3.1 Basic concepts of the von Neumann analysis

The von Neumann analysis (also referred to as the Linear Stability Analysis or LSA)
is a mathematical tool used to investigate the response of a system, described by a given
set of equations, to linear perturbations. The evolution of these perturbations is then
quantified in terms of growth rate and propagation speed. Hence, the von Neumann
analysis is widely employed to assess the linear stability of a system. Nonetheless,
the growth rate of the perturbations also helps to qualify the dissipative properties
of a numerical scheme. On the other hand, the analysis of the propagation speed of
perturbations also provides insight into the dispersive properties of numerical schemes.
Returning to Figure 4.1, the von Neumann analysis is a theoretical tool for analysing the
accuracy and robustness of a numerical method. The main principle of the von Neumann
analysis is now developed.

Starting from a set of non-linear differential equations written in the form of a
dynamical system:

g—? = N(q), (4.3.1)

where q is the state vector, and A is a non-linear differential operator, the state vector
is perturbed around a base state q as:

q=q+dq". (4.3.2)

By construction, the base state is steady (J;q = 0) and homogeneous in all directions of
space (0,,q = 0). In Equation (4.3.2), q’ denotes a small linear perturbation of q such
that q' < q. By substituting Equation (4.3.2) into Equation (4.3.1), one gets:

oq

The idea here is to linearise the non-linear term A (q + q’) around its value at the base
state. This is achieved by performing a first-order Taylor expansion:

N@+q) =N@ + Filgd + 0d”), (4.3.4)

where J |a is the jacobian matrix of the continuous non-linear differential operator N
evaluated at . Since N (@) = 0, the following linear system is obtained:
oq’
ot

= Jlgd" (4.3.5)
If the boundary conditions are considered periodic, the perturbation vector q’' can be

expanded into a Fourier series in space and time. Hence, the perturbations are expressed
as complex plane monochromatic waves:

qd =qexpli(k -z —wt)], (4.3.6)
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where i = —1, q is the complex amplitude of the perturbations, k € R? is the di-
mensionless wavevector, and w € C is the dimensionless pulsation of the wave. Since
w = Re(w) + ilm(w), the physical perturbation reads as:

Re(q') = |q] exp [Im(w)tlgos(k -z — Re(w)t + arg(q )) (4.3.7)

() (b)

where (a) is linked to the growth rate (or dissipation) of the waves, and (b) corresponds
to the propagation (or dispersion) of the waves. Injecting Eq. (4.3.6) into Eq. (4.3.5),
the space and time derivatives can be simplified as d; = —iw and 0,, = ik;. This leads to:

wi = Jl.4. (4.3.8)

In the case of a discrete numerical scheme, where both the space and time derivatives
are generally approximated through difference schemes, Equation (4.3.8) becomes:

e g jy (4.3.9)

where J ’a now refers to the jacobian matrix of the discretised non-linear differential
operator N evaluated at q. Egs. (4.3.8) and (4.3.10) have a non-trivial solution q when
w (respectively e™*) is an eigenvalue of J | (respectively J |§). Solving these eigenvalue
problems of shape (N, x N,) where N, is the size of q yields N, eigenvalues. The real
part of each eigenvalue gives access to the propagation speed Re(w) and dissipation rate
Im(w) of each linear mode. In most cases, solving eigenvalue problems analytically is
impossible, so numerical libraries are used. During this thesis, a Python code factorising
the von Neumann analysis procedures for lattice Boltzmann and Navier-Stokes schemes
has been developed from scratch. The linearisation process and the computation of
the Jacobians are performed automatically using the SymPy library [248], while the
eigenproblems are solved for discrete values of k thanks to the NumPy library [249].

A short discussion has to be made regarding the possible values of k. Indeed, the
dispersive and dissipative properties of a numerical method depend on the way in which
the information is discretised. The key parameter here is the number of points per
wavelength N, = A/Axz where X is the wavelength, and Ax is the mesh size. Since
k = 27 /), the wavenumber can be expressed as:

2T
= - 4.3.1
AzxN, (4.3.10)

ppw

To determine the range of values of k to explore, it is essential to determine, given a
mesh size Az, the minimum number of points per wavelength to represent it. To this
end, a one-dimensional domain is considered. Referring to Figure 4.3, it can be seen that
the shortest resolvable wavelength is equal to Ay, = 2Ax owing to Shanon’s sampling
theorem. In fact, a wave such as A\ < Az would be represented by only one mesh point
and hence would not be recognised. As a result, it is sufficient to study wavenumbers for
which |k,| < 7/Az and |k,| < 7/Ay in two dimensions of space. Throughout the rest of
this Section, a Cartesian mesh is considered (i.e. Az = Ay), and the following reasoning
is based on the reduced wavenumber kAz.
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Figure 4.3 — Resolvable wavelengths on a grid of mesh size A. Adapted from [57].

4.3.2 Exact plane wave solutions of the Navier-Stokes equations

Before diving into the von Neumann analysis of the lattice Boltzmann and Navier-
Stokes methods, the linearised Navier-Stokes equations are solved for plane wave solutions.
Indeed, for small linear perturbations, the macroscopic behaviour of the Navier-Stokes
equations can be fully described through a limited number of characteristic waves (also
referred to as modes). The obtained solutions will then be used as references for the
theoretical accuracy analysis of the lattice Boltzmann and Navier-Stokes methods.

For the sake of clarity, the full set of Navier-Stokes equations is recalled here:

( Op | O(pua)
0 o( 8_75 i aax“ ) (()9
DU PUUg D Taf
604 - 0.
8t + (%5 * 6$5 o 8x5 (4 3 11)
dpe N d(peuy) N oug _ Ju, N T
\ ot Ox, Ot Poxg " 0a?

where p, u,, €, p, and T denote the fluid density, the ath-velocity component, the
internal energy, the pressure and the temperature, respectively. The thermal conductivity
coefficient is given by A. Moreover, in its most general form, the shear-stress tensor 7
can be recast to reveal a bulk viscosity (:

Ou,  Oug 2 0u, Oy
= - —0u8. 4.3.12
Tap = PV {(fhg * (%a) 38:&,%4 - pfa%éa@» (4:3.12)

Even though the choice of any specific formulation of the energy equation does not have
any impact on the solution, the linearisation process is more convenient if an evolution
equation on the temperature replaces the internal energy equation. Therefore, knowing
that e = ¢, T and p = pe(y — 1), one gets:

ot “Or, 4 0% 7 0z pe, Oxg h>

(4.3.13)

where v = ¢,/c¢, is the heat capacity ratio and K = A/(pc,) is the heat diffusivity.
By applying the general von Neumann analysis procedure to these equations (see
Appendix A for the details), one gets the following eigenvalue problem:

wq = MNEIG (4.3.14)

101



CHAPTER 4. COMPARISON BETWEEN THE LB AND NS METHODS

where §' = (p/, pu,, pul,, T')" and MN*F1 is the time-advance matrix (whose expression is
provided in Appendix A). The solutions of Eq. (4.3.14) yield the linear modes of the
Navier—Stokes equations. Since the Navier-Stokes equations are a set of (d + 2) equations,
(d 4+ 2) modes fully describe their linear behaviour. These modes correspond to the
three modes identified by Kovasznay [250, 251]: the vorticity or shear mode (wspear), the
entropy mode (Wentropy) and the acoustic mode (wyes ). Their analytical expressions are:

Wentropy — k-u— IEHkH27 (4315)

Wshear = k-u-— lkaHQ; (4316)
— i/(2(d-1

e = ket il T = 5 (s - oR) I @san

It is worth noting that in the one-dimensional case, the shear mode, which is linked to
transverse velocity perturbations, has no physical existence and hence is never observed.
For bidimensional flows, only one shear mode is obtained, while in the three-dimensional
case, two shear waves are recovered since there are two transverse directions.
Regarding now the properties of these modes, it can be seen from Eqgs. (4.3.15) and
(4.3.16) that both the shear and entropy modes propagate at the mean flow velocity

u, whereas the acoustic modes propagate at w + ¢y where ¢y = \/fyrgT is the mean
speed of sound. The acoustic modes are distinguished by their direction of propagation:
the upstream acoustic mode (w,.— propagating at @ — ¢p) and the downstream acoustic
mode (w,ey propagating at @ + ¢g). Moving to the dissipation rate of these modes, the
attenuation of both shear and entropy waves is controlled by their related diffusivity
coefficient, i.e., the viscosity 7 and the heat diffusivity ¥ respectively. The attenuation
process of the acoustic modes is a bit more complex and can be divided into three parts:
dissipation induced by (i) the viscosity and shear through 7, (ii) compression and dilation
effects related to the bulk viscosity ¢ and, (iii) thermal effects through %.

Since the solutions of Eq. (4.3.14) will be used as references for the dispersion and
dissipation analysis of the lattice Boltzmann and Navier-Stokes methods, the athermal
hypothesis underlying the standard lattice Boltzmann method has to be taken into
account. In this particular case, all thermal effects have to be discarded by imposing
Wentropy = 0 and o = 0. Hence, only the behaviour of the shear and acoustic modes is
investigated. Furthermore, while in the thermal Navier-Stokes case ( = 0, the athermal
hypothesis induces a non-vanishing bulk viscosity given by ¢ = (2/D)v = v in two
dimensions of space (see Section 3.3.4). Thus, the shear and acoustic waves exhibit the
exact same dissipation rate. To illustrate the behaviour of all these modes and highlight
the differences between the thermal and athermal cases, their real and imaginary parts
are plotted in Figure 4.4. The von Neumann of the exact (or continuous) Navier-Stokes
equations is performed for a uniform mean flow of Ma = 0.2 aligned with the z-axis
(i.e. W, = Macy and @, = 0). The viscosity is set to v = 107° so as to mimic air. By
comparing the dissipation of acoustic modes (Im(w)/v) in the thermal (Fig. 4.4a) and in
the athermal case (Fig. 4.4b), it can be seen that the introduction of a bulk viscosity
leads to a greater dissipation of the modes. However, this difference is minimal, even
negligible. This is why an athermal version of the Navier-Stokes equations can be used
for aeroacoustic simulations. Before proceeding, it is important to highlight another key
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property of the Navier-Stokes equations, which is that all the modes exhibit isotropic
behaviour. This is particularly evident in the case of the shear mode when plotting the
dissipation map in the spectral space (k,, k,). Therefore, it can be expected that any
numerical scheme should respect this isotropy. However, as will be demonstrated later,
achieving this property in practice can often be challenging.
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(b) Von Neumann analysis of the Navier-Stokes equations in the athermal case.

Figure 4.4 — Von Neumann analysis of the exact Navier-Stokes equations for a uniform
mean flow at Ma = 0.2 and v = 107°. (Left): dispersion curve for k, = 0, (Center):
Dissipation curve for k, = 0, and (Right): dissipation map of the shear mode.

4.3.3 Von Neumann analysis of some Navier-Stokes schemes

The general methodology of the von Neumann analysis is now applied to conventional
Navier-Stokes schemes. Usually, the dispersion and dissipation properties of the finite-
difference and finite-volume methods are studied and optimised by decoupling the space
and time discretisations. However, in the present study, the combined effect of space and
time discretisations is investigated. This is necessary for the comparison with lattice
Boltzmann schemes since the space and time discretisations cannot be distinguished in
the latter. Such an analysis is, therefore, unconventional, especially since in the rare
cases where spatial and temporal discretisations are treated jointly, the von Neumann
analysis is carried out on a simplified problem of the advection-diffusion type and not
directly on the Navier-Stokes equations [252]. The methodology, originally introduced by
Marié et al. [33], is briefly recalled here and extended in the two-dimensional case to
investigate the isotropy of the schemes.
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4.3.3.1 Space discretisation

For the sake of simplicity, only centred schemes are considered for the von Neumann
analysis of the Navier-Stokes scheme. Although the “Sensor” scheme used in this work
is not exactly a second-order centred scheme, it behaves like one in the absence of
oscillations in the primitive variables (see Section 2.2.3.3). As a result, centred schemes
provide a lower-bound estimate of the dissipative behaviour of this finite-volume scheme.
Additionally, care will be taken to assess the validity of this approximation by comparing
the results of this theoretical study with those obtained from simulations in Section 4.5.

The spatial derivative dq/dx, of a given quantity q in direction o can be approximated
by a centred, 2N + 1 point stencil, finite-difference scheme as:

N
Zf?q = Ai: Z a;q(x + jAz,) + O(Az*N), (4.3.18)

j=—-N

where Az, is the mesh size, assumed uniform, in the direction «, and the coefficients a;
are imposed such as a; = —a_; leading to a non-dissipative numerical scheme. Owing to
this last property, centered finite-difference schemes may lead to numerical instabilities
and are often paired with high-order spatial filters to damp grid-to-grid oscillations [253].
While the filters may not pose any technical difficulty in the von Neumann analysis (see,
for instance, [254, 255]), they are not taken into account in this discussion. Therefore,
the dissipation properties discussed below only represent a lower-bound estimate.

For standard schemes, the coefficients a; are computed to match the Taylor series
expansion of the spatial derivative up to a particular order of accuracy (often equal to
2N). Of course, many other ways of determining these coefficients exist. In the field
of aeroacoustics, for instance, there are the so-called Dispersion Relation Preserving
(DRP) schemes, where the coefficients a; are computed in such a way as to minimise
the dispersion error [256, 257]. In order to cover these two approaches, three schemes
are studied here: a standard second-order one (denoted by “CenterO2”), a fourth-order
DRP scheme developed by Tam and Webb [256] (denoted by “DRPTWO4”), and the
optimised sixth-order scheme of Bogey & Bailly [257]. In the case of this last scheme, it
should be noted that its order of accuracy, in terms of the Taylor series expansion, is
not strictly speaking equal to six. Since the coefficients of the scheme are optimised for
dispersion, they do not necessarily match those of the Taylor series expansion, and the
order is slightly lower than six. Therefore, this scheme will be referred to as “FDo13”
owing to its 13-point stencil. The coefficients of these schemes are provided in Table 4.2.

Scheme | CenterO2 DRPTWO4 [250] FDol3 [257]

ay 0.5 0.79926643 0.907646591371

as - -0.18941314 -0.337048393268

as - 0.02651995 0.133442885327

ay - - -0.045246480208

as - - 0.011169294114

ag - - -0.001456501759
Table 4.2 — Coefficients of centered schemes (ag = 0 and a; = —a;).
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By applying the general von Neumann analysis to Eq. (4.3.18), one gets:

8q’
e Aw Z ajexp (ijk - Azx,)| q' =

1
Ar. Z 2a;sin (jk - Az,) | d', (4.3.19)

]_

N

-~

]Cscheme,za

where the anti-symmetry of the scheme has been used to obtain the second equality.
Owing to the fact that 0q'/0z, = ikq', Kschemez, can be identified as the effective (or
equivalent) wavenumber associated to the finite difference scheme. By looking at the real
and imaginary parts of Kscheme,z,, On€e can access the dissipation and dispersion errors
occasioned by the truncation error of the space-discrete scheme. Most of the time, the
study of a numerical scheme is confined to the analysis of this equivalent wave number.
In the present study, it is also proposed to add a time discretisation.

4.3.3.2 Time discretisation

As in [33], this study is restricted to explicit Runge-Kutta time-stepping schemes. The
reason for this choice is that most high-fidelity computations use explicit time-stepping
schemes, and they are particularly recommended for aeroacoustic applications, as will be
emphasised in Section 4.5.2. Additionally, an explicit third-order Runge-Kutta scheme is
used in almost all of the Navier-Stokes computations that are performed in Section 4.5.

Starting from an evolution equation of the form dq/0t = F(q), an explicit p-step
Runge-Kutta method computes the value of q at time ¢,,1 = (n + 1)At (denoted by

q""!) using q" (the value of q at time ¢, = nt) and p intermediate estimations q™'
Hence, the method can be written as:
qn,O — qn
g™ = q"+ qAtF(q'Y) forl=1,..,p, (4.3.20)
qrtt = o,

where a; are the coefficients of the algorithm and At the time step. For F(q) linear, Eq.
(4.3.20) can be developed as:

P ; P

n n aan

q"tt=q" + ElvjAtj 50 where ;= H ay, (4.3.21)
]:

l=p—j+1

In this Equation, 37q™/0t’ can be replaced by F’(q™) where F’ denotes the j-th com-
position of F. As for the space schemes, the coefficients v; can be computed to match
the Taylor series expansion up to a certain order of accuracy (often equal to p leading
to v; = 1/;!). However, to improve the dispersive and dissipation properties of the
corresponding algorithm, the coefficients 7; can also be sought as the solution to an error
minimisation problem [257, 258]. In this Section, two Runge-Kutta schemes are studied:
a third-order one denoted by RK3 and a six-stage optimised one (RK6) proposed by
Bogey and Bailly [257]. Once again, calling this scheme RK6 is a slight misnomer, as its
formal order is not exactly 6. The coefficients 7; of these two Runge-Kutta schemes are
provided in Table 4.3.
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Scheme [ RK-3  RK-6 [257]

7 1 1
Y2 0.5 0.5
Y3 1/6  0.165919771368
V4 - 0.040919732041
Vs - 0.007555704391
Y6 - 0.000891421261

Table 4.3 — Coeflicients of the Runge-Kutta schemes.

Having introduced both the space and time discretisations, the aim is now to perform
the von Neumann analysis on the fully discretised Navier-Stokes equations. To that end,
the 2D linearised Navier-Stokes equations can be recast as follows:

oq o, n_ oq’ oq’
o =F(q') where F(q')= le)xl MQ@xQ,

(4.3.22)

where the full expressions of M; and M, are given in Appendix A. The first step consists
in replacing all the continuous space derivatives by Eq. (4.3.19). This leads to the
introduction of MY and MJ where all the continuous space derivatives of M; and M,
are now discrete. Hence, the space discrete version of F, denoted by F now reads as:

F(q') = —iKschemeas MAQ' — iKocheome,zy M Q- (4.3.23)

Since F(q') is linear in q’, one can combine this last result with Eq. (5.3.29) and Eq.
(4.3.6), yielding;:

p .
g =qd + > uAPF(q). (4.3.24)
j=1

Assuming an uniform Cartesian mesh (i.e. Azr; = Azy = Az) and expressing F(q') as
F(q') = (co/Ax)Aq", the following eigenvalue problem is obtained:

eog = M5 G, (4.3.25)
with

MY, = I+Z§.’:1»ijFLJ'AJ‘
(4.3.26)

Aj = _%_gc [ilcscheme,m1\/111C + UCscheme,szQK] .
It can be seen that in the case of discretised Navier-Stokes equations, the solutions of
the eigenvalue problem depend on the CFL number CFL = ¢yAt/Ax. In the following,
without any loss of generality, the mesh size is set to unity Az = 1.

4.3.3.3 Spectral properties of the Navier-Stokes schemes

Figure 4.5 displays the propagation and dissipation curves of two space- and time-
discrete Navier-Stokes schemes, namely the combination of the CenterO2 and RK3
schemes and the combination of the FDol13 and RK6 schemes. Here, only horizontal
plane waves (i.e. k, = 0) are considered and superimposed to a mean flow at Ma = 0.2.
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The viscosity has been set to v = 107° m?/s so as to mimic air. The modes of the space-
and time-discrete Navier-Stokes schemes are represented by symbols and compared to
their theoretical counterparts (drawn in black lines). It should be noted that the same
colour and symbols convention as in [12] is employed to ease the comparison of the
present results with other existing studies.
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(a) 1D von Neumann analysis of the CenterO2 + RK3 Navier-Stokes scheme.
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(b) 1D von Neumann analysis of the FDol13 + RK6 Navier-Stokes scheme.

Figure 4.5 — Propagation (left) and dissipation (right) curves of the modes of two space
and time discrete Navier-Stokes schemes. The perturbations are superimposed to a mean
flow at Ma = 0.2 along the z-axis, and the viscosity v is set to v = 107° m?/s.

First of all, increasing the discretisation order tends to improve the correspondence
between the modes of the exact Navier-Stokes equations and those resulting from their
space and time discretisation. Indeed, whereas the modes propagate at the correct speed
for kAx < 7/2 (i.e. four points per wavelength) in the case of the FDo13+RK6 scheme,
it can be seen that at least twice as many points are required by the CenterO24+RK3
scheme to recover the correct behaviour of the modes. In addition, it is interesting to
note that both acoustic and shear waves described by two points (kAz = 7) are not
propagated at all. The dissipation curves exhibit a universal behaviour of Navier-Stokes
schemes: the acoustic modes are clearly more dissipated than the shear mode, which is
in accordance with previous results [33]. This was explained by the fact that the CFL
number associated with the acoustic mode is larger than the one associated with shear
phenomena in subsonic cases since CFLS" = Ma x CFL®. Since a centred scheme is
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considered non-dissipative, it may be concluded that the observed numerical dissipation
is entirely related to the coupling of the spatial and temporal discretisations. Figure 4.5
also justifies the need for high-order schemes for high-fidelity computations and especially
aeroacoustics since increasing the order of the scheme reduces the dissipation of the
scheme. This very low intrinsic dissipation may also explain the low stability of centred
schemes, especially at high wavenumbers.

The information displayed in Figure 4.5 is useful but limited since perturbations are
not always aligned with the main axes in practice. Hence, to complete the analysis of
Navier-Stokes schemes, spectral maps of their effective viscosity on each mode (shear,
downstream and upstream acoustics) are displayed in Figure 4.6 for Ma = 0.2. By
definition, the effective viscosity is computed as v, = —(Im(w)/v) /| k||?.
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(a) Effective viscosity map of the CenterO2 + RK3 Navier-Stokes scheme.

Acoustic + \ 4 Acoustic -

k. Az k. Az
VeV VeV
[ ! ! |

0 3 6 9 1215 18 0 3 6 9 12 15 18

(b) Effective viscosity map of the FDol3 + RK6 Navier-Stokes scheme.

Figure 4.6 — Effective viscosity v, /v map of the shear (left), Acoustic+ (center) and
Acoustic- (right) modes. The perturbations are superimposed to a mean flow at Ma = 0.2
along the z-axis, and the viscosity v is set to v = 107> m?/s.

Surprisingly, a rather anisotropic dissipative behaviour is observed regardless of the
order of the space and time discretisations. Again, since centred schemes do not induce
any numerical dissipation, the dissipation and the anisotropy are therefore attributed to
time discretisation and its coupling with spatial discretisation. Nonetheless, it should be
noted that by increasing the order of the discretisations, a rather isotropic behaviour
is recovered for low wavenumbers, especially for the acoustic modes. Moreover, the
conclusions drawn by the analysis of Figure 4.5 can be generalised. Indeed, regardless of
the direction of propagation, the shear waves are far less dissipated than the acoustic
ones: the effective viscosity of the shear wave is at most two times greater than expected
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for shear waves, whereas it is several orders of magnitude greater for acoustic modes.
Also, an effective viscosity v, < 1, meaning that the modes are less dissipated than in
theory, is exhibited as soon as the perturbations are under-resolved in a specific direction,
i.e. when k,Az and/or k,Az are close to .

These results now have to be compared to those of the LBM. Before proceeding
directly to a comparison of the two methods, it is worth pointing out a few notable
differences in their von Neumann analysis.

4.3.4 Von Neumann analysis of some lattice Boltzmann schemes

As discussed in Chapter 3, the lattice Boltzmann method relies on a mesoscopic
description of fluid flows. As a result, the main variables of the lattice Boltzmann method
are no longer directly the macroscopic fields of interest but the distribution functions
fi(x,t). So, unlike Sections 4.3.2 and 4.3.3, the distribution functions must be perturbed
here. To this end, the following state vector qy is introduced:

qr = (fU?fla"'?ft]—l)? (4327)

where ¢ is the number of discrete velocities. In order to distinguish the state vector of
Equation (4.3.27) with the one used in the NS formalism, the former is written with the
letter f as a subscript. This difference being noted, the general methodology introduced
in Section 4.3.1 is applied in the same way. It should be noted that non-linearity in the
lattice Boltzmann scheme arises only in the collision model. Hence, following the same
methodology as in Section 4.3.1, one gets:

95
0fils

Sy + f) = @ + TF| f; +O(f))  where  J§ = (4.3.28)

In Eq. (4.3.28), the base state is defined by f; = f7%(p, @), p and @ being the uniform
(in space and time) mean flow density and velocity. After some algebra (see Appendix A
for the details), the following eigenvalue problem is obtained:

e”"q; = Mg™ay, (4.3.29)

where the time evolution matrix M5P depends on the collision model. Equation (A.2.5)
helps to highlight one essential difference between the von Neumann analysis of lattice
Boltzmann and Navier-Stokes schemes. Indeed, as stated earlier, for Navier-Stokes
schemes, the eigenvalue problem is of size (d + 2), where d is the number of dimensions
of space. Consequently, five eigenmodes are obtained in two dimensions of space (and
only four are studied since the entropy mode has no significance in the athermal case).
However, in the lattice Boltzmann framework, the eigenvalue problem is of size ¢ where
q is the number of discrete velocities. Hence, ¢ eigenmodes are obtained. In the case of
the D2Q9 lattice ¢ = 9 > 4, it follows that the interpretation of the results of the von
Neumann analysis of lattice Boltzmann schemes is not as trivial as for the Navier-Stokes
cases. This is highlighted by Figure 4.7, where the von Neumann analysis is applied to
the lattice Boltzmann method with the BGK collision model. As previously mentioned,
only horizontal plane waves (i.e. k, = 0) are considered and superimposed to a mean
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flow at Ma = 0.2. The viscosity has also been set to v = 107> m?/s so as to mimic air.
First of all, as expected, nine modes can be identified. Three of them seem to behave
like the expected ones given by the continuous Navier-Stokes equations. However, six
other modes exhibit a rather unphysical behaviour and cannot, a priori, be related to
any physical phenomenon.
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Figure 4.7 — Propagation (left) and dissipation (right) curves of the nine modes of the
von Neumann analysis applied to the LBM-BGK. The perturbations are superimposed
to a mean flow at Ma = 0.2 along the x-axis, and the viscosity is set to v = 1075 m?/s.

This demonstrates one of the limitations of the so-called standard von Neumann
analysis: the focus is only put on the dissipation and propagation properties of the modes
but not on the physical quantities they are associated with. It is on the basis of this
observation that Wissocq et al. [194] introduced an extension of von Neumann’s analysis
by concentrating on the study of eigenvectors, which are generally not used.

4.3.4.1 Extended von Neumann analysis of LB schemes

For the sake of completeness, the methodology of the extended von Neumann analysis,
proposed by Wissocq et al. [194] is briefly recalled here.

In the framework of the von Neumann analysis of lattice Boltzmann schemes, the
eigenvector g, of the matrix MEBM is made up of ¢ components which are the complex
amplitudes of perturbed distribution functions:

ar = (Jor frsooos far )t (4.3.30)

The eigenvector contains the information advected by each mode in terms of the discrete
distribution functions. Yet, one way to relate mesoscopic information to macroscopic
quantities is to compute the moments of the distribution function. As a result, one can
access the macroscopic information carried by each mode by computing the moments of
the eigenvector through:

q q
p=>_fi and pui=> &F (4.3.31)
I=1 I=1
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where both p and pu are the complex amplitudes of the fluctuating density and momentum.
It should be noted that for each value of kAz, ¢ values of p and pu are obtained, each
one associated to the corresponding eigenvalue of Eq. (A.2.5). At this stage, one can
build a vector of these macroscopic fluctuations V = [p, pu] and two cases can be
distinguished. Either V vector is identically zero, in which case the mode carries no
macroscopic information and is said to be non-observable, or V is non-zero, in which case
the information carried by the mode is said to be observable [194]. These non-observable
modes can be identified in a systematic way using an arbitrary smallness parameter
e =1 x 1073 as suggested in [194] and shown in Figure 4.8. The focus is now put on the
observable modes.

So far, it has been established whether a mode carries macroscopic information.
However, no indication has yet been given regarding the type of information it carries.
To this end, the main idea of Wissocq et al. [194] is to compare the macroscopic vector
V with the eigenvectors obtained through the von Neumann analysis of the exact Navier-
Stokes equations, or more precisely, to find the decomposition of V on the basis of
Navier-Stokes eigenvectors:

'v::[g%}::dVﬁ?r+bV§§*+cV§§, (4.3.32)

where a, b, and ¢ are scalar coefficients and Ve, Vﬁg*, and VRS are the eigenvectors

of the Navier-Stokes equations related to the shear, downstream and upstream acoustic
modes. Since these vectors are expressed in terms of the primitive variables p and u,
some manipulations are performed on V so as to express it in a primitive form denoted by
V, (see [194] for the details). The aim is now to get the coefficients of the decomposition
of Eq. (4.3.32). For that purpose, one introduces Pyg which is the passage matrix
composed of all the eigenvectors of the Navier-Stokes equations ordered as (1) shear, (2)
downstream acoustic and (3) upstream acoustic. With the help of Pyg, the macroscopic

decomposition can be obtained as:

a | | |
R=PV,=[ b where Pyg = V%MV$+V§ : (4.3.33)
C

For instance, R = (0, 1,0)" means that the mode of the LB scheme corresponds to the
expected downstream acoustic mode. As each component of R is a priori complex, only
the knowledge of the modulus of each component of R (or equivalently r, = |R4|?)
is required to determine the information carried by the corresponding mode. Finally,
the physical interpretation of a selected mode can be done in a systematic way by
identifying the component of R greater than an arbitrary criterion 7 set to 0.99 in the
following. If none of the components of R is greater than 7, then the mode carries
non-physical macroscopic information and is therefore considered to be spurious. The
complete procedure is summarised in Figure 4.8.

This extended von Neumann analysis procedure has been implemented in the Python
code developed during this PhD and represents a novelty compared with the initial
approach of Marié et al. [33], where modes were identified based on the nearest physical

111



CHAPTER 4. COMPARISON BETWEEN THE LB AND NS METHODS
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Figure 4.8 — General procedure of the extended von Neumann analysis of lattice
Boltzmann schemes [194].

mode. It should be noted that such extended analysis has also been extensively used in
recent years for a very large set of problems [12, 219, 220, 221].

Going back to the von Neumann analysis of the lattice Boltzmann BGK-scheme of
Figure 4.7, one can apply the above described extended analysis to obtain Figure 4.9.
First, one can notice that among all the nine modes, three are non-observable (and
highly dissipated), and six carry macroscopic information. While both the upstream
and downstream modes are clearly identified, three modes carrying shear information
are obtained. One mode seems to follow the behaviour of the expected shear mode;
however, the two others have an unphysical propagation velocity and exhibit a lower
dissipation for high values of the wavenumber. Astoul et al. [219] proposed to further
distinguish between these shear modes by introducing spurious shear modes. However,
such a distinction was not deemed necessary in the present case. Finally, it can be noticed
that for k, Az 2 7/2, acoustic waves are identified with less certainty and are classified
as spurious modes ( i.e. they do not contain a unique type of information). Decreasing
the value of n makes it possible to shift this critical wavenumber. At this point, it can
already be noticed that the LBM-BGK scheme tends to exhibit a far less dissipative
behaviour than the conventional Navier-Stokes schemes of Figure 4.5.

4.3.4.2 Spectral properties of lattice Boltzmann schemes

As shown by Eq. (A.2.5), the time evolution matrix and, hence, the spectral properties
of lattice Boltzmann schemes depend on the considered collision model. Several collision
models were developed for the LBM, as discussed in Section 3.5. However, this Chapter
focuses only on three collision models. First of all, to make this study as general as
possible, the BGK model is investigated despite its low stability since all the new proposed
collision models seek to approximate its low numerical dissipation while ensuring stability.
Therefore, the results obtained for the BGK model represent the optimal performance one
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Figure 4.9 — Propagation (left) and dissipation (right) curves of the modes of the
extended von Neumann analysis applied to the LBM-BGK. The perturbations are
superimposed to a mean flow at Ma = 0.2 along the z-axis, and the viscosity is set to
v =107 m?/s.

can expect from the LBM, disregarding the question of stability. In addition to the BGK
model, regularised collision kernels, introduced in Section 3.5.2, and more specifically, the
RR and HRR models, are also considered hereafter. These models are chosen because
their implementation only requires very slight modifications with regard to the simple
BGK collision model. Moreover, regularised kernels drastically reduce the number of
possible free parameters in the model, simplifying user intervention and making them
favourable for industrial-scale LES solvers [11, 44]. In summary, regularised collision
models represent, to a certain extent, the state-of-the-art collision models employed in
industrial-level LBM-base LES solvers.

Figure 4.10 displays the propagation Re(w) and dissipation Im(w) curves of the three
aforementioned lattice Boltzmann models in the case of plane perturbations travelling in
the horizontal direction (k, = 0) for v = 107° m?/s and superimposed to a horizontal
mean flow at Ma = 0.2. In the case of the HRR collision model, two values of the tuning
parameter o are considered: ¢ = 0 and 0.995, which is commonly used for industrial
applications [219]. It should be noted that in the case of o = 1, the HRR collision model
reduces to the RR model. From Figure 4.10 it can be seen that changing the collision
model has a non-negligible influence on the spectral properties of the LBM. The first
thing to notice is the mode-filtering property of the regularised collision models [12].
Indeed, even though all the eigenvalue problems remain of size ¢ = 9 regardless of the
collision model, the spectral analysis of the RR and HRR models exhibits less than ¢
modes. It should be pointed out that the filtered modes are mainly non-observable or
spurious modes, and thus, modes which have no impact on the physics of the simulated
flow. Especially, for ¢ = 0, the HRR model filters out all non-hydrodynamics modes.
It was shown in [12] that this mode filtering property is at the heart of the improved
stability of regularised collision models.

While in terms of dispersion, all the models shown in Figure 4.10 seem to behave in a
similar way, differences are particularly noticeable in terms of dissipation. By comparing
the dissipation curves, it becomes clear that the BGK collision model is far less dissipative

113



CHAPTER 4. COMPARISON BETWEEN THE LB AND NS METHODS

LBM BGK LBM RR3 LBM HRR 0 =0 LBM HRR o = 0.995

q q
....‘
L]
)
o ()
o [ )
° o e ﬁ
(o] .. g a
°I ... 1 1 1 1 1 ’; 1 1
/4 n/23r/4 © O x/4 w/23x/4 m 0 x/4 7/23n/4 ™
k. Ax kyAx k. Ax k. Ax
Navier-Stokes von Neumann analysis of LB schemes
Shear O  Shear < Acoustic - Non-Obs.
""" Acoustic £+ B> Acoustic + ®  Spurious

Figure 4.10 — Propagation (top) and dissipation (bottom) curves of the lattice Boltzmann
method for various regularised collision models. The perturbations are superimposed to
a mean flow at Ma = 0.2 along the z-axis, and the viscosity v is set to v = 107° m?/s.

than regularised collision models [42, 221]. The RR collision model seems to be suited
for acoustic computations since the acoustic modes are dissipated at the same rate as
for the BGK case. Nevertheless, the shear mode is highly dissipated in the case of a
non-vanishing mean flow. This property is shared by all regularised collision models and
is attributed to a hyperviscous degeneracy [221]. Moving to the HRR collision model, it
can be concluded that the value of o = 0 is of no practical interest since all modes are
experiencing an over-dissipation. Yet, by increasing the value of o towards unity, one
tends to recover the behaviour of the recursive regularised models where the acoustic
modes are slightly less dissipated than the shear mode.

To complete these analyses, as for the NS schemes, spectral maps of the effective
viscosity of shear and acoustics modes are displayed in Figure 4.11 for a horizontal mean
flow at Ma = 0.2. The same methodology as in [42] is applied: when several modes carry
similar macroscopic information, only the one of maximal amplification rate Im(w) is
displayed. Moreover, contrarily to the effective viscosity plots of the NS schemes, these
plots feature some grey regions, indicating that no physical information was identified
through the extended von Neumann analysis. The plot is separated into two parts, each
having its own colour scale. This is motivated by the BGK collision model being far less
dissipative than regularised models. A rather anisotropic behaviour is observed regardless
of the collision model (BGK or regularised). Such observations were already made in [42].
However, when comparing the results of Figure 4.11 to the effective viscosity maps of
the NS schemes (Figure 4.6), one can see that the LBM-BGK is really suited for acoustic
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(a) Effective viscosity v, /v for the BGK collision model.

- - 0 /2 T -7 -m/2 0 /2 T

Ve[V VeV Ve[V
G g G g G —— g
10° 10! 102 10° 10* 10° 10! 10? 10° 10* 10° 10! 102 10° 10*

(b) Effective viscosity v./v for the RR3 (top row) HRR with o = 0 (middle row) and HRR
with o = 0.995 (bottom row) collision models.

Figure 4.11 — Effective viscosity v./v map of the shear (left), Acoustic+ (center) and
Acoustic- (right) modes. The perturbations are superimposed to a mean flow at Ma = 0.2
along the z-axis, and the viscosity v is set to v = 107> m?/s.

applications since it has an effective viscosity about four times smaller than the one of
sixth-order optimised NS schemes. Yet, when it comes to the shear mode, it can be
seen that the conclusions are not completely the same: the LBM-BGK is slightly more
dissipative than optimised Navier-Stokes schemes even though it compares well with the
second-order one. On the other hand, the effective viscosity plots of regularised collision
models immediately report an overall more dissipative behaviour on all the physical
modes. Although the RR and HRR with o = 0.995 schemes are highly anisotropic, some
privileged directions are observed and seem to be aligned with the lattice main directions
(including diagonals for the shear mode). Surprisingly, in the limit of o = 0, the HRR
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model has a rather isotropic behaviour which might be related to the fact that only the
finite difference part is involved in the computation of the non-equilibrium moments of
the regularised distribution functions. Nevertheless, the 1D results are confirmed: the
HRR collision model with ¢ = 0 is of very little interest in practice since the hyperviscous
degeneracy tends to erase the benefits in terms of stability. Therefore, in the following,
this model will be left aside for the comparison with NS schemes.

4.3.5 Comparison of the spectral properties of the Navier-
Stokes and lattice Boltzmann schemes

Now that the theoretical framework and key results of the von Neumann analysis of
both the lattice Boltzmann and Navier-Stokes schemes have been introduced, the focus
is now put on the rigorous comparison of their dispersive and dissipative properties. To
that end, a quantitative comparison metric has to be introduced. Since the Navier-Stokes
and lattice Boltzmann methods are used to simulate flows, their numerical solution is
often compared to a reference. Hence, by transposing this idea to the framework of the
von Neumann analysis, it is chosen to focus on the error committed by each scheme on
the real and imaginary part of each mode as a function of the wavenumber [33]:

Err™(k) = |Im(w™) — Im(w)| (4.3.34)

{ Err™ (k) = |Re(w'™) — Re(w)|
where w'* refers to the modes of the exact linearised Navier-Stokes equations (Egs.
(4.3.15) to (4.3.17)) in the athermal case (i.e. with xk = 0 and { = v), and w refers to
the solutions of the eigenvalue problems of Equations (4.3.25) and (A.2.5). To ensure a
fair comparison between the lattice Boltzmann and Navier-Stokes schemes, an identical
CFL number is used for both methods. Yet, it should be remembered that the lattice
Boltzmann method operates at a fixed CFL number of 1/+/3. Therefore, the same value
is chosen for the Navier—Stokes schemes. In addition, the viscosity is set to v = 107
m? /s, which is representative of aeronautical applications.

For this comparative study, three different Navier-Stokes schemes and three LBM
collision models are selected; these are all reported in Table 4.4 with the associated
symbols for the plots. The NS scheme, termed NS-A| is of particular interest as it closely
resembles the numerical methods used in FastS and, therefore, is quite representative of
industrial-level LES solvers dedicated to aerodynamics. On the other hand, the NS-3
configuration is a good example of a state-of-the-art numerical scheme dedicated to
aeroacoustics, where high-order schemes are commonly used. The NS-B combination
provides a good compromise between the two extremes just mentioned. Regarding
the lattice Boltzmann collision models, the rationale for their choice has already been
discussed in Section 4.3.4.2.

First of all, the comparison of the spectral properties of lattice Boltzmann and Navier-
Stokes schemes is performed in a case without mean flow, i.e. for Ma = 0. Even if this
case is of relative interest in practice, it will provide a reference for highlighting the
differences in the behaviour of numerical methods with or without mean flow. Figure
4.12 compares the dispersion and dissipation errors of the schemes in this very case. It
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Space scheme Time scheme Symbol Collision model Symbol
NS-A CenterO2 RK3 —--- LB-1 BGK —_—
NS-B DRPTWO4 RK3 LB-2 RR3 0]
NS-C FDol3 RK6 —  eeeee LB-3 HRR o = 0.995 A

(a) Navier-Stokes schemes

(b) lattice Boltzmann schemes

Table 4.4 — Navier-Stokes and lattice Boltzmann schemes used for this comparative
study. Their corresponding symbols used for all the subsequent plots are reported.

should be noted that only the shear and downstream acoustic modes are represented in
Figure 4.12 since the results are exactly the same for the two acoustic modes if Ma = 0.
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Figure 4.12 — Dispersion (left), and dissipation (right) errors of the lattice Boltzmann
and Navier—Stokes schemes for Ma = 0 and v = 107° m?/s.
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From the plots of Figure 4.12, it can be noticed that, regardless of the numerical
method, the error on the real part of the shear mode is null. This is not surprising since,
according to Eq. (4.3.16), the shear mode propagates at the mean flow velocity and
hence, in the present case, the shear mode is stationary. Yet, the acoustic mode does
propagate at +co where ¢ is the sound speed. Therefore, one can draw some preliminary
conclusions regarding the dispersion error of the lattice Boltzmann and Navier-Stokes
schemes. Indeed, all the LB models, regardless of the collision models considered here,
exhibit the same dispersion error, which lies in between the one of the NS-A and NS-B
Navier-Stokes schemes. Conversely, it can be seen that for Navier-Stokes schemes, the
dispersion error is highly dependent on how the spatial and temporal scheme coefficients
are calculated. In particular, it is worth noting the benefits of using DRP-type schemes,
which achieve a lower dispersion error than the LBM. Moving to the dissipation error
curves, some discrepancies between the LB schemes are now observed. While the BGK
and RR collision models have the same dissipation error on both the shear and acoustic
modes, the HRR collision model seems to induce a higher level of numerical dissipation.
Indeed, the shear mode is even more dissipated for this last collision model than with
a second-order NS scheme. Nonetheless, the HRR collision model still exhibits a lower
dissipation error on acoustic modes than the NS-B configuration, corresponding to a
fourth-order space scheme and a third-order time scheme.

The lattice Boltzmann and Navier-Stokes schemes are now compared on a more
realistic case where plane monochromatic waves such as k, = 0 are superimposed to
a horizontal mean flow at Ma = 0.2. The error curves on the shear, downstream and
upstream acoustic modes are displayed in Figure 4.13. This time, the dispersion error
of the shear mode is no longer null and increases as resolution decreases (i.e. as kAx
increases). The dispersion curves further confirm that switching from the BGK to
regularised collision models has very little influence on the dispersive properties of the
lattice Boltzmann method. As previously, when compared to centered NS schemes, the
dispersion error of the LBM is between a second-order and an optimised fourth-order
space scheme with a third-order Runge-Kutta time scheme. This result is quite interesting
since the LBM is a second-order accurate method with better spectral properties than
centered second-order NS schemes. When it comes to the dissipation error, it can be
seen that NS schemes have a higher dissipation on the acoustic modes than on the shear
mode. Such observation is in accordance with previous results [33]. However, regardless
of the collision model, the trend is reversed for the LBM. Indeed, the dissipation error
on the shear mode is slightly higher than the one of the acoustic modes. Unlike the
previous case, where the mean flow was zero, we now observe a strong dependence of
the dissipation error on the collision operator. For instance, the LB regularised collision
models are highly dissipative on the shear mode, for which all the Navier-Stokes schemes
tend to be less dissipative. In particular, the dissipation of the RR3 collision mode
shear is highly sensitive to the presence of a mean flow. The only LB model which
competes with the NS schemes is the LBM-BGK, for which the dissipation error is
between an optimised third-order and sixth-order Navier-Stokes centred scheme. This
behaviour of the regularised collision kernels was recently discussed in [221] and linked
to a “hyperviscous degeneracy” phenomenon. However, on acoustic modes, it can be
seen that the BGK and RR collision models have the exact same low dissipation error
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Figure 4.13 — Dispersion (left), and dissipation (right) of the lattice Boltzmann and

Navier—Stokes schemes for Ma = 0.2 and v = 107° m?/s.
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when perturbations are aligned with the x-axis. In comparison, one has to consider a
sixth-order NS scheme in order to get a lower dissipation error for low wavenumbers.
Despite its higher dissipation, the HRR model is still better than traditional NS schemes
lying in between an optimised third-order and sixth-order Navier-Stokes centred scheme.
Hence, regularised collision kernels preserve the low dissipative capabilities of the lattice
Boltzmann models on acoustic modes but exhibit an increased dissipation on shear modes
with respect to the classical — but unstable - BGK collision model. On the whole, these
results are quite interesting since the lattice Boltzmann method, which is a second-order
numerical method, has better spectral properties, especially on acoustic waves, than
Navier-Stokes methods of an equivalent or higher order.

The tendencies outlined in the analysis of Figure 4.13 are now completed by exploring
the whole spectral space (i.e. for k, € [—m, 7| and k, € [0, 7]). Indeed, shear and acoustic
fluctuations are very seldom aligned with the main axes of the mesh and numerical
schemes are prone to anisotropic numerical properties. Therefore, planar plots of the
dissipation errors are provided in Figure 4.14 for a horizontal mean flow at Ma = 0.2.
Note that similar tendencies are obtained by varying the mean flow angle, but the
corresponding results are not presented here. First of all, a rather anisotropic dissipative
behaviour is observed for all the numerical schemes on a broad range of wavenumbers. One
can, however, notice that increasing the order of the spatial NS scheme tends to increase
the isotropic region in the limit of k,, k, — 0. Inasmuch as centered schemes do not
induce any numerical dissipation, the anisotropy observed in the dissipation error can be
attributed to the coupling between the spatial and temporal discretisations. Regarding
the lattice Boltzmann schemes, some grey regions are exhibited, indicating that no
physical information was identified by the extended von Neumann analysis (the n > 0.99
condition is no longer satisfied). From a general point of view, the main conclusion
which can be drawn from Figure 4.14 is that the spectral properties observed when
considering a planar monochromatic wave with &, = 0 hold over the whole wavenumber
plane. The lattice Boltzmann method with the BGK collision operator remains the least
dissipative method. However, one can see that all the regularised LB models have a
much higher dissipation when the perturbation is no longer fully aligned with the main
mesh directions, especially on acoustics. All in all, when considering shear-driven flows,
the Navier-Stokes schemes seem to be better candidates to propagate such information
over long distances, and only the LBM-BGK presents an advantage in comparison with
regularised LB schemes. However, for acoustic problems, even though regularised LBMs
have a higher dissipation error w.r.t. the classical LBM-BGK, they present a lower
dissipation error than second and third-order Navier-Stokes schemes over the whole range
of practical interest, i.e. ||k|| < 7/2.

All in all, in this section, the study of Marié et al. [33] has been extended by taking
into account advanced LB collision models of practical relevance and several directions
of propagation for the perturbations. In addition, while in the NS community schemes
are generally studied for one-dimensional problems, the present study has provided
some insight into their anisotropic dissipative behaviour when both the space and time
discretisations have been simultaneously performed.
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Figure 4.14 — Spectral maps of the dissipation error of the lattice Boltzmann and
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Acoustic+ mode; and (Bottom): Acoustic- mode.
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4.4 Assessment of the intrinsic performance of the
lattice Boltzmann and Navier-Stokes methods

The previous section extensively explored the dissipation and dispersion properties
of the lattice Boltzmann and Navier-Stokes methods, providing a first insight into their
accuracy. However, numerical methods for high-fidelity CFD applications should not
only be assessed based on their accuracy but also on their intrinsic computational cost
and compatibility with massively distributed computing systems, as noted in Section
4.1. Indeed, experience shows that numerical methods that are highly accurate but
computationally slow are often superseded by faster methods that are less accurate but
better suited to HPC techniques. Therefore, and always with the aim of achieving the
most comprehensive comparison possible between the lattice Boltzmann and Navier-
Stokes methods, the present Section focuses on their intrinsic computational cost as well
as their suitability for high-performance computing.

A significant contribution of this study is that both numerical methods are imple-
mented and compared within a unified numerical framework (i.e. ONERA’s Fast CFD
environment, see Section 4.4.2), which avoids most comparison biases. In addition, an
original a-priori theoretical comparison of the LB and NS methods is proposed using the
roofline performance model in Section 4.4.3. This analysis offers valuable insight into the
algorithmic traits and limiting factors for the performance of the LB and NS methods,
thereby laying a foundation for further improvements regarding their implementation.

4.4.1 Scope and limits of the performance study

Before going any further, it should be noted that alongside recent advancements
in numerical methods, significant changes have occurred in scientific high-performance
computing hardware and parallel programming paradigms [259]. Hence, just as the
comparative study is restricted to a few specific numerical schemes, only certain key
aspects of high-performance computing are investigated in the following.

Restriction to CPU-based HPC architectures. For many years, CFD solvers
have been mainly developed to operate on large-scale clusters consisting of hundreds
(or thousands) of central processing units (CPUs), each device possessing a small and
limited number of computing cores. For illustrative purposes, Figure 4.15 shows the
basic architecture of such a CPU-based HPC cluster. However, the advent of accelerator
hardware, such as Graphics Processing Units (GPUs), has unlocked an unprecedented
level of parallelism, boasting thousands of computing cores per device [260]. As such,
there has been a surge in studies aimed at evaluating and enhancing the performance of
numerical methods on GPUs over the recent years [261]. The biggest advantage of GPU
computing is that, due to their increased level of parallelism, GPUs are typically capable
of achieving much higher theoretical peak performance than CPUs at similar price points
and lower energy costs. In spite of this, the present performance comparison specifically
concentrates on CPU-based HPC architectures. This choice may seem arbitrary and
anachronistic, but it is rooted in the current state of large-scale industrial LES runs,
which are still mainly carried out on HPC centers that rely on CPUs [29]. Also, as
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highlighted by Giles and Reguly, [259], CPUs will continue to deliver good performance
for many years, although it may not be the best possible. Furthermore, during this PhD,
access to GPU-based computing resources at ONERA was very limited, and porting all
the code to GPUs was not achievable within the thesis timeframe. However, Section
4.6 will provide an outlook on the GPU performance of both the lattice Boltzmann and
Navier-Stokes methods for completeness and perspective.

Supercomputer “ Socket (or CPU)

CPU chip
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Figure 4.15 — Simplified architecture of a CPU-based HPC environment. A super-
computer is generally made up of thousands of computing nodes, which can be seen as
standalone workstations equipped with multiple CPUs (or sockets) and large amounts of
memory (DRAM). Each CPU features computing cores that perform the actual compu-
tations, DRAM and cache memory (smaller and faster to access than DRAM). Although
DRAM is shared within a node, it is not shared between different nodes. Inter-node
communication is therefore enabled by high-speed communication networks capable of
transferring data at approximately 100 Gb/s.

Restriction to single-node performance. In CFD, the most common and efficient
parallel computing strategy is achieved by partitioning the original computational domain
into zones. These zones can then be allocated across all available computing resources,
which work together to solve the flow problem simultaneously. In this context, several
programming paradigms exist to distribute the computational workload across multiple
computing cores. The two most widespread standards are OpenMP for shared-memory
computing and MPI (Message Passing Interface) for distributed-memory computing. As
shown by Figure 4.15, large-scale HPC parallel computers are designed as distributed-
memory systems, with each node equipped with its own private memory. However, at
the node level, they work as shared-memory systems where all computing cores share the
same DRAM and cache memory. To use HPC systems to their full extent, a successful
parallel programming approach involves combining the MPI and OpenMP programming
paradigms due to their hybrid memory architecture. This hybrid parallelisation strategy,
which is the one considered in this work, is illustrated in Figure 4.16. All the zones are
first distributed among the available nodes, whereby a single MPI process is created for
each zone. Additionally, within each node, the corresponding zone is further divided into
sub-zones, each assigned to an OpenMP thread.
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Figure 4.16 — Hybrid OpenMP /MPI parallelisation strategy. On a node with shared
memory, the OpenMP library is used to generate threads and distribute the workload
among the cores of the node. In contrast, the MPI library is employed to transfer data
between distributed memory nodes.

The main advantage of the hybrid parallel OpenMP /MPI approach is that it signifi-
cantly reduces the amount of data to be exchanged between the MPI processes and limits
the memory footprint for computations performed on thousands of computing cores.
However, in the hybrid parallel OpenMP /MPI approach, it is crucial to maintain good
scalability within each node to achieve a good overall scalability [262]. This means that
optimising the single-node performance is fundamental. As a result, this study focuses
solely on the intrinsic performance and HPC capabilities of the lattice Boltzmann and
Navier-Stokes methods on the shared memory layer within a single node. Nonetheless,
this comparison still holds value as scalability at the cluster level is relatively easy to
achieve through MPI asynchronous communications [262, 263, 264]. In Section 4.5.4,
a multi-node performance measurement will be conducted to support this claim. Fur-
thermore, the modernisation of hardware primarily targets shared memory nodes, which
makes a numerical method’s ability to perform well on a shared memory node crucial for
its competitiveness in the future [29, 259].

Considered CPU system. Throughout this Chapter, the performance of the lattice
Boltzmann and Navier-Stokes methods is measured on ONERA’s supercomputer SATOR
[265]. The system features Intel Xeon E5-2680v4 Broadwell dual-socket CPU nodes
(referred to as BRW in the following) with 14 physical cores per socket operating at a base
frequency of 2.4GHz [266]. The main specifications of the BRW CPU system are listed in
Table 4.5. It should be mentioned that the performance of each numerical method was
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also evaluated on an Intel Gold 6152 Skylake dual-socket (22 cores per socket) CPU node
[267]. However, the manuscript does not include the corresponding results for the sake
of conciseness. This is because the conclusions remain consistent regardless of the CPU
system being examined. In Section 4.4.3, the roofline performance model will indeed
demonstrate that the relative performance of the two methods is not affected by the
specifics of the compute node but rather depends solely on their implementation

BRW

Name

P Tl X Name BRW

e 55?268832 Processor Intel Xeon
micro-arch. Broadwell . E5-2680v4
frequenc [GHz 2.4 Memory Bwidth.

sock 14 By Intel [GB/s] 157.2
cores per sock. B co B e
sockets 2 py
L1 cache [KB] 32 By, copy-19 (GB/s] 87.2
Peak FLOPS

L2 cache [KB] 32
L3 cache [MB] 18 Ppeax scalar [GFLOPS] 57.6
ISA AVX2 Phear vect. [GFLOPS] 230.8

Table 4.5 — Specifications of the BRW CPU node [266].

4.4.2 ONERA’s Fast CFD environment

Over the past decade, the focus in research has shifted towards the development of
flexible, efficient, and modular CFD frameworks instead of specialised solvers that employ
a single numerical method and can only be applied to a limited range of applications.
In this context, various research institutions have created their own modular CFD
framework like LAVA [268, 269, 270] developed at NASA Ames Research Center, the
Zonal Flux Solver [271] from the University of Aachen, and APES [272], which was
recently adopted by DLR. In 2015, ONERA also embraced this trend by developing the
Cassiopee/Fast environment, within which all the research and work presented in this
manuscript were conducted. As the name suggests, this environment includes two main
components: Cassiopee [273, 274], a pre-, co- and post-processing tool, and Fast (Flexible
Aerodynamic Solver Technology), a set of flow solvers designed for high-performance
computing applications [275].

ONERA'’s Cassiopee/Fast CED environment is a framework that uses Python modules
to perform all the services reclaimed by CFD simulations, such as pre- and post-processing,
as well as the actual resolution of the flow equations through dedicated solvers. These
functionalities are separated into individual Python modules that can be freely assembled
to work together seamlessly. To ensure communication and consistency across all the
components, the CGNS (CFD General Notation System) data model [276, 277, 278]
has been adopted. Figure 4.17 provides a global visual representation of ONERA’s
Cassiopee/Fast framework, showcasing various Python modules as blocks. The figure
distinguishes two categories of components - those related to the Cassiopee suite (orange
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blocks) and those of the Fast CFD solvers suite. In the present case, three modules of
the Fast CFD suite are of particular interest:

o FastS, a Structured finite-volume Navier-Stokes solver implementing the schemes
introduced in Chapter 2. In an effort to maximise the HPC efficiency of the solver,
3 different versions of the NS method are implemented within FastS in order to
take advantage of specific grid topologies: 3dcart for Cartesian grids with constant
spacing, where all cells are identical; 3dhomo for curvilinear meshes in the (x,y)
plane and Cartesian in the z direction; and 3dfull for any general curvilinear grid.
The different grid topologies are illustrated in Appendix B.

o FastLBM, a structured standard lattice Boltzmann solver using a D3Q19 lattice
and implementing the BGK and regularised collision models from Chapter 3;

o FastC, which gathers all the Common services of the CFD solvers and factorises
the inter- and intra-node HPC layers.

Cassiopee
Pre-processing tools
I CGNS Tree
FAST CFD solvers

Multiblock structured Multiblock structured (Cartesian)
finite-volume Navier-Stokes solver lattice Boltzmann solver

Lattice Boltzmann - Navier-Stokes coupling

(detailed in Chapter 5)
FastC (Common services for all FAST CFD solvers)

HPC communication layer: Hybrid OpenMP/MPI
Inner HPC layer: Cache blocking, Vectorisation

CGNS Tree I

Cassiopee

Post-processing tools

Figure 4.17 — Schematic description of the Python/CGNS module approach of ONERA’s
Cassiopee/Fast CFD environment.

It is essential to clarify the role of each module mentioned above. FastS and FastLBM
only implement the core algorithm of the structured finite-volume Navier-Stokes and
lattice Boltzmann methods, respectively. Specifically, given a flow state at time ¢, both
modules evolve the state until time ¢ + At with the corresponding scheme while also
applying the boundary conditions. To achieve optimal computing performance, the
Python module is redirected to a C/C++ layer, where memory pointers are retrieved,
and temporary work arrays are created. Additionally, a Fortran sublayer is used for
CPU-intensive loop-based functions. At this point, neither FastS nor FastLBM modules
incorporate any HPC components. Instead, all HPC functions are centralised in the
FastC regardless of the underlying numerical method. Among many others, the FastC
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module contains block and thread splitting functions, MPI and OpenMP transfers, and
vectorisation compilation intrinsics.

Based on this brief presentation, it can be inferred that the modular design of
ONERA’s Fast environment and the factorisation of its HPC layer make it an ideal
infrastructure for conducting a fair and unbiased comparison of numerical methods.
Especially, any variations in optimisation levels across the solvers (and thus the numerical
methods) or code heterogeneity are eliminated. Moreover, the standardisation of the
data representation greatly favours the coupling between the lattice Boltzmann and
Navier-Stokes methods, which will be discussed in detail in Chapter 5.

Before proceeding, it is important to mention that at the beginning of this PhD, the
vast majority of the developments and HPC optimisations had already been completed
and validated for the Navier-Stokes solver of ONERA’s Fast CFD suite. However, the
implementation of the entire LBM module (including all the collision models), as well as
its validation and the adaptation of all HPC functions and optimisations of FastC were
conducted as part of this PhD thesis research. For readers interested in additional details,
Appendix B provides information on the implementation of the lattice Boltzmann and
structured finite-volume methods in ONERA’s Fast CFD environment, as well as the
overall HPC optimisation strategy.

4.4.3 A priort performance evaluation using the Roofline model

As highlighted by the literature review of Section 4.2.1, most comparative studies
between the lattice Boltzmann and Navier-Stokes methods focus on evaluating the
performance of flow solvers initially designed for a specific hardware architecture. Hence,
the lessons learned from such comparative studies should be regarded with criticism due
to their limited applicability to other architectures and algorithms (i.e. implementations).
Therefore, the main contribution of this section is a fundamental investigation and
understanding of the single-node performance characteristics and constraints of the
lattice Boltzmann and Navier-Stokes methods. To that end, the Roofline performance
model [279] is introduced to provide a unified theoretical analysis framework for both
numerical methods independently of hardware architecture. In the next step, the model
is used to estimate an upper performance limit for each method based on available
computational resources, which is then checked by actual measurements.

4.4.3.1 The roofline performance model

The Roofline performance model developed by Williams et al. [279] is an analytical
framework that uses graphical representation to evaluate and optimise the performance
of parallel computer programs and algorithms. It provides insights into the performance
limitations of a given hardware architecture and helps identify potential bottlenecks
that may be hindering the efficient execution of a program. This model is particularly
useful in specifying an upper bound for the maximum achievable performance of a given
algorithm. It is for this last property that this model is used here.

From a simplistic standpoint, a single computation node consists of compute cores
and memory, leading to two potential performance bottlenecks: the available memory
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bandwidth B,, (in Bytes/s), which makes the algorithm memory bound, or the maximum
achievable floating point performance P,ea (in FLOPS), which makes it compute bound.
On the basis of that very simple distinction, the Roofline performance model states that
the achievable performance P (in FLOPS) of an algorithm (and thus a numerical method
in the present context) is according to:

P = min(Ppeax, B x Al). (4.4.1)

In this model, the algorithm is represented by its arithmetic intensity Al (in FLOP /byte),
which indicates the ratio of executed floating point operations to transferred data in
order to execute one step of the algorithm. Hence, depending on the value of AT (i.e. the
mathematical structure of the algorithm and its implementation), the algorithm is said
to be memory-bound if Al < Ppe.x/By, and compute-bound if Al > Peax/Byy,.

The name “Roofline” comes from the graphical representation of the performance
bound defined by Eq. (4.4.1) as a function of arithmetic intensity. The shape of the
bound resembles the outline of a roofline. Figure 4.18 shows the Roofline bounds for
the two-socket Intel Xeon E5-2680v4 Broadwell system used in this Chapter. The plot
uses logarithmic scales for both the arithmetic intensity Al (z-axis) and the achievable
performance in terms of FLOPs (y-axis). The maximum floating point performance
Pyeax of the system is represented as a horizontal line. In the corresponding area of the
arithmetic intensity, the algorithm is compute bound. The limit with saturated memory
bandwidth is a linear slope in the logarithmic representation, which results from the
memory bandwidth B,, and the arithmetic intensity Al.

1024 Double precision AVX FMA]

Memory bound

256 | ouble precision AVX

precision scalar

Increase compute perf.

Minimize data movement

Attainable Performance [GFLOPS]
Algorithm 2

1 i 1 1L 1 1L 1 2 4 8 16 32 64 128 256
rithmetic Intensity (Al) [FLOP/Bytes]

>

Figure 4.18 — Roofline model curve for the BRW system. The “roof” lines represent the
achievable performance of a given algorithm on the considered architecture based on Eq.
(4.4.1). The intersection of “roof” lines and the arithmetic intensity Al of the algorithm
is emphasised by a bold circle. In addition, optimisation guidelines are provided in green.

The performance values achievable by a given algorithm lie on the vertical line at
the point of its arithmetic intensity (see the vertical lines in Figure 4.18). The point
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of intersection between the model curve and this vertical straight line determines the
achievable performance value P. The algorithm is considered memory-bound or compute-
bound based on whether the arithmetic intensity falls within the range of the linear slope
or the horizontal line. If the measured performance is below the model performance,
the model can also provide indications for these deviations and guidelines to mitigate
them. If for example, only scalar instructions are used in the algorithm instead of
AVX (vectorised) instructions, the floating-point performance is four times lower. Hence,
the roofline drawn this way can reveal performance limitations based on the measured
performance location.

In summary, the Roofline Performance Model is a valuable tool for understanding the
performance characteristics of algorithms and programs on various hardware platforms.
However, due to its simplicity, the Roofline model provides only a partial understanding
of hardware limitations. For example, it cannot describe the scaling behaviour of an
algorithm within a single node. Therefore, further refinements such as the execution-
cache-memory model [280], which takes the cache hierarchy into account, have been
proposed. However, such a level of detail is unnecessary in the present case as the simple
roofline model already provides valuable insight into the relative performance of the
lattice Boltzmann and Navier-Stokes methods, as discussed below.

4.4.3.2 Adaptation of the Roofline model to LB and NS methods

To use the Roofline performance model to analyse and predict the upper performance
limits of lattice Boltzmann and Navier-Stokes methods, the optimal arithmetic intensity
of both numerical methods must be determined. Prior to this, adjustments to the basic
Roofline model formulation are needed through the introduction of a new system of units
to simplify the analysis and interpretation of results.

Introduction of a new system of units. For the LB and NS methods, it is better to
rely on a more useful performance metric than FLOPS. This is because when evaluating
numerical methods for a specific application, the number of FLOPS or bytes transferred
is not as important as the time it takes to solve a problem on a given architecture.
Hence, the present study introduces a more appropriate metric, referred to as the “cell
updates per second” (CUPS). It should be noted that a “cell” in the CUPS metric refers
to a fluid cell, which is the only type of cell that is actually computed. Moreover, a
cell update corresponds to a full time step (i.e. advancing the solution from time ¢ to
t + At). As such, the roofline model as well as all its associated quantities as described
in Section 4.4.3.1 should be expressed using this new metric. Accordingly, the units of
the performance metric on the y-axis change as follows:

[FLOPS] —> [CUPS| where [FLOPS]— l%} cups], (4.4.2)

——

TFP

and, the units of the arithmetic intensity Al on the z-axis become:

FLOP CUP " FLOP FLOP| [CUP (4.4.3)
where |——| = 4.
Byte Byte Byte CUP | | Byte
—_—— ——
YFP 1/By
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Equations (4.4.2) and (4.4.3) show that a fundamental parameter ygp, which corresponds
to the number of floating point operations required per cell update, needs to be determined
to perform this change of units. Additionally, determining the arithmetic intensity in the
unit CUP/Byte becomes difficult, so instead, the reciprocal of the arithmetic intensity, the
loop balance By, will be determined. The values of these two new parameters depend on
the considered numerical method and must therefore be characterised by distinguishing
between the LB and NS cases. Table 4.6 compiles all the values taken by these two
parameters for the numerical methods under consideration.

lattice Boltzmann method FV Navier-Stokes method
BGK RR HRR 3dcart 3dhomo 3dfull
Variables 2 sets of 19 distribution functions 3 sets of primitive variables
(f1, f25 -+, fr9) (p, gy Uy, uz, T')
Storage Double precision (8 bytes) Double precision (8 bytes)
W7
Stencil @% %@
YFP 204 325 490 1012 1295 1774
By 456 456 520 1272 1540 2508

Table 4.6 — Comparison between the lattice Boltzmann and Navier-Stokes methods
implemented in ONERA’s Fast CFD environment in terms of memory and computational
footprint. Only the case of an explicit time-stepping scheme for the NS method is shown.

Number of floating point operations vgp. As highlighted above, the change of
units in the Roofline model requires the knowledge of the exact number of floating
point operations executed per cell update. At first, one might naively think of counting
the number of operations in the mathematical description of each algorithm. However,
this number can significantly differ from the one of the high-language implementations
depending on the design of the loop kernel of the algorithm and compiler optimisation
(such as common subexpression elimination). As such, the only valid number for accurate
modelling of the algorithms is the number of generated assembly instructions and the
corresponding number of operations. Yet, manually counting the number of floating point
operations of the assembly code is tedious. Thus, an automated analysis with the “Intel
Advisor” tool [281] is used to determine the number of floating point operations ygp for
both the lattice Boltzmann and Navier-Stokes methods implemented in ONERA’s Fast
CFD environment. The corresponding values of ygp are reported in Table 4.6.

The ~pp metric already points out one main algorithmic difference between the LBM
and the finite-volume Navier-Stokes method. Regardless of the collision models, the LBM
performs fewer floating point operations per cell update than the finite-volume schemes.
This directly comes from the simplicity of the stream and collide algorithm. Naturally,
the number ypp of floating point operations per LB cell update strongly depends on the
collision model. The simpler BGK model requires only about 200 FLOP per cell update,
while the more robust regularised collision models exhibit some overhead. This tendency
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and low FLOP value for the BGK model was already observed in [282, 283] through
optimised automatic code generation, confirming that the (manual) implementation of the
LBM in ONERA’s Fast CFD environment is up to the literature standards. Regarding
the HRR collision model, it should be outlined that it requires more than twice as
many operations per update as the BGK model and 50% more than the RR model.
This is mainly due to the calculation of gradients in the regularisation process and in
the evaluation of the corrective term. Despite this, on average, the LBM performs 2
to 5 times fewer operations than the NS method on Cartesian grids. Moving now to
the discussion of the FV-NS method, using grid-topology-specific routines has a clear
advantage as highlighted by the values of ypp. In the Cartesian case, the number of
FLOP per cell update is almost halved compared to the fully curvilinear case due to
the simplicity and uniformity of the metrics across the grid, which greatly simplifies the
flux balance evaluation. It should be noted that Table 4.6 reports values of ypp for the
FV NS method only under explicit time-stepping. Evaluating ygp in the implicit case is
more complex, as it depends on the number of subiterations in the Newton process.

Data transfer analysis through the loop balance B,. Now that a more suitable
set of units has been introduced and the conversion coefficient ygp is known, one can
proceed to the calculation of the arithmetic intensity of each method, or, equivalently,
the loop balance By. It should be recalled that the loop balance represents the number
of bytes transferred from the main memory to the CPU for one cell update. Since the
LB and NS methods are fundamentally different, it is proposed to study their memory
and data transfers separately.

Data transfers of the D3Q19 LBM schemes. The one-step lattice Boltzmann algorithm
[284] as implemented in ONERA’s Fast CFD environment, combines the collision and
propagation steps into a single loop. This introduces a data dependency that can be
resolved in different ways. For a review, see [35, 285, 286, 287] and the references cited
therein. In the present case, two separate data arrays are used for the distribution
functions f; in order to simplify code reading and implementation of advanced functions.
As such, to update a cell, the first set of 19 distribution functions is loaded from memory
and read. Subsequently, another load is required before storing the updated values of the
19 distribution functions in the second array. After this sequence, the array pointers are
swapped, and the process is repeated. This leads to a number of bytes being transferred
for a single cell update of:

3 X 19 X 8 bytes =456 bytes/CUP. (4.4.4)
~~~ ~——

No. of load and store ~ No. of discrete velocities  gouble precision

It should be noted that non-temporal stores can reduce the number of loads and stores
down to 2 by bypassing the writing step to the cache [288]. This strategy was tested in
ONERA’s FastLBM code using C' intrinsics but was quickly abandoned as it seriously
undermined the portability of the source code. Hence, it is not further considered here.

The estimate of Equation (4.4.4) holds for both the LBM-BGK and LBM-RR al-
gorithms devoid of turbulence or sub-grid-scale model. Especially it assumes that the
macroscopic variables (p,u) are not stored at each time step and are only computed for
post-processing purposes. Nonetheless, for the LBM-HRR algorithm, the shear-stress
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tensor and other gradients that define the corrective term have to be computed. Therefore,
the storage of the macroscopic variables (p, u) is mandatory leading to an increase in the
number of bytes being transferred for a single cell update. This leads to:

macroscopic var.

3 x 19 x 8 bytes+2 x 4 x 8 bytes = 520 bytes/CUP, (4.4.5)

~
distribution functions

which corresponds to a 14% with respect to the estimate of Equation (4.4.4). All in all,
the values of the loop balance By for the LBM-BGK, LBM-RR and LBM-HRR schemes
are reported in Table 4.6. Before moving to the analysis of the data transfers of the
FV-NS scheme, it can be noted that according to [217], the regularised LBM can save
memory by describing the simulation state with a limited set of macroscopic quantities
that can be stored in memory instead of the distribution functions. However, the benefits
of this coding are uncertain and require further investigation, which is why this strategy
is not considered in the present work.

Data transfers of the finite-volume Navier-Stokes method. The memory footprint of a cell
update with the finite-volume Navier-Stokes method is more complex to evaluate than
that of the lattice Boltzmann method. This can be attributed to the greater complexity
of the corresponding algorithm and the increased number of different variables involved.
As a result, the number of studies focusing on the enumeration of data transfers for finite
volume methods remains limited with a few recent works standing out [289, 290]. To
address this, it is proposed to detail, almost exhaustively, all the data transfers required
to update a cell using the finite-volume method implemented in ONERA’s FastS code.

For the sake of clarity, only the Cartesian case is detailed below since the other cases
can be obtained similarly. As discussed in Section 4.4.2) the metric fields are reduced
to scalar values when using a Cartesian grid topology, resulting in a negligible memory
footprint. Additionally, for an explicit time-stepping scheme, only two arrays of primitive
variables are needed for the computation — one a time t and another at time ¢t + At. The
evaluation of the fluxes involves a stencil of 25 cells. This would mean loading 125 values
for each cell update. However, in practice, the use of cache-blocking techniques ensures
that only 25 values are loaded at most. Moreover, depending on the scheme used to
approximate the convective fluxes, additional storage can be required such as for the
wiggle detector of the sensor scheme. All in all, the number of bytes being transferred
for a single cell update reads as:

nrg X [1 X 25 x 8 bytes+1 x 0 x 8 bytes+1 x 2 X 8 bytes+ 2 X 3 x 8 bytes

Vv Vv Vv Vv
loading the stencil loading the metrics load At/vol and p load and store wiggle (4 4 6)

+2 x5 x 8 bytes+2 x 5 x 8 bytes| = ngrk X 424 bytes/CUP,

vV VvV
load and store RHS load and store new

where nrk corresponds to the number of substeps of the Runge-Kutta time-stepping
algorithm. The values of loop balance By for other grid topologies (3dhomo and 3dfull)
are derived using the same methodology but with an increased size for the different
metric arrays. They are all reported in Table 4.6.
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Upon comparing estimate Eq. (4.4.6) to those of the lattice Boltzmann method (Egs.
(4.4.4) and (4.4.5)), it becomes apparent that the LBM algorithm requires approximately
three times less data transfer per time step (ngx = 3) than the FV algorithm when
used on Cartesian grids. Once again, this underlines the great simplicity of the LBM
algorithm. Furthermore, the topology of the grid used by the NS method greatly affects
memory traffic, making grid-topology-specific routines advantageous for FV method
performance. For example, in the Cartesian case, the number of bytes per cell update is
nearly halved compared to the fully curvilinear case. Given that the loop balance B, and
arithmetic intensity (Al = 1/By) of each method is now known, it is possible to estimate
their maximum achievable performance on the architecture considered in this work.

Refined estimation of the memory bandwidth. Before proceeding, a brief discus-
sion regarding the memory bandwidth of CPUs has to be made. As shown by Eq. (4.4.1),
the application of the roofline model requires the knowledge of the memory bandwidth
B,, of the architecture under study. An initial estimate for B,, can be made from the
system specifications (see Table 4.5). However, the actual memory bandwidth is known
to differ from these specifications, so actual measurements should be used to determine
a more accurate estimate. In this study, the effective memory bandwidth is measured
using the STREAM copy benchmark [291], which copies a vector of adjustable length
from a source to a destination array. A more specialised copy-19 memory benchmark
is also implemented, which concurrently copies 19 arrays to mimic the typical data
access pattern of an LBM implementation [288]. The bandwidths estimated using two
benchmarks for the two-socket Intel Xeon E5-2680v4 Broadwell system in this chapter are
reported in Table 4.5. The deviations between the hardware specifications and measured
bandwidth indicate a 25% decrease in effective bandwidth, underscoring the need for an
accurate evaluation of effective memory bandwidth.

4.4.3.3 Roofline performance model predictions

Figure 4.19 displays the theoretical roofline curves for the LBM-BGK, LBM-RR,
LBM-HRR and Cartesian FV-NS method on a full BRW node. The solid vertical lines
displayed in the Figure represent the arithmetic intensity of each numerical method.
This allows for a direct determination of the maximum achievable performance of the
corresponding method on the considered architecture by reading the y-intercept at
the point of intersection between the vertical line and the black roofline curve. The
performance values are explicitly shown in Figure 4.19 and also reported in Table 4.7.

Firstly, the influence of the ypp metric on the overall performance of each numerical
method can be clearly seen by examining the roofline curves (represented by black solid
lines). The effect is particularly noticeable in the different y-values of the horizontal
plateaus. As per Equations (4.4.2) and (4.4.3), the roofline curve for each numerical
method is obtained by shifting BRWthe horizontal plateau of the roofline curve of the
BRW node (see Figure 4.18) downwards by an amount that is directly proportional
to its associated ypp value. Therefore, a higher value of ygp results in a reduction of
the maximum peak-floating point performance (in cell updates per second), as more
floating-point operations are required per cell update. Consequently, by comparing
the rooflines of 4.19, it can be observed that if they are compute-bound, all numerical
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Figure 4.19 — Roofline model plots for the lattice Boltzmann and Navier-Stokes methods.
The vertical line on each plot represents the arithmetic intensity of the numerical method,
while the corresponding maximum achievable performance is shown by a horizontal
dashed line with its value given above.

methods cannot achieve the same performance on the same CPU node. However, if the
numerical methods are memory-bound, then the value of the vgp parameter does not
affect performance (given by the solid black diagonal line). In this region of the graph,
performance depends only on the memory traffic of the method and, therefore, on its
loop balance.

As shown in Figure 4.19, both the Navier-Stokes and lattice Boltzmann algorithms
are constrained by memory bandwidth on the BRW node. This is due to their arithmetic
intensity falling within the range of the diagonal bandwidth-limited roofline. Therefore,
their performance is determined solely by the method’s memory traffic and loop balance.
This explains why the LBM-RR model performs similarly to the LBM-BGK model
despite having a greater number of operations. Although the RR model requires more
operations, its memory traffic is identical to that of the LBM-BGK, resulting in compara-
ble performance. Yet, it is important to note that the conclusion that the LBM and NS
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methods are memory-bound is only valid when vectorisation techniques (AVX) are used.
In the case of non-vectorised operations, the performance of all algorithms turns out to be
limited by the peak scalar computing performance. Therefore, the simplistic assumption
that both the lattice Boltzmann and FV Navier-Stokes methods are memory-bound may
be wrong for non-vectorised operations but holds true when vectorisation techniques
are used. This highlights the importance of using vectorisation techniques provided by
modern CPUs. Without them, the maximum achievable performance of the considered
methods decreases by almost 50%.

Moving on to the discussion of the maximum expected performance, it can be con-
cluded from the analysis of Figure 4.19 that the LBM outperforms the FV-NS method in
terms of CPU throughput, regardless of the collision model (BGK or regularised)?. How-
ever, the roofline model is particularly useful for characterising the relative performance of
each method rather than just examining their individual performance. Indeed, based on
the simple observation that both the LB and NS methods are memory-bound, the roofline
model helps to express their performance ratio independently of the characteristics of
the computing node. Starting from Eq. (4.4.1), one gets:

P pum _ B, x Al pum _ Alrgm _ BZNS
PNS Bm X AINS AINS BgLBM

(4.4.7)

where both the arithmetic intensity Al and loop balance B, can be determined before
any implementation of the methods and irrespective of the computing node. As such, Eq.
(4.4.7) proves that the roofline model provides a hardware-independent a-priori estimation
of the relative performance of the lattice Boltzmann and Navier-Stokes methods. Knowing
that the roofline model reveals that the LBM, depending on the collision operator, is
intrinsically only 2.3 to 3 times faster than the FV-NS method on Cartesian grids. This
speedup value turns out to be lower than what is usually reported in the literature, which
is around 10 [43, 45, 242]. As shall be discussed later (see Figure 4.21), a speedup of the
order of 10 is recovered but only when comparing the performance of the LBM to the
FV-NS method on a fully curvilinear grid.

It is of utmost importance to note that no actual implementation of the methods nor
CPU measurements are necessary to draw these conclusions. Only a thorough assessment
of the algorithm and the CPU architecture are sufficient. This clearly demonstrates the
strength of the roofline performance model for analysing, from a theoretical point of
view, the performance of a numerical method.

4.4.3.4 Comparison with actual performance measurements

Before concluding this section on the roofline model, it is important to verify that the
algorithmic characteristics and performance predictions of the roofline model accurately
reflect the actual behaviour of the lattice Boltzmann and finite-volume Navier-Stokes
methods implemented in ONERA’s Fast CFD environment. To achieve this, the FastS
and FastLBM modules are profiled using the Intel Advisor tool [281]. A detailed analysis

2Tt is important to acknowledge that neither the LBM nor the FV-NS method can be definitively
deemed superior based on its CPU throughput alone as the accuracy of the methods also plays a crucial
role in practical applications. This topic will be further explored in Section 4.5.

135



CHAPTER 4. COMPARISON BETWEEN THE LB AND NS METHODS

is conducted, recording loop/function timings, as well as all floating-point and/or integer
operations data and memory traffic data. Based on the resulting data, an accurate
measurement of the effective arithmetic intensity, as well as the overall performance
of each method, is obtained, which can then be compared to their theoretical values.
Additionally, a detailed insight into the performance of each loop and function in the
overall algorithm of each numerical method is given. The results of this thorough analysis
are overlaid on the theoretical roofline curves (in solid black lines) in Figure 4.20. The
measured effective performances of the lattice Boltzmann and Navier-Stokes methods
are also reported in Table 4.7.
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Figure 4.20 — Roofline models of each of the numerical methods studied in this section
for the BRW system expressed with the “cell update” metric. The vertical line on
each plot indicates the corresponding arithmetic intensity and the maximum reachable
performance is obtained by taking the intersection of this line with the Roofline model.

To begin with, it is suggested to compare the arithmetic intensities that were theoret-
ically calculated with those obtained through measurements. As depicted in Figure 4.20,
the theoretical and measured arithmetic intensities almost perfectly overlap. This implies
that the estimates derived analytically in Section 4.4.3.2 are accurate and they effectively
represent the memory traffic of the implemented numerical methods. However, it should
be noted that the theoretical arithmetic intensity slightly underestimates the number of
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data transfers when compared to the one measured with Intel Advisor, which is slightly
higher. This small deviation does not affect the performance of each method, as shown by
the performances in Table 4.7. In fact, regardless of the numerical method, the relative
deviation between the predicted and measured performance is about 3%, which is more
than acceptable. Consequently, the present study demonstrates both theoretically and
numerically that LBM is about 2.3 to 2.8 times faster than a finite-volume Navier-Stokes
method applied on Cartesian grids. Furthermore, the excellent agreement between the
performance projected by the roofline model and the outcomes acquired through Intel
Advisor profiling suggests that all the numerical methods implemented within ONERA’s
Fast CFD environment are optimised to the maximum potential of the considered CPU
node. Therefore, any scaling and runtime comparisons that will be performed in the rest
of the manuscript can be considered unbiased.

LBM BGK LBM HRR FV-NS 3dcart
Achievable Performance 285 283 234 101
Measured Performance 277 275 228 98
Relative Performance 2.8 2.8 2.3 1.

Table 4.7 — Maximum achievable performance and measured performance for each
numerical method according to the results of the Roofline model (see Figure 4.20). The
relative performance w.r.t. the NS method on Cartesian grids is also provided. The
performance values are given in MCUPS (Million Cell Updates Per Second).

As previously mentioned, Figure 4.20 offers an additional understanding of the
behaviour of each numerical method’s algorithm. This is done by overlaying the per-
formance of each loop in each numerical method’s algorithm (represented by circles)
on the roofline model curves, as measured by Intel Advisor. Figure 4.20 demonstrates
that all implemented loops are located on the rooflines. This means that the LB and
NS methods implemented within ONERA’s Fast CFD environment are optimised up
to the hardware limit. Therefore, any bias from improper implementation that could
prevent the methods from being fairly compared with each other has been removed.
This further confirms the reliability of the performance comparison results between
the two methods. In Figure 4.20, the position of the loop circles also confirms that
LBM-BGK is entirely memory-bound. This is because all the loops are located on the
copy-19 bandwidth limit. In contrast, other LB models show significant differences
compared to LBM-BGK. For example, once the streaming step is performed and all the
buffer arrays are initialised, LBM-RR’s remaining computations are bound by the peak
FLOP performance roofline. The same is true for LBM-HRR, even though there is an
additional gradient computation and storage step that is also memory-bound. Regarding
the Cartesian finite-volume Navier-Stokes method, Figure 4.20d highlights the beneficial
effect of using cache-blocking techniques. The fluxes are computed in a specific order,
starting with the k-direction (or z coordinate), followed by the j-direction (or y), and
finally the i-direction (corresponding to the x coordinate). As the loop reaches the
bandwidth roofline, the values are loaded into the cache for fluxes computations in the
k directions. These values are then reused by the other fluxes, which are bound by
the peak floating point operations. This approach has proven effective for maximizing
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computational efficiency and achieving optimal performance.

4.4.4 Single-node parallel scaling

The Roofline Performance Model has proved to be a valuable tool for comprehending
the algorithmic properties of the lattice Boltzmann and Navier-Stokes methods and
determining the upper performance limit. However, due to its simplicity, the roofline
model cannot provide precise information on the scaling behaviour of an algorithm.
Nevertheless, scaling - which refers to how an algorithm’s performance evolves as the
number of computing cores increases - is an important consideration in High-Performance
Computing. Furthermore, in the context of a hybrid OpenMP /MPI parallelisation strat-
egy where maximising the single-node performance is of primary interest, an algorithm’s
intra-node scaling property becomes crucial. Therefore, their single-node scaling is now
being investigated to complete the comparison between the LB and NS methods regarding
their intrinsic performance and HPC capabilities.

This section explores parallel scaling using a property called strong scaling. Strong
scaling measures the evolution of the performance of a numerical method as the number
of available computing cores increases while keeping the problem size constant. In simpler
terms, strong scaling is used to estimate the extent to which the restitution time for a
problem of fixed size can be reduced by using as many computing cores within a single
node as possible. The strong scaling property of the lattice Boltzmann and Navier-Stokes
methods is explored through actual performance measurements using ONERA’s Fast
CFD environment. To that end, computations of the three-dimensional Taylor-Green
vortex test case® on grids consisting of 200% cells are conducted. Such simulations are
representative of the workload one would encounter at a node level for distributed memory
clusters on large-scale problems. The same methodology has been followed for all the
performance measurements. For each numerical method and core count, a series of 5
simulations consisting of 500 times steps of the algorithm is performed. The measured
runtimes were then averaged to obtain statistical confidence.

Figure 4.21 depicts the evolution of the performance of the lattice Boltzmann and
Navier-Stokes methods as a function of the number of computing cores used on the
Broadwell node (see Table 4.5 for the technical specifications). The performance, denoted
by Pucups, and expressed in Million Cell Updates Per Second, is defined as:

nay X 2003

Ncorcs )
tCPU

PMCUPS<Nc0reS> - (448)

where np; is the number of time steps simulated (na; = 500 in the present case) and
tgg’{fs is the elapsed CPU time using Ncq.es €xpressed in seconds.

First of all, Figure 4.21 depicts, in a more straightforward way, the good agreement
between the roofline model performance predictions as elaborated in Section 4.4.3.3 and
the actual performance of the lattice Boltzmann and Cartesian finite-volume Navier-
Stokes methods implemented within ONERA’s Fast CFD environment. Figure 4.21 also
provides additional information about the performance of the finite-volume Navier-Stokes

3This test case will be further discussed and analysed in Section 4.5.4.
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methods, specifically the 3dhomo and 3dfull formulations, which were not discussed
through the roofline model. The corresponding curves show that the topology of the
grid has a significant impact on the overall performance of the Navier-Stokes method.
To illustrate, the Navier-Stokes method is less efficient in its full curvilinear formulation
(3dfull) as it can only update approximately 40 million cells per second. On the other
hand, the Cartesian version (3dcart) shows a performance that is 2.5 to 3 times better
(depending on the running conditions), allowing the update of nearly 100 million cells
per second. The reason for this significant difference in performance is mainly attributed
to the limited use of metrics in the 3dcart formulation. In this case, since the grid cells
are all identical, the metrics are reduced to scalar quantities. On the other hand, in a
curvilinear formulation, the metric fields depend linearly on the number of cells in the
mesh. Between these two extremes, the 3dhomo formulation of the Navier-Stokes method
offers greater flexibility with regard to mesh topology while being only 20% to 40% slower
than the Cartesian version. This makes it a good choice for LES or DNS, as it doesn’t
significantly increase the overall computational time*.
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Figure 4.21 — Evolution of the performance (expressed in Million Cell Updates Per
Second) of the lattice Boltzmann and finite-volume Navier-Stokes methods as a function
of the number of computing cores on one single BRW node.

Regarding the lattice Boltzmann method, it can be observed that the performance
evolution curves of the LBM-BGK and LBM-RR are almost identical. This further

4Note that the performance values of the NS method are only given in the case of an explicit-time
stepping scheme case. When considering an implicit time-stepping scheme, the value of tcpy depends
on the number of sub-iterations performed by the Newton process. As such, implicit computations tend
to be at least three times more expensive than explicit ones.
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confirms that, despite its increased number of floating-point operations, the LBM-RR,
which also turns out to be much more stable than the LBM-BGK, has a computational
cost comparable to the one of the LBM-BGK. As for the HRR model, its performance is
between 2 and 3 times lower than that of the BGK and RR models. This extra cost is
mainly due to the calculation (and storage) of gradients and the fact that the streaming
and collision step can no longer be fused due to the parallel dependencies associated with
the computation of derivatives.

All the performance curves of the LBM exhibit a similar pattern in Figure 4.21, which
is worth commenting on. There is a steady increase in performance from 1 to 10 cores;
then, the performance reaches a plateau until the 14-core mark is reached. Beyond that
specific count of computing cores, the performance increases again until it hits a second
plateau around the maximum number of cores the node offers, which is 28. The physical
architecture of the computing node can, in fact, explain this trend. It consists of two
sockets, each equipped with 14 cores and its own DRAM memory. As more cores are
used within the first socket, its memory becomes saturated, resulting in a stagnating
performance. The performance boost observed when the number of cores exceeds 14 is
due to the second socket providing additional storage capacity. However, this additional
capacity also becomes saturated once the second socket fills up, i.e. around 28 cores®.
From this little discussion, it becomes evident that the LBM’s high memory intensity
is responsible for the observed behaviour. In contrast, the three formulations of the
finite-volume Navier-Stokes method reveal a much more linear performance growth as
the number of cores increases, reaching saturation only when the node is fully loaded.
This is proof that memory bandwidth significantly limits the performance of the lattice
Boltzmann method. Below, it will be seen how this affects its parallel efficiency.

To complement the findings and trends highlighted in Figure 4.21, Figure 4.22 provides
a plot of the evolution of (a) the effective time and (b) the performance per core as
a function of the number of cores used on the Broadwell node. The effective time ¢,
expressed in pus, corresponds to the time each numerical method takes to update over
one full time-step (i.e. from ¢ to t + At) on one cell of the grid. It reads as:

tg\l/;c[(}res) 1
te Ncores = — = X Ncores ==X Ncores 4.4.9
il ) na¢ x 2003 Pyicups ( )

This metric will play a fundamental role in Section 4.5, where the lattice Boltzmann
and Navier-Stokes methods will be compared through the simulation of test cases. The
original “time to solution” metric, which will be introduced in Section 4.5.1, is partly
determined by the value of .4 for each numerical method.

In Figure 4.22a, it is shown that a single cell update using the lattice Boltzmann
method takes approximately 0.11 pus. However, the LBM-HRR model is slightly slower,
taking 0.13 ps. The figure also highlights the importance of comparing the lattice
Boltzmann method (which has a Cartesian formulation by construction) with a Cartesian
finite-volume Navier-Stokes method to ensure a fair one-to-one comparison. Other
formulations, such as the fully curvilinear one, can result in significant computational
overhead. Indeed, the performance gap between the three formulations, 3dcart, 3dhomo

5Yet, it should be noted that this behaviour could have been avoided by equitably placing the cores
on both sockets during the scaling process.
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and 3dfull is glaringly obvious. It should be noted that there is a performance drop for
the specific count of 24 cores in the t.¢ curves for the 3dhomo and 3dfull formulations.
This drop is due to a poor load balancing between the different cores, which is caused by
an unfortunate domain decomposition among the cores. As a result, one of the cores
remains idle without any workload.
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Figure 4.22 — Comparison of (a) the effective time to¢ and (b) performance per core of
the lattice Boltzmann and Navier-Stokes methods.

Figure 4.22b displays the reciprocal of t.g and provides an indication of the number
of cells (in millions) that each method can update per core and per second. As such,
it can be seen that the lattice Boltzmann method updates approximately 10 million
cells per core when the node is fully loaded. In comparison, the Cartesian version of the
finite-volume Navier-Stokes method updates 3.5 million cells per core. Yet, it should
be kept in mind that in the explicit case, three sub-steps are performed within the
Runge-Kutta algorithm, indicating that 10 million cells can effectively be updated per
core within the Navier-Stokes method but not one entire iteration as it is the case for
lattice Boltzmann method. In addition, Figure 4.22b highlights some scaling properties
of the lattice Boltzmann and Navier-Stokes methods. It is observed that the performance
per core decreases slightly in the case of the Navier-Stokes method, whereas a fairly steep
drop is observed in the case of LBM. This indicates that there is a significant difference
in the strong scaling behaviour between the two numerical methods.

To gain a deeper understanding of the strong scaling behaviour of the lattice Boltzmann
and Navier-Stokes methods, it is essential to analyse two fundamental quantities, namely
the speedup and the parallel efficiency. The speedup is defined as the ratio of the total
CPU time required by a computation on a single core, denoted by ¢{py, to the total

CPU time required by the same computation, this time on Ny, denoted by tgl%"{fsz

S(Neores) = tepy. . (4.4.10)

thores
CPU
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In an ideal scenario, the speedup S(Neores) should be equal to Neopes. However, in reality,
due to the additional operations and communications required by parallelisation, the
actual speedup is often lower than its ideal value. Therefore, one of the goals of a
scaling study is to determine the level of deviation between the expected speedup and
the speedup that is observed. As such, it is also recommended [292, 293] to study the
so-called normalised speed-up or parallel efficiency, which reads as:

S<Ncores) o 1 téPU

Ncores Ncores tCEO{Ies

E = (4.4.11)

Figure 4.23 shows the evolution of (a) the speedup and (b) the parallel efficiency of
the lattice Boltzmann and Navier-Stokes methods as a function of the number of cores
used on the Broadwell node. On the speedup curve of Figure 4.23a, it can be seen that
both the lattice Boltzmann and Navier-Stokes method exhibit a speedup that is inferior
to its ideal value. However, from a general point of view, the Navier-Stokes method,
regardless of its grid-specific formulation (3dcart, 3dhomo, and 3dfull) still shows a
better scaling than the lattice Boltzmann method. It’s worth noting that LBM-BGK
scales relatively poorly within a single node, peaking at a speedup of only 10 when the
node is fully loaded, while the Navier-Stokes method peaks at a speedup of about 20.
This significant difference in scaling behaviour between the LB and NS methods is also
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Figure 4.23 — Comparison of strong scaling behaviour of the lattice Boltzmann and
Navier-Stokes methods. To that end, the evolution of the (a) speedup and (b) parallel
efficiency as a function of the number of cores is plotted.

reflected in their parallel efficiency, as shown in Figure 4.23b. On a full Broadwell node,
the efficiency of the Navier-Stokes method is about 70% to 80%. It is worth noting that
the lattice Boltzmann method has a parallel efficiency of only 40% to 60%, depending on
the collision model used. Note that similar values of the parallel efficiency were found
in the study of Watanabe and Hu [294]. Interestingly, the regularised LBMs exhibit
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a better scaling behaviour than the simplest LBM model that uses the BGK collision
operator, contrary to what would have been expected. This relatively poor scaling of
the lattice Boltzmann method can be attributed to the algorithmic characteristics of
the “Stream & Collide” scheme. This particular scheme is known to be memory-driven,
especially regarding the streaming step. Hence, increasing the number of cores does
not result in a comparable increase in memory bandwidth. Therefore, while the overall
computing power increases, it does not do so at the same rate as the memory bandwidth,
leading to a suboptimal scaling of the LBM. This may also explain why the LBM-RR and
LBM-HRR exhibit better scaling than the classic BGK collision model. Indeed, these
two specific collision models require more floating-point operations per cell update than
the BGK model. This means that their arithmetic intensity is slightly increased, and as
a result, increasing the number of cores still has a positive impact on their performance.
In contrast, the LBM-BGK does not require as many floating-point operations (see Table
4.6), so it may not benefit as much from an increase in computing power.

As this section comes to an end, one last point needs to be clarified. The literature
often emphasises the alleged “intrinsic HPC capabilities” and good scaling properties
of the lattice Boltzmann method compared to the Navier-Stokes method. However,
in light of the results presented in Figures 4.21, 4.22, and 4.23, it appears necessary
to qualify this statement. Most of the time, the good scaling property of the LBM
is demonstrated on massively parallel multi-node HPC clusters under weak scaling
[34, 282, 294, 295, 296]. Yet, as demonstrated above, the main limiting factor for LBM
performance is the memory bandwidth within a node. As such, the poor intra-node
scalability of the LBM, as evidenced here, goes unnoticed in the studies and tendencies
commonly published. The present comparison of the performance and HPC capabilities of
the lattice Boltzmann and Navier-Stokes methods emphasises the fact that although the
LBM is faster than traditional Navier-Stokes methods, it does not possess any “intrinsic”
algorithmic properties that make it more suitable for HPC applications. This is because
the performance of both methods is limited by the bandwidth within the computation
nodes. An important factor that may lead many authors to state that LBM is especially
suited to massively parallel architecture is the great simplicity of the algorithm, which,
even in a standard implementation, makes it very easy to achieve good performance.

4.5 Comparison of the lattice Boltzmann and Navier-
Stokes methods through numerical simulations

In the two previous sections, the numerical properties (particularly the dispersion
and dissipation) and computational cost of each method have been examined separately.
However, to rigorously answer the question raised in the introduction — which is to
determine the most competitive method in terms of both accuracy and computational
cost — it is crucial to bridge the conclusions of Sections 4.3 and 4.4 and to assess the
behaviour of the lattice Boltzmann and Navier-Stokes methods on canonical aerodynamic
and aeroacoustic applications. Hence, the LB and NS methods are now compared in
their ability to simulate unsteady flow problems through three test cases representative
of LES requirements in terms of flow physics and running parameters.
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4.5.1 Introducing the “time to solution” metric

Before diving into the discussion of the test cases, the appropriate choice of a
comparison metric has to be considered. From an engineering perspective, the relevant
metric is the time each numerical method requires to achieve a desired result on a given
problem. The question then arises as to what constitutes “a desired result”. In most
cases (mainly when focusing on industrial configurations), this is defined as the recovery
of the correct overall flow dynamics when compared to some reference data. While this
approach is indeed insightful, it has a downside in that it fails to provide a conclusive and
rigorous ranking of numerical methods as it does not take into account the exact level of
accuracy of each method. In other words, the error margin between the numerical solution
and reference data is rarely quantified. To address this, an original “time to solution’
comparison metric is introduced here. This metric, denoted as T3y, quantifies the CPU
computational time required by each numerical method to achieve a predetermined error
level on a given problem. It reads as:

Y

Téou= T/At x N Xt
—— ~—
. single cell
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where T is the physical time to be simulated, ¢, is the speed of sound, Az is the grid
spacing, t.q is the effective time from Equation (4.4.9), and N is the number of grid points
in the computational domain. The CFL number, which appears as per Equation (3.4.29),
indicates how the time discretisation affects the overall computational time. While the
standard LBM has a fixed value for this last parameter, it can be freely adjusted for
Navier-Stokes methods, provided it remains stable. Therefore, the CFL number can
only be seen as a tuning variable for the Navier-Stokes method. All in all, the “time to

solution” metric T¢p; depends on three factors:

 the physics under consideration (through 7" and ¢);
e the tog of each method;

 and the discretisation parameters (through N, Az and the CFL number).

Throughout the remainder of this Section, the “time to solution” for the Navier-Stokes
method will only be given in the Cartesian case (i.e. using the 3dcart version of the NS
solver). However, for all subsequent test cases, preliminary computations have established
that the mesh topology has a negligible effect on the solution as long the cells are not too
skewed. Thus, the following conclusions can be easily transposed to the Navier-Stokes
method on any other curvilinear mesh topology using the multiplicative factors given in
Section 4.4. It is important to mention that in order to ensure an unbiased evaluation of
the overall computational time required by each method, all simulations are carried out
on 3D computational domains, regardless of whether the flow is 2D or not. Additionally,
periodic boundary conditions are applied in all spatial directions.
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4.5.2 Plane monochromatic acoustic wave

First, the acoustic capabilities of the lattice Boltzmann and Navier-Stokes methods
are studied by simulating a downstream propagating plane monochromatic acoustic wave.
The initial flow field is set as described in [42] and reads as:

plz,y)l,—g =P+ 0/, where p' = epcos(kaz + kyy),
U (2,Y)],—g = Mac, + p'co cos(6) /7, (4.5.2)
Uy (2, y)|,_o = p'cosin(0r) /P,

where 7 and Ma denote the mean flow density and Mach number, respectively. The
amplitude of the perturbation is set to ¢ = 1073, which is sufficiently small to ensure
linear acoustics. The wavenumbers k, and k, repectively, are defined as k; = W’;pwi
where N,y is the number of points per wavelength and Az; the grid spacing in the
i-direction. The propagation angle 6y, is therefore defined as 6;, = atan2(k,, k,) and the
speed of sound is given by ¢y = 343.2 m.s™*.

The grid spacing is fixed at a constant value of 1 x 1072 m, and the computational
domain spans over one wavelength in the direction of propagation with five cells in the
other directions. The simulations are run for 50,000 time steps to observe the significant
effects of dispersion and dissipation. Additionally, the viscosity is set to v = 1.5 x 1075
m? /s, which is representative of air flows relevant to the aeronautical field. As a result,
the Reynolds number based on the mean flow velocity and the wavelength is about 10°.

According to the von Neumann analysis of the Navier Stokes equations performed in
Section 4.3.2, the density field at time ¢ is expected to be of the form:

p(x,t) =p[l + ecexp[Im(w)t] cos (k - ¢ — Re(w)t)], (4.5.3)

where Re(w) and Im(w) are the phase speed and the dissipation rate induced by the
numerical scheme, respectively. The values of Re(w) and Im(w) are obtained through
a least-squares fitting of the density time signal at any location in the computational
domain, using Equation (4.5.3). The acoustic properties of the lattice Boltzmann and
Navier-Stokes methods are then assessed by comparing the values of Re(w) and Im(w)
with the expected theoretical values (superscript ) provided by Equation (4.3.17). This
leads to the definition of the dispersion and dissipation ratios, F,, and E, respectively:

B Re(w)™

_ Im(w)™
B = Re(w)

and F, = . 4.5.4

Y Im(w) (4.5.4)
When the values of the ratios E, and FE, are close to 1, it suggests that the LB and
NS methods induce minimal to no numerical dissipation and dispersion. However, any
deviation from this value indicates a difference in the properties of the simulated wave
when compared to the theoretical prediction.

Parametric study of the Navier-Stokes method. A preliminary analysis of the
numerical parameters for the Navier-Stokes method is imperative, as it provides greater
flexibility in selecting and tuning space and time schemes compared to the lattice
Boltzmann method. As such, it is proposed to explore, for four fixed values of N, the
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influence of several numerical parameters on the acoustic properties of the NS method.
These include the numerical scheme for approximating the convective fluxes (AUSM or
Sensor), the time-stepping scheme (explicit or implicit), and the CFL number. Figure
4.24 shows the evolution of E,, and E, as a function of the CFL number and points per
wavelength for all combinations of space and time schemes. Here, only the case of a
one-dimensional plane monochromatic acoustic wave without mean flow (i.e. k, = 0 and
Ma = 0) is discussed. While oblique waves and the effect of mean flow were investigated,
the results were similar and are therefore not included in this manuscript.
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Figure 4.24 — Dispersive (right y-axis) and dissipative (left y-axis) behaviour of the
finite-volume Navier-Stokes schemes in the case of a downstream propagating plane
monochromatic acoustic wave. The influence of the numerical scheme for approximating
the convective fluxes (AUSM or Sensor), the time-stepping scheme (explicit or implicit),
the CFL number, and the number of points per wavelength N, is studied.

First of all, it can be observed from Figure 4.24 that all the finite-volume Navier-Stokes
schemes considered here tend to over-estimate the dissipation rate and phase speed of the
acoustic waves as F,, and F, fall within the range of 0 to 1. Additionally, the numerical
dispersion induced by the FV-NS schemes turns out to be lower than their numerical
dissipation. This highlights numerical dissipation as the primary issue with numerical
methods. As anticipated, increasing the number of points per wavelength moves the

146



4.5. Comparison of the LB and NS methods through numerical simulations

dispersion and dissipation of the wave closer to their theoretical value. Similarly, lowering
the CFL number also has the tendency to reduce the numerical dissipation of the schemes.
Notably, when employing an explicit time-stepping scheme, the number of points per
wavelength and CFL number appear to have negligible effects on the dispersive properties
of the FV-NS method. In contrast, the implicit time-stepping scheme shows greater
variability with respect to these parameters. The implicit time-stepping scheme has a
major advantage in terms of stability (as seen by the increased range of simulated CFL
numbers). However, despite this advantage, it is not a viable option for computational
aeroacoustics (CAA) applications. The implicit Gear scheme causes significant numerical
dissipation and dispersion, which can be attributed to its decentered nature. Besides,
as depicted in Figure 4.24, the Sensor scheme exhibits significantly lower numerical
dissipation than the AUSM scheme, while both schemes maintain similar dispersion. This
observation confirms that the binary function ® (described in Eq. (2.2.21)) only affects
the dissipative terms of the convective fluxes approximations and does not affect its
dispersion. Furthermore, the findings in Figure 4.24bh support the conclusion of Alferez
[54] that at least 16 points per wavelength are necessary for accurate propagation of
acoustic waves using the Sensor scheme. This conclusion is further expanded upon
in this study by examining various CFL numbers and implicit time-stepping schemes.
Based on this short analysis, the combination of the Sensor scheme and an explicit RK3
time-stepping scheme appears to be the best option for CAA simulations, as it offers a
good balance between dissipation and dispersion across a wide range of CFL numbers
and points per wavelength. As a result, only this scheme will be compared to the lattice
Boltzmann method in the following.

Comparison on a 1D plane wave. First, the lattice Boltzmann and Navier-Stokes
methods are compared in the case of a one-dimensional plane monochromatic acoustic
wave without mean flow (i.e. k, = 0 and Ma = 0). As previously, the effect of mean flow
was also investigated, and it was found that the behaviour of both methods remained
unchanged when plotted against the effective number N/ = (1 — Ma)Npp,,. As such,
only the case of Ma = 0 is shown here. Figure 4.25 displays the dispersion and dissipation
ratios E, and E, of the LB and NS methods as a function of the non-dimensional
wavenumber kAz = 27/ Nppy -

Since the values of E, and E, fall in the range [0, 1], it can be concluded that both
the LB and NS methods tend to over-estimate the dissipation rate and phase-speed
of the acoustic waves. Such behaviour is in accordance with the results of the von
Neumann analysis of Section 4.3. Regarding the dispersion curve (Fig. 4.25a), the
dispersive behaviour of the LBM-BGK, LBM-RR and LBM-HRR schemes appears to
be the same as all their corresponding curves are superimposed. This result further
confirms the observation made in Section 4.3. However, the finite-volume Navier-Stokes
method is slightly less dispersive than the LBM by up to 6 points per wavelength. This
finding seems to contradict Figure 4.13, where the dispersion error of LBM is expected
to be lower than that of second-order centered NS schemes. Yet, this discrepancy can
be explained by the fact that both the AUSM and Sensor schemes are not entirely
equivalent to centered schemes thereby modifying their dispersion relations. Moving on
to the dissipation plot (Fig. 4.25b), it can be observed that the numerical results are
consistent with the theoretical results of the von Neumann analysis. All the LB schemes
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Figure 4.25 — Comparison of the (a) dispersive and (b) dissipative behaviour of the
lattice Boltzmann (solid lines) and finite-volume Navier-Stokes (dashed line) methods in
the case of a downstream propagating plane monochromatic acoustic wave.

considered here exhibit significantly lower levels of numerical dissipation compared to
the finite-volume Navier-Stokes method, particularly when the wave is discretised by
less than 20 points per wavelength. According to the von Neumann analysis, both the
LBM-BGK and LBM-RR schemes exhibit the same dissipative behaviour with respect
to the acoustic mode. The LBM-HRR scheme, with ¢ = 0.995, shows slightly higher
numerical dissipation. However, even when the wave is discretised with four points
(kAz = 7/2), the numerical dissipation remains very low, at approximately 3%, after
50,000 iterations. In contrast, under the same running conditions, the dissipation of
the best FV-NS scheme is around 25%, i.e. more than eight times higher. This again
confirms that the most crucial factor in evaluating numerical methods for aeroacoustics is
their numerical dissipation. Consequently, the lattice Boltzmann method appears as an
ideal numerical method for computational aeroacoustics owing to its minimal numerical
dissipation, especially at low resolutions. Furthermore, Figure 4.25b clearly indicates that
regularised collision models allow for the preservation of this low dissipative behaviour.

Influence of the ¢ parameter in the HRR-LBM. In the lattice Boltzmann method,
the HRR collision model provides additional flexibility compared to the BGK and RR
collision models with the choice of the blending parameter o. Typically, this parameter is
set close to 1 but slightly lower (for example, for industrial applications, this parameter is
usually set to o = 0.98 [11, 37, 297]) without much discussion. As mentioned in Section
4.3.4, the von Neumann analysis of the lattice Boltzmann method has already shown that
setting o = 0 resulted in a scheme that was far too dissipative. However, there have been
few, if any, studies that have thoroughly investigated the impact of o on acoustic waves
through a parametric study®. As such, the impact of this parameter on the acoustic
properties of the HRR-LBM is now investigated. To that end, numerous simulations

6Tt should be mentioned that the impact of the value of o on the accuracy and stability of the scheme
was briefly studied in the context of a convected vortex in [37] but only at a fixed grid resolution.
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were carried out to examine the evolution of the dissipation ratio £, when adjusting
the number of points per wavelength and the hybridisation parameter o. In Figure 4.26,
the results of these simulations are presented for o € [0, 1] and Ny, € [4,32]. The value
of o was increased in increments of 0.1 between 0 and 0.8 and in increments of 0.02
between 0.8 and 1. Note that all simulations are run at a fixed number of iterations
(50,000) regardless of the number of points per wavelength. By proceeding in this way,
the potential biases associated with the increase in the number of iterations required to
reach a certain physical time as the mesh is finer are avoided.

The background contour plot of Figure 4.26 is identical between Figure 4.26a and
Figure 4.26b and displays the value of the dissipation ratio F, of the HRR scheme. From
a general point of view, it can be seen that decreasing the value of ¢ while keeping
Nppw fixed leads to an increase in the numerical dissipation induced by the scheme.
Conversely, increasing the number of points per wavelength for a fixed value of o reduces
the numerical dissipation, as expected.
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22 1 0.9 22 4 == Sensor + RK3 ; 0.9
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(a) Dissipation of the HRR scheme. (b) Comparison with Navier-Stokes schemes.

Figure 4.26 — Dissipation map of the lattice Boltzmann HRR scheme as a function of
the number of points per wavelength and the hybridisation parameter o. The dissipation
map compiles the results of approximately 300 computations. The background contour
plot in Figures (a) and (b) is identical and shows the dissipation ratio E, of the HRR
scheme.

Iso-lines of F, are overlaid on the dissipation map shown in Figure 4.26a. This provides
a means to establish a minimum value of ¢ required to achieve a desired dissipation level.
As o approaches 1, an interesting phenomenon occurs where the iso-contours tend to
become vertical lines. This indicates that a low level of numerical dissipation is reached
regardless (to a certain extent) of the number of points per wavelength. On the other
hand, when ¢ is closer to 0, the iso-lines become more inclined, meaning that numerical
dissipation can only be reduced through mesh refinement.

Besides, Figure 4.26b illustrates the importance of tempering the conclusions of the
comparison between the NS and LBM-HRR methods according to the value of the o
parameter. Each black line represents the minimum value of o needed by the LBM-HRR
to achieve the same dissipation ratio as the corresponding NS scheme across all N,
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values. The overlaid lines were created as follows: for each N,,, value, the dissipation
ratio of the NS scheme was measured. Then, a series of HRR-LBM simulations with
gradually increasing o values were carried out until the dissipation ratio of the NS
scheme was restored. As such, this process allowed for a systematic identification of the
corresponding minimum value of o. To clarify the figure’s interpretation, it is essential
to highlight that on the left side of each black curve, the LBM-HRR is found to be
more dissipative than the corresponding NS scheme. Conversely, on the right side of
each black curve, the LBM-HRR is less dissipative. Hence, the hatched region indicates
the range of N, and o values for which a less dissipative NS scheme than the LBM-
HRR can be found. Upon analysis of Figure 4.26b, it can be inferred that the HRR
scheme is less dissipative than NS schemes only for a limited range of values of Ny,
and o. It is crucial to avoid setting the value of ¢ too low, as doing so would result in
excessive numerical dissipation, rendering the LBM unsuitable for practical aeroacoustic
applications. For example, regardless of the value of N,,,, setting o < 0.5 would make
the LBM highly dissipative, even more than the Navier-Stokes method employing an
implicit time-stepping scheme. Based on this plot, it is recommended to only use the
HRR collision model with a value of ¢ above 0.8 to minimise numerical dissipation and
preserve the low-dissipative nature of the LBM. Figure 4.26 leads to a fundamental
conclusion. The low-dissipative nature of the LBM is mainly determined by the collision
operator it is associated with and is not an intrinsic property of the method itself.

Comparison on 2D plane waves. Up until now, only one-dimensional plane monochro-
matic acoustic waves were considered. In order to assess the isotropy of lattice Boltzmann
and Navier-Stokes methods with respect to waves travelling in oblique directions (where
k., # 0 and k, # 0), an additional series of simulations were conducted. The simulations
covered a wide range of k, and k, values, from 4 to 32 points per wavelength with a step
of ANppyw = 2. This resulted in almost 200 computations for each numerical method.
Figure 4.27 shows the corresponding spectral maps of effective viscosity (which is the
reciprocal of the dissipation ratio F,) in the absence of mean flow.

LBM BGK LBM HRR ¢ = 0.995 y NS Sensor + RK3

/27 /27 /2
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Figure 4.27 — Spectral maps of effective viscosity v./v on the downstream acoustic
mode with Ma = 0. Each map compiles the results of approximately 200 computations.

From a general point of view, there is good agreement between the two-dimensional
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von Neumann analysis of Section 4.3 (see particularly Figures 4.6 and 4.11) and the
numerical results shown in Figure 4.27. Once again, the LBM-BGK scheme exhibits the
least dissipation on the acoustic mode across a wide range of wavenumbers within the
[0,7/2] x [0,7/2] plane. On the other hand, regularised LBMs lead to greater numerical
dissipation, particularly for k., k, > 7/4. While Figure 4.25 showed no difference in the
dissipative behaviour of the BGK and RR collision models, differences arise once the
wave is no longer aligned with the £k, = 0 or k£, = 0 direction. The numerical evidence
presented in Figure 4.27 also confirms a property of both the BGK and regularised
collision models, which was previously observed in [12]. The numerical dissipation is
minimal in certain preferred directions that align with the main axes of the lattice (i.e.
the direction of discrete velocities of norm +/3). Conversely, in the diagonal directions
(which are the directions of discrete velocities of norm 1/2v/3), the numerical dissipation
is higher. It can, therefore, be concluded that the dissipation of the LBM is rather
anisotropic. A rather isotropic dissipative behaviour is observed for well-resolved acoustic
waves (i.e., kg, k, < m/4) in the finite-volume Navier-Stokes method with the Sensor
scheme. This is due to the fact that the dissipation of the Sensor scheme is reduced
to that of a second-order centered scheme in well-resolved regions. Despite the better
isotropy of the NS scheme, the LBM appears less dissipative across all wave numbers
and directions considered here. This further highlights the serious acoustic capabilities
of the LBM.

Minimal number of points per wavelength. Now that the numerical properties of
the lattice Boltzmann and Navier-Stokes methods have been discussed, the next step is to
establish a rigorous comparison criterion. To do this, the number of points per wavelength
required by each method to achieve a certain dispersion or dissipation error level is first
considered. To simplify the analysis, only the case of a one-dimensional acoustic wave in
the absence of mean flow is presented, and the CFL number is CFL = 1/¢, = 1//3 for
the Navier-Stokes method, as for the LBM. The bars shown in Figure 4.28 indicate the
minimal value of Ny, required by the LB and NS method to attain a specific level of
dispersion or dissipation error. The error levels vary from 10% to 0.01%. For the sake of
clarity, the exact minimum value of N, is reported on top of each bar.

It is important to note that the dispersion error is identical between all the Lattice
Boltzmann Method (LBM) schemes considered in this study, as demonstrated in Figure
4.25a. This means that the minimum value of Ny, is exactly the same for all the LB
schemes. When error levels are high, typically at 10% or 1%, the LB and NS schemes
have the same minimal value of N,,. However, when more strict requirements are
needed, the explicit Navier-Stokes Sensor scheme requires only 50-70% of the points
required by the lattice Boltzmann method. As previously stated, the critical factor in
determining the superiority of one method over another is dissipation. The dissipation
gap in favour of the lattice Boltzmann method is evident in Figure 4.28. Regardless of
the chosen collision model or the error level, the LBM requires about 3 to 4 times fewer
points per wavelength compared to the explicit finite-volume Navier-Stokes scheme.

Time to solution. The mere indication of the number of points per wavelength required
by each method, whilst already revealing the strengths and weaknesses of each method,
is by itself not sufficient to determine the superiority of one method over another as it
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Figure 4.28 — Minimal value of the number of points per wavelength N, required by
the LB and NS methods to achieve a given tolerated dispersion or dissipation error level
on the acoustic mode. The exact minimum value of Ny, is reported above each bar.

neglects many tuning parameters. For this purpose, using the “time to solution” metric
introduced in Section 4.5.1 is essential. Before diving into the discussion of the “time
to solution” metric, it should be noted that the value of Tpy is directly proportional
to the ratio of points per wavelength and the CFL number, as shown in Equation
(4.5.1). Hence, to minimise the CPU time required by the Navier-Stokes method, it is
recommended to keep the ]g‘iﬁf ratio as small as possible. Based on the results presented
in Figure 4.24, it can be inferred that this ratio varies only by 10% around its value
when CFLyg = CFLgy = 1/ V3. Therefore, in the following, the results are given at
CFLys = 1/4/3 and a 10% error margin is accounted to accommodate for this slight
variability. Besides, a bar plot is used for formatting results, and the relative cost of
lattice Boltzmann and Navier-Stokes computations is highlighted next to the NS bar
using the following standard:

rerr err Terr
CPU,LBM-BGK CPU,LBM-RR +CPU,LBM-HRR
err err err

TCPU,NS 3dcart T(,‘Pl,'.l\'S 3dcart TCPU.NS 3dcart

Figure 4.29 presents the time to solution required by the lattice Boltzmann and
Navier-Stokes methods to propagate a one-dimensional plane monochromatic acoustic
wave over 100 periods, given dispersion and dissipation error targets.

In terms of dispersion, regardless of the collision models considered in this work, all
the LB schemes are demonstrated to be twice as fast as the finite-volume Navier-Stokes
method. This holds true for error targets that range from 10% to 0.1% even when
taking into account the uncertainty margins. However, keeping the dispersion error below
0.01% requires the same computational time across all methods. As such, Figure 4.29
presents a clear picture that the information of the number of points per wavelength
is inadequate to determine the superiority of one method over another. Figure 4.28
suggests that the LBM is at a disadvantage in terms of dispersion, which contradicts the
observation when considering all parameters covered by the "time to solution metric".
Moving to the dissipation results, the lattice Boltzmann method clearly outperforms the
finite-volume Navier-Stokes method with speedups between 15 and 30 over the entire
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Figure 4.29 — Time to solution metric for the plane monochromatic acoustic wave.

range of error levels considered. It is important to bear in mind that these results are
obtained only for a one-dimensional planar wave. Therefore, for a fully three-dimensional
wave, the speedup would increase cubically. All in all, the LBM exhibits impressive
acoustic capabilities, allowing it to efficiently propagate acoustic fluctuations over long
distances at a much lower cost than conventional Navier-Stokes methods.

4.5.3 Convected vortex

The lattice Boltzmann and Navier-Stokes methods are now compared on the convected
vortex test case. This well-known test case is commonly used for testing and comparing
numerical methods as they should be able to propagate the vortex with minimal dissipation
and distortion over large timescales [298]. Furthermore, this test case, although canonical,
is representative of LES requirements as sustaining vortical flow structures without
unwanted numerical dissipation is crucial for high-fidelity methods.

Most of the time, starting from an initial prescribed velocity field (see [299] for a
review), an isentropic formulation of the vortex is adopted [298]. However, in the standard
LBM under athermal assumption (see Section 3.3.4), concepts of energy and entropy have
no physical meaning. Thus, the usual isentropic vortex formulation is inconsistent with
the macroscopic equations solved by the LBM. This inconsistency eventually leads to the
formation of transient adaptation waves that may corrupt the overall computation and
cause a plateau in the convergence of the method, as discussed in dedicated publications
[300, 301]. Therefore, to alleviate this issue, a more suited “barotropic” version of the
widely used Taylor vortex derived by Wissocq et al. [301] is chosen. The corresponding
initial flow field reads as:

( — 62 x_x62_|_ _ c2
p(x,Y)l,—g = Pexp [—Texp (—( )R2(y Ye) >}’

Do)l = Maco—- <y ;{ y) exp [_ (x — xc)z};g(y - yc)Q} 7 (4.5.5)
@)l = (96 ]—%x) [_ (z — xc)z;z(y - yc)2:| |
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where 7 = 1.1765 kg.m ™ is the free-stream density, Ma = 0.1 is the mean advection
Mach number, € = 0.07¢q is the vortex strength, and R. = 0.1 m is the characteristic
radius of the vortex. The speed of sound is set to ¢y = 343.2 m.s~!.

The computational domain for this test case has a size of [L, L, 10Ax], where L is
the reference length equal to 1 m. The center of the vortex is initially positioned at
(e, ye) = (0.5,0.5), as depicted in Figure 4.30a. Similarly to the number of points per
wavelength, the fundamental parameter of interest here is the number of cells within the
vortical structure Nyopex. As evidenced by Figure 4.30b, the vortex has a compact velocity
field that is bounded to r = \/(z — z.)2 + (y — y.)? < 4R.. As such, the uniform grid
spacing is set to Ax = 8R./Nyortex- The simulations are performed for a wide range of
grid resolutions such as Nyorex € {6;9;12;25;50;100;200}. All subsequent computations
are run over five advection cycles, which is sufficient to highlight differences between
the lattice Boltzmann and Navier-Stokes methods. Complementary computations have
shown that the conclusions drawn after five advection cycles do not change fundamentally
even if the simulations are continued. Finally, unless otherwise stated, the time-step At
is chosen so as to enforce a CFL number based on the upstream velocity of CFL = 1//3
for both the LB and NS methods.
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Figure 4.30 - “Barotropic” vortex as defined by Wissocq et al. [301] with p = 1.1765
kg.m™3, Ma = 0.1, ¢ = 0.07¢p, R, = 0.1 m and (z.,%.) = (0.5,0.5). (a): Relative density
field, and (b): Non-dimensional velocity and vorticity profiles.

It is worth mentioning that typically, this test case is carried out in the inviscid limit
(i.e., v = 0) to eliminate the viscous dissipation and compare the intrinsic numerical
dissipation of different methods. However, for the current study, viscosity is set to
v = 1.5 x 107° m?/s to replicate the vortex convection in air, resulting in a Reynolds
number of Re = Mac,L/v = 2 x 105. This is done to avoid distorting the comparison
of methods based on the “time to solution” metric since the absence of viscous terms
reduces the calculation time only on the NS side and not on the LBM side. Nevertheless,
owing to the high value of the Reynolds number viscous effects and the short time
scale investigated, the viscous dissipation is expected to be negligible, allowing for a fair
comparison of the intrinsic numerical dissipation of the LB and NS methods.
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General overview of the test case. As a preliminary step in comparing the lattice
Boltzmann and Navier-Stokes methods on the convected vortex, Figure 4.31 displays
the vorticity signal recorded at the center of the computational domain. The signal is
plotted as a function of the normalised time ¢* = tMacy/L for (a) the NS Sensor scheme
with explicit time-stepping and (b) the LBM HRR with ¢ = 0.995.
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Figure 4.31 — Time evolution of the non-dimensional vorticity norm at the center of
the computational domain for four different vortex resolutions.

After a rapid analysis of Figures 4.31a and 4.31b, it becomes evident that both the
lattice Boltzmann and Navier-Stokes methods introduce dissipation and dispersion errors.
Firstly, the dissipation, which is indicated by the decrease in the amplitude of the vorticity
peak, is significantly different between the LB and NS methods. In fact, the disparity in
dissipation between the methods is the most striking aspect of Figure 4.31. This very
topic will be discussed in more detail in the next paragraph. On the other hand, the
dispersion behaviour of both methods is less contrasted, as measured by the difference
between the abscissa of the vorticity peak and integer values of t*. However, the relative
dispersion behaviour of the LB and NS methods cannot be solely assessed on the basis of
a simple one-dimensional plot. Figure 4.34 will later provide additional insights into the
dispersion and deformation of the vortical structures. Besides, the convergence behaviour
of the LB and NS methods is also clearly different, and a thorough discussion of the
convergence properties of both methods is necessary. Thus, Figure 4.31 has highlighted
some essential points to be discussed for this test case. The following paragraphs will
examine each of these points in depth.

Comparison of the numerical dissipation. In the case of the plane monochromatic
acoustic wave, the dissipation rate of the LB and NS methods was determined by fitting
the theoretical solution (Eq. (4.5.3)) to the density signal. In the case of the convected
vortex, a slightly different strategy inspired by Mimeau et al. [302] is adopted. The
numerical dissipation rate is estimated by computing the ratio between the averaged
norm of the vorticity field over the last two and the first two cycles. It is denoted by G,
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in the following to clearly distinguish it from the previously used definition of F,. Hence,

G, is given by:
5Ex 1/4t*
. t)||dt
Gy = (M) : (4.5.6)
o llw(®)ldt

where t* is the normalised time defined as t* = tMacy/L. After estimating the dissipation
rate G, using Eq. (4.5.6), it is compared to the theoretical dissipation rate of the vortex.
In essence, the convected vortex test case involves the advection of a vorticity spot (see
Figure 4.30b). Therefore, in the light of the von Neumann analysis of the Navier-Stokes
equations performed in Section 4.3.2, the decay of the vorticity peak is expected to follow
an exponential decay as max(w,) o< e “¥** where k = || k|| is the norm of the wavenumber.
The wavenumber can be obtained by taking the ratio between 27 and a characteristic
length of the vortex, 8R.. Hence, kAx = 2rAx/8R, = 27 /Nyortex-

Figure 4.32 displays the evolution of the vorticity norm dissipation rate G, as
a function of the vortex resolution Nytex. To aid comparison between G, and the
theoretical dissipation rate, a reference curve for an exponential decay as e ¥’ is also
included in Figure 4.32.
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Figure 4.32 — Numerical dissipation of the norm, with respect to the numerical wavenum-
ber. The dashed line represents the theoretical dissipation rate of the vorticity mode.

In general, when refining the mesh, all numerical schemes tend to recover the theoret-
ical dissipative behaviour. However, as the vortex becomes less resolved, discrepancies
between the LB and NS methods become more apparent. First of all, regarding the
Navier-Stokes method, one significant difference between the AUSM and Sensor schemes
can be highlighted. The dissipation curves of the AUSM scheme remain almost identical,
regardless of the time-stepping scheme used, suggesting that the space discretisation
error governs the numerical dissipation. However, the Sensor scheme’s behaviour is
mainly influenced by the time-stepping scheme employed, indicating that the dissipation
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error is now dominated by the time-stepping scheme rather than the space discretisation.
This highlights the benefit of using a sensor scheme in high-fidelity simulations. It’s
worth noting that when using less than a dozen cells to discretise the vortex, the Sensor
scheme exhibits a significant increase in dissipation. Especially for Nygex = 6, the
combination of the Sensor and RK3 schemes turns out to be more dissipative than the
combination of the Sensor and the implicit schemes. At first glance, this behaviour
may appear strange. However, it can be explained by the fact that the vortex has a
low resolution, causing the wiggle detector to activate throughout almost the entire
computational domain. On the other hand, the implicit time integration scheme smooths
out the fields (as shown later in Figure 4.34) and eliminates the oscillations. As a
result, the sensor scheme continues to apply in its centred formulation, which is the least
dissipative. Moving on to the dissipation of the lattice Boltzmann models, it should
first and foremost be noted that their numerical dissipation is more important than in
the case of the acoustic wave. The linear stability analyses in Section 4.3 support this
observation. Even in the case of the BGK collision model, the Sensor scheme shows
significantly less numerical dissipation for Nygex > 9. Moreover, as indicated by the
linear stability analyses, switching to regularised collision models further increases the
numerical dissipation, especially at low resolutions. Yet, regardless of the collision model,
the numerical dissipation of the LB schemes is still less important than the one of the
AUSM schemes. Therefore, the lattice Boltzmann method is a strong contender for
vortex advection, excluding well-designed schemes such as the Sensor scheme. Now, the
Sensor scheme, which was specially designed to achieve very little numerical dissipation,
seems to outperform the LBM over a wide range of vortex resolutions. Nevertheless, for
typical LES-like resolutions (6 < Nyorex < 12), the advantage between both approaches

is not clear and requires further investigation.

Influence of the o parameter in the HRR-LBM. Just as for the case of the plane
monochromatic acoustic wave, the influence of the value of the hybridisation parameter
o in the HRR collision model on the overall dissipation of the LBM is investigated. To
that end, numerous simulations of the convected vortex test case were carried out to
examine the evolution of the dissipation G, when adjusting the vortex resolution and the
hybridisation parameter o. In Figure 4.33, the results of these simulations are presented
for o € [0, 1] and Nyorex € {6;9;12;19; 25; 38; 50; 75; 100; 150; 200}.

From a general point of view, it can be seen that decreasing the value of ¢ while
keeping Nyorex fixed leads to an increase in the numerical dissipation induced by the
scheme. Conversely, increasing the vortex resolution for a fixed value of o reduces the
numerical dissipation, as expected. Yet, The iso-lines of GG, shown in Figure 4.26a are
quite different from those obtained in the case of an acoustic wave. While in the case
of the acoustic wave, the iso-lines had a tendency to approach vertical straight lines,
here they all remain curved in the present case. This indicates that, regardless of the
vortex resolution, increasing o closer to 1 does not lead to a substantial decrease in
numerical dissipation. As such, the only way to get closer to G, = 1 is to use a very fine
discretisation of the vortex and to use a value of o extremely close to one.

Figure 4.26b compares the numerical dissipation of the LBM-HRR to the NS method
according to the value of the ¢ parameter. The analysis of Figure 4.26b suggests that
the HRR scheme is less dissipative than NS schemes only for a limited range of values
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Figure 4.33 — Dissipation map of the lattice Boltzmann HRR scheme as a function
of the number of points per wavelength and the hybridization parameter . The map
compiles the results of approximately 300 computations. The background contour plot in
Figures (a) and (b) is identical and shows the dissipation ratio G, of the HRR scheme.

of Ny, and o. This range of efficiency is even smaller compared to the acoustic wave.
As evidenced by Figure 4.26b, the HRR-LBM is only beneficial in the case of very low
vortex resolutions and for values of o between 0.8 and 1. Therefore, the low-dissipative
nature of the LBM holds true only when considering the acoustic mode. For shear-driven
flows, the regularised collision models appear to be less dissipative than Navier-Stokes
schemes in a very special case where the resolution is very coarse.

Vortex shape and quality of the solution. Until now, the lattice Boltzmann and
Navier-Stokes methods have only been compared from the point of view of the numerical
dissipation they induce on the vortex. However, it should also be checked whether the
overall structure of the vortex is preserved in the same way by the two methods. To
that end, Figure 4.34 compares (a) the vortex shape as well as (b) the corresponding
non-dimensional vorticity profiles after 5 advection cycles.

First of all, for highly resolved cases (Nyortex = 50) the lattice Boltzmann and
Navier-Stokes methods, regardless of the numerical scheme or collision operator, converge
to the same solution that matches the analytical profile, as shown in Figure 4.34b.
However, as the vortex resolution is decreased, both numerical methods exhibit spurious
dispersive and dissipative effects. For resolutions similar to those commonly used for LES,
specifically for Nyorex = 6 Or Nyoriex = 12, the vortex undergoes a strong deformation
across all numerical methods, confirming the dispersion and anisotropy of the schemes
for coarse grids, as already pointed out in the von Neumann analysis of Section 4.3.
Nevertheless, as in the case of the acoustic wave, the numerical dissipation is the most
critical flaw for both the lattice Boltzmann and Navier-Stokes methods. However, for
very low resolutions (such as Nygex = 6), the lattice Boltzmann method, particularly
with regularised collision models, tends to preserve the vorticity peak at the center of
the vortex better than the Navier-Stokes method. This finding is consistent with the
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Figure 4.34 — Comparison of the vortex shape and accuracy after 5 advection cycles. (a)
Non-dimensional vorticity isocontours. Superimposed on the contour plot are 9 iso-vorticity
levels ranging from -0.3 to 1. Note that dashed lines indicate negative vorticity values. (b)
Non-dimensional vorticity profiles for y = 0.5. The reference solution is shown by the gray solid
lined (——).
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observation in Figure 4.32. Moreover, for Nyotex > 12, the NS method with the Sensor
and explicit time-stepping scheme has highly desirable numerical features as it converges
rapidly towards the analytical solution. In comparison, only the LBM that uses the
BGK collision model seems capable of achieving a similar representation of the vorticity
peak at the same level of vortex resolution. The convergence of the numerical methods
thus appears to be an interesting new criterion for comparing methods and will therefore
be discussed in the following paragraph. Before proceeding, it is important to closely
examine Figure 4.34a, especially when Nygex = 6. The figure reveals that the LBM
with BGK collision model has a low robustness due to the strong oscillations in its
vorticity profile. These oscillations are indicative of an instability that eventually causes
the calculation to diverge when simulating more advection cycles. Therefore, the BGK
model is seldom used in practical applications, and more advanced collision models are
preferred. In this context, the regularised collision models, clearly help to stabilise the
computation and are found to be the most reliable numerical methods for such low vortex
resolution, even surpassing the Navier-Stokes methods.

Convergence. As mentionned above, another insightful criterion to compare the
numerical methods is their convergence rate, which indicates the “speed” at which the
error decreases as the mesh is refined. Moreover, in order to fairly, compare the lattice
Boltzmann and Navier-Stokes methods, an error metric that combines dispersion and
dissipation errors must be defined, as discussed in the preceding paragraphs. Hence, in
the following, the convergence of the LB and NS will be discussed by examining their
L?-norm error on the velocity field. It is worth noting that the L2-norm error can be
computed using any other quantity as well, such as vorticity or density fields, leading the
same conclusions. Figure 4.35 displays the evolution of the L?-norm error of the lattice
Boltzmann and Navier-Stokes methods as a function of the vortex resolution.
Regardless of the collision model used in the lattice Boltzmann method, the curves
all closely align and follow a second-order slope that corresponds with the theoretical
convergence order of the scheme [103]. This demonstrates that the convergence order
of the LBM is independent of the collision operator’. On the other hand, despite
some variability among the Navier-Stokes schemes, they appear to exhibit a third-order
slope, even though they are formally designed as second-order. There are two possible
reasons for this behaviour. First, all the computations used for the convergence study
were performed on Cartesian grids with third-order MUSCL reconstruction. As the
reconstruction is almost exact in the Cartesian case, it can influence the overall order of
convergence of the method. Secondly, the convergence study is performed at a fixed CFL
number of CFL =1/ \/3, which is imposed by the LBM. As a result, as Nyorex iNCreases
the time-step also decreases. Therefore, the convergence of order 3 could be a trace of the
third-order convergence of the explicit time-stepping scheme. Despite this unexpected
behaviour, the conclusions drawn from Figures 4.32 and 4.34 remain unchanged. In
fact, the convergence curves of the AUSM scheme remain identical, regardless of the

"It’s worth noting that Cumulant collision model proposed by Geier [208], under certain parametriza-
tion, allows for the cancellation of specific error terms in the macroscopic equations obtained from the
Taylor expansion of the LB scheme. This leads to fourth-order convergence of the scheme [209], but
only for the diffusive terms. To the author’s knowledge, no demonstration of fourth-order convergence
for the convective terms has been provided yet.
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Figure 4.35 — Convergence plot of the lattice Boltzmann (solid lines) and Navier-
Stokes (dashed lines) methods for the convected vortex test case. To aid the analysis of
convergence orders, two reference slopes are plotted: one for second-order convergence
and one for third-order convergence.

time-stepping scheme used. This suggests that the overall error is mostly governed by
the space discretisation error. On the other hand, when employing the Sensor scheme
and deactivating the dissipative terms using the wiggle detector, the convergence curve
is mainly influenced by the time-stepping scheme employed. In summary, when dealing
with low resolutions, the lattice Boltzmann method tends to be more precise compared
to the finite-volume method. Nevertheless, as the vortex resolution gradually increases,
the Navier-Stokes method quickly outperforms the LBM in terms of accuracy, regardless
of the scheme used for approximating the convective fluxes.

It is essential to note that the conclusions drawn on the convergence of lattice
Boltzmann and Navier-Stokes methods are specific to the methods used in this study.
This is because the order of convergence of the LB and NS methods used in the present
study do not match, so generalising these conclusions would not be accurate. In fact, at
low resolutions, the LBM is more precise than the NS method, so a fully second-order
NS scheme may not be as accurate as the LBM. However, this discussion highlights
that by taking advantage of the increased flexibility in terms of the combinations of
spatial and temporal schemes and MUSCL-type reconstructions within the finite-volume
Navier-Stokes framework, one can tailor more efficient numerical schemes than those

offered by the LBM.

Time to solution. To conclude the analysis of this test case, the suitability of the
lattice Boltzmann and Navier-Stokes methods for sustaining vortical flow structures is
assessed, considering the “time to solution” metric introduced in Section 4.5.1. Insofar
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as the combination of the Sensor and explicit RK3 time-stepping scheme proved to be
the least dissipative and most accurate NS approach, only the “time to solution” for this
particular set of schemes will be discussed in the following. Besides, from the definition
of the “time to solution” given by Eq. (4.5.1), it is recommended to keep the % ratio
as small as possible so as to minimise the value of Tcpy of the Navier-Stokes scheme.
After a thorough analysis of the behaviour of the retained NS scheme, it was found that
maintaining CFLyg = 0.7 provides the most optimal value of the ratio % across a
wide range of error levels. Therefore, the “time to solution” of the Navier-Stokes method

will be given assuming CFLyg = 0.7.

Time to solution [s]

10% 1% 0.1% 0.01%
L%(u) norm error

B |BM BGK 1 LBMRR B 1LBM HRR o = 0.995 B NS Sensor

Figure 4.36 — Time to solution metric for the convected vortex test case.

Figure 4.36 reports the CPU time required by each method to achieve a certain error
target on the L2-error norm of the velocity field after 5 advection cycles. It should be
noted that the y-scale is logarithmic. From a general point of view, it is evident that
increasing the error constraint leads to higher vortex resolution and consequently longer
computational time. When compared to the case of the plane monochromatic acoustic
wave, as shown in Figure 4.29, no particular numerical method appears to outperform
the other across the entire range of error levels. To determine the benefits of one method
over another, two scenarios need to be distinguished. If large error levels are allowed (or
equivalently if meshes consisting of less than 12 grid points by vortical structures are
employed), the lattice Boltzmann method is more efficient than the NS method with
Sensor scheme, offering speedups of 2 to 3. However, when it comes to convergence
down to several orders of magnitude, it is clear that the Navier-Stokes method, with
appropriate low-dissipation schemes, is more efficient. This trend is clearly shown in
Figure 4.36 by the values reported in the coloured boxes. If the intended error level is less
than 0.1%, then, regardless of the LB collision operator, the ratios of Tcpy are smaller
than one, indicating that the LBM is between 3 to 10 times slower than the NS method.
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4.5.4 Taylor Green Vortex

The lattice Boltzmann and Navier-Stokes methods are finally compared on a three-
dimensional turbulent flow configuration. To this end, the decaying Taylor-Green vortex
(TGV) benchmark [303] is considered. The TGV serves as a fundamental prototype flow
for studying the generation of small-scale eddies by three-dimensional vortex dynamics
and the transition from a well-organized large-scale motion into decaying homogeneous
turbulence. Owing to the partly universal character of turbulent scales, this benchmark
also provides insights into characteristic attributes of numerical methods on even more
complex turbulent flows. Besides, this test case has proven to be exceedingly useful
in evaluating numerical methods and their diffusion by both the lattice Boltzmann
(213, 304, 305, 306, 307] and Navier-Stokes communities [308, 309, 310, 311].

Following the setup of Wang et al. [309], the flow is solved in a fully periodic cube
defined as —7L < z,y, 2z < mL where L is a reference length. The initialisation of the
Taylor—Green vortex is done by setting the velocity and pressure variables as follows:

Uy sin (%) cos (%) coS (%)
u(z,y,2)|,_g = | —Usxcos(%)sin(%)cos(2) |, (4.5.7)
0

- poono 2x 2y 2z
(2, Y, 2)|,—g = P + 16 [cos ( L) + cos < 7 )} [cos (L) + 2] : (4.5.8)

where Uy, Poo, and ps denote the reference velocity, pressure, and density respectively.
In the lattice Boltzmann method, the initial pressure field is set implicitly via the
density field. In addition, to avoid spurious numerical oscillations at the beginning of
the simulation, the LB distribution functions are initially set to their equilibrium value,
with an additional off-equilibrium component that includes the gradients of the velocity
field, as described in [312]. The Mach number is set to My, = Us/co = 0.1 and the
viscosity is fixed at a value of v = 1.5 x 107> m?/s. As in the study of Brachet et al.
[313], a specific Reynolds number of Re = U, L/v = 1600 is chosen. This Reynolds
number is large enough to ensure a rapid transition into small-scale turbulence and can be
easily compared with reference data [309, 313, 314]. Also, in the following, the evolution
of the flow field is observed for 20t* where t* = L/U,, is the reference time. Finally,
unless otherwise stated, the time-step At is chosen so as to enforce a CFL number of
CFL = 1/4/3 for both the LB and NS methods.

For this particular flow problem, three turbulence quantities are often of interest: the
integral kinetic energy, the integral energy dissipation, and the integral enstrophy. In its
non-dimensional form, the integral kinetic energy reads as:

1 1
Ey= o 200 =~ 2 02 4 u2) dO 150
k 2\Q\pooU§o/QpHuH 2|Q|pooU§O/gzp(u“”+uy+uz) , ( )

where || = (2rL)? is the volume of the computational domain. In cases of homogeneous
isotropic turbulence, like the one discussed here, the integral energy dissipation is

and
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completely characterised by the time evolution of the integral kinetic energy (4.5.9).
Hence, the integral energy dissipation € is obtained through:

_on,
ot

€= (4.5.10)
However, the integral energy dissipation rate € can also be computed thanks to the
enstrophy & through:

e =—2E, (4.5.11)

where the enstrophy £, which measures the variance of the vorticity field w = V A u, is
defined, in its non-dimensional form as:

1

&= 21Q[pocU2, /ﬂp [(Bzuy = Dyuz)? + (Douy — Dpuz)? + (Dyus — Douy)?] dQ. (4.5.12)

It is important to mention that several studies on the TGV focus only on discussing
the time evolution of the total kinetic energy and energy dissipation while ignoring the
enstrophy field. The reason behind this is that the kinetic energy can often be predicted
with a reasonable level of accuracy, irrespective of the numerical method and even when
using lower resolutions [315]. Hence, the kinetic energy dissipation rate is almost always
derived from the kinetic energy time series using Eq. (4.5.10) instead from the enstrophy
through (4.5.11). Indeed, calculating the enstrophy accurately, as per Eq. (4.5.12), is
challenging as it requires numerical methods to preserve the gradients of the velocity
field. Owing to this last point, in the following analysis, special emphasis will be given
to the enstrophy as it has been recently demonstrated to be helpful in distinguishing
between different numerical methods [302].

Grid resolution and Kolmogorov scale. The TGV test case is run on four different
Cartesian grids consisting of 643, 1283, 2563, and 5123 cells respectively. The main
objective of the following analysis is to compare the intrinsic turbulence resolution
properties of the lattice Boltzmann and Navier-Stokes methods. Therefore, no subgrid-
scale model is employed, and instead, the implicit LES [316] capabilities of each method
are explored. In this regard, it is useful to examine the resolution potential of each
aforementioned grid by relating their respective grid spacing to a representative turbulent
scale, such as the Kolmogorov scale. The Kolmogorov length scale, which measures the
smallest scales in a turbulent flow, is defined as:

. (V;y _ (;){ (45.13)

where Eq. (4.5.12) has been used so as to express the Kolmogorov scale as a function
of the enstrophy. The time evolution of the Kolmogorov length scale can be estimated
using the reference enstrophy field given by the DNS of [309].

Figure 4.37 shows the time evolution of /Az, i.e. the number of cells per Kolmogorov
length-scale for each of the grids used in this study. The dynamical evolution of the
TGV represented in Figure 4.37 is characterised by three main phases marked by changes
in slope. To further illustrate these phases, each is accompanied by an iso-surface of
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Figure 4.37 — Time evolution of the normalised Kolmogorov scale n/Ax for the 643,
1283, 2563, and 5123 grids. The dynamical evolution of the TGV can be divided into
three phases, each identified by a different colour, and accompanied by an iso-surface of
the @-criterion (coloured based on the kinetic energy). Preliminary NS simulations were
run on a 5123 grid to generate the iso-surfaces.

the )-criterion coloured by the kinetic energy (obtained by running preliminary NS
simulations on a 5123 grid). In the first phase (i), the initial vortex tubes are stretched
until they break down into small scales around ¢* = 5. Then, the second phase (ii) is
marked by the transition to turbulence, as the Kolmogorov scale continues decreasing
until ¢* = 9, at which point a fully turbulent state is reached. In the third and last phase
(iii), turbulence decays in an isotropic and homogeneous fashion. The minimum value of
the Kolmogorov scale is notably reached at approximately ¢* = 11. As such, the value of
min(n/Az) is used to determine the level of resolution for each grid. From Figure 4.37, it
is evident that the only fully resolved computation of the TGV is the one performed on
a 5123 grid since Az < n for all t*. Hence, the computations on the 5123 grid allow for
assessing the numerical capabilities of the lattice Boltzmann and Navier-Stokes methods
in the context of DNS. On the other hand, the computations performed on a 2563 grid
can be seen as a prototype for comparing the LB and NS methods on LES-like resolutions
since it captures approximately 90% of the smallest length scale. Besides, the simulations
conducted on N = 64% and N = 128? grids are under-resolved and do not capture the
Kolmogorov scale. Nevertheless, these coarse meshes still have practical value, as most of
the turbulent flow computations in the aeronautic field cannot be fully resolved. Hence,
the simulations on the two coarsest grids offer some insight into the ability of the LB
and NS methods to provide coherent turbulent quantities even in under-resolved cases.
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Influence of the reconstruction scheme. Before analysing the numerical behaviour
of the lattice Boltzmann and Navier-Stokes methods when simulating the Taylor-Green
vortex, it is crucial to acknowledge the impact of reconstruction schemes used to recon-
struct turbulence quantities on the interpretation of simulation data. In this regard,
Figure 4.38 compares the enstrophy evolution for the LBM-BGK and NS Sensor RK3
schemes when velocity gradients are computed using either a second- or fourth-order
centered reconstruction scheme. It is found that increasing the order of the reconstruction
scheme significantly improves the prediction of the enstrophy. In the particular case
of an under-resolved grid such as the 1282 one, as considered in Figure 4.38, using a
fourth-order reconstruction scheme instead of a second-order one reduces the errors
between the simulated and reference enstrophy by 50% to 60%. This very topic is
discussed in greater detail in [315]. In light of this, gradients of the velocity field will
only be computed using a fourth-order centered scheme in the following. Since the lattice
Boltzmann and Navier-Stokes methods are second-order accurate, this approach also
guarantees that the post-processing procedure does not introduce any additional errors
that could be of the same order as the ones of the numerical scheme.
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Figure 4.38 — Impact of reconstruction schemes on the interpretation of the enstrophy
evolution. The simulations are here performed on a grid consisting of 1283 cells.

Integral kinetic energy and enstrophy evolution. As a first step towards analysing
the turbulence resolution capabilities of the lattice Boltzmann and Navier-Stokes methods,
Figure 4.39 displays the temporal evolution of the integral kinetic energy and enstrophy.
Only one Navier-Stokes scheme is considered here: the Sensor scheme combined with the
RK3 explicit time-stepping scheme, which is particularly well suited to the high-fidelity
simulation of turbulent flows [78]. The results are compared to the reference solution of
Wang et al. [309] obtained on a 512 grid.

The first thing to notice from Figure 4.39 is that while the LBM-BGK computation
initially closely follows the decay of kinetic energy and the growth of enstrophy of the
reference simulation, it becomes unstable in the highly under-resolved case (i.e. on the
643 grid). This behaviour has been previously noted in the literature [213, 305, 306]. On
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Figure 4.39 — Time evolution of the integral kinetic energy (left) and enstrophy (right)
for the 3D Taylor-Green Vortex at Re = 1600 on the 642, 1283, 2563, and 5123 grids.
The reference solution is the one of Wang et al. [309] obtained with a 5123 grid.
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the other hand, all other LB models and the NS method remain stable, irrespective of
the grid resolution. These observations highlight the fact that advanced collision models
such as the regularised ones are preferred for industrial computations in an LBM context.
As such, it should be kept in mind that the stability of numerical schemes is essential in
CFD, even if it is only alluded to in this study.

Overall, it can be observed that all numerical methods are highly proficient in
recovering the integral kinetic energy decay when compared to the reference solution.
However, some discrepancies between the methods and schemes are apparent in the
enstrophy evolution. This highlights the fact that assessing numerical methods based
solely on kinetic energy is insufficient. To make an informed decision between numerical
methods, a more demanding quantity such as the enstrophy should be scrutinised. When
examining the evolution of enstrophy, it becomes apparent that all of the coarse-grid
simulations significantly underestimate the peak of enstrophy, which is expected around
t* = 9. By the way, this under-prediction in under-resolved simulations is common to
all methods. This behaviour is expected, as enstrophy is primarily determined by the
smallest resolved scales, and the coarse grid cannot resolve these small scales. Enstrophy
therefore serves as a measure of the minimum characteristic turbulent scale that can be
resolved by a given method for a given grid resolution [306]. Yet, when the grid resolution
is increased, both the LB and the finite-volume NS methods converge to the reference
solution. As already observed in the previous test cases, the LBM-BGK has very little
numerical dissipation and therefore captures the enstrophy peak better than the NS
method on the 1283 grid. However, in highly resolved cases, the differences between the
LBM-BGK and NS Sensor RK3 enstrophy curves are less apparent. On the other hand,
the regularized LBMs also capture the enstrophy peak but underestimate its magnitude
by approximately 20% compared to the BGK result on the 128% grid, and 10% on the
2563 grid. Also, regardless of the grid resolution, the regularised LBMs appear to be more
dissipative than the NS method. Therefore, it appears that the LB and NS methods
exhibit distinct behaviours depending on whether the dominant physics is governed by
the acoustic mode or by the vorticity mode, which is similar to the conclusions drawn
from the analysis of the convected vortex case (see Section 4.5.3).

Accuracy and convergence of both methods. To provide a more quantitative
comparison of the LB and NS methods on the Taylor-Green vortex, it is proposed to
discuss their accuracy and convergence. Figure 4.40 shows the L?-error norm of the (a)
kinetic energy and (b) enstrophy for both numerical methods as a function of the grid
size. The error is calculated by comparing the integral of the simulated kinetic energy
and enstrophy to the reference solution over the time range t* € [0,20]. In contrast to
the convected vortex test case, the LB and NS methods converge towards the reference
solution following a second-order slope. As the vorticity field is reconstructed using a
fourth-order reconstruction scheme, there is no bias attributable to the post-processing
technique and the direct numerical behaviour of each method is exhibited. The error
curves depicted in Figure 4.40 corroborate the trends observed in Figure 4.39. All the
numerical schemes closely capture the kinetic energy evolution with an error ranging
between 10~* and 107¢. However, the accuracy of the enstrophy evolution is much more
indicative, revealing significant differences among the numerical methods. All the LB
schemes reach the spectral solution with the same ranges of error. It should be noted
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that when N = 5122, the error of the NS Sensor RK3 scheme drops to 107, thereby
indicating its high suitability for the DNS of turbulent flows.
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Figure 4.40 — Accuracy and convergence of the lattice Boltzmann and Navier-Stokes
methods on the 3D Taylor-Green vortex test case at Re = 1600. All the L?-norms are
computed with respect to the spectral solution of [309] and plotted against the grid size.

Energy spectrum. The last turbulent quantity investigated for the comparison of
the lattice Boltzmann and Navier-Stokes methods on the TGV is the turbulent energy
spectrum. The turbulent energy spectrum F(k) is computed using an in-house post-
processing tool through:

E(k,t) = %Z [a(k,t)?, (4.5.14)

where w is the complex Fourier transform of the velocity field, k the wavenumber vector,
and k = | k|| = \/k2 + k2 + kZ its norm. Equation (4.5.14) corresponds to the integration
over shells of equal wave number. Due to the sampling theorem, only wave numbers
up to k = 2/Az in each direction are considered. In the following, the results will be
compared to those of Foti and Duraisamy [314] at ¢ = 10t*, which is right after the
enstrophy reaches its maximum over time and marks the beginning of the fully developed
homogeneous and isotropic turbulent flow (see Figure 4.37).

Figure 4.41 shows the results for the LB and NS methods for the 643, 1283, 2563,
and 5123 grids. Note that the “wavenumber” label on the z-axis refers to the mean
over the unit sphere of all the wavenumbers (k,, ky, k), that is to say to the quantity
k = ||k|]| = \/kZ+k2+ k2 From a general point of view, all the schemes tend to
converge to the same turbulent kinetic energy spectrum as Foti and Duraisamy [314] even
though they tend to slightly over-estimate the kinetic energy associated with very low
wavenumbers (around k£ = 3). This negligible discrepancy with the reference solution (also
observed in [213, 3006]) is attributed to the digitisation process of the low-resolution figure
in [314]. For all the schemes considered here, the energy cascade in the inertial range is
well recovered. However, when it comes to the dissipation range, it becomes apparent
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Figure 4.41 — Turbulent kinetic energy spectrum for the 3D Taylor-Green vortex test
case benchmark at Re = 1600. The vertical dashed lines indicate the cut-off wavenumbers
associated to the smallest resolved scales. The reference solution is the one of Foti and
Duraisamy [314].

that regularised LB models tend to over-dissipate small-scale turbulent structures as the
grid cutoff wavenumber is approached. This confirms previous observations from Figure
4.39, indicating that the regularized LBM is more dissipative than the NS and LBM-BGK
methods in the context of shear-driven flows. Despite its limited stability preventing it
from being used in an industrial context, the LBM-BGK model shows better convergence
than the Navier-Stokes computation, especially for the 1283 grid. BRWIn the context of
highly-resolved simulations (specifically, for the 256% and 5123 grids), the Navier-Stokes
method showcases a rich spectral content, thereby attesting to its pertinence in turbulent
flow simulations.

Time to solution. In conclusion of the analysis of the Taylor-Green vortex test case,
the CPU cost of the lattice Boltzmann and Navier-Stokes methods for the simulation of
3D turbulent flows is now examined. Similar to the convected vortex test case, it was
found that setting CFLyg = 0.7 minimised the calculation time while maintaining good
accuracy across a wide range of error levels. Therefore, the following CPU timings for
the Navier-Stokes method are given assuming CFLyg = 0.7.

First of all, without any consideration of accuracy, Figure 4.42a displays the compu-
tational time (expressed in hours) required by each method to perform a DNS of the
Taylor-Green vortex on a 5123 grid on 8 BRW nodes thereby taking into account MPI
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communications. The purpose of this figure is to compare the intrinsic CPU performance
of NS and LB methods in a multi-node calculation to that seen on a single node, as
discussed in Section 4.4. It is evident that all LB models, regardless of their collision
operator, are faster than the Navier-Stokes method. Additionally, the performance ratios
obtained in the previous section for a single node are consistent with the current results.
The LBM with BGK and RR collision operator is approximately three times faster,
while the LBM with BGK collision operator is 2.3 times faster. This indicates that
MPI communications, which are implemented independently of numerical methods in
ONERA’s Fast CFD environment, do not affect the relative computational cost of the
LB and NS methods. Thus, all the performance estimates given in this Chapter can be
transposed to multi-node configurations.

On the other hand, Figure 4.42b displays the amount of CPU time required by each
method to achieve a certain error target on the L2-error norm on the enstrophy, which
is known as the "time to solution" for each method. It is worth noting that this metric
was also applied with error targets on the energy spectra, and the conclusions remained
the same. For high error tolerances (error levels greater or equal to 10%), the lattice
Boltzmann method can provide competitive runtimes. However, in this specific case,
due to the presence of hyperviscous effects, the HRR model offers little to no speedup
compared to the Navier-Stokes method (as seen at the 10% error level) and is quickly
overtaken as the targeted error levels decrease. When the error tolerance is set to 0.1%,
then the Navier-Stokes method is approximately two times faster than all LB models.
This can be attributed to the significant drop in errors, as shown in Figure 4.40.

10.87 10t

ol (a) TGV on a 5123 grid

= === 2x faster than Navier-Stokes
| == 3x faster than Navier-Stokes

-I (b) Comparison at fixed error level I

o]

100 -

Time to solution [h]
D

< [ =
. T
i
i
i

Time to solution [h]

1071 =

LBMBGK  LBMRR  LBMHRR NS Sensor RK3

0.1%

Enstrophy L? norm error

[N |BMBGK [ LBMRR [ LBMHRRo=0.995 [ NS Sensor

Figure 4.42 — (a) Computational time (in hours) required by the LB and NS methods
to perform a DNS of the Taylor-Green vortex on a 512% grid using 8 BRW nodes. (b)
“Time to solution” metric for the 3D Taylor-Green vortex test case.

4.6 Summary

In this Chapter, a thorough comparison between the lattice Boltzmann and Navier-
Stokes methods has been performed in the context of high-fidelity aerodynamic and
aeroacoustic computations. The primary objective of this comparison was to rule on the
numerical method that offers the best trade-off between accuracy and computational
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cost for canonical flow problems representative of aerodynamic and aeroacoustic LES
and DNS requirements. Moreover, this comparison also aimed to offer unbiased and
rigorous into the lattice Boltzmann and Navier-Stokes methods, thereby helping the
CFD community to make informed decisions when selecting numerical methods for their
computations based on a large set of requirements.

The comparison of the two numerical methods was divided in three parts, covering
all aspects of the numerical methods: their accuracy, computational cost, and robustness.
Firstly, the lattice Boltzmann and Navier-Stokes methods were theoretically analysed
using an extended von Neumann analysis to determine their dispersion and dissipation
properties. Next, their intrinsic performance and high-performance computing capabil-
ities were evaluated using the roofline performance model and confronted with actual
performance measurements using the FastS and FastLBM solvers of ONERA’s Fast CFD
environment. Finally, the two methods were compared through the simulation of three
canonical test cases that were representative of LES requirements: a plane acoustic wave,
a convected vortex, and the three-dimensional Taylor-Green vortex. Based on all the
aforementioned steps, the following conclusions can be drawn:

e The claim that the lattice Boltzmann Method exhibits low dissipation as compared
to conventional Navier-Stokes schemes needs to be qualified, especially when
considering advanced LB collision models such as the regularised ones which are
of practical relevance. Though the extended von Neuman analysis and numerical
simulations indicate that LBM has impressive acoustic abilities, the regularised
collision models show a higher numerical dissipation on shear modes than standard
NS schemes. Therefore, while LBM is an excellent numerical method for propagating
acoustic waves with low dissipation, its advantage over conventional NS methods is
much less significant when it comes to shear-driven flows.

o Both the roofline model and actual performance measurement have shown that the
lattice Boltzmann method is 2 to 3 times faster per cell update than the Navier-
Stokes method on Cartesian grids when optimized to the limits of the considered
CPU architecture. While the speedup of 10 in favour of LBM is classically reported,
it is only recovered for LBM-BGK when compared to NS methods on fully curvilinear
grids. This suggests the need to compare the performance of LBM with a Cartesian
NS solver to avoid the computational overhead associated with any non-Cartesian
formulation, which inevitably results in biases. Additionally, the intrinsic HPC
capabilities of the LBM have to be moderated since, like NS methods, the core
algorithm of LBM is memory-bound, and increased performance can only be
achieved by increasing the memory bandwidth, which is known to be critical.

o Finally, it is shown that to compare the numerical methods in terms of accuracy
and computational cost, it is essential to consider a ‘time to solution” metric. This
metric takes into account various relevant numerical factors and ensures a fair
and unbiased comparison between the methods. Through the computation of test
cases representative of LES requirements for which an analytical solution is known
and therefore for which the error levels can be precisely quantified, it is shown
that the efficiency of one method with respect to the other is closely related to
underlying physics and the chosen error threshold levels. In particular, it has been
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demonstrated that in addition to the distinction between acoustic and sheared
flows, one must also consider the desired levels of accuracy in order to identify the
most effective numerical method.

Based on the lessons learned from the comparative study of the lattice Boltzmann
and Navier-Stokes methods, decision aids are provided to assist the CFD community
in selecting the most efficient method for a given application. First, for aeroacoustic
applications, the LBM is the most efficient method, resulting in speedups of up to 30
(per direction) compared to the second-order finite-volume Navier-Stokes method for an
acoustic plane wave. This conclusion remains true even when using advanced collision
models, such as the recursive regularized (RR), and hybrid recursive regularised (HRR)
models. When it comes to shear-driven flows, there is no one-size-fits-all approach that
guarantees high efficiency regardless of the desired accuracy level. In fact, the most
efficient numerical method varies depending on the desired level of accuracy. For the Direct
Numerical Simulation (DNS) of shear-dominated flows, a finite-volume Navier—Stokes
method appears to be the best approach, achieving highly accurate results within a
reduced timeframe in comparison to the LBM. On the other hand, for Large Eddy
Simulations (LES) or Quasi-DNS, both the lattice Boltzmann and Navier-Stokes methods
show very similar performance and accuracy. However, for Very Large Eddy Simulations
(VLES)®, where vortical structures are typically resolved by only four to six cells, the
LBM is particularly efficient. This confirms that the LBM is efficient when the flow
physics are not influenced by the boundary layer, as seen in massive separation caused
by the geometry. Figure 4.43 provides a visual summary of the conclusions of this
comparative study, highlighting the various fidelity levels.

Although this study has addressed several crucial questions regarding the relative
advantages of the lattice Boltzmann and Navier-Stokes methods, there are still some
unresolved concerns. One of these concerns is whether the outcomes of the present
work are still relevant, especially given the current trend towards GPU-based computing
architectures for numerical simulations. Two factors may in fact lead to the belief that
the trends highlighted by this comparison are likely to remain valid in the case of GPU
architectures. First, as noted in the a-priori performance evaluation of the LB and NS
methods using the roofline model, the relative performance between both methods is
independent of the architecture considered as long as both the LB and NS methods
remain bandwidth-limited. Therefore, whether on CPU or GPU, the performance ratio is
likely to remain constant. Secondly, in recent literature, there has been a growing number
of reports on the porting of NS and LBM codes to GPU architectures [35, 318, 319, 320].
Based on these studies, it has been observed that the performance boost from CPU
to GPU is generally around 4 to 5 times faster, regardless of the numerical method.
Therefore, it is reasonable to expect a similar level of acceleration for both NS and LB
methods, leaving their relative performance unchanged along with the outcome of the

8The acronym VLES (Very Large Eddy Simulation) can have different meanings throughout the
literature. For example, in the LBM community, VLES is frequently used to refer to the turbulence
modelling approach used in the commercial solver PowerFLOW [307]. This method can be classified
as a hybrid RANS/LES approach and is based (at least to some extent) on the work of Speziale [317].
However, in the present case, VLES stands for a “very coarse” LES meaning that the cutoff is placed
closer to the inertial range. Although such a simulation cannot resolve the full range of turbulent scales,
it is still able to account for the non-linear interaction between the mean flow and the “very large eddies”.
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Aeroacoustics

e Regardless of the desired accuracy level, the lattice Boltzmann method is the most efficient and
accurate numerical method. It should, however, be kept in mind that the use of an appropriate collision model
strongly conditions the aeroacoustic capabilities of the LBM.

Shear-dominated flows

e DNS: The second-order finite-volume Navier-Stokes method
appears to be the best approach.

e LES: The performance of the lattice Boltzmann and Navier-
Stokes methods are equal. No single approach seems to stand
out clearly.

Increasing fidelity

e VLES: The LBM appears to be the most efficient approach,
but it cannot be predictive for boundary layers.
w Especially suitable for massively detached flows.

Figure 4.43 — Visual summary of the conclusions of the comprehensive comparison
between the lattice Boltzmann and Navier-Stokes methods in the context of high-fidelity
aerodynamic and aeroacoustic computations.

“time to solution” metric-based comparisons. However, for a definitive confirmation of
these insights, ONERA’s Fast CFD environment has to be ported to GPU architectures.
It is worth noting that work is already underway in this area at the time of writing
these lines. Another concern, which is possibly the most fundamental, relates to the
validity of the conclusions of the present study when it comes to accounting for walls,
complex boundary conditions (such as immersed boundary conditions or wall laws) and
mesh refinements in the computational domain. As stated in the introduction, it is
crucial to address these issues with care, as they could introduce biases that could skew
the comparison. Furthermore, the question of walls and wall laws raises fundamental
questions about the equivalence of the behaviour of the same wall law and the same
immersed boundary method in an LBM and NS context. This observation reveals that
such a comparison will require a dedicated study and is, therefore, left for future research.
However, the proposed comparison methodology in this study can serve as a starting
point for further research aimed at comparing the lattice Boltzmann and Navier-Stokes
methods on increasingly complex configurations.

After comparing the lattice Boltzmann and Navier-Stokes methods, it becomes clear
that each numerical method offers significant advantages and optimal efficiency in distinct
regions of the flow. As such, it would be worthwhile to explore the potential of combining
them spatially to leverage their respective strengths in different areas of the flow. The
second part of this manuscript will therefore be devoted to the presentation, development
and study of a novel hybrid numerical method coupling the Navier-Stokes and lattice
Boltzmann methods. Although the main idea underlying this coupling is simple, its
practical implementation faces several challenges that will be covered in the upcoming
chapters.
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CHAPTER

Development of a hybrid lattice

Boltzmann - Navier-Stokes method

This chapter introduces a novel hybrid numerical method that combines the lattice
Boltzmann and finite-volume Navier-Stokes methods to solve unsteady aerodynamic
and aeroacoustic flow problems. The proposed hybrid approach suggests capitalising
on the strengths of each individual method by applying them to the region of the flow
where they are most effective. Specifically, the Navier-Stokes method is applied on
curvilinear body-fitted grids around obstacles, while the lattice Boltzmann method is
applied elsewhere on Cartesian grids to propagate acoustic waves or wakes. The main
challenge of the hybrid method is to ensure a smooth transition between the lattice
Boltzmann and Navier-Stokes formalisms at the two-way coupling interface. This is
accomplished through a careful mapping of the macroscopic variables to the set of
mesoscopic distribution functions and a particular thermodynamic closure. Addition-
ally, unsteady computations are enabled by coupling the “stream and collide” algorithm
with explicit and implicit time-stepping schemes. To evaluate the hybrid method, four
time-dependent test cases representative of aerodynamic and aeroacoustic problems are
considered. The results show that the hybrid lattice Boltzmann - Navier-Stokes method
provides accurate flow solutions while retaining the intrinsic numerical advantages of
both methods, thereby reducing the overall cost of direct noise computations.

This chapter follows the content of:

r

5 A. Suss, I. Mary, T. Le Garrec, & S. Marié. A hybrid lattice

Boltzmann - Navier-Stokes method for unsteady aerodynamic and
aeroacoustic computations. Journal of Computational Physics,
485, 112098, 2023. https://doi.org/10.1016/J.JCP.2023.112098
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5.1. Introduction

5.1 Introduction

This manuscript, and more broadly this PhD, focuses on two numerical methods that
are commonly used for the simulation of aerodynamic and aeroacoustic flow problems: the
finite-volume Navier-Stokes method (described in Chapter 2) and the lattice Boltzmann
method (introduced in Chapter 3). Over the years, these two methods have established
themselves as promising numerical techniques for the computation of unsteady turbulent
flows around complex geometries. As a result, they are expected to be the first to achieve
industrial-level large eddy simulations in the near future [29]. However, as industrial
configurations become more complex and the demand for high-fidelity simulation grows,
the question arises as to whether using a single numerical method throughout the entire
computational domain is still the most appropriate and effective approach. In fact, several
review articles have highlighted the benefits of coupling numerical methods to allow for
new advances in high-fidelity simulation capabilities [232, 321, 322]. In line with this
trend, Chapter 4 provides strong evidence that the lattice Boltzmann and Navier-Stokes
methods have unique strengths and limitations in very distinct areas of the flow. This
suggests that combining these two methods, based on the characteristics of the flow
region, could potentially result in optimal performance and accuracy. Therefore, Part 11
of this manuscript, and particularly this Chapter, examines the potential of coupling the
lattice Boltzmann and Navier-Stokes methods to enhance the accuracy and efficiency of
unsteady broadband aerodynamic and aeroacoustic simulations.

5.1.1 The motivation for a hybrid LB - NS method

Aerodynamic and aeroacoustic simulations, regardless of the complexity of the flow
configuration, pose three fundamental numerical challenges that need to be addressed.
These challenges involve the simulation of the bulk of the flow, the specification
of boundary conditions, and the accurate and efficient treatment of the

. They are all illustrated in Figure 5.1. To better understand the potential benefits
of using a hybrid LB - NS method for such simulations, the next few paragraphs will
detail the relative strengths and weaknesses of the lattice Boltzmann and Navier-Stokes
methods in addressing these numerical challenges.

Boundary conditions'. The numerical simulation of external flows past airfoils, wings,
and other configurations has to be conducted within a bounded domain. This gives rise to
the need for artificial open boundary conditions [323]. However, specifying and modelling
these boundary conditions presents a numerical challenge since the truncation of the
domain should not affect the flow solution, and any outgoing disturbances should not
be reflected in the flow field. Hence, the treatment of open conditions is a fundamental
issue for aeroacoustic simulations and for LES where turbulent inflow conditions are
often required [231, 324]. For NS methods, a straightforward approach for specifying
such non-reflective open boundary conditions is based on the characteristic waves of the

'In this section, the term “boundary conditions” is used to refer specifically to the "open boundary
condition", which includes all types of boundary conditions except those of solid walls. Although
imposing a wall in a simulation is always done through the specification of a boundary condition, the
numerical treatment of walls presents unique challenges that are covered in a separate paragraph.
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Figure 5.1 — Numerical challenges arising in high-fidelity aerodynamic and aeroacoustic
simulations: the simulation of the bulk of the flow, the specification of boundary
conditions, and the accurate treatment of the near-wall region.

local flow [97, 98, 99]. However, the extension of this approach to the LBM is not as
straightforward given the difficulty of bridging between the macroscopic specification
of boundary conditions and the mesoscopic description (i.e. the particle distribution
functions). It is worth mentioning that progress has been made in modelling open
boundary conditions in the context of LBM in recent years, as discussed in [325]. The
most mature techniques can be likened to a coupling between the LB and NS methods,
where the Navier-Stokes formalism is used to solve the characteristic wave equations with
a finite-difference method. The results are then translated into the mesoscopic formalism
through a reconstruction step. Although the LBM now offers advanced open boundary
conditions suitable for aerodynamic and aeroacoustic simulations, as various industrial
applications demonstrate, these are still limited to weakly compressible flows. Extending
open boundary conditions to compressible flows in LBM is a challenging task, and the
few existing approaches also resort to a Navier-Stokes formalism at the edges of the
computational domain [325, 326, 327]. It is, therefore, understandable that a coupling
between the LB and NS methods may be of interest when efficient and accurate boundary
conditions exist in a Navier-Stokes context but not in the LBM. As such, the idea would
be to use the NS method close to the border of the computational domain to apply the
boundary conditions in a more natural formalism based on macroscopic variables and
then switch to the LBM once the boundary condition is established.

Bulk of the flow. The accurate simulation of the flow in the bulk, which refers to
the flow region away from any solid surfaces and open boundaries of the computational
domain, poses another numerical challenge. In this region, many physical phenomena
are superimposed and interact with each other. Turbulence is often the primary feature,
along with the associated eddies and vortices that form the wake. Nonetheless, other
significant phenomena, such as the propagation of acoustic waves and their interaction
with the surrounding flow, also take place and must, therefore, be precisely resolved. Due
to the great disparity between the characteristic scales of aerodynamic and aeroacoustic
phenomena (see Table 4.1), the bulk of the flow is characterised by a broadband spectral
content that requires the correct resolution of both the large-scale and small-scale flow
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features. To maintain the broadband and predominantly isotropic nature of the flow in
this region, it is preferable to rely on homogeneous meshes. The ideal scenario being
a uniform Cartesian mesh. This last remark provides a strong argument for using the
lattice Boltzmann method in the bulk flow region. As mentioned in Chapter 4, the LBM
is much more efficient than the Navier-Stokes method on Cartesian grids. Furthermore,
the LBM appears to be the most appropriate numerical method for propagating acoustic
waves and wakes on relatively coarse meshes in Chapter 4, thereby helping to minimise
the overall computational cost. Nevertheless, it is important to note that the LBM, in
its standard formulation, may not always be the most effective approach to simulate
the entire bulk of the flow. This is particularly true in cases where the flow exhibits
strong temperature gradients or high-compressibility zones, such as in jet simulations.
Although the LBM is showing promising signs of maturity in simulating compressible
flows [166, 222, 225, 328, 329], it is yet to be demonstrated how effective and robust the
compressible LBMs are in comparison to the well-established Navier-Stokes approaches.
Therefore, one potential application of the coupling between the lattice Boltzmann and
Navier-Stokes methods would be to apply the NS method in well-identified compressible
zones and switch to the LBM in zones of weakly compressible flow. This provides another
example of the potential benefits of coupling the lattice Boltzmann and Navier-Stokes
methods, especially in the bulk of the flow.

The last, and undoubtedly most important, numerical challenge
in high-fidelity aerodynamic and aeroacoustic simulations concerns the near-wall region
[231]. This specific area of the flow involves rich physics with strong velocity gradients
and significant viscous effects. Also, most of the turbulence is produced within the near-
wall region, thereby fully determining the aerodynamic forces and aeroacoustic effects.
Thus, it is vital for a numerical method to accurately resolve these underlying physics to
ensure the reliability of the overall computation. However, the numerical treatment and
accurate resolution of the near-wall region impose strict numerical constraints, making
it particularly demanding from a computational viewpoint and requiring considerable
expertise in designing the near-wall meshes. In this context, the lattice Boltzmann method
became a popular numerical method owing to its ability to efficiently and seamlessly
handle complex geometries [32]. This is enabled through the use of immersed boundary
conditions and the automatic generation of octree Cartesian meshes, which eliminates
the traditionally tedious meshing process®. Despite this appealing feature, the LBM faces
three major issues that severely hinder its ability to accurately and efficiently predict
high Reynolds number wall-bounded turbulent flows, as discussed below.

o The prohibitive cost incurred by the isotropic refinement of Cartesian grids. A
critical shortcoming of the LBM stems precisely from its restriction to isotropic
Cartesian grids along with the octree approach to define refinement areas. While
this simplifies the mesh generation process, it leads to an exponential growth in the
number of cells as the mesh is refined. This becomes all the more problematic in
the boundary layer, where strong gradients are mainly directed normal to the wall.

2This property is often a source of confusion, leading some authors to suggest abusively that the
LBM is “meshless” [330]. This is an opportunity to reiterate that the LBM is indeed based on a mesh.
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Unlike anisotropic body-fitted grids, which are traditionally used with the Navier-
Stokes method and can cluster cells in the wall-normal direction while relaxing the
resolution constraint in the orthogonal directions, the same clustering by a Cartesian
grid requires refinements in all directions. As a result, the LBM necessitates grids
with a significantly higher cell count close to the wall to resolve turbulent boundary
layers, compared to its NS body-fitted counterpart [11, 40, 331, 332].

To further support the above statement, Figure 5.2 presents a comparison of cell
count estimates in turbulent boundary layer computations using body-fitted and
Cartesian grids as a function of the Reynolds number Re. Three high-fidelity
turbulence modelling approaches are considered: DNS, wall-resolved LES (WRLES)
and wall-modeled LES (WMLES). The body-fitted estimates correspond to the
ones of Choi and Moin [333], assuming anisotropic grids. On the other hand, the
Cartesian grid estimates, which are less discussed in the literature, either follow
the estimate of Verzicco [332] (for WRLES) or are determined empirically based
on commonly reported values in industrial LBM applications.
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Figure 5.2 — Cell count estimates for boundary layer computations using body-fitted
and Cartesian grids. The grey-shaded region indicates the range of Reynolds numbers
typically encountered in aeronautical aecrodynamic and aeroacoustic applications. In
addition, horizontal lines indicate current computational capabilities (and projected
future capabilities, assuming Moore’s Law remains valid). These lines indicate the range
of Reynolds numbers that can be simulated with each approach.

For both WMLES and WRLES, Figure 5.2 clearly shows the extra cost incurred
by the use of Cartesian grids with Octree mesh refinement. Moreover, as expected,
this extra cost rises as the Reynolds number increases. While for a WMLES
the extra cost is of the order of a factor of 2 to 10, for a WRLES it jumps to
factors of the order of 103 to 10%. As demonstrated in Chapter 4, the LBM is
approximately 7 times faster than the NS method on a curvilinear grid. Hence,
the tendencies outlined in Figure 5.2 suggest that, for the resolution of turbulent
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boundary layers, using the Navier-Stokes method on body-fitted grids seems to
offer a better cost-to-accuracy ratio than the LBM.

o The limited applicability of wall laws. As shown in Figure 5.2 and discussed by
Verzicco [332], the cell count estimate for WRLES using Cartesian grids (and thus
the LBM) is comparable to that of a DNS. Therefore, Spalart et al. termed it a
quasi-DNS (QDNS) [334]. One way to circumvent this issue is to use wall models
that replace the no-slip wall condition with a more advanced boundary condition
modelling the inner part of the boundary layer [41, 246, 335]. This approach enables
coarser grids to be used with larger time steps as the inner layer of the boundary
layer is no longer explicitly resolved. Despite the increased attention given to
wall modelling, the underlying assumptions still limit the range of applicability of
WMLES [16, 41, 246]. However, it is important to note that the concerns related
to the use of wall laws are not strictly limited to the LBM. In fact, wall modelling
is a major challenge within the CFD community, regardless of the underlying grid
topology or numerical method. Although research is underway to improve wall laws,
expecting WMLES to be as accurate as WRLES is unreasonable. Yet, according
to Figure 5.2, with the increasing computational power, it can be expected that
WRLES using body-fitted curvilinear grids will become feasible within a decade
or two. Nonetheless, it will still remain expensive. In this case, a hybrid LB - NS
method can be a great alternative. The boundary layer can be resolved with the
highest possible accuracy by using the NS method in the near-wall region on a
body-fitted curvilinear grid. Meanwhile, the LBM can be beneficial outside the
area of strong gradients to minimize computational costs when propagating the
wake or acoustic waves on coarse meshes.

o The intrinsic limitations of the immersed boundary method. The final reason why
LBM can be seen as less effective than NS methods in the near-wall zone comes
from the numerical treatment of the geometry. Because the LBM is restricted
to the use of Cartesian meshes, it cannot accurately represent curved geometries.
In this context, the exact shape of the obstacle is imposed using the immersed
boundary method (IBM) [336]. However, there are two limitations to this approach.
First of all, although wall models have been well studied in a body-fitted context,
their application and implementation in an IBM framework is still challenging as
they are applied on off-wall boundaries [331, 337]. Secondly, in an IBM context,
the off-wall grid surfaces have a staircase shape that can cause spurious oscillations
of the wall pressure and skin friction, which hinders the precise evaluation of
aerodynamic coefficients [40, 338]. Again, this issue is common to both LB and NS
methods. However, unlike the LBM, for which the IBM approach is imperative, the
Navier-Stokes methods can operate independently. Thanks to the greater flexibility
of NS methods with regard to mesh topology, it is possible for them to accurately
represent local geometry by utilising body-fitted curvilinear meshes.

As this discussion focusing on the near-wall region comes to an end, it becomes
apparent that the LBM has certain limitations when it comes to simulating turbulent
boundary layers at high Reynolds numbers. One of the main takeaways is that while
the LBM greatly benefits from its Cartesian formulation, the latter provides limited
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flexibility, leading to high computational costs or limited accuracy, especially in turbulent
boundary layer simulations. In contrast, Navier-Stokes methods stand out for their great
flexibility, enabling the use of body-fitted anisotropic meshes with progressive refinement
and larger time steps through implicit time-stepping schemes.

5.1.2 The proposed hybrid approach

As demonstrated by the discussion in the section above, for each of the three numerical
challenges posed by aerodynamic and aeroacoustic simulations, i.e. the simulation of
the bulk of the flow, the specification of boundary conditions, and the accurate
and efficient treatment of the near-wall region, the LB - NS coupling proves to be of
great interest. By way of summary, Table 5.1 reports the advantages and drawbacks of
the LB and NS methods for the three numerical challenges considered. It is clear that
neither method is optimal for all challenges. Therefore, as aerodynamic and aeroacoustic
simulations require addressing all these points simultaneously, the hybrid LB - NS method
establishes itself as a viable option to enhance the current simulation capabilities.

FV-NS LBM
Boundary Weakly compressible v ~
conditions Compressible v ~/X
Bulk of Acoustic waves X v
the flow Turbulent wake v (FG)* | X (CG)™ X (FG)* | v/ (CG)*
Compressible flow v X
Near-wall
region Turbulent boundary layer v X

Table 5.1 — Summary of the advantages and drawbacks of the lattice Boltzmann and
Navier-Stokes methods for the three numerical challenges posed by aerodynamic and
aeroacoustic simulations. v: most suited method, X: not necessarily the most appropriate
method, ~=: already employs a hybrid formalism, *: Fine grid, and **: coarse grid.

Based on the results presented in Chapter 4, as well as the insights provided in
Section 5.1.1 and Table 5.1, the hybrid LB-NS method proposed during this PhD relies
on partitioning the computational domain into multiple subdomains. Depending on
the flow region and characteristics, the Navier-Stokes or the lattice Boltzmann method
is employed for each of these subdomains. This coupling can, therefore, be seen as a
zonal method. The principal idea is to apply the finite-volume Navier-Stokes method on
structured body-fitted grids around obstacles (where high accuracy is usually required
within the boundary layer) and to use the lattice Boltzmann method elsewhere on
Cartesian grids so as to propagate acoustic waves or wakes efficiently. As such, the
coupling between the Navier-Stokes and lattice Boltzmann methods can be eventually
used for simulations similar to those shown in Figure 5.3.

For instance, when simulating the flow around a complete aircraft for aecrodynamic
purposes, the near-body zone with high velocity or compressible zones and a turbulent
boundary layer could be solved by a Navier-Stokes method using a curvilinear grid
and implicit time-stepping. On the other hand, the turbulent wake will be solved by a
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lattice-Boltzmann method to take advantage of its low algorithmic cost and low numerical
dissipation. A second example involves aeroacoustic simulations, where the LBM is
known for its exceptional efficiency in propagating acoustic waves, as discussed in Chapter
4. However, using a Navier-Stokes method in the source region could be beneficial in
specific configurations, such as cavity or trailing edge noise, characterised by a strong
interaction between boundary layer dynamics and noise emission. This would allow for
an accurate resolution of the near-wall behaviour of the flow and its interaction with the
acoustics with very little numerical dissipation and little computational overhead.

Aerodynamic computation Aeroacoustic computation

o NS method in the near-wall region; ¢ NS method for the sources;

e LBM for the turbulent wake. e LBM for the acoustic propagation.

Figure 5.3 — Examples of industrial aerodynamic and aeroacoustic applications for the
hybrid LB - NS method. The corresponding images were obtained from simulations
carried out at ONERA using Navier-Stokes-based solvers

Having established the motivation for the development of the hybrid LB - NS method,
and outlined the retained approach, the remainder of this Chapter is structured as follows.
Section 5.2 presents a literature review on hybrid methods in CFD, with a particular
focus on the coupling between the lattice Boltzmann and Navier-Stokes methods. Section
5.3 describes the components of the hybrid LB - NS method developed during this
PhD. In Section 5.4, numerical validations are then performed on academic test cases.
Finally, the hybrid lattice Boltzmann - Navier-Stokes method is demonstrated with the
aeroacoustic study of the flow past a circular cylinder in Section 5.5.

5.2 Literature review on hybrid methods in CFD

In Computational Fluid Dynamics various hybrid methods are employed, which can
refer to several different concepts. In this manuscript, the term "hybrid method" refers to
the use of different numerical methods in distinct regions of the computational domain
to solve the same fluid flow problem. However, it is essential to note that in the field
of aerodynamics and aeroacoustics, another well-known “hybrid method” refers to the
combination of various turbulence modelling approaches, such as the hybrid RANS/LES.
However, this topic will not be discussed further in this manuscript. Interested readers
can refer to [22, 23, 339] for more information.
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5.2.1 Generalities on hybrid methods in CFD

To facilitate the review of the existing hybrid lattice Boltzmann - Navier-Stokes
methods, it is useful to first introduce some general concepts and terminology related
to hybrid methods. This will help to clarify the differences between the existing hybrid
LB-NS methods and to highlight their respective advantages and limitations. Besides,
the summary table of the upcoming literature review (Table 5.2) will largely be based on
the terminology introduced below.

[ Hybrid methods ]

~ ~
[ One-way J [ Two-way ]
coupling coupling
/ \

[ Explicit (weak) ] [ Implicit (strong) ]

coupling coupling

Figure 5.4 — Chart of the different strategies available for coupling numerical methods.

The different strategies for coupling numerical methods, depending on how they
communicate with each other, are shown in Figure 5.4. First, numerical methods can
either be coupled in a one-way or two-way manner. In a one-way coupling, information
travels only in one direction, for example, numerical method A serves as an input for
numerical method B. In contrast, in a two-way coupling, the information is exchanged in
two directions. In other words, numerical method A transfers information to numerical
method B, while numerical method B also transfers information to numerical method A.
Two-way coupled methods can be further broken down into two groups depending on
whether the exchanged information comes from the previous time step (explicit or weak
coupling) or from the current time step (implicit or strong coupling):

o« When the coupling is implicit, an iterative process is typically employed. This
means that for each time step, each numerical method takes turns calculating its
solution and exchanging information with the other method until the solution on
both sides of the interface has reached identical values. Implicit coupling offers
improved accuracy over explicit coupling since the exchange occurs simultaneously
with the current time step. However, it is computationally intensive since the
solution has to be iterated for each time step and there must be an overlap between
the numerical methods. Additionally, some implicit strategies also require extra
stabilisation steps, further introducing computational overheads.

e When the coupling between numerical methods is explicit, each numerical method
updates its solution using the interface value at the previous time step. This means
that no iterations are required. Although explicit coupling may not be as accurate
as implicit coupling in some cases, it is much more computationally efficient. This
is why, whenever possible, this coupling strategy is preferred.
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As will be seen in the next section, all hybrid LB-NS methods reported in literature to
date can be classified according to the different categories outlined in Figure 5.4.

5.2.2 Coupling the LB and NS methods

Following the basic idea that optimal accuracy and efficiency can be reached by
using different numerical methods in distinct regions of the flow, a few hybrid lattice
Boltzmann - Navier-Stokes methods targeting fluid flow problems have been proposed
over the years. Three research groups mainly focused on this topic around the 2010s.
More recently, Tong et al. [18] proposed a review of the different LB - NS coupling
strategies, which, while interesting, is regrettably incomplete, leaving out a significant
portion of the literature. For this reason, an updated literature review is presented below.

As will be discussed in greater detail in Section 5.3, the key issue when coupling the
lattice Boltzmann and Navier-Stokes methods is to relate the mesoscopic set of variables
(i.e. the particle distribution functions) to the macroscopic one and vice versa. While
the macroscopic variables can be naturally recovered from the moments of the particle
distribution functions (Eq. (3.4.12)), the inverse mapping is more complex and not
always unique, as the distribution functions usually outnumber the macroscopic variables.
This leads to different coupling strategies, each with its own strengths and weaknesses.

Chapman-Enskog-based couplings. In 2005, Latt et al. introduced the first coupling
of the lattice Boltzmann method with a finite-difference Navier-Stokes method for
incompressible fluid flows [16, 217]. Their strategy followed the theoretical basis of
Albuquerque et al. [340, 341] where the link between the distribution functions and the
macroscopic quantities is based on the splitting of the particle distribution functions
into an equilibrium and a nonequilibrium part. While the former is known analytically,
the latter is obtained through a Chapman-Enskog (CE) expansion. As a result, their
coupling approach is referred to as Chapman-Enskog-based coupling. Although some
restrictive assumptions were made in the Chapman-Enskog expansion [46, 217], the
explicit two-way coupling of Latt et al. was validated on a 2D steady Poiseuille flow
and exhibited a second-order accuracy. A few years later, van Leemput et al. proposed
a theoretical study of the Chapman-Enskog-based coupling between the LB and a FD
method in the case of a 1D diffusion reaction equation and formally demonstrated its
second order-accuracy under acoustic scaling [342, 343]%.

The coupling of the lattice Boltzmann method with a finite-volume Navier-Stokes
method was later introduced for steady incompressible fluid dynamics and natural
convection problems with the progressing work of Luan and co-workers [347, 348, 349)].
Their strategy relies on so-called compression (meso-to-macro) and reconstruction (macro-
to-meso) operators to formalise the relationship between the mesoscopic and macroscopic
variables. Remarkably, the reconstruction procedure has been extensively studied in the

3van Leemput et al. also proposed an alternative coupling strategy based on the idea of Constrained

Runs (CR) [342]. The coupling then becomes implicit and enables dealing with cases where an analytical
expression for the distribution functions is not explicitly known. However, to the best of the author’s
knowledge, this method has not since been reused in the context of a LB - NS coupling. It is instead
used for the initialisation of LB simulations [344, 345, 346].
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context of the BGK collision model [350], and is found to rely on the recursive relation of
Holdych et al. [351]. Despite being validated on numerous test cases (including complex
geometries like the NACAOQ012 airfoil), their hybrid LB-NS method has three major
limitations. Firstly, due to modelling errors, the use of the lattice Boltzmann method in
near-wall regions resulted in an inadequate resolution of boundary layers, making the
proposed approach less accurate than full NS computation. Secondly, discontinuities in
both the vorticity and pressure fields were observed at steady state, especially near the
coupling interface. Lastly, while the hybrid LB-NS method converges better towards
steady state than full LB simulations, it still falls behind full NS simulations in terms of
efficiency. This calls into question the value of the LB-NS coupling in a steady case.
Subsequently, Tong and He [352, 353] extended the coupling between the LB and FV-
NS methods to unsteady flow problems, and performed an updated in-depth analysis of the
reconstruction procedure [354]. Their coupling approach relies on lattice Boltzmann sub-
iterations to mitigate potential spurious pressure oscillations, but this has the disadvantage
of introducing a significant additional cost. While some results are promising, their
method still fails to obtain smooth gradients across the coupling interface between the two
methods. Moreover, slight discontinuities in the macroscopic variables are also observed.
It should be noted that while most of the works mentioned above rely on single-
relaxation time LBMs, the case of MRT-LBMSs was also briefly covered [353, 355].

Optimisation-based couplings. Besides the Chapman-Enskog-based coupling strate-
gies, another approach was proposed by Neumann et al. [47, 350] in the context of
multiscale simulations of micro- and nanoflows. While the idea of decomposing the
distribution functions into an equilibrium and a nonequilibrium part is similar to the
CE-based method, this second approach differs in the way the nonequilibrium con-
tribution is determined. Neumann et al. started from the fundamental result of the
Chapman-Enskog expansion, which states that the Navier-Stokes equations arise from
a slight deviation from equilibrium (at first-order in the Knudsen number). As such,
they suggest that the nonequilibrium part can be seen as the solution to a constrained
optimisation problem. This optimisation problem relies on the minimisation of a certain
norm of the nonequilibrium contribution (called squared Knudsen norm [47, 356]) under
the constraint of the conservation of mass, momentum and viscous stresses across the
coupling interface. By making assumptions about the form of the minimisation function,
it is shown that the solving of the small linear systems in all lattice Boltzmann overlap
cells can be omitted and changed into a cheap matrix-vector product [356]. The proposed
two-way explicit coupled LB - NS method has been successfully validated for the case of a
two-dimensional steady Poiseuille flow. Again, the hybrid LB - NS method shows better
convergence towards a steady state than full LB simulations but is less efficient than full
NS simulations. To overcome this caveat, Atanasov et al. [357] introduced an implicit
reformulation of the coupling algorithm, which resulted in an improved convergence and
continuous stresses for the two-dimensional steady Poiseuille flow.

In 2016, Neumann [358] studied the extension of the hybrid LB - NS method to
unsteady flows using an explicit approach with lattice Boltzmann sub-iterations. The
study discusses the cases of one-way and two-way couplings. While the one-way coupling
(from NS to LBM) seems to work on various test cases like an oscillating Couette flow,
Taylor-Green flow or the flow around a cylinder, significant compressibility errors appear
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in the two-way case, leading to severe perturbation in both the pressure and velocity
field, resulting in unexploitable results.

At this point, it is worth mentioning that most attempts to develop a hybrid method
that combines the Navier-Stokes and lattice Boltzmann methods fall under the two
approaches described above. However, there are some lesser-known attempts that should
also be mentioned, and these will be briefly covered in the next three paragraphs.

Symmetry-based couplings. An alternative strategy to address the macro-to-meso
mapping issue is provided by Feiz & Menon [359, 360] and Yeshala & Sankar [361, 362].
Their method is based on the following observation: regardless of the shape of the
coupling interface, only a few distribution functions are missing at the LB boundary
cells. This is illustrated in Figure 5.5 in a two-dimensional case. As such, it is possible
to derive a closed system of equations to find the missing distribution functions using
known hydrodynamic variables and distribution functions. Most of the time, this system
of equations is derived using Eq. (3.4.12) and supplemented with lattice symmetry
equations (see Eq. 3.60 in [103]) to close the problem. Hence, this coupling strategy
is referred to as symmetry-based coupling in the following. It should be noted that
this method is heavily inspired by the way of imposing boundary conditions in LBM as

introduced by Zou and He [363].

NS domain LB domain O NS cell center LB cell center

=== Coupling interface —>  Known distribution function ==>  Missing distribution function
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Figure 5.5 — The three types of coupling interface topologies encountered with a D2Q9
lattice. In particular, there is a maximum of five unknown distribution functions in the
case of a concave corner. If the interface is a straight line or a convex corner, the number
of unknown distribution functions reduces to three and one, respectively.

Such a coupling strategy has been applied for simulating multiple micro-jets in cross
flow [359, 360] and active flow control techniques for drag reduction [361, 362]. In
both studies, the LBM was employed inside the micro-cavities, and the coupling was
implemented in a two-way fashion. This was done because the flow is expected to
penetrate the cavities in case of an adverse pressure gradient. However, the simulation
results show that in practice, only the one-way coupling (LB to NS) was evaluated,
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as no flow entered the cavities. While this approach may be simple to formulate for
straight interfaces, it becomes unwieldy when dealing with complex interfaces in three
dimensions. This implies that, in a general numerical implementation, it is required to
program all conceivable interface shapes and corner types, and then determine which
formulas should be applied during the simulation, which can result in considerable
added computational cost. Additionally, preliminary work carried out prior to this PhD
has shown that imposing only the missing distribution functions leads to much lower
accuracy compared to cases where all distribution functions are replaced, such as in the
Chapman-Enskog-based or optimisation-based approaches.

Moment-based coupling. In 2018, Horstmann [188] explored a coupling between the
FV-LBM (finite-volume LBM) and the athermal FV-NS method. This coupling differs
from all the others mentioned above in that it is based on an Eulerian discretisation
of the discrete velocity Boltzmann equation, which means that the evolution of the
LBM no longer relies on the stream and collide algorithm. Instead, it is based on a
balance of particle density fluxes through control volumes (i.e. mesh cells) where the
collision term plays the role of a source term. This original approach enables the coupling
between the LB and NS methods by interpreting the finite-volume NS method as a
moment formulation of the FV-LBM using the multi-relaxation time (MRT) formalism
introduced by D’Humieres [200]. As such, the mapping between the NS macroscopic
variables and the mesoscopic LB distribution functions is performed in the moment
space. Again, the main difficulty arises during the macro-to-meso mapping where two
types of moments must be imposed: hydrodynamic moments, which are the solutions
of Navier-Stokes equations and are readily available, and non-hydrodynamic moments,
which are a by-product of the mesoscopic nature of the LBM and have no macroscopic
equivalent. To specify these non-hydrodynamic moments, Horstmann suggests setting
them to their equilibrium state in the collision term [188]. As the equilibrium state of any
moment can be calculated solely on the basis of the macroscopic variables, the system
can be closed and the entire set of moments and distribution functions functions are
recovered.

This moment-based hybrid LLB - NS method was assessed on two test cases: a periodic
double shear layer and the convection of a pseudo-isentropic vortex, with rather modest
results. In the first case, it was found that the coupling interface had a rather deteriorating
effect on the solution. Although the computation remained stable, the vorticity exhibited
significant numerical dissipation, and spurious vortices were observed in the vicinity of
the coupling interface. For the convected vortex test case, the velocity fields appeared
continuous over the interface, but the density field was quite distorted, especially for weak
vortices. With an increase in the strength of the vortex, the distortion in the density field
was reduced, but saturated isocontours of the pressure fluctuation indicated that the
method, as it was proposed, was not capable of performing aeroacoustic computations.

Machine learning-based coupling. The present literature review on the coupling
between the lattice Boltzmann and Navier-Stokes methods closes with a study that
appeared at the beginning of this PhD, and which opens up new possibilities for coupling
these two methods using machine learning (ML) techniques. As discussed earlier, the
most important component of the coupling procedure is the closure relation that links
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the macroscopic quantities to the mesoscopic ones. In this context, Pawar et al. [364]
propose a statistical inference method based on neural networks to learn this closure
relation in the case of a one-dimensional reaction-diffusion model equation. The neural
network is therefore trained to learn the particle distribution function based on the local
macroscopic information of the previous time step using segregated finite-difference and
the LB reference computations. Preliminary results reported in [364] indicate that the
MUL-based interface closure is able to produce fairly accurate dynamics. However, the
Chapman-Enskog-based closure still yields more accurate results. As pointed out by
the authors, the aim of their study was not to derive a perfect coupling methodology
on the first try but rather to explore how data assimilation can be utilised along with
machine learning techniques to couple macroscopic and mesoscopic numerical methods
when analytical closure relations are not readily available.

5.2.3 Summary of the literature review

The purpose of this literature review was to examine the various existing coupling
strategies between lattice-Boltzmann and Navier-Stokes methods. The key findings
are summarised in Table 5.2. Although all strategies have been tested on numerous
incompressible and, more often, steady test cases, there have been only a few conclusive
results on unsteady cases so far. One major issue that is common to all existing hybrid
LB - NS methods is the difficulty of maintaining the continuity of flow quantities and
particularly their gradients in the vicinity of the coupling interface. To date, none of the
existing strategies have been able to achieve perfectly smooth flow solutions across the
entire computational domain, thereby compromising their application to aeronautical
flows. This issue may be linked to the fact that no work has explored the two-way
combination of the weakly compressible LBM with a compressible Navier-Stokes method.
Indeed, there are good reasons to believe that the discontinuities and oscillations observed
may be due to the inconsistency between the LBM, which is weakly compressible, and
the NS method, which is incompressible. As a consequence, acoustic studies of the hybrid
LB-NS methods are almost non-existent, and the few studies that have covered this topic
have shown limited success. In the current state of knowledge, it is impossible to rule
on the viability of a hybrid LB - NS method for aeroacoustic applications. Finally, the
computational cost of such a hybrid method has also received very little attention. Most
existing couplings are based on an overlap between the two methods where the flow is
solved twice. Hence, this casts doubts about its effectiveness, especially with the aim
of ultimately achieving high-fidelity aerodynamic and aeroacoustic simulations using a
hybrid lattice Boltzmann-Navier-Stokes method.

In order to improve the existing coupling strategies and to shed light on all the unclear
aspects mentioned above, a new and improved hybrid lattice Boltzmann - Navier-Stokes
method was developed during this PhD following the Chapman-Enskog-based strategy.
This time, a compressible FV-NS method is combined with the weakly compressible
standard lattice Boltzmann method. Unlike existing approaches that rely on an overlap
between the numerical methods, a direct grid coupling is here proposed. Moreover,
thanks to the use of an advanced regularised collision operator, the coupling boundary
condition derived from the Chapman-Enskog expansion is found to be directly included
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Article/Thesi Target Coupling Macro-to-meso Steady Overl Smooth Acoustic
rticle/Thesis Equations strategy mapping or Unsteady veriap Gradients validation
Albuquerque et al. [340, 341] Diffusion TW Explicit Chapman-Enskog Unsteady Overlap - -
Latt et al. [46, 217] Incomp. NS TW Explicit Chapman-Enskog Steady Overlap — —
van Leemput et al. [342, 343] Reaction-Diffusion =~ TW Explicit =~ Chapman-Enskog (+CR) Steady No overlap - -
Luan et al. [347, 348] Incomp. NS TW Explicit Chapman-Enskog Steady Overlap X -
Luan et al. [349] Incomp. NS + T TW Explicit Chapman-Enskog Steady Overlap X -
Xu et al. [350] Incomp. NS TW Explicit Chapman-Enskog Steady Overlap ~ -
Salimi & Taeibi-Rahni [355] Incomp. NS TW Explicit Chapman-Enskog Unsteady Overlap - -
Tong & He [352, 353, 354] Incomp. NS + T TW Explicit Chapman-Enskog Unsteady Overlap - -
Santasmas et al. [365, 366] Incomp. NS TW Explicit ~ Chapman-Enskog (EQ) RANS/LES“ Overlap - -
Neumann et al. [17, 356] Incomp. NS TW Explicit Optimisation Steady Overlap - -
Neumann [358] Incomp. NS OW Explicit® Optimisation Unsteady Overlap - -
Atanasov et al. [357] Incomp. NS TW Implicit Optimisation Steady Overlap v -
Feiz & Menon [359, 360] NS OW Explicit© Symmetry Unsteady Overlap - ~
Yeshala & Sankar [361, 362) NS OW Explicit® Symmetry Unsteady Overlap - ~
Horstmann [188] Athermal NS TW Explicit Moment Unsteady Overlap X X
Pawar et al. [364] Reaction-Diffusion ~ TW Explicit Statistical inference Unsteady No overlap - -

@ The coupling is made between a NS-RANS and a LB-LES method. Thus, the coupling is both steady and unsteady depending on the side of the interface.

® In this study, both one-way and two-way couplings are studied, but only the one-way coupling provides exploitable results.
¢ The coupling is presented as two-way, but only the one-way formulation is used in practice.
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Table 5.2 — Summary of the literature review on the coupling between the LB and NS methods. Incomp. NS: incompressible
Navier-Stokes; T: temperature equation; OW: one way; TW: two way; CR: constrained run; EQ: equilibrium; v criterion is fulfilled;
X: criterion is not fulfilled; ~: very basic validation; — not discussed in the corresponding study.
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in the LB scheme. This eliminates the need for any additional computations or storage.
Furthermore, unsteady computations are enabled by coupling the LBM with explicit and
implicit NS time-advance schemes. Numerical results indicate that all these ingredients
lead to continuous pressure and vorticity fields across the coupling interface. Moreover,
the aeroacoustic capabilities of the present hybrid lattice Boltzmann - Navier-Stokes
method are thoroughly discussed, and some insights into the overall computational
efficiency of the hybrid method are provided.

5.3 Coupling the lattice Boltzmann and Navier-Stokes
methods

This section is now devoted to the detailed description of the core components of
the hybrid lattice Boltzmann - Navier Stokes methods developed during this PhD, as
shown in Figure 5.6. First, some fundamental concepts about the coupling interface and
the overall coupling procedure are introduced. This will help in understanding the main
issues that arise when coupling the lattice Boltzmann and Navier-Stokes methods. Then,
each of the coupling components is introduced and thoroughly discussed.

— -
finite-volume Coupling standard lattice
Navier-Stokes method strategy Boltzmann method
— )

Figure 5.6 — Scope of the present Section.

Before proceeding, it should be noted that the present hybrid lattice Boltzmann-
Navier Stokes method is implemented within ONERA’s Fast CFD environment and relies
on the FastS and FastLBM solvers. However, for the sake of generality, it is presented
in a software-agnostic way. Therefore, the main objective of this section is to introduce
a technique for coupling the lattice Boltzmann and Navier-Stokes methods together,
without requiring specific codes to be used.

5.3.1 The coupling interface and the coupling procedure

In order to illustrate how the lattice Boltzmann and Navier-Stokes methods are
coupled, a simplified one-dimensional case is considered, as depicted in Figure 5.7. The
computational domain, denoted as €2, is divided into two non-overlapping sub-domains
Qg and such that € = Qyg U and Ong N = . The finite volume
Navier-Stokes method described in Chapter 2 is used in Qng (which is referred to as the
NS domain), while the standard lattice Boltzmann method, introduced in Chapter 3, is
applied in (which is referred to as the LB domain). For both numerical methods, a
cell-centered formalism is adopted, which implies that all the flow quantities, including
the distribution functions in the case of the LBM, are stored at the centroids of the
grid cells. Additionally, to keep the discussion simple, it is assumed that both domains
are conforming and have the same grid size Ax, at least in the vicinity of the interface.
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The extension of the hybrid lattice Boltzmann - Navier-Stokes method to the case of
non-conforming grids will be addressed later in Chapter 6.

NS domain Qys

A& VE 4

T A

LB domain 2,5

NS domain LB domain =% FV-NS to LBM transfer —f> LBM to FV-NS transfer

(O NS cell center NS ghost cell [ ] LB cell center LB ghost cell

Figure 5.7 — Schematic view of a one-dimensional coupling interface. The computational
domain consists of two non-overlapping sub-domains {2yg and (2, ;. The communication
between the LB and NS methods is established using ghost cells.

The hybrid method is designed so that there is no imposed overlap between the LB
and NS domains. In this context, the communication between the numerical methods
is ensured through the use of ghost cells. At the coupling interface, both domains are
extended by a fixed number of ghost cells, where no flow solution is actually computed
by the corresponding numerical method. The ghost cells are only used to facilitate
communication with the adjacent domain through collocation, providing a simple and
cost-effective way to exchange information between the two sub-domains. Additionally,
the ghost cells also allow the same stencil-based scheme (either the LBM or the F'V scheme)
used for the interior points (O, [1in Figure 5.7) to be applied in each domain without any
changes up to the coupling interface. Therefore, the stencil of the corresponding numerical
methods completely determines the number of ghost cells added to each domain. In the
present case, the LBM uses a D3Q19 lattice, which only requires one layer of ghost cells.
However, all domains, irrespective of their underlying numerical method, are extended by
two layers of ghost cells due to the five-point stencil scheme employed by the finite volume
method (see Figure 2.6). This specific choice offers two advantages. Firstly, it facilitates
the implementation of the coupling procedure by enabling the factorisation of some
communication routines between the domains. Secondly, it allows for the computation of
gradients of the flow variables near the interface, which are essential for the accuracy of
the LB - NS coupling, as will be seen later.

The second main feature of the proposed hybrid lattice Boltzmann - Navier-Stokes
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method is that it relies on a two-way coupling between the numerical methods. As
such, two types of information transfer occur on either side of the coupling interface, as
illustrated in Figure 5.7: one from the NS domain to the LB domain ( —>), and the
other from the LB domain to the NS domain ( —#). It is now proposed to take a closer
look at what each of these transfers entails.

o The finite volume Navier-Stokes method relies on a macroscopic description of fluid
flows. As such, the information transfer from the LB domain to the NS domain
( —>) consists in imposing the vector W = (p, u,, u,, u,, T)" of flow variables
in the ghost cells of the NS domain (O) using the variables available at the
collocated LB cell centers ([), i.e. the particle distribution functions {g; }icfo,q—1]-
As mentioned in Section 5.2.2, the density and velocity components of W are
directly obtained by computing the two first discrete moments of the distribution
functions in the collocated LB cell ([J), which read as:

PO =T a0, and (0.0 = 2= d EanlCr). (G31)

Yet, it is important to note that the LBM is expressed in a specific system of
units known as “lattice units” (see Section 3.4.2), which is highly likely to differ
from the system of units used by the FV-NS method. Therefore, a rescaling step
must be included in the communication process to convert the density and velocity
components given by Eq. (5.3.1) back into the correct system of units. This topic
will be discussed in Section 5.3.2.

While Equation (5.3.1) directly links the distribution functions to the density and
velocity fields, the standard LBM does not provide an equivalent equation to
determine the temperature. This is because the use of a D3Q19 lattice results in
an athermal approximation in the LB system, leading to a constant temperature
T = Ty. Furthermore, the ensuing barotropic equation of state of the LBM does not
match the perfect gas law of the FV-NS method used in the NS domain. As will
be demonstrated later, this inconsistency, if left uncorrected, can lead to significant
errors and impair the accuracy and robustness of the hybrid LB - NS method. As
a consequence, an improved thermodynamic closure is derived in Section 5.3.3.

On their own, the rescaling step and the thermodynamic closure fully determine
the meso-to-macro mapping and therefore the LBM to FV-NS transfer ( —).

o The information transfer from the NS domain to the LB domain ( —#) poses
another challenge. The aim here is to impose the entire set of particle distribution
functions {g; }icpo,g—17 in the ghost cells of the LB domain (L]) using the variables
available at the collocated FV-NS cell centers (O). However, this leads to a one-
to-many mapping owing to the mesoscopic nature of the LBM: the information
provided by the collocated FV-NS cell centers (O) only represents a subset of the

4In this work, it has been decided to use the primitive variables instead of the conservative ones. This
decision was based on HPC considerations, as it maximises the number of multiplications (cheap) and
minimises the number of divisions (costly) in the workflow. Nevertheless, the entire coupling strategy
can be easily adapted to the case where the flow variables are used in their conservative form.
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information needed at the level of the distribution functions. For example, in a
three-dimensional case, the FV-NS method provides 5 variables at the correspond-
ing cell center of the NS domain (O): the density, the z-, y-, and z-component of
velocity and the temperature. However, when using a D3Q19 lattice, the LBM
has to deal with 19 distribution functions, leaving 14 variables missing to close the
macro-to-meso mapping. As indicated by the literature review of Section 5.2.2,
understanding how to link macroscopic variables to the LB set of distribution func-
tions is pivotal in the coupling process, and many different approaches are available.
For this work, the selected approach involves splitting the distribution functions g;
into equilibrium (g;?) and nonequilibrium (g;"“?) components. Consequently, the
distribution functions in the LB ghost cells (1) are expressed as:

gi([1,t) = g {(W(O, 1)) + ¢ ““(W(O,t)) i€0; ¢g—1]. (5.3.2)

Section 5.3.4, will detail how the corresponding equilibrium and nonequilibrium
components are reconstructed on the basis of the macroscopic variables available
in the FV-NS cell centers (O) using a Chapman-Enskog expansion.

Once a mapping relationship is established between the macroscopic variables and
the distribution functions, the FV-NS to LBM transfer ( —# ) is fully determined.

To conclude the discussion on the simplified case of Figure 5.7, the time advance
procedure of the hybrid lattice Boltzmann - Navier-Stokes method is now addressed.
As the hybrid method is specially designed for unsteady aerodynamic and aeroacoustic
simulations, it relies on an explicit (or weak) coupling (see Figure 5.4). This approach is
much simpler to implement and less computationally intensive than an implicit (strong)
coupling, where each sub-domain must iterate until the flow solution on either side of
the coupling interface converges. The overall temporal communication between the LB
and NS domains is illustrated in Figure 5.8. For each time-step, the LB and NS methods
compute their own updated flow solution for time ¢ + At based on the solution at time t.
Then, they exchange their updated flow values at the coupling interface and move on to
the next time step, where the process repeats.

Update NS Update NS
--->f NS . NS . NS |[--->
flow solution flow solution
Time Time Time
interpolation interpolation interpolation
7 7 7

Update LB | | Update LB
LBM . . > LBM . > LBM --=>
ow solution | l flow solution

° o °
t— At t t+ At

-

Figure 5.8 — Temporal communication between the LB and NS domains. Both numerical
methods use the same time step At and communicate at each iteration.

As shown in Chapter 3, the standard LBM relies on an explicit single-step time-
marching scheme and operates at a constant CFL number which is given by Eq. (3.4.37).
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In contrast, the finite-volume Navier-Stokes method offers various time-stepping options.
To retain the great flexibility of the NS method in selecting time-stepping schemes,
Section 5.3.5 will introduce a methodology for bridging the LBM with both explicit and
implicit time advance schemes using time interpolation techniques. This constitutes the
final building block in the proposed coupling procedure.

In summary, the proposed hybrid lattice Boltzmann - Navier-Stokes method relies
on four fundamental components: (1) a rescaling step, (2) a specific thermodynamic
closure, (3) a Chapman-Enskog-based reconstruction of the lattice Boltzmann distribution
functions, and (4) a coupling of time-marching schemes. Each of these components is
now explained in detail in the following subsections.

5.3.2 Rescaling of macroscopic flow quantities

In the communication process of the hybrid method, only the macroscopic flow
variables are exchanged between the LB and the NS domains. These variables correspond
to the 5 components of the vector W = (p, uy, u,, u,, T)?, which also turn out to be
the only variables that the lattice Boltzmann and finite-volume Navier-Stokes methods
have in common. When the LB and NS domains conform (as shown in Figure 5.7), the
communication process is straightforward — the values of the macroscopic flow variables
obtained at the computed cell centers (O, []) are copied from one domain to the collocated
ghost cells of the other (], ©O). Nonetheless, a rescaling step must be performed for each
data exchange between the LB and NS domains. This is because each numerical method
is usually implemented in its own systems of units.

Hereafter, any variable expressed in “lattice units” is denoted by 01°° while T refers
to its non-dimensional value in the systems of units used by the FV-NS method.

Referring to Section 3.4.2, the lattice Boltzmann method uses the grid- and time-steps
Ax and At as characteristic length and time scales for the non-dimensionalisation process.
Additionally, a reference density pg is also introduced to non-dimensionalise the density
field so that, on average, p'® = p"B/py = 1. While it is also common practice to use a
non-dimensional formulation of the finite-volume Navier-Stokes method (to minimise
rounding errors, for example [68]), it is of utmost importance to note that the conversion
factors in the NS framework are most of the time chosen as flow-dependent quantities,
such as the free-stream velocity U, density p.,, and a geometrical characteristic length
Ly for instance rather than numerical parameters like Ax and At. Therefore, when
exchanging data between the LB and NS domains, the density and velocity variables
must be scaled using the following formulas:

—NS _ pop™” —NS _ " Ar
p°=——m\ and 7T, = )
Poo U At

(5.3.3)

In Equation (5.3.3), Az and At refer to the grid and time steps of the donor domain. If
the LBM is coupled to a dimensional NS-FV method, the corresponding scaling formulas
can be derived from Equation (5.3.3) by setting Uy, and ps to 1.

As regards the temperature variable, no rescaling is necessary when exchanging its
value between the LB and NS domains, as in the athermal assumption of the standard
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LBM a constant temperature T' = T} is imposed. However, to ensure a smooth transition
between the LB and NS flow solutions, an improved thermodynamic closure is proposed.

5.3.3 Thermodynamic closure

The literature review of the existing hybrid lattice Boltzmann - Navier-Stokes methods
conducted in Section 5.2.2 revealed that, so far, the LBM has been mostly coupled with
an incompressible finite-volume Navier-Stokes method (see Table 5.2). Consequently,
the data transfer from the LB domain to the NS domain ( —>) only involved the
velocity field, and the corresponding pressure field was computed using the Poisson
solver embedded in the FV-NS method. On the other hand, when transferring data from
the NS domain to the LB domain ( =) the density field required by the LBM was
imposed based on the NS pressure field. In the present study, a completely new and
different approach is proposed by combining the LBM with a compressible finite-volume
Navier-Stokes method. This requires the exchange of all five components of the flow
variable vector W = (p, uz, uy, u., T')" between the domains, including the transfer of
an energy variable from the LB domain to the NS domain. This last point raises a
fundamental issue as the athermal assumption in the standard LBM implies that the
concept of energy is meaningless in the LB domain. Nevertheless, this section details
how it is still possible, given some assumptions, to estimate temperature fluctuations
using the athermal LB flow solution.

The proposed thermodynamic closure suggests using pressure as an intermediate
variable to reconstruct temperature fluctuations around the reference temperature of the
LBM, denoted as Ty. To that end, it should first be recalled that the lattice Boltzmann
method, although limited to weakly compressible flows, is not an incompressible method.
Hence, it can simulate pressure fluctuations that obey a barotropic equation of state (Eq.
(3.3.43)). By splitting the density into a reference and fluctuating part as p = py + 0/,

one gets:
LBM

p = pcg = pocg + p'cg = pi"M + p'ch (5.3.4)
where cg = /vRTj is the speed of sound simulated by the LBM thanks to the acoustic
scaling (Eq. (3.4.37)). Even though the barotropic equation of state does not match the
ideal gas law used in the FV-NS method (p = pRT), it can still be linked to it.

Assuming a calorically perfect gas (i.e. for which ¢, is constant), it can be shown [52]
that the ideal gas law is equivalent to:

’Y —
P <£) exp (S SO) : (5.3.5)
Do Po Cy

where the constants pg, pg and sy refer to values at some constant reference state. In
other words, the ideal gas law can be expressed under the following form p = p(p, s).
Yet, for small deviations from this reference state, Eq. (5.3.5) can be approximated by
linearisation [103, 367]:

Ip Ip
. !~ / /
P—p0+p~po+9(@p>s+s <8s)p7 (5.3.6)
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where py = poR1y and p’ and s are the density and entropy fluctuations respectively.
This equation can be further simplified by assuming nearly-isentropic disturbances (i.e.
s’ =0). As such Eq. (5.3.6) becomes:

P po+pch (5.3.7)
since the speed of sound cq is given by ¢y = (Op/dp)s = VYRTp.

By comparing the fluctuating parts of Equations (5.3.4) and (5.3.7), it can be seen that,
for small and nearly-isentropic disturbances, the LBM correctly computes the pressure
fluctuations even though the reference pressure pg™ differs from the one in Equation
(5.3.7) by a factor . Therefore, starting from the pressure fluctuations calculated by the

LBM, it is proposed to reconstruct the temperature fluctuations around 7j by using the
perturbed perfect gas law:

(po +2') = (po + ) R(To + T"). (5.3.8)

After basic manipulations and using the fact that py = poRTj, the temperature in the
NS-FV ghost cells can be obtained through T'(O) = Ty + T"(O) where

p'(0) — P (E)RTy _ (p(0) — po) [(c§ — RTo]
p(CHR p(C) R '

Thanks to this equation, it is thus possible to estimate temperature fluctuations using
only the density calculated by the LBM.

T'(0O) = (5.3.9)

It is important to note that the temperature reconstruction 1" = Ty + T" where T”
is computed using Equation (5.3.9), is not always valid despite the interesting result it
produces. Indeed, two simplifying assumptions were made about the perfect gas law
to obtain Equation (5.3.9). Firstly, the perturbations are assumed to remain small
around the reference state so that the linearisation performed in Equation (5.3.6) makes
sense. Secondly, the flow is assumed to be quasi-isentropic to ensure equivalence between
Eq. (5.3.6) and Eq. (5.3.7). As such, Equation (5.3.9) should rather be seen as a
linear approximation of isentropic temperature fluctuations. To elaborate on this point,
Figure 5.9 compares the isentropic equation of state and its linearised version. Both
equations of states match at the reference state defined by (pg, po). However the deviation
between the two increases as soon as density fluctuations exceed a few percent of the
reference value pg. Therefore, Figure 5.9 clearly shows that the result of Equation (5.3.9)
is valid only under very specific conditions. Because of this, the thermodynamic closure
restricts the location of the coupling interface between the LB and NS domains to flow
regions where entropy fluctuations are negligible. Despite this restriction, the present
thermodynamic closure can still handle numerous configurations of interest, since most
acoustic phenomena are isentropic. Going back to the practical applications presented in
Figure 5.3, the hybrid LB - NS method, in its current state, allows the NS method to be
used in non-isentropic zones while the LBM can be used for acoustic propagation. All
the validation test cases presented in Section 5.4 will focus on this specific feature.

5.3.4 Reconstruction of the distribution functions

With the results of Sections 5.3.2 and 5.3.3, a direct mapping from the distribution
functions to the macroscopic flow state variables, including temperature, has been
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Figure 5.9 — (Left) Comparison of the isentropic equation of state and its linearised
version. (Right) normalised deviation between the isentropic equation of state and
its linearised version. The colour scale quantifies the deviation as a percentage of the
reference pressure py.

established. However, it should be recalled that the hybrid lattice Boltzmann - Navier-
Stokes method introduced in this Chapter relies on a two-way exchange between the
numerical methods. Therefore, this section deals with the opposite mapping: it discusses
how the entire set of LB distribution functions can be reconstructed from the macroscopic
flow state vector W = (p, uy, uy, us, T)". As already mentioned, this results in a one-to-
many problem, that is similar to the one that appears when initialising a LB computation
from macroscopic data [312], and various closures have been proposed in the literature
(see Section 5.2.2 and Table 5.2) to address this issue.

The approach retained in this work follows the fundamental idea of Skordos [312],
which was later applied to the design of hybrid LB-NS methods by Albuquerque, Latt and
co-workers [46, 341]. Tt consists in splitting the distribution functions into two components:
an equilibrium and an off-equilibrium component. As a result, the distribution functions
in the ghost cells of the LB domain are reconstructed by (see Figure 5.7 for notations):

gi([1,t) = gi/(W(O, 1)) + g, ““(W(O,t)) for each i€ [1; 19]. (5.3.10)

While the equilibrium component g;? is known analytically and corresponds to the
equilibrium distribution function of the corresponding lattice Boltzmann scheme, the
off-equilibrium component g¢;“/ has yet to be determined. This is the topic of the
present section where a general methodology based on the Chapman-Enskog expansion is
introduced to bridge the LBM with any other macroscopic model. The following procedure
differs from the one proposed by Latt [16] in that no prior simplifying assumptions are
made on the space and time dependence of the distribution functions.

5.3.4.1 Mixed Taylor/Chapman-Enskog expansion

As a first step in determining the off-equilibrium component ¢;"“? of Eq. (5.3.10), a

mixed Taylor/Chapman-Enskog expansion is performed on the lattice Boltzmann scheme

200



5.3. Coupling the lattice Boltzmann and Navier-Stokes methods

with corrected HRR collision model (see Section 3.5.2.3). In Chapter 3, the Chapman-
Enskog expansion was shown to be a powerful mathematical tool for bridging the gap
between the Boltzmann equation and the evolution laws of the macroscopic quantities of
interest. Therefore, the aim is to carry a similar expansion on the LLB scheme, i.e. the one
applied in the LB domain, in order to derive an equation that defines the off-equilibrium
component g,/ of Eq. (5.3.10) as a function of the macroscopic quantities of the fluid.
However, this procedure differs from the continuous case detailed in Section 3.2.4.2 as the
LB scheme now involves two asymptotic parameters: the discretisation variables (Az, At),
and the Knusen number Kn (through the relaxation time 7) . This is why the analysis
that follows is referred to as a mixed Taylor/Chapman-Enskog expansion: a Taylor
expansion is first used to treat the discretisation variables, and the Chapman-Enskog
expansion is then used to connect the mesoscopic scale to the macroscopic one.

Step 1: Taylor expansion. As a starting point for the Taylor expansion, the regu-
larised collision step given by Equation (3.5.14) is written in a slightly different way by
introducing the time-step At and by recasting it in a BGK-like fashion:

gi(x + &ALt + At) = gi(x,t) — g (gi(z,t) — gi%(x,t)) + %wi(a:,t). (5.3.11)

Assuming that the time step At is small, a second-order Taylor-expansion is performed
on the left-hand-side of equation (5.3.11) yielding:

At?

At
5 =

AtD,g; + —D3g; = — = (9 — ;") + %wi + O(At?), (5.3.12)
where D; = 0; + §,0, is the linear advection operator. For the sake of clarity, the explicit
space and time dependence of distribution functions and the corrective term have been
dropped in Equation (5.3.12).

In previous works that focused on the design of hybrid LB-NS methods such as
(347, 352], the second-order derivative term in Equation (5.3.12) was assumed to be
negligible without providing any rigorous explanation. In fact, this term can actually
be discarded by applying (At/2)D; to the equation itself. By dividing the resulting

equation by At, one obtains:

1 At At 1
D.gi — {— + _Dz:| Y = {—_ - :} Digi " + O(At?), (5.3.13)
2 2 2T T

where the off-equilibrium component of the distribution functions is revealed through
g = g; — g%, At this stage, a first relation defining the off-equilibrium distribution
functions is obtained. Nevertheless, it is of very little practical interest in its current form.
Even though the corrective term depends on the macroscopic variables, the left-hand side
of Eq. (5.3.13) still involves the distribution function g;, whose functional dependence on
the macroscopic variables remains unknown. To alleviate this issue, a Chapman-Enskog

expansion [1306] is now performed.
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Step 2: Chapman Enskog expansion. The Chapman-Enskog expansion has already
been introduced in detail in Chapter 3. Therefore, only a brief recap is provided here.
Instead, the differences between the present analysis, which is conducted in a discrete
space and time framework, and the one performed in Section 3.2.4.2 will be highlighted.

When originally introduced, the Chapman-Enskog expansion suggested expanding
the space- and time-continuous distribution functions f; in powers of a small parameter
¢, which can be identified as the Knudsen number Kn:

o)

filo(a, ), pu(a, )] = > £ [p(x, 1), pul(z, 1)]. (5.3.14)

n=0

In the literature, when deriving closure relations for the macro-to-meso mapping, the
Chapman-Enskog analysis is almost always carried out by expanding the discrete distri-
bution functions g; in powers of € around their equilibrium. However, the expansion given
by Equation (5.3.14) can not be applied as is on Equation (5.3.13) owing to the change
of variable performed when discretising the DVBE in both space and time. Indeed, in the
case of the corrected HRR collision operator, the space- and time-discrete distribution
functions g; are defined as:

At o At
gi=fi+ ;(fi - - - Vi (5.3.15)

As Gendre et al. [300] rightly pointed out, this change of variable results in a difference
of one order of magnitude in the expansion parameter between the continuous (f;) and
discrete (g;) distribution functions. So, to be fully rigorous, the following expansion has
to be used instead, which combines Equations (5.3.14) and (5.3.15):

gi=> 1"+ 5 (Ze 1 =1 q) - S, (5.3.16)
n=0

n=0

where the corrective term 1); has been expanded to the first order [222, 368]. In addition,
it can also be shown (see [369] for the details) that:

At [
neq __ . _eq __ i n (n)_ €q —
9 =09 —(1+27) (Ze fi fi)_

n=0

RE Al

(i i — fo) . (5.3.17)

n=0

That being said, the Chapman-Enskog expansion also requires the expansion of the
time derivative operator in powers of e:
K 0

0

as well as a first-order expansion of the space and time continuous relaxation time 7 = er.

After substituting Equations (5.3.16), (5.3.17) and (5.3.18) into Equation (5.3.13),
and assuming a scale separation between orders in €, an infinite hierarchy of equations is
obtained. By virtue of the Chapman-FEnskog expansion carried out in Section 3.2.4.2
it is now known that a first-order expansion is sufficient to recover the behaviour of
the Navier-Stokes equations. Therefore, by keeping only the first two equations of the
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hierarchy (i.e. the ones corresponding to O(e’) and O(¢)), the following relations are
deduced: ]
0:——(
-

which confirms that f; 0 = 7, and

7

19— f-eq) +O(AR), (5.3.19)

9 9 | ro _ Lo 2
(L‘?t(”) +£i@w} fi wz) = ——fi +O(AF). (5.3.20)
This last equation is the cornerstone of the proposed coupling procedure. Indeed, it
shows that the first-order truncated off-equilibrium distribution functions fi(l) are fully
determined by the equilibrium distribution function, along with its space- and time-
derivatives, and the corrective term. This equation is a significant improvement over
Equation (5.3.13), since it establishes a direct link between the off-equilibrium distribution
functions and the macroscopic flow variables, which are included in the definition of
equilibrium and the corrective term. However, it should be kept in mind that Eq. (5.3.19)
only defines the first-order approximation of f”eq in terms of the Knudsen number. Yet, as
previously mentioned, a first-order Chapman-Enskog expansion is sufficient to recover the
Navier-Stokes dglnamics. Therefore, in the following, only the first-order off-equilibrium
contribution f will be used to reconstruct the distributions in the ghost cells of the LB
domain. In other words f¢ ~ f" in Equation (5.3.10), and is denoted by f“*")

Finally, as highlighted by the O(At?) error-term in Equation (5.3.20), the defining
relation of f;" (1) ig second-order accurate which means that the second-order convergence
of the LB scheme is naturally preserved by this reconstruction procedure. This property
will be checked later by studying the convergence of the hybrid LB - NS method on the
test case of the convected vortex in Section 5.4.2.

5.3.4.2 Expressing the off-equilibrium contribution

Taking a step back, the analytical expression of f;* “(1) a5 a function of the Macroscopic
variables still needs to be determined, which, it should be recalled, is the ultimate goal of
all the mampulamons performed in this section. A first hint of the functional dependence

of f"eq on the macroscopic variables is given by Equation (5.3.20).
The equ1hbr1um distribution function f;? is linked to the off-equilibrium distribution

negq,(

through space and time gradients. While f? depends solely on the
neq,(1)

functions f;
macroscopic fields p(x,t) and pu(z,t), it is evident that f; will depend on the same
macroscopic quantities but also their gradients. To further substantiate this claim, it can
be shown that the space- and time-derivatives of the equilibrium distribution function in
Eq. (5.3.20) can be simplified with the chain rule, leading to:

offt of* op  Of" Ouy afft  off"0p  OffT uy

N __ 9l op Ik 3.21
2O~ 0p 010 " oup ot M oz T 0p oz | ouy, o (5:321)

In turn, all the time-derivatives can be expressed as spatial derivatives thanks to the
macroscopic conservation equations (similarly to what was done in the Chapman-Enksog
expansion in Section 3.2.4.2). As such, once a given equilibrium distribution function is

neq,(

chosen, an analytical formula that relates f; ) to the macroscopic flow variables and
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their gradients is obtained. It is important to note that this procedure is applicable to
any equilibrium distribution function without prior assumptions. This is a fundamental
result, as using gradients to define anQ( ) introduces new information at the coupling
interface, which helps to alleviate the one-to-many problem when reconstructing the
distribution functions from the macroscopic variables.

Link with the HRR collision model. In the present work, the LBM is used with the
hybrid recursive regularised (HRR) collision model (see Section 3.5.2.3). This collision
model not only offers an increased stablhty, but also has the advantageous characteristic
that the analytical expression of f"eq’ Y is genuinely incorporated into the scheme. This
eliminates the need for additional storage or computations, making the HRR collision
model an attractive choice for implementing an efﬁcient hybrid LB-NS method. The link
between the reconstruction procedure of fneq’ and the HRR model is now clarified.

As introduced in Section 3.5.2.3, when using the HRR collision model, both the
equilibrium and the off-equilibrium distribution functions of the bulk lattice Boltzmann
solver are expanded using the Hermite formalism. Therefore, it is suggested to expand
i and f"" Y appearing in Equation (5.3.20) on the basis of Hermite polynomials:

N N
]' n n ne - ]‘ n n
[ = wiz T |a( ) ’Hg ) and fi @) — Z C%n'ag ) ’HE ), (5.3.22)
n=0 % n=o 8 '

where a(()n) and agn) are the discrete equilibrium and off-equilibrium Hermite coefficients

defined as: . .
a,(()n) = Z fieq’HEn) and a,gn) = Z f;wq’(l)’}-tl(n). (5.3.23)
i=1 i=1

By projecting Equation (5.3.20) onto the basis of Hermite polynomials and using Ro-
drigues’ formula [141], it simplifies into:

d ) 0 o+ 4= (2) 1w
aao,al.“an + aan Oa1 O Op 1 +c Z a OOci +52na’¢,a1a2 = T 1a1 Ro7on) (5324)

where aq, ..., , are the tensor indices such as a; € {z,y,z} for each i, and @; =
Q... 1Q ... Equation (5.3.24) is similar to the one derived in [152], but in its
present form it includes a contribution from the corrective term 1; through afZLlaQ. The
most interesting point about this term is that it only contributes to Equation (5.3.24)
when n = 2. Indeed, as shown by Equation (3.5.13), the corrective term is defined with
second-order Hermite polynomials. As such, by virtue of the orthogonality properties of
Hermite polynomials [141], one directly has afﬁlﬂ_._an = 0 if n # 2 which justifies the use
of the Kronecker delta d,, as a prefactor.

After some algebra (the reader is referred to [152] for the detailed calculation steps),
Equation (5.3.24) can be further simplified as:

ag?o)qman = uanag"all oy T Zual ,a )ian for n > 3. (5.3.25)
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5.3. Coupling the lattice Boltzmann and Navier-Stokes methods

As for Equation (5.3.24), the resulting recursive relation is nearly identical to the
one derived in [152]. However, there is an implicit difference in the definition of af)
which constitutes the initialisation step of the recursive formula. In [152] the Hermite

coefficient a§2) was computed thanks to a Chapman-FEnskog expansion, which lead to

al?) = —2p7¢2S + O(Ma?) where S = 1 (Vu + VuT). The cubic Mach error term (which
does not appear in the continuous Navier-Stokes equations) was then neglected thanks
to a low Mach number approximation. However, in the present case, the v; corrective
term is specifically designed such as to remove the cubic Mach error term. Therefore,
after a Chapman-Enskog expansion one obtains aEZ) = —2p7c?S exactly. This means
that all the quadrature-related error terms are properly discarded, and no approximation
regarding the Mach number has to be made.

From Equation (5.3.25), the discrete off-equilibrium Hermite coefficients aﬁ”) up to

the third order can be readily obtained, leading to:
a” =0,
al =0,
a§2) = —prc; (Vu + VuT) ,

@3 _ (2) (2) (2)
al,a6~/ - uaa1,67 + uﬁa’l,a’y + u‘/al,aﬂ'

(5.3.26)

By comparing these discrete off-equilibrium Hermite coefficients a§”) with the definition
of the HRR collision model given in Section 3.5.2.3, it becomes clear that the analytical
expression of f;' () ohtained through the reconstruction procedure can be interpreted
in regard to the HRR collision operator. In fact, it is equivalent to applying the hybrid
regularisation step in the LB ghost cells ([]) with a value of o = 0. The only difference
with the original formulation of the HRR model is that all the macroscopic information

is now provided by the NS-FV collocated cells (O).

5.3.4.3 Summary of the reconstruction procedure

In summary, the aim of this whole section was to address the one-to-many mapping
issue that occurs when transferring data from the NS domain to the LB domain ( —).
To solve this issue, the distribution functions g; in the LB ghost cells (1) are split into
an equilibrium and an off-equilibrium part. While the equilibrium part can be computed
directly thanks to its analytical formula, the off-equilibrium part is determined through
a mixed Taylor/Chapman-Enskog expansion. As a result, the off-equilibrium is shown to
depend on macroscopic flow variables as well as their gradients. This dependence of the
off-equilibrium components on gradients is the most significant outcome as it provides
new information for resolving the macro-to-meso mapping issue. Going back to Equation
(5.3.10), the reconstruction procedure is finally defined as follows:

gi( 7t) = gfq(W(O, t)) + gzpeq(w(o’ t)v VW(07 t))

= . (5.3.27)
= [{W(O.0) + — 7 (W(O,1), YW(O, 1)

where f7°?!) is the off-equilibrium contribution defined by Equation (5.3.20). Addition-
ally, it has also been demonstrated that the present reconstruction procedure is a genuine
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part of the HRR collision model when the hybridisation parameter o is set to zero in the
LB ghost-cells ([]) and when the velocity gradients are computed from velocity values of
the FV-NS collocated cells (O). Hereafter, the gradients of the macroscopic variables
will always be calculated using a standard second-order centered finite difference scheme
unless explicitly stated otherwise. This justifies the use of two ghost cells for each domain
near the coupling interface, providing an adequate stencil for the evaluation of gradients.

5.3.5 Coupling of time advance schemes

In Sections 5.3.2, 5.3.3 and 5.3.4 the communication theory between macroscopic and
mesoscopic variables ( —#, and —>, see Figure 5.7 for notations) has been established.
However, there is still one point that requires further investigation, which is the coupling
of time advance schemes. It is worth noting that this topic has received little attention
in the literature when designing hybrid lattice Boltzmann - Navier-Stokes methods.
Therefore, it is proposed to examine this point in more detail here.

As already mentioned in Section 5.3.1, the “Stream & Collide" algorithm of the LBM
relies on a specific time and space discretisation, resulting in a single-step second-order
explicit time advance scheme. Additionally, the CFL number of the LB scheme is fixed
and imposed by the lattice constant ¢, = 1/ V/3. As a consequence, the LB scheme (in its
standard formulation) offers very little flexibility with regard to the time scheme. On
the other hand, the FV-NS method is derived using the method of lines, where both the
space and time scheme can be chosen separately — provided that stability constraints
are respected. In this context, two time integration methods can be distinguished: the
explicit and implicit ones. Explicit methods offer better accuracy and improved HPC
capabilities, but their time step is restricted by some strict stability criteria. In contrast,
implicit methods can handle larger time steps owing to their increased stability but come
with a higher computational cost. Clearly, each time integration method has its own
advantages and drawbacks. The aim of the temporal coupling between the LBM and
the FV-NS method is to maintain the flexibility provided by the NS method by allowing
the selection of the most suitable and efficient time-stepping scheme for hybrid lattice
Boltzmann - Navier-Stokes computations.

Hereafter, it is assumed that the lattice Boltzmann and Navier-Stokes methods use
the same time step, at least in the vicinity of the coupling interface. This common time
step will be denoted by At = AtNS = At"BM_ For hybrid LB - NS computations, the
time-step At is always imposed by the lattice Boltzmann method through to the acoustic
scaling (Eq. (3.4.37)). As such, given a grid spacing Az (which is also assumed to be the
same between the LB and NS domains, at least at the coupling interface), the time-step
is defined by At = Axcg/co where ¢y is the speed of sound. However, this does not pose
any stability problems for the FV-NS method. In fact, the CFL number of the FV-NS
method is defined using the propagation speed ¢ + |u|, which leads to:

(co+ |u|)At  (co+ |u|)es (1 + Ma)
Flng = = = 3.2
CFLxs Ax Co V3 (5.3.28)

It can be seen that the CFL number of the FV-NS is always less than one, provided that
Ma < v/3 — 1 ~ 0.732. This confirms that for the range of flows considered (Ma < 0.3),
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5.3. Coupling the lattice Boltzmann and Navier-Stokes methods

the Navier-Stokes method will always remain stable. Nonetheless, using the LBM to
impose the time step somewhat restricts the capabilities of the hybrid LB-NS method.
In reality, Navier-Stokes methods can operate at CFL numbers higher than those of
Equation (5.3.28) while remaining stable. As a result, in order to benefit from the
flexibility of NS methods in admitting larger time steps, future research may include
extending the hybrid lattice Boltzmann - Navier-Stokes to non-conforming time steps.

5.3.5.1 LBM/Explicit coupling: the case of Runge-Kutta schemes

The first time coupling which is introduced concerns the coupling of the LBM with
an explicit multi-step Runge-Kutta scheme. By definition, a s-step explicit Runge-Kutta
(RK) scheme allows to compute U™"! — solution of an evolution equation of the form
0, U = R(U) — at time t,,1 = (n + 1)At by using U" and s — 1 intermediate estimations
U™, Hence, the evolution is governed by the following formulas [37]:

tn’i - tn + CiAt7 )
U™ = U"+ At 23;11 ain”J” (5.3.29)
R™ = R(U™),

where 1 < 1,7 < s. The i-th intermediate time, the i-th intermediate value, and the 7-th
intermediate evaluation of the residual between t,, and t,,+At are denoted by t™¢, U™ and
R™" respectively. The solution at time ¢"*! is then given by U™t = U"+ At Y7 b R™.
The method is fully defined by its real coefficients a;;, b;, and ¢;.

The key element to notice when trying to couple the LBM with an explicit multi-step
RK time-stepping scheme is that appropriate boundary conditions have to be specified
for each intermediate time ¢™*. This is illustrated in Figure 5.10 in the particular case
of a coupling between the LBM and the low-storage explicit RK3 scheme used in FastS
and introduced in Section 2.3.1. While the LB directly updates its corresponding flow
solution for time t,, + At based on the solution at time ¢, in a single step, an iteration
with the RK3 algorithm is broken down into three substeps. After completing the first
sub-step, an intermediate flow solution at time ¢, + co At is obtained for the NS domain.
However, in order to perform the second sub-step, the five-point stencil of the FV-NS
scheme requires the knowledge of the flow solution at time ¢, + coAt in the two first
cells of the LB domain. Unfortunately, this solution is not readily available. The same
issue arises in the third and last substep: the NS domain requires the knowledge of the
flow solution at time ¢,, + c3At in the two first cells of the LB domain. Three different
strategies can be considered to tackle this issue. The first, and most naive approach, is to
continue imposing the boundary conditions from the solution in the LB domain at time
t,. The second approach is to rely on interpolations to estimate a LB solution at the
intermediate time t,, + coAt based on the flow solution at ¢, + At and also at previous
time steps. The third strategy, proposed by Horstmann, suggests reducing the size of the
NS domain for each substep, which would eliminate the dependence on the LB domain.
However, this comes at the expense of increased computational cost, as the LB and NS
domains would need to overlap. In this work, the second approach which involves using
time interpolations is preferred. Later in Section 5.4, it will be demonstrated that time
interpolations are mandatory in the context of aeroacoustic simulations.
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Figure 5.10 — Temporal coupling between the low-storage three-step explicit Runge-
Kutta scheme of FastS and the lattice Boltzmann method through time interpolations.

From a practical point of view, the interpolations are carried out using Lagrange
interpolating polynomials. Given a set of k + 1 distinct data points (¢;, W{ 5\,), the k-th
order Lagrange interpolating polynomial reads as:

k k

: t—t;

L(t)=Y Ulpy ( 1T - _t'> . (5.3.30)
§=0 i=0,j#i J ¢

In the following, 0" to 4*" order interpolations will be compared. Table 5.3 summarizes

the time levels and flow state values used for each interpolation order. The Lagrange

polynomial is computed using backward interpolation, where prior time levels are added
to expand the interpolation stencil.

Order [ (tn-3,Urga) | (ta—2, Urga) | (ba-1, Uipag) | (o Ulpn) | (tns1, Ulgn)

0 X X X X v
1 X X X v v
2 X X v v v
3 X v v v v
4 4 4 v v v

Table 5.3 — Data points required for the computation of the interpolating Lagrange
polynomials. X: solution not used, v": solution used.
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5.3.5.2 LBM /Implicit coupling: the case of the Gear scheme

The second time coupling which is introduced concerns the coupling of the LBM
with an implicit time-stepping scheme. In some cases, implicit time stepping might
be beneficial due to its ability to deal with larger time steps, especially for turbulent
boundary layers [88]. To this end, and to take advantage of the flexibility offered to users
in choosing between various time-stepping strategies for finite-volume scheme schemes,
a coupling procedure between the LBM and an implicit scheme is presented. More
particularly, Gear’s backward differentiation formula implicit scheme [86, 93] will be used.
Applied to an evolution equation of the form 9,U = R(U), it reads:

3Un+1 _ 4Un + Unfl
2

FU™Y) =0, where F(U™)= +AtR(U™). (5.3.31)

The resulting non-linear problem is solved iteratively (see Section 2.3.2 for the details).
At the beginning of each iteration the solution increment is fixed at zero in the NS-FV
ghost cells. This corresponds to a Dirichlet condition. Thus, all boundary conditions
are treated explicitly in the present implementation, which has the advantage of being
computationally inexpensive. However, this can introduce numerical noise at the interface
between the sub-domains, particularly if the linear system resolution process has not
sufficiently converged. Therefore in the following hybrid LB - NS computations, care has
been taken to ensure that enough iterations of Newton’s internal process are performed to
eliminate the errors due to the explicit treatment of the boundary conditions. This point
will be further discussed in greater detail in the case of the convected vortex in Section
5.4.2. All in all, the coupling of the LB scheme with this implicit time stepping method
is much more straightforward than in the explicit case. The LB domains perform their
iteration first then, the solution at time ¢,,,1 being known, it is applied on the boundaries
of every NS domain throughout the entire solving process of Equation (5.3.31).

5.4 Validation of the hybrid LB - NS method

In order to validate the proposed hybrid lattice Boltzmann - Navier-Stokes method
and demonstrate its capabilities in computing unsteady flow problems, three aerodynamic
and aeroacoustic test cases are studied. Firstly, the effect of the coupling components
introduced in Section 5.3 is thoroughly examined on a one-dimensional plane Gaussian
acoustic wave. Secondly, the coupling strategy is validated with the well-known convected
vortex test case. Finally, the acoustic capabilities of the hybrid method are assessed
through the computation of a monopole acoustic source.

All simulations in this study are carried out on pseudo-2D domains with a transverse
extension of 10Ax where Ax is the grid size. Hence, the three-dimensional formulation
of the lattice Boltzmann and Navier-Stokes methods is used, but periodic boundary
conditions are applied in the transverse direction to maintain 2D flow. Additionally,
the sound speed is fixed at ¢y = 347.3 m.s~!, the specific gas constant is R = 287.053
J.kg=' . K~! and the heat capacity ratio is v = 1.4. Unless otherwise stated, the viscosity
is v = 1.5 x 107° m?/s, which is representative of aeronautical air flows.
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5.4.1 Plane Gaussian acoustic wave

The first test case introduced here is a convected one-dimensional acoustic wave.
This test case serves two fundamental purposes: firstly, to validate the coupling strategy
between the lattice Boltzmann - Navier-Stokes methods, and secondly to highlight the
impact of the different coupling components introduced in Section 5.3 on the accuracy
and robustness of the hybrid LB - NS method. Additionally, the dissipation of the hybrid
method will be briefly examined so as to assess its ability to propagate acoustic waves.

A Gaussian downstream acoustic wave is initialised as follows [38]:

—(z — xc)? |

plr) = po+AeXp[ oI

(5.4.1)
uz(x) = Uz — (p(x) — po)co,

where py = 1.1765 kg.m 3 is the free-field density, A = 10™* kg.m ™3 is the amplitude
of the perturbation, and x. = 0.5 is the initial position of the wave. The width of the
Gaussian is controlled by R., which is set to R, = 20Ax where Az is the uniform grid size,
thereby ensuring a well-resolved wave. Additionally, the acoustic wave is superimposed
on a uniform mean flow U, = Macy with a Mach number of 0.1.

The computational domain, depicted in Figure 5.11, is a periodic box with dimensions
[4L, L,10Az], where L is a reference length equal to 1 m. It is divided into two sub-
domains Qg and Qppy, each with dimensions [2L, L, 10Az]. The uniform grid size
is set to Az = L/200 = 5 x 1073 m, and the time-step is chosen to enforce a CFL
number of CFL = 1/4/3 = 0.57 for both the lattice Boltzmann and finite-volume Navier-
Stokes methods. As recommended in Chapter 4, the time integration on the FV-NS
side is performed using the 3"%-order explicit Runge-Kutta scheme so as to limit the
over-dissipation of the acoustic wave. Periodic boundary conditions are implemented at
the borders of the computational domain in the z,y, and z directions.

(1 + Ma)cg
e

p() Acoustic
wave

/ Yy

Ona 7
3INS ’ /
/
~ > T

Figure 5.11 — Schematic representation of the computational domain and initial density
profile for the one-dimensional plane Gaussian acoustic wave test case.

5.4.1.1 Validation of the coupling components

As a first step towards the validation of the hybrid lattice Boltzmann - Navier-Stokes
method described in Section 5.3, the coupling components are examined separately to
highlight their importance in achieving a viable computational strategy.
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5.4. Validation of the hybrid LB - NS method

Thermodynamic closure. First, the influence of the thermodynamic closure derived
in Section 5.3.3 is investigated. Two simulations are conducted: one where a constant
temperature Ty is enforced at the coupling interface and another where temperature
fluctuations T" are reconstructed using the result of Equation (6.5.1). Both computations
are run until the acoustic wave reaches the interface between the LB and NS domains.
Figure 5.12 compares the corresponding relative density profiles (p — pg)/A at the end of
the computations. It can be seen that spurious oscillations appear in the density (and
temperature) field on the Navier-Stokes side when a constant temperature is applied. In
contrast, the solution in the lattice Boltzmann domain is unaffected by these oscillations
and remains smooth. This behaviour is consistent with the athermal assumption made
when using the D3Q19 lattice. Since the LBM simulates a flow in which temperature has
no physical meaning, the solution in the LBM domain keeps no trace of the oscillations
on the other side of the interface. Additionally, when a constant temperature is used in
the LB to NS transfer ( —> ), the simulated density field becomes discontinuous as the
density values to the left and right of the interface do not match.

On the other hand, a smooth density profile is recovered when the temperature
fluctuations correction introduced in Section 5.3.3 is considered in the LB to NS transfer
( —>). It can be seen from Figure 5.12 that, in this case, the density profile remains
continuous across the interface between both numerical methods, and the hybrid LB - NS
solution perfectly matches the analytical one. This highlights the need to reconstruct the
temperature fluctuations at the coupling interface. Therefore, temperature will always
be reconstructed from Eq. (5.3.9) in the following, unless otherwise stated.

(s O1BM
Thermo. closure
1o} -1,
T=Ty+T
0.8F O  Analytical Sol. I
1
< |
06} :
g | [0}
|
2 I
|
1 1
| 1
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$ 1 b
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Figure 5.12 — Relative density profile (p — pg)/A for the 1D convected acoustic wave
test case. Two computations are compared: one where a constant temperature 7y is
enforced at the coupling interface and another where temperature fluctuations 7" are
taken into account. Both solutions are assessed w.r.t. the analytical solution.

Reconstruction of the LB distribution functions. To further validate the hybrid
method, the reconstruction of the LB distribution functions is now investigated. The mo-
tivation for this discussion stems from previous studies [341, 370], which have emphasised
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the importance of accounting for the off-equilibrium part in the distribution functions
reconstruction procedure to ensure an accurate coupling. To that end, two simulations
are conducted: one where only the equilibrium components g; is used to reconstruct
the LB distribution functions at the interface and another where the off-equilibrium
contribution g () 5 also taken into account. As previously, both computations are run
until the acoustic wave reaches the coupling interface. The results are shown in Figure
5.13, which displays (a) the relative density profile and (b) the density gradient.
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1.0 LBM reconstruction 6F LBM reconstruction g,‘
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T H Adr ol ceo000000009 0000000
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Figure 5.13 — (a) Relative density profile (p — py)/A and (b) density gradient for the
1D convected acoustic wave test case. Two simulations are conducted: one assuming
equilibrium distribution functions at the interface and another accounting for the off-
equilibrium contribution g’ “¢() Both solutions are assessed w.r.t. the analytical solution.

In Figure 5.13(a) both procedures used for reconstructing the distribution functions
seem to lead to similar density profiles that match the analytical solution. However,
upon closer inspection in the zoomed region, some oscillations and discontinuities can be
observed in the vicinity of the coupling interface. These are a result of the reconstruction
of distribution functions using only their equilibrium value, leading to a non-smooth
behaviour in the density gradient (see Figure 5.13(b)). This non-smooth behaviour can
severely degrade the waveform over time, particularly after several interface crossings.
In contrast, incorporating additional macroscopic information, such as gradients of the
velocity field, into the LB distribution functions reconstruction procedure through the
off-equilibrium contribution g;" (1) yesults in a smooth density profile and gradient that
perfectly match the analytical solution. As such, adding the off-equilibrium contribution
at the coupling interface is necessary to obtain accurate results. This result has been
largely demonstrated in the stationary case [341, 370], and the present study extends it to
the unsteady case. Consequently, the off-equilibrium contribution is always considered in
the LB distribution functions reconstruction procedure for all subsequent computations.

Time interpolation. To complete this discussion on the different coupling components
introduced in Section 5.3, it is now proposed to delve into the effects of the time
interpolation on the overall accuracy of the hybrid method. To that end, Figure 5.14a
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shows the relative density profile (p — pg)/A after the first interface crossing for different
time-interpolation orders. Although the density profile obtained with the hybrid method
compares well with the analytical one, some spurious acoustic waves are reflected by
the coupling interface and travel upstream, as highlighted by a rectangular zoomed box.
It is worth noticing that the amplitude of these spurious waves represents less than
0.1% of the incident physical wave. What is more interesting is that the interpolation
order has a significant effect on the amplitude of these spurious reflected waves. By
increasing the set of time levels used for interpolation — and thus the order of the Lagrange
interpolating polynomial — the amplitude of the spurious reflected waves is significantly
reduced. The results show that using a third-order Lagrange polynomial interpolation
leads to a reflected wave that represents less than 0.025% of the amplitude of the incoming
wave, which can be considered acceptable for aeroacoustic purposes. Furthermore, the
third- and fourth-order interpolation methods lead to similar results in terms of the
amplitude of the spurious acoustic waves, indicating that using a higher-order polynomial
is unnecessary and that the interpolation process has converged. The remaining spurious
acoustic waves are therefore expected to arise from the change in numerical methods.
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Figure 5.14 — Influence of the time interpolation on the overall accuracy of hybrid.
(a) Relative density profile and spurious acoustic waves, and (b) L?*-norm error on the
density field as a function of iteration number.

As a complement, Figure 5.14b presents the evolution of the L?*-norm error on the
density field integrated over the whole computational domain (see Eq. (5.4.2) for its
definition) as a function of the time iterations. The plot includes two vertical dashed
lines that represent the iteration at which the pulse begins to cross the coupling interface
and the iteration at which the pulse has completely crossed the interface. Two distinct
error sources are noticeable in Figure 5.14b. First, the numerical error induced by
each numerical method is clearly evidenced. Before the first dashed line, the pulse is
located in the NS domain, and the L?-norm error constantly increases owing to the
numerical dissipation of the Navier-Stokes method. On the other hand, after the second
vertical dashed line, the pulse is in the LB domain, and the L?-norm error is almost
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constant over time. This indicates the low numerical dissipation of LBM regarding the
acoustic wave, which further confirms the results of Chapter 4. The second source of
error is seen between the two dashed lines and is due to the acoustic pulse crossing
the coupling interface. Indeed, the error peaks clearly indicate the emission of spurious
acoustic waves. Yet, as expected in the light of the behaviour observed in Figure 5.14a,
increasing the interpolation order tends to smooth out the error peaks, leading to weaker
reflected spurious acoustic waves. Besides, Figure 5.14b also shows that the order
Lagrange interpolating polynomials fully conditions the residual error after the pulse
has passed through the coupling interface. As expected, increasing the order of the
Lagrange interpolating polynomials helps to reduce the residual error level at the end
of the computation. Additionally, the evolution of the L?-norm error in Figure 5.14b
is found to be similar when considering third- and fourth-order Lagrange interpolating
polynomials. This is another indication that convergence seems to have been achieved. As
a consequence, only 3"%-order temporal interpolations will be considered in the following
as the spurious acoustics can be seen as negligible in comparison with the physical
acoustic phenomenon simulated. It is also worth noting that, in this case, the order
of temporal interpolation matches the order of the time-stepping scheme used by the
finite-volume Navier-Stokes method.

Intermediate summary. Now that the influence of each of the coupling components
has been independently discussed, it is possible to draw some intermediate conclusions.
To that end, and in order to get a more quantitative insight into the relative influence of
each of the coupling components when combined, Table 5.4 provides the values of the
L?-norm error on the density field after one interface crossing (i.e. when the acoustic
wave reaches the center of the LBM domain). The L%-norm error on the density field is

defined as:
1
L*p)= |——
() \/ AxAyAz

where N, Ny, and N, are the number of grid points in the computational domain along
the x,y, and z directions respectively. The analytical density field is denoted by papa.

Z [p(I,y,Z) - Pana(ﬂi,y,z)P, (542)

NzaNyaNz

T grer H 0t"-order 1%-order 2"d_order 3re-order 4*h_order

X X 3.189 x 1077 3.132x 107" 3.068 x 10~ 2.950 x 10~" 2.898 x 10~
X v 3.180 x 1077 3.093 x 1077 2.982 x 1077 2.858 x 1077 2.803 x 10~
X 1.097 x 107 1.073 x 107® 1.041 x 107® 1.019 x 107 0.984 x 1078
v v 7.563 x 1072 7.089 x 1072 6.116 x 1072 5.046 x 10~? 5.039 x 10~?

Table 5.4 — L?-norm error on the density field after one interface crossing of the acoustic
wave. The effect of the temperature fluctuations reconstruction, the off-equilibrium
contribution and the time interpolation are investigated.

In Table 5.4, the first two columns indicate whether the temperature reconstruction
or the off-equilibrium contribution of the distribution functions are considered (v') or not
(X) at the two-way coupling interface. The remaining columns indicate the order of the
time interpolation. By comparing the first two lines with the last two lines of Table 5.4, it
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becomes clear that it is crucial to reconstruct the temperature fluctuations at the coupling
interface. Indeed, regardless of the order of the time interpolation, the computations
where only the reference temperature Tj is imposed at the coupling interface exhibit an
error level that is one order of magnitude larger than the ones where the temperature
fluctuations are reconstructed through Equation (5.3.9). It is clear from the first two lines
of Table 5.4 that an incorrect thermodynamic closure is the primary source of error in
the hybrid lattice Boltzmann - Navier-Stokes method, outweighing all other factors. This
is demonstrated by the second row of Table 5.4, where the inclusion of the off-equilibrium
contribution to the distribution functions only marginally reduces the L2-norm error
if the temperature is left uncorrected. Therefore, the positive effect of considering the
off-equilibrium contribution in the reconstruction of the distribution functions is only
significant once the thermodynamic closure is properly addressed. In the fourth row of
Table 5.4, a twofold decrease in the L?-norm error is exhibited when the off-equilibrium
contribution is taken into account. This underlines, once again, the importance of the
off-equilibrium component of the LB distribution functions in the overall accuracy of
the hybrid method. Finally, Table 5.4 supports the results of Figure 5.14a: increasing
the time interpolation order is beneficial in reducing the error level at the end of the
computation. In light of the results of Table 5.4, a third-order time interpolation appears
to provide the optimal balance between cost and accuracy.

5.4.1.2 Stability and robustness of the coupling procedure

As mentioned in Chapter 4, a numerical method not only needs to be accurate, it
also needs to be robust. As such, the stability and robustness of the proposed hybrid
lattice Boltzmann - Navier-Stokes method is now examined.

First of all, it is worth discussing the choice that was made, from the beginning, to
use the HRR collision model for the LBM when designing the hybrid LB - NS method. In
fact, the coupling procedure described in Section 5.3 can be applied to any combination
of LB and NS schemes. As such, the coupling was initially developed using the BGK
operator for the LBM. However, after several computations, it was observed that the
poor stability of the BGK collision model compromised the stability of the entire hybrid
method. To illustrate this, Figure 5.15 compares the density field obtained by simulating
the Gaussian acoustic wave using (a) the BGK collision model and (b) the HRR collision
model. Both snapshots are taken at the moment when the wave is about to cross the
coupling interface for the second time. As can be seen from Figure 5.15, if the LBM is
equipped with the BGK collision model, cell-to-cell oscillations appear near the coupling
interface. These oscillations are only visible in the LB domain, which is indicative
that this instability is specific to the LBM. Moreover, if the simulation is continued,
these oscillations continue to grow until the solution diverges. However, if the HRR
collision operator is used (in this case, o = 0.995), no oscillations are observed, and the
computations can be continued for infinitely long times while remaining stable.

It should be noted that this instability of the LBM with the BGK model only occurs
in the presence of a coupling interface. For instance, when full LBM-BGK simulations
were carried out on the same test case without coupling, the simulations remained stable.
This suggests that the instability is intrinsically linked to the presence of a coupling
interface. As discussed in [38, 219], the initialisation of an LBM calculation can generate
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Figure 5.15 — Comparison of the density field obtained with the hybrid LB - NS method
when simulating the Gaussian acoustic wave. Two collision models are considered for the
LBM: (a) the BGK model and (b) the HRR model. Both snapshots are taken at the
moment when the wave is about to cross the coupling interface for the second time.

parasitic modes that might interact with the actual physical modes. Here, the coupling
interface acts as a continuous initialisation condition that may lead to the generation of
spurious modes at the entrance to the LBM domain. Due to the low dissipation of the
BGK model, it cannot dissipate these phantom modes, which leads to their amplification
and divergence of the calculation. On the other hand, the HRR model has the advantage
of dissipating these phantom modes [219], which explains its greater stability in the
case of hybrid lattice lattice Boltzmann - Navier-Stokes computations. Therefore, all
the hybrid calculations presented in this manuscript will be carried out using the HRR
collision model for the LBM.

To conclude the investigation of the stability and robustness of the coupling procedure,
the computation of the Gaussian acoustic wave is now performed over 10 advection cycles.
Table 5.5 provides the values of the L2 norm error on the density field after 10 advection
cycles. From a general point of view, the results of Table 5.5 confirm the conclusions
reached earlier by examining Table 5.4. It is crucial to highlight that the advantage of
the temperature correction discussed in Section 5.3.3 becomes more pronounced after
ten advection cycles. This is because the error increases by two orders of magnitude in
situations where this correction is not considered. In addition, the final row of Table 5.5
demonstrates the robustness of the coupling procedure when taking into consideration
the temperature fluctuations and the off-equilibrium contribution reconstructions at the
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interface between both methods. Despite the error values being slightly higher than those
in Table 5.4(mainly due to dissipation as shown by Figure 5.16), they remain bounded,
indicating that the coupling error does not accumulate and compromise the solution’s
stability and quality.

T gree® H 0™-order 1%-order 2" _order 3rd-order

X X 5.399 x 1079 5384 x 107 5.352 x 107 5.321 x 107°
X v 5.288 x 1076 5272 x 107 5238 x 107 5.206 x 107°
4 X 6.562 x 107® 5498 x 1078  4.1630 x 10~® 3.246 x 1078
4 4 3.063 x 107% 2.853 x 107®  2.369 x 107% 1.892 x 1078

Table 5.5 — L?-norm error on the density field after 10 advection cycles of the acoustic
wave. The effect of the temperature fluctuations reconstruction, the off-equilibrium
contribution and the time interpolation are investigated.

To substantiate these statements, Figure 5.16 shows the corresponding relative density
profile and the density gradient after 10 advection cycles when both the temperature
fluctuations and the off-equilibrium contributions reconstructions are considered.
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Figure 5.16 — (a) Relative density profile (p— po)/A and (b) Density gradient for the 1D
convected acoustic wave test case after 10 advection cycles. In the present computation,
both the temperature fluctuations and the off-equilibrium contributions are used. In
addition, a third-order time interpolation is employed.

Upon examining Figure 5.16, it can be seen that the waveform is preserved and
perfectly matches the analytical profile, even after many crossings of the interface. The
spurious acoustic waves induced by the coupling interface (indicated by the zoomed
regions) do not accumulate and remain unnoticeable at the scale of the initial perturbation.
Moreover, Figure 5.16b specifically focuses on the density gradient and highlights that
thanks to the off-equilibrium contribution g’ eq’(l), the gradient is in good agreement
with its analytical counterpart and with minimal spurious oscillations. Additionally,

another computation over 100 advection cycles was also performed confirming that the
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amplitude of the spurious waves is still negligible, at around 1% of the acoustic wave.
As a result, it can be concluded that the coupling strategy remains stable despite minor
errors generated at the interface between both numerical methods.

5.4.1.3 Dissipation of the hybrid lattice Boltzmann - Navier-Stokes method

The final aspect of the hybrid lattice Boltzmann-Navier-Stokes approach that is inves-
tigated is its numerical dissipation. One of the primary objectives of the hybrid method
is to simulate aeroacoustic phenomena. In order to achieve this, the proposed approach
must be capable of propagating acoustic waves with minimal numerical dissipation. To
study this feature, a rather similar approach as the one taken in Chapter 4 is taken.
Three simulations of the Gaussian acoustic wave were performed for 50,000 time steps
using three different methods: the hybrid LB - NS, the FV-NS method, and the LBM.
The density peak was then tracked over time for each simulation. In light of the von
Neumann analysis of the Navier-Stokes equations conducted in Section 4.3.2, the decay of
the acoustic wave should follow an exponential decay as max(p') oc e %t where k = ||k||
is the wavenumber of the wave. However, for each of the simulations, the acoustic wave
decayed according to an effective viscosity v, instead of the physical viscosity v.

Figure 5.17a displays the logarithm of the maximal density perturbation max(p’)
normalised by the initial density perturbation (p;) as a function of the Fourier number
Fo = vk*t. This way of presenting the data is particularly helpful because it makes it
easy to identify the ratio of effective viscosity to viscosity, v./v, as the slope of each
curve. In addition, Figure 5.17b explicitly compares the ratio of effective viscosity to
viscosity, v, /v for each of the numerical methods considered.
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Figure 5.17 — Study of the dissipation of the hybrid lattice Boltzmann - Navier-Stokes
method. (a) Decay of the density perturbation of the acoustic wave as a function of
the Fourier number. (b) Ratio of effective viscosity to viscosity, v./v for each of the
numerical methods considered

First of all, the results of Figure 5.17 are in perfect agreement with the conclusions of
the comparison between the lattice Boltzmann and Navier-Stokes methods carried out
in Chapter 4. The effective viscosity of the LBM almost matches the physical viscosity,
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while the FV-NS method exhibits significant numerical dissipation, as evidenced by its
value of effective viscosity that is more than four times greater than the physical viscosity.
The most interesting point here concerns the hybrid method. It can be seen that its
effective viscosity lies between that of the LBM and the FV-NS method. To be more
precise, the effective viscosity of the coupling is two times lower than that of the FV-NS
method. This outcome is not unexpected. Indeed, going back to the description of the
computational domain (see Figure 5.11), it can be seen that the domain is equally divided
between an LBM subdomain and an NS subdomain. It is worth noting that different
domain decompositions have been tested and, generally speaking, the effective viscosity
of the hybrid LLB - NS is shown to be given by:

HLBNS __ Nns NS Nirpm LBM
V! = —vP 4+ == (5.4.3)
Ntot Ntot

where 15 and vBM are the effective viscosities of the FV-NS and LB methods respec-
tively, and where Nyg/Nior and Nppm/Niot represent the proportion of cells computed
by the FV-NS and the LB methods respectively. All in all, it can be concluded that the
coupling procedure between the lattice Boltzmann and Navier-Stokes methods does not
cause any over-dissipation. Furthermore, this simple test case, although simple, already
highlights one of the advantages of the hybrid LB - NS method. By using the NS method
only in a very limited area of the computational domain and transitioning to the LBM
for acoustic propagation, very low numerical dissipation can be achieved.

5.4.2 Convected vortex

The hybrid lattice Boltzmann Navier-Stokes method is now evaluated on a second test
case, which is the convected vortex. Indeed, in aerodynamic and aeroacoustic simulations,
vortical structures are expected to cross the coupling interface occasionally. Moreover, in
the context of high-fidelity flow simulations, the ability of numerical methods to sustain
vortical flow structures with limited numerical dissipation is a crucial aspect. As already
mentioned in Section 4.5.3, the classical isentropic formulation of the convected vortex is
not consistent with the athermal approximation done in the standard LBM. Therefore,
the “barotropic” vortex derived in [301] is chosen. It reads:

( e (x— ) + (y — ve)?
p(x,y) = poexp [—2—03 exp (— 72 )1 :

up(z,y) = Macy— e <y . y”) exp {— (z - xC)z;g(y - yC)Q] , (5.4.4)
o) = (:B ]—%cxc) {_ (z — :Bc);:g(y - yc)T 7

where py = 1.1765 kg.m ™2 is the free-stream density, Ma = 0.1 is the advection Mach
number, € = 0.07¢y is the vortex strength, and R. = 0.1 m is the characteristic radius.

The computational domain, shown in Figure 5.18, consists of a box of size [3L, L, 10Ax]
decomposed in 3 sub-domains of size [L, L, 10Ax] each. The reference length, denoted by
L, is equal to 1 m. Two NS sub-domains are located on each side of a LBM sub-domain
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and enable to study of the two-way crossing of vortical structures. Periodic boundary
conditions are implemented at the borders of the computational domain in all three
directions of space. It is worth noting that there is no need to reproduce this case
with inclined coupling interfaces since the non-normality is mechanically induced by the
omnidirectional velocities in the vortex.

Qns Ons

.

_—
U() = Maco

Figure 5.18 — Schematic representation of the computational domain for the convected
vortex test case. The coupling interfaces are evidenced by the vertical dashed red lines.

The Cartesian grid has a uniform grid spacing of Ax = L/N where N is the number
of grid points per unit length, and the time-step is chosen so as to enforce a CFL number
based on the upstream velocity CFL = 1/4/3 ~ 0.57 for both the NS-FV and lattice
Boltzmann methods. In the following, the grid resolution is fixed to N = 200, resulting in
20 cells in the radius of the vortical structure, unless otherwise stated. Besides, this test
case is performed in the inviscid limit to eliminate the viscous dissipation and directly
investigate the numerical dissipation of the hybrid method. This also allows for the study
of the stability of the hybrid method. As a result, only convective fluxes will be evaluated
by the FV solver and the LB relaxation time is set to 7 = 0.5.

Validation with an explicit time-stepping scheme. First, the results obtained
with the hybrid LB - NS method using the 3"%-order explicit Runge-Kutta time-stepping
scheme in the NS domain are presented. The relative density and velocity profiles for
the first (Figure 5.19a) and tenth (Figure 5.19b) advection cycles are displayed at five
different stages in Figure 5.19. It should be noted that n advection cycle refers to the
time taken for the vortex to be advected back to its initial position. From this Figure, it
can be observed that the vortex crosses the two coupling interfaces without any distortion:
the shape of the vortex is preserved regardless of the number of advection cycles and
no spurious oscillations are visible at the transitions between the LB and NS domains.
Moreover, analytical profiles (indicated by circles O) have been superimposed on Figure
5.19 and indicate that all the results are in good agreement with the analytical solution.

The numerical dissipation of the hybrid method is now quantified with the following
parameter £ = minf(_tﬁzi;j(iz)’; “) A value of £ = 8 x 1077 is obtained after 10 advection
cycles meaning that less than 0.01% of the initial amplitude is lost. Furthermore, the
numerical dissipation is found to be € = 3 x 107* < 0.05% after 30 advection cycles. As a

consequence, the hybrid method has very little intrinsic numerical dissipation thanks to
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the combination of the Sensor scheme of the NS-FV method and the value of o = 0.995
which is used for the lattice Boltzmann HRR collision operator. This also indicates that
the value of ¢ = 0 which is imposed in the LB ghost-cells by the coupling procedure has
a negligible effect on the overall dissipation of the hybrid method. Note that a smaller
value of ¢ can be chosen in the bulk solver to increase the stability however owing to the
fact that computations remain stable after 50 advection cycles, it is concluded that the
value of o = 0.995 is sufficient to ensure stable results.
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Figure 5.19 - (Left) Relative density and (Right) normalised u, velocity component
profiles for the convected vortex test case. The flow solution is shown at five different
stages for (a) the first and (b) the tenth advection cycles. In all the plots, time is
expressed through its non-dimensional value t* = t/t, where t. = L/U,.

To gain a better insight of the results obtained from the hybrid lattice Boltzmann -
Navier-Stokes method, it is important to compute the derivatives of the flow variables.
As indicated in [347], when combining the LB and NS methods, it is more challenging to
maintain the continuity of the vorticity field across the coupling interface than the velocity
field. Indeed, the vorticity, defined by w = V x wu, involves first-order derivatives of the
velocity field. Therefore, it requires stricter conditions on the velocity field to ensure its
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smoothness. To investigate this particular point, Figure 5.20 displays the vorticity field
in the vicinity of the first coupling interface (i.e. the one located at = = 1 in Figure 5.18)
after 10 advection cycles. The corresponding contour plot is split in two parts: the upper
half displays the analytical vorticity field, while the lower half shows the one computed
by the hybrid LB - NS method. Additionally, 12 equally spaced iso-contours between
w, = —80 s7! and w, = 480 s7!, have been overlaid on the vorticity fields. The results
indicate that the isotropy of the solution is well preserved. Moreover, all contours are
smooth and continuous and do not exhibit any oscillations or sudden changes in slope
across the coupling interface. Also, the numerical solution is in good agreement with the
analytical one, although very slight dissipation is visible in the zoomed region marked by
the letter B. Therefore, it can be concluded that the proposed coupling approach not
only ensures continuous velocity fields but also a continuous vorticity field across the
interface between the LB and NS methods.
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Figure 5.20 — Vorticiy field in the vicinity of the first coupling interface (centered at
location z = 1). 12 equally spaced iso-contours between w, = —80 s™! and w, = 480 s~!
are overlaid. — : w, >0and ----: w, <0.

Validation with an implicit time-stepping scheme. After validating the hybrid
LB - NS method with the third-order explicit Runge-Kutta time-stepping scheme, the
coupling between the LB and the NS-FV methods using an implicit time-marching scheme
is now discussed. To that end, the exact same computational domain as the one presented
in Figure 5.18 is considered. In addition, both the grid spacing and the time step remain
unchanged. This study has two objectives: first, to validate the coupling between the
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LBM and an implicit time-stepping scheme, and second, to characterise the numerical
errors induced by the explicit treatment of the boundary conditions (as mentioned in
Section 5.3.5.2). In order to isolate the effect of the change in the time-marching method,
the solutions of the implicit computations are compared to the ones of the explicit hybrid
LB - NS method. Furthermore, it should be noted that the implicit scheme requires
solving a non-linear system through Newton sub-iterations. Therefore, the influence
of the convergence criteria on the behaviour of the hybrid LB - NS method is also
investigated hereafter.

Figure 5.21 displays (a) the relative density profile and (b) the error on the density
field p(x,y) — pana(z,y) at t* = 4.5t.. The computation is stopped when the vortex
crosses a coupling interface so as to clearly highlight the boundary treatment in the
coupling between the LBM and the implicit time-stepping scheme. Additionally, the
influence of the convergence of the Newton process used to solve the non-linear problem is
investigated by considering three values of sub-iterations number: 3, 7, and 20. In other
words, for each time step, the NS-FV method performs either 3, 7 or 20 sub-iterations
of the Newton process before communicating the updated solution to the LB domain.
However, to rule on the convergence of the iterative process, it is better to rely on the
residual norm. These three values of sub-iteration counts correspond to an L.,-norm of
the Newton residual € of 1071, 10722, and 107°, respectively.
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Figure 5.21 — Density (a) and density error (b) profiles for the periodic convected vortex
with an implicit time scheme for the NS-FV method.

As evidenced by Figure 5.21a, if the number of sub-iterations is insufficient, the
Newton process does not completely converge (¢ = 1071), resulting in significant numerical
dissipation and dispersion. This phenomenon is reflected in the error plot of Figure 5.21h.
To improve the solution, it is therefore recommended to decrease the convergence criteria
(i.e. the value of €) or equivalently, to increase the number of sub-iterations. The next
step is to determine the epsilon value at which the solution can be deemed satisfactory.
First, it should be noted that ¢ has to be small enough to damp out the spurious effect
of the explicit treatment of the boundary conditions in the Newton process. As depicted
in Figure 5.21b, even if the solution with ¢ = 10722 appears to be globally consistent

223



CHAPTER 5. A HYBRID LATTICE BOLTZMANN - NAVIER-STOKES METHOD

with an explicit hybrid LB - NS simulation (see Figure 5.21a), a certain amount of
residual error persists at the coupling interface. Based on the convected vortex test case,
it appears that a value of € set to 107° is sufficient to obtain accurate results. Indeed,
for this specific value of €, the numerical solution closely matches both the explicit and
analytical solutions (indicated by circles O), and the error is similar in magnitude to that
of the explicit hybrid method. As such, it can be inferred that convergence to machine
accuracy is not required, and in the following the convergence criteria in implicit hybrid
LB - NS computations will be set to e = 1075, unless otherwise stated. Moreover, as
in the explicit case, the vorticity was also found to remain continuous at the interface
between the LB and NS domains when using the implicit time-stepping scheme.

Although the aim here is only to validate the proposed hybrid LB - NS method and
not to discuss its computational time, it should be noted that on this specific test case,
and in order to achieve the same level of accuracy, the implicit hybrid LB - NS method
is less computationally efficient than its explicit counterpart. However, as will be seen
in Section 5.5, using an implicit time integration scheme for the NS-FV method in the
hybrid method can be beneficial when performing computations on domains with a large
disparity of cell sizes.

Convergence analysis. To conclude the analysis of the convected vortex test case,
the order of accuracy of the hybrid lattice Boltzmann - Navier-Stokes method on the
convected vortex test case, is now determined. To that end, the convected vortex test
case is simulated for a wide range of grid resolution N with N € {25, 50, 100, 200, 400}.
For each value of N, the vortex is advected for 10 cycles and both the final density and
velocity fields are used to compute their corresponding relative L?-norm errors. For any
flow quantity ¢, the relative L?-norme error is given by:

LQ( ) — 1 Zx,y,z[q('rayvz) - qana(x,y,z)]
q NN, N, Dy, dana(2, Y, 2)

, (5.4.5)

where N,, N,,, and N, are the number of grid points in the computational domain (see
Figure 5.18) in the z,y, and z directions respectively, and g, is the value of ¢ given by
the analytical solution.

Figure 5.22 shows the evolution of the L2-norm error on the velocity field as a function
of the vortex resolution R, for full Navier-Stokes and full LB computation as well as for
the hybrid LB- NS method in the (a) explicit and (b) implicit case. In order to ease the
interpretation of the results two reference slopes are added to each subplot of Figure
5.22: a second-order slope and a third-order slope. The first thing to notice from Figure
5.22, is that the classical second-order convergence of the LBM recovered. Additionally,
as previously observed in Chapter 4, the FV-NS method seems to have a spatial order
higher than two, and nearly equal to three. Although the finite-volume used in this work
is formally second-order accurate, this behaviour has already been discussed in Section
4.5.3, and the reader is referred to it for more details.

Moving now on to the analysis of the convergence rate of the hybrid LB - NS method.
Whether an explicit or implicit time-stepping scheme is used in the FV-NS domain, the
L?-norm error of the hybrid method always falls between that of a full LB computation
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Figure 5.22 — Convergence study of the hybrid lattice Boltzmann - Navier-Stokes method
when (a) explicit and (b) implicit time-stepping scheme are used in the FV-NS domain.
The relative L2-norm error is computed using the velocity field after 10 advection cycles.

and the one of a full FV-NS computation, for all vortex resolutions. By comparison with
the reference second-order slope, it can be observed that the hybrid LB - NS method has
a second-order convergence rate. Two comments can be made regarding this observation.
Firstly, when deriving the reconstruction procedure of the LB distribution functions in
Section 5.3.4, it was shown by the Taylor expansion that the equation linking the off-
equilibrium contribution to the equilibrium distribution function was second-order in time
(and thus in space by virtue of acoustic scaling). Consequently, the behaviour observed
here provides numerical proof of this result. Secondly, the second-order convergence of
the hybrid LB-NS has been previously demonstrated in a steady case [46, 370]. However,
to the best of the author’s knowledge, this is the first proof of second-order convergence
of the hybrid LB-NS method in an unsteady case. Finally, it is important to note that,
even though only the relative L?-norm error using the velocity field is shown in Figure
5.22, the same results are obtained for all the other flow quantities.

5.4.3 Monopole acoustic source in a fluid medium at rest

The aeroacoustic capabilities of the hybrid lattice Boltzmann - Navier-Stokes method
are now assessed by simulating the radiation of a monopole acoustic source in a fluid
medium at rest. This constitutes a first step towards the computation of realistic cases
where different numerical methods are used to compute the source and to propagate
the acoustic waves. The acoustic fluctuations being several orders smaller than their
aerodynamic counterparts (see Table 4.1), the hybrid LB - NS method should be able to
propagate acoustic waves accurately over long distances with very low numerical noise.
The aim of this test case is therefore to evaluate the suitability of the hybrid method to
perform acoustic computations, beyond the Gaussian acoustic wave discussed in Section
5.4.1, and to characterise its dissipation and dispersion properties.
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In a quiescent fluid (with py = 1.1765 kg.m ™2 and p, = 101325 Pa), a monopole
acoustic source is modelled using a source term S, defined as:

S(z,y,t) = Asin(2r fit) exp [~z — 2,)* + (y — ys)?] - (5.4.6)

This source term is only applied to the mass- and energy-conservation equations. However,
for the energy conservation equation, the source term is actually given by ¢3S, where cq
is the speed of sound. In the following, the frequency of the monopole acoustic source
is fixed to fs = 72 Hz, resulting in a wavelength of A = ¢y/fs = 4.77 m. The width of
the source is determined by a = In2/4, which ensures that the source is acoustically
compact (a/\ < 1). Two different amplitudes, A = 1 x 1073 and A = 1, are considered
so as to examine the behaviour of the hybrid LB - NS method for both low and high
acoustic levels. Indeed, these two amplitudes correspond to sound pressure levels at the
center of the source of 84 and 144 dB, respectively. Although the second amplitude may
lead to non-linear acoustic phenomena (such as the formation of shocks), imposing ¢3S
as a source term in the energy-conservation equation keeps the acoustics linear.

The case setup for the radiation of the monopole acoustic source is shown in Figure
5.23. The computational domain consists in a box of size [42), 42\, 10Ax] and is divided
into 9 sub-domains of size [14\, 14\, 10Ax] each. The monopole acoustic source, centered
at the origin of the domain (i.e. at (zs,ys) = (0,0)), is generated using the finite-volume
Navier-Stokes method. Owing to its advantageous acoustic capabilities (see Chapter 4),
the lattice Boltzmann method is employed in the far field to propagate the acoustic waves.
As for the test case of the Gaussian acoustic wave, the time integration on the FV-NS
side is performed using the 3"%-order explicit Runge-Kutta scheme, and the time-step is
set according to the acoustic scaling (Eq. (3.4.29)) for both the LB and FV-NS methods.

42X

42

Figure 5.23 — Case setup for the monopole acoustic source test case. The dashed red
lines evidence the coupling interface.

Hereafter, the acoustic capabilities of the hybrid LB - NS are assessed by considering
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two different meshing strategies. The first one, labelled Al in Figure 5.23, uses a uniform
Cartesian grid throughout the entire computational domain. The second strategy, marked
as A2 in Figure 5.23 considers a non-uniform Cartesian grid. In this case, the monopole
acoustic source is generated on a fine mesh, while the acoustic waves are propagated on
a coarser mesh where the grid spacing is twice as large as on the fine grid. It should be
noted that the hybrid LB - NS method, as introduced in this chapter, is restricted to
1-to-1 matching domains at the coupling interface. As such, the transition between fine
and coarse meshes cannot take place at the coupling interface. Here the decision has been
made to position the octree grid transition in the NS domain just before the coupling
interface (see Figure 5.23). It would have also been possible to alter the resolution after
the coupling interface, in the LBM domain. However, as of now, the multi-resolution
approach is not currently supported in the FastLBM code. Future work may involve
incorporating this feature into the code.

Validation on a uniform mesh. First of all, the case of the uniform mesh (i.e.
configuration Al in Figure 5.23) is presented. Before proceeding with the discussion
of the results, some comments have to be made regarding the grid resolution and the
selected grid spacing. Indeed, when conducting acoustic computations, the number of
mesh points per wavelength Ny, = A/Az is a fundamental parameter to consider. As
discussed in Chapter 4, the Sensor scheme used to discretise the Eulerian fluxes in the
FV-NS method requires about 15 to 20 points per wavelength to propagate acoustic
waves with acceptable levels of numerical dissipation. Therefore, the uniform grid spacing
Az is chosen such as to enforce Ny, = 18 throughout the entire computational domain.

(a) t = 4T (b) t =97

Analytical Analytical

100

50 1

750 4

Hybrid LB-NS Hybrid LB-NS
—100

100 50 0 5 100 —100  —50 0 50 100

z T
—0.050 —U.'025 U.(;(J(J

Fluctuating pressure p’ [Pa]

Figure 5.24 — Temporal evolution of the fluctuating pressure field at t = 47", t = 9T,
and t = 18T (from left to right). The amplitude of the source is set to A =1 x 1073.

Figure 5.24 displays the time evolution of the fluctuating pressure field (defined as
P’ = p — po, where py is the pressure of the fluid at rest) for the monopole acoustic source
with an amplitude of A =1 x 1073, Each subplot is split into two parts, with the upper
half showing the analytical fluctuating pressure field [371], and the lower part showing the
pressure field computed by the hybrid LB-NS method. To help identify the wavefronts,
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iso-contours of p’ = 0 have been added to the graph. Additionally, the location of the
coupling interface between the NS center and LB outer domains is indicated by red
dashed lines. The computation is performed until ¢ = 187", where T' = 1/ f,, to prevent
the appearance of parasitic interferences that may be caused by the periodic boundary
conditions imposed at the borders of the computational domain. From Figure 5.24, it
can be concluded that the hybrid lattice Boltzmann - Navier-Stokes method provides
results that are in good agreement with the analytical solution. The circular shape of the
fluctuating pressure iso-contours, which is a characteristic of the directivity of monopolar
sources [367], indicates the hybrid scheme is isotropic. Moreover, there are no indications
of reflected waves in the vicinity of the coupling interfaces between the LB and NS
domains. This confirms that using a third-order time interpolation between the LB and
FV-NS methods is appropriate for aeroacoustic purposes. Furthermore, Figure 5.24 can
also be used to estimate the numerical dispersion induced by the hybrid LB - NS method.
By tracking the position of the wavefronts over time, the wave propagation speed can be
retrieved and compared to the theoretical speed of sound, which is ¢y = /yR1Ty = 347.3
m.s~!. Measurements indicate that the hybrid method recovers a speed of sound of
chmm = 347.3 m.s~!. Since this numerical value aligns with the theoretical speed of sound,
it can be inferred that the hybrid LB - NS method has minimal numerical dispersion
when the wave is well-resolved.

In order to characterise in a slightly more detailed way the aeroacoustic capabilities
of the LB - NS hybrid method, Figure 5.25 shows the fluctuating pressure profile for
y = 0 and = > 0 at the final time of the computation, i.e. for t = 187. To ease the
interpretation of the results, the coupling interface is represented by the dashed line. In
addition, Figure 5.25 includes an overview of the mesh displaying cell out of 6. The
numerical results are compared to the analytical solution given in [371]. At any point
x = (z,y) in the far field, the pressure fluctuations are given by:

A
(xz,y,t) = 2p'(x,y,t), where p(z,y,t)= sin(wt — kr), 5.4.7
p(z,y,t) = cop'(2,y,t) p(y)m( ) (5.4.7)

where A is the amplitude of the monopole acoustic source, k = 27 f;/cy is the wave
number, and r = \/(z — x4)2 + (y — y,)? is the distance of any point @ to the source.

The first thing to note is that Figure 5.25 confirms the trends highlighted by the
analysis of Figure 5.24. The fluctuating pressure field computed by the hybrid LB - NS
method is in good agreement with the analytical solution in terms of both amplitude and
frequency. Upon closer inspection of the solution in the vicinity of the coupling interface,
no pressure field discontinuities or oscillations are observed at the two-way transfer region.
As a result, Figure 5.25 demonstrates that the information transfer between the LB
and NS domains does not introduce any numerical noise. Besides, Figure 5.25 provides
insight into the numerical dissipation induced by the hybrid LB - NS methods. The
amplitude of the analytical and numerical fluctuating pressure profiles is almost identical,
particularly in the LB domain. This further supports the observation that the coupling
procedure itself does not introduce parasitic over-dissipation.

To further assess the numerical dissipation of the hybrid lattice Boltzmann - Navier-
Stokes method, Figure 5.26 shows the radial decay of the acoustic waves generated
by the monopole acoustic source for the two different values of the amplitude A: (a)
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Figure 5.25 — Fluctuating pressure profile for y = 0 and x > 0 line at the final time
of the simulation (¢ = 187"). The dashed line represents the coupling interface. The
amplitude of the source is A =1 x 1073,

A=1x1073,and (b) A = 1. In a 2D domain, the pressure waves induced by a monopolar
source theoretically decay at a rate of 1/y/r, where r = \/(x — x5)2 + (y — ys)? is the
distance of any point & = (z,y) to the source [371]. To see whether the numerical results
conform to theory, a linear fitting of the pressure peaks following a 1/4/r trend is included
in each plot. The points in Figure 5.26 align perfectly with the linear fitting, indicating
that the classical 1/4/r cylindrical decay is recovered by the hybrid LB - NS method for
moderate to strong acoustic sources. Furthermore, numerical dissipation is found to be
negligible compared to viscous molecular damping, as the amplitude of the wave matches
its theoretical value.
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Figure 5.26 — Radial decay of pressure waves for two different sound pressure levels.

Validation on a non-uniform mesh. After having validated the hybrid lattice
Boltzmann - Navier-Stokes method using a uniform mesh of 18 points per wavelength
throughout the entire computational domain, the focus is now put on the case of the
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non-uniform mesh (i.e. configuration A2 in Figure 5.23). As extensively discussed in
Chapter 4, the lattice Boltzmann method requires fewer points per wavelength compared
to Navier-Stokes methods to accurately propagate the acoustic waves. Therefore, using a
uniform mesh of 18 points per wavelength throughout the entire computational domain
leads to a higher resolution than necessary in the LB domain. To reduce the cost
of acoustic computation by decreasing the total cell count, the same test case is now
computed on a grid where the NS sub-domain and LB sub-domains have a resolution of
Nppw = 24 and Nppyw = 12, respectively. The resulting computational domain contains 3
times fewer points with respect to its uniform counterpart. The aim of this short study
is to verify the ability of the hybrid LB - NS method to properly resolve acoustics while
lowering the overall computational cost.

Figure 5.27 shows the result of 3 computations: a well-resolved full NS computation
with 24 points per wavelength, an under-resolved full NS computation with 12 mesh
points per wavelength, and the hybrid lattice Boltzmann - Navier-Stokes computation on
the non-uniform mesh previously decribed. The results are also also compared to the
analytical solution of Equation (5.4.7). Figure 5.27a displays the fluctuating pressure
profile for y = 0 and = > 0 line at the final time of the simulation (i.e. ¢ = 187"). To ease
the interpretation of the result, an overview of the non-uniform mesh has been added
above Figure 5.27a. Yet, it should be kept in mind that the non-uniform mesh is only
employed for the hybrid LB - NS computation. For the two other full NS computation,
either the fine or the coarse mesh are used throughout the computational domain.
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Figure 5.27 — Fluctuating pressure profile for y = 0 and = > 0 at the final time of
the simulation (¢t = 187") in the case of a non-uniform mesh. The coupling interface is
represented by the dashed line. The amplitude of the source is A =1 x 1073,

As expected, the under-resolved NS simulation over-damps the acoustic waves com-
pared to the analytical solution due to the insufficient resolution. However, by increasing
the number of points per wavelength in each direction to N, = 24, the full NS compu-
tation successfully retrieves the analytical amplitude decay. Yet, the most interesting
result is provided by the hybrid computation which, it should be recalled uses a mesh
with 3 times fewer mesh points than the one needed for the resolved NS computation.
Thanks to the low dissipative property of the LBM, keeping only 12 points per wave-
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length after the coupling interface turns out to be sufficient to properly propagate the
sound waves. Figure 5.27b provides a detailed view of the different solutions in the far
field, demonstrating that the hybrid method features a significantly improved numerical
dissipation. Nonetheless, there is a slight dispersive effect, as is expected for the lattice
Boltzmann method, leading to a frequency shift of 0.1 Hz which is still acceptable given
the improvement in dissipation. All in all, the hybrid method holds great promise for
acoustic problem computation as it reduces the number of points per wavelength while
preserving the quality of the solution. While the LBM could have computed this test case
entirely, more complex sources may require the use of NS methods to improve results
compared to full LBM computations, as will be seen in the next section.

5.5 Application: flow past a circular cylinder

The proposed hybrid lattice Boltzmann - Navier-Stokes method has been validated
on three different test cases in Section 5.4. The results demonstrated the coupling’s
ability to simulate canonical aerodynamic and aeroacoustic phenomena accurately. Before
concluding this chapter, a demonstration case of the hybrid method representative of
the targeted applications, i.e. the simulation of flows around obstacles, is considered.
To that end, it is proposed to focus on the direct noise computation of the flow past a
circular cylinder. As such, the Navier-Stokes method will be applied on a curvilinear grid
in the near-wall region around the surface of the cylinder while the lattice Boltzmann
method will be used elsewhere to simulate the propagation of the acoustic waves. Despite
the simple geometry of the obstacle, this test case is still demanding with regard to the
quality of the aerodynamic and acoustic results. Besides, the large disparity between
the aerodynamic and acoustic characteristic length scales makes the direct numerical
simulation of both the aerodynamics and acoustics a challenging task in terms of meshing
and computational cost. Therefore, this test case presents an excellent opportunity to
test the hybrid method in a context that is closer to real-world flows.

The flow configuration used in this study is similar to that of Inoue and Hatakeyama
[372], and depicted in Figure 5.28. A circular cylinder with a diameter D = 1 m is
fixed in a uniform flow. The upstream Mach number M., is set to M, = 0.2 and a
Reynolds number Re = Uy D /vy of 150 is chosen in order to remain below the onset
of three-dimensional fluctuations and turbulent behaviour [373]. As the Mach number
is relatively low, the temperature dependence of the molecular viscosity is not likely to
have a significant impact, so it is considered to be constant.

In the following, the hybrid lattice Boltzmann - Navier-Stokes method is compared
to full FV-NS and LBM-HRR computations. This will provide valuable insight into the
benefits of the hybrid method developed during this PhD as compared with traditional
approaches where a single numerical method is applied across the entire computational
domain. While the hybrid LB - NS and full FV-NS computations are performed using
ONERA’s Fast CFD suite, the full LBM-HRR simulation is carried out using the
ProLB commercial solver [374]°. To rigorously compare the behaviour of the different

5The FastLBM module of ONERA’s Fast CFD suite is not yet mature enough to carry out this type
of simulation due to two reasons. Firstly, the code cannot handle mesh refinement, and thus, the finest
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Figure 5.28 — Flow configuration and notations for the flow past a circular cylinder.

computational approaches, the “time to solution” metric introduced in Chapter 4 is
employed. Therefore, the CPU time required by each computational strategy to perform
a direct numerical simulation of both the aerodynamics and acoustics simultaneously is
of interest. From an engineering point of view, the case was set up so that each numerical
method provides an error of less than 5% in the estimation of the aerodynamic forces
and sound pressure level (SPL) at a distance of 150D of the cylinder.

The computational domain has a size of [600D,600D, 10Az] and the cylinder is
centred at its origin. As seen in Figure 5.29, two different grids are used. The first
one, displayed in Figure 5.29a, relies on a hybrid mesh consisting of curvilinear and
Cartesian blocks. It is used for both the hybrid lattice Boltzmann - Navier-Stokes
and full Navier-Stokes computations. The second one is a Cartesian grid with octree
refinement, and shown in Figure 5.29b. It was automatically generated by ProLB’s
integrated mesher, and is used for the full lattice Boltzmann computation. However, it
should be noted that the refinement areas were defined by hand to preserve the wake
behind the cylinder and minimise the spurious noise that may be caused by abrupt grid
coarsening. Adiabatic no-slip boundary conditions are used for the cylinder surface and
periodic boundary conditions are applied in the z direction. In addition, non-reflecting
far-field boundary conditions are imposed 300 diameters away from the cylinder in the x
and y directions. These boundary conditions are applied in different ways depending on
the computations. For the hybrid and full-NS simulations, they rely on the formalism
introduced by Thompson [97] and are applied in NS-FV zones located at the edges of the
computational domain. For the full LBM simulation, a fixed outlet pressure is imposed at
the borders of the computational domain and sponge zones are used in order to dampen
all flow disturbances before they reach the outer boundaries of the domain.

As stated earlier, the hybrid lattice Boltzmann - Navier-Stokes computation uses
a zonal decomposition that distinguishes between aerodynamic and acoustic regions.
Thereby, the FV-NS method is applied on the body-fitted curvilinear blocks in the vicinity
of the cylinder while the LBM is devoted to the computation of the far-field acoustics on
the Cartesian blocks (see Figure 5.29a ). The NS domain extends throughout the wake
zone inasmuch as entropy production cannot be considered negligible in this flow region,

grid spacing must be used throughout the calculation domain, leading to prohibitive CPU and memory
costs. Secondly, although immersed boundary conditions have been implemented in FastLBM, their
level of validation is not yet sufficient to ensure their correct operation. For all these reasons, it has been
decided to use the ProLB solver for the full LBM computation as it relies on the same core components
as the ones implemented in FastLBM, particularly the HRR collision model
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Figure 5.29 — Computational domains and associated grids for the study of the flow past
a circular cylinder. (a) Zonal decomposition for the hybrid lattice Boltzmann - Navier-
Stokes method. A total of 48 blocks make up the domain. Additionally, closeups of the
hybrid mesh are provided. (b) Cartesian grid used for the full LBM-HRR computation.
The mesh was automatically generated by ProLB’s octree mesher.

rendering the thermodynamic closure of Section 5.3.2 no longer valid.

Concerning the grid spacing, the meshes in Figure 5.29 have been carefully designed
to meet the error target mentioned above. In this respect, the first points off the solid
surface are placed so as to remain in the boundary layer, which has an estimated thickness
of 6 =~ 1/v/Re leading to § ~ 0.08 for Re = 150. As a result, the normal grid spacing
on the cylinder surface is set to A,, = §/10. Although the tangent grid spacing for the
mesh in Figure 5.29a can be chosen freely (it is set to Ay = D/60 here), the LB mesh
imposes it to be the same as A,,. Conversely, in the acoustic far-field, the grid spacing
has to be fixed with respect to the wavelength associated with the acoustic radiation,
denoted as A,.. It can be shown that A\,. = D/(St- M) where St is the Strouhal number
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associated with the vortex shedding leading to \,. &~ 27D in the present case. This
clearly demonstrates the great disparity in scale between the aerodynamic phenomena
driven by the boundary layer and the acoustic wavelength. Owing to the low dissipative
properties of the lattice Boltzmann method, a number of 14 points per wavelength is
chosen (i.e. Az = Ay = Az =~ 2D) for the full LBM-HRR and hybrid computations. On
the other hand, for the full NS-FV computation, a number of 40 points per wavelength
is found to be required to capture the correct SPL at a distance of 150D off the cylinder.

All in all, the computational domain for the hybrid lattice Boltzmann - Navier-Stokes
method is made of approximately 0.9 x 10° cells. The full LBM-HRR computational
domain contains 1.6 x 10° Equivalent Fine Cells (EFC)°, while the full FV-NS domain
features 8.5 x 10° cells. These values are reported in Table 5.7 and shown in Figure 5.35.
Besides, in order to maintain a consistent CFL number of 1/ /3 on both sides of the
coupling interface between the LB and FV-NS domains, the FV-NS method employs
an implicit time-stepping scheme due to the significant disparity between grid spacings
in the near-wall and acoustic regions. As such, to ensure a fair comparison, the full
Navier-Stokes computation will also be performed using an implicit time-stepping scheme.

Before proceeding with the analysis of the result, it is important to highlight why the
use of the hybrid lattice Boltzmann - Navier-Stokes method may be very beneficial for flow
configurations similar to the one considered here. Figure 5.29 clearly demonstrates that a
body-fitted mesh more accurately represents the curved shape of the cylinder compared to
the Cartesian “staircase" mesh used by standard lattice Boltzmann methods. Even though
some authors have proposed solutions to overcome the limit of Cartesian grids for LBMs
[183, 187], these approaches lose the exact advection property of the LBM, leading to an
increased numerical dissipation. Additionally, no aeroacoustic studies of such approaches
have been published yet. The hybrid LB-NS also has another advantage: mesh-refinement
in the lattice Boltzmann framework may produce spurious noise [219, 300] due to the
abrupt non-conformal change of resolution by a factor 2. However, in the present case,
the flexibility of meshing offered by the use of a FV-NS method allows for the use of grid
stretching when moving away from the cylinder. Thus, a smooth transition from the
near-wall very fine resolution to the acoustic grid size can be achieved.

5.5.1 Aerodynamic study

First, the aerodynamic results of the hybrid method are analysed and compared to
those of full FV-NS and LBM computations. At the initial stages of the time evolution of
the flow, an z-axis symmetric wake composed of two counter-rotating vortices develops
downstream of the cylinder. Eventually, the base flow destabilises and transitions into an
asymmetric von Karman vortex street. The alternating vortex shedding from the upper
and lower sides of the cylinder is shown in Figure 5.30 where the instantaneous vorticity
field is shown at two distinct instants. This unsteady behaviour results in the generation

n a lattice Boltzmann computation, the time step depends on the level of refinement. Cells on a
coarser grid level get updated with a time step twice as large as those on a finer level. To take account
for this in the total cell count, the so-called Equivalent Fine Cells (EFC) unit is used. This counts cells
on coarser levels as a fraction of the finest level. In other words, EFC metric provides an alternative cell
count that is useful for comparing different meshes across different numerical methods.
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of negative and positive pressure pulses alternately from the upper and lower sides of the
cylinder, leading to fluctuating aerodynamic forces.
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Figure 5.30 — Non-dimensional vorticity field w = Dw, /¢y where w, = 1/2(0,u, — Oyuy)
computed by the hybrid lattice Boltzmann - Navier-Stokes method (a) at the time of
minimum lift, and (b) at the time of maximum lift. The contour levels range from —1 to
1 with an increment of 0.1. — : w, >0 and ----: w, < 0.

The parameters of interest are the lift and drag coefficients (denoted by C and Cp
respectively), which are defined as:

FL FD

Cr = and Cp =

1

—_— (5.5.1)

PocuZ, D

Fy is the lift force and Fp is the drag force. Additionally, to assess the quality of the

near-wall resolution, the time-averaged pressure coefficient C), is also examined. It is

given by :

Cp _ p<1:y1 - ]2900
§p00uoo

where pcy is the local value of pressure on the surface of the cylinder, and ps, poo and

U are the upstream reference pressure, density and velocity respectively.

In Figure 5.31a, the variations of C, and Cp for the hybrid, full NS, and full LBM-
HRR computations are plotted against time. As can be observed from Figure 5.31a,
the flow around the cylinder is characterised by strong oscillating aerodynamic efforts
due to the periodic vortex shedding. Overall, all three calculations produce identical
results. The amplitude of the lift coefficient, denoted as C is found to be approximately

, (5.5.2)
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equal to 0.52 irrespective of the computational strategy. On the other hand, the mean
value of the drag coefficient Cp, denoted as Cy, is equal to 1.378 for both the hybrid and
NS computations and to 1.41 for the full LB simulation. All these values are in good
agreement with those obtained by Inoue et al. [372], as reported in Table 5.6.
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Figure 5.31 — (a) Time evolution of the lift (C) and drag (Cp) coefficients. (b) Time-
averaged pressure coefficient C), on the uppser half of the cylinder. The value of C), is
compared to the reference DNS of Inoue et al. [372].

Another fundamental parameter to consider is the Strouhal number St = fD /U,
where f is the oscillation frequency of the lift coefficient. According to Figure 5.31a, the
Strouhal number for the hybrid lattice Boltzmann - Navier-Stokes computation is 0.1817.
It can also be noticed that the drag coefficient Cp oscillates at twice the frequency
of Cp. All in all, regardless of the computational strategy, the aerodynamic results
relative to the lift and drag coefficients good agreement with two reference computations
using the Navier-Stokes [372] and lattice-Boltzmann [375] methods. These results are
summarised in Table 5.6. Furthermore, both the hybrid LB - NS method and the full
NS computations lead to the same aerodynamic results. This is not surprising as the
FV-NS method is used to solve the near-wall region in the case of the hybrid LB - NS
computation. This demonstrates that there is no deteriorating feedback between the LB
and NS domains. In addition, Figure 5.31b shows the time-averaged pressure coefficient
C, along the cylinder top surface and again, regardless of the computational strategy, it
is in good agreement with the reference DNS of Inoue et al. [372]. However, it can be
noted that while the lift and drag coefficients are similar between the Navier-Stokes and
lattice Boltzmann computations, there is a larger difference in the pressure coefficient.
This could be because of the IBM approach used in the LBM, where the reconstruction
of the wall-pressure field is known to significantly affect the pressure coefficient [75]. In
contrast, a body-fitted Navier-Stokes mesh does not require this reconstruction as the
quantities can be obtained directly at the wall.
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¢, <, ¢, St

Present Full NS 1378 0.522 0.0248 0.1817

resen 7

computations Full LBM 141 0537 0.027 0.184
Hybrid LB-NS 1378 0522 0.0248 0.1817

Reference Tnoue et al. [372] (NS) | 1.3805 0.52  0.026  0.183
computations [Tafitte et al. [375] (LBM) | 1.39  0.56  0.028  0.185

Table 5.6 — Comparison of the characteristic aerodynamic parameters obtained with
the full NS, full LBM and hybrid LB - NS methods, to the Navier-Stokes DNS of Inoue
et al. [372] and the LBM DNS of Lafitte et al. [375].

5.5.2 Aeroacoustic study

Now that the hybrid LB - NS method has been shown to achieve the intended
aerodynamic behaviour, the next step is to assess the ability of the hybrid method
to resolve the flow-induced noise. The fluctuating lift force resulting from the vortex
shedding generates sound pressure waves. Consequently, a strong tonal noise at the same
frequency as the frequency of the vortex shedding is expected. In the following, acoustic
radiation will be studied through the fluctuating pressure field Ap(x,y,t) introduced by
Inoue et al. [372], and defined as:

Ap(z,y,t) = Ap(2, ¥, t) — APmean(T, y), (5.5.3)

where Ap = p — po, is the difference between the pressure p and the reference free stream
pressure pso, and where Apcan is the time-averaged fluctuating pressure.
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Figure 5.32 — (a) Intantaneous fluctuating pressure field Ap computed by the hybrid
LB - NS method. The coupling interface between the NS and LB domains is indicated by
the dashed lines. (b,c) Iso-contours of Ap. The contour levels range from Ap,,,;, = —15
Pa to Ap,,;, = 15 Pa with an increment of 3 Pa.

Figure 5.32a shows the instantaneous fluctuating pressure field Ap computed by the
hybrid lattice Boltzmann - Navier-Stokes computation. The pressure waves have opposite

signs and originate from both the upper and lower sides of the cylinder, indicating the
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dipolar nature of the acoustic source. Additionally, the wavefront propagates radially at
a propagation angle # that is close to the theoretical value of 6, = arccos(M.,) = £78.5°
due to the Doppler effect. Similarly to the case of the monopole acoustic source, no
spurious acoustic waves are emitted at the two-way coupling interface between the LB
and NS domains. To get better insight into the behaviour of the hybrid LB - NS method,
Figures 5.32b and 5.32c¢ display iso-contours of the instantaneous fluctuating pressure
field Ap in the vicinity of the coupling interface. The same conclusion as for the previous
test cases can be made: the pressure field remains continuous through the interface
as no oscillations nor discontinuities in the contour lines are exhibited. Inasmuch as
the NS-FV solver uses implicit time-stepping, care has been taken to perform enough
sub-iterations to fully damp the spurious effect of the explicit boundary treatment. In
addition, both plots are symmetrical with respect to the y = 0 line and of opposite sign,
thereby confirming the isotropy of the hybrid LB - NS method.

In order to validate more quantitatively the quality of the acoustic field computed by
the hybrid lattice Boltzmann - Navier-Stokes method, the polar plot of the root mean
square of Ap = p — ps is studied. The latter quantity is defined as:

Apens(,y) = \/ B2, y) — [Bpla. )] (5.5.4)

where [Ap?] is the time average of Ap? and Ap(z,y) the time average of Ap. Both
time averages were calculated using the last 10 computation periods, during which all
aerodynamic coefficients reached statistical steady state.

Figure 6.30 shows the polar diagrams of the root mean square pressure fluctuation
Apims at a distance of (a) » = 75D and (b) r = 150D of the cylinder for the hybrid, full
NS, and full LBM-HRR computations. It is important to note that Ap.,s has been made
non-dimensional to ease the comparison between the results obtained in this study and
those from existing literature. Here the reference of Inoue et al. [372] is used . While
they provide a polar plot at r = 75D, the one at r = 150D is deduced by applying a
scaling factor of 1/75/150 to account for the r—/2 radial decay of the sound waves. Each
diagram shows the magnitude on a linear scale represented by the radial length from
the origin. The outermost circle corresponds to a value of Ap,,.s/(pocd) =1 x 107* and
Aprms/(pocd) = 0.75 x 1074, respectively. Both plots in Figure 6.30 confirm the dipolar
nature of the acoustic source. Moreover, the directivity of the sound waves agrees well
with its theoretical value of 6, = £78.5° as shown by the dashed lines (----). All
three computations are superimposed to the directivity obtained from the reference DNS
[372] thereby further validating the fact that the meshes presented in Figure 5.29 are all
designed so as to produce results with similar accuracy.

The final feature which is studied is the spatial decay of the sound pressure waves.
As already stated with the case of the monopole acoustic source of Section 5.4.3; in a 2D
domain, the pressure peaks follow a =2, In order to assess this property in the present
case, instantaneous snapshots of the fluctuating pressure Ap at four successive instants
are plotted against the distance r to the center of the cylinder at § = 90° (see Figure 5.28
for the definition of #). As seen from Figure 5.34a, pressure waves propagate radially
with time. In addition, the interface between both solvers being shown by the vertical
dashed line, it can be confirmed that no reflected waves appear in the vicinity of the
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(b) r = 150D

180°

|Aprmsl/ (poct)
(o) Reference DNS e Full NS Full LBM

Hybrid LB-NS

Figure 5.33 — Polar plots of the root mean square of the non-dimensional fluctuating
pressure at a distance of (a) r = 75D, and (b) r = 150D of the cylinder. The symbols
(O) denote the results of the reference computation of Inoue et al. [372].

coupling interface. To get more insight into the pressure fluctuations decay, the negative
and positive peak values of Ap are plotted against r in a log-log scale on Figure 5.34b.
A reference line proportional to r~'/2 has also been added to this figure. As readily seen
from Figure 5.34b, the pressure peaks computed with the hybrid lattice Boltzmann -
Navier-Stokes method follows the theoretical 7~1/? decay. Threfore, based on the various
acoustic quantities validated in this section, it can be concluded that the hybrid LB - NS
method is able to accurately simulate the propagation of acoustic waves generated by
the flow past an obstacle.

5.5.3 Computational cost of the hybrid LB-NS method

To fully rule on the relevance of the hybrid lattice Boltzmann - Navier-Stokes method
for unsteady aerodynamic and aeroacoustic computations, its computational cost has to
be examined. The aim here is not to perform an in-depth scaling study of the hybrid
method, but rather to compare, on this specific test case, its performance with respect to
the one of full Navier-Stokes and full lattice Boltzmann computations. To that end, all
runtime measurements were conducted on ONERA’s development cluster SPTRO, using
one bi-socket Intel Broadwell node (E5-2650v4, 2.2 GHz) featuring 24 computing cores
and 128 GB of memory.

First of all, the intrinsic performance of the hybrid lattice Boltzmann - Navier-Stokes
method is discussed. In contrast to the case where a single numerical method is used for
the entire calculation domain, the performance of the hybrid method depends on the
proportion of cells computed by the LB and FV-NS methods. For instance, on the mesh
of Figure 5.29, where 25% of the cells are updated using the implicit FV-NS method,
the hybrid method reaches as intrinsic performance of 8.9 MCUPS (Million cell updates
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Figure 5.34 — Propagation and decay of sound waves for z = 0 and y > 0. (a) Radial
propagation of sound waves. Four differents instants corresponding to specific values of
the lift coefficient C, are considered to fully describe one period. (b) Decay of both the
negative and positive pressure peaks. Comparison with the theoretical decay oc 7~1/2.

per second) per core. This measured value is close to the theoretical performance of the
hybrid method P™P, which can be estimated by:
Nxs Nirpm Nxs Nns
phwvb = 2 pNS | T SER pLBM _ B pNS 4 [ - =2 ) pLBM IN[CUPS],  (5.5.5
Ntot Ntot Ntot Ntot [ ] ( )
where PN, and P*BM are the performance in MCUPS of the NS and LB methods respec-
tively, and where Nys/Nior and Nppm/Niot represent the proportion of cells computed
by the NS and the LB methods respectively. As a result, it can be concluded that the
coupling process in itself (i.e. the information transfer and time interpolations) introduces
little to no computational overhead.

As discussed in Chapter 4, the intrinsic performance of the hybrid lattice Boltzmann -
Navier-Stokes method is valuable information, but it is not sufficient on its own to fairly
compare numerical methods. Therefore, the hybrid LB - NS, full FV-NS and full LBM
computational approaches are now compared using the “time to solution” metric. As
stated earlier, the quantity of interest for the present test case is the total CPU time
T gg’U required by each computational strategy to accurately capture the sound pressure
level (SPL) at a distance of r = 150D of the cylinder and the correct boundary layer
(in terms of Cj, Cy and C,) within a 5% error-margin with respect to their theoretical
values. The measured values of ng’U for the hybrid LB - NS, full NS, and full LBM-HRR
computations are summarised in Table 5.7 and shown in Figure 5.35a. In addition, Table
5.7 also reports, for each computational strategy, the total cell count in the corresponding
computational grid, the value of the global time step, and its the relative cost with
respect to the hybrid approach.

Before diving into the discussion of the different values of T, g‘{?U, it is of utmost
importance to note that the computational time listed in Table 5.7 for the full LBM-HRR
computation is an estimated one. This is because the ProLLB solver which was used for
the aerodynamic and aeroacoustic studies of the flow past a cylinder (see Sections 5.5.1
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and 5.5.2), is an unstructured solver that does not reflect the true performance achieved
by ONERA'’s structured FastLBM solver’. Therefore, it would be unfair to compare the
CPU time of ProLLB with the one of the hybrid method as the latter uses ONERA’s
FastLBM solver in the LB domains. As a result, the value of T, gg’U provided in Table
5.7 for a full LBM-HRR simulation is estimated by dividing the number of EFC in the
ProLLB mesh by the performance in MCUPS of ONERA’s FastLBM solver and the result
is multiplied by the number of iterations required to achieve converged statistics. As
such, this estimate is a lower bound estimate as it neglects the computational overhead
that specific algorithmic treatments such as boundary conditions or the multi-resolution
approach might induce.

H Neens [M] At [s] Tg%U [s] Tg%U (Tg?U)hyb
Hybrid LB - NS 0.91 3.3x 1073 3877 1
f 1.6 (EFC) 1.7x107° 7893 2.04
Full NS 8.5 1.2 x 1072 10 442 2.69

Table 5.7 — Comparison of the computational costs of the hybrid lattice Boltzmann
method with full NS-FV and full LB computations to capture both the correct SPL
at a distance of r = 150D of the source and the correct boundary layer within a 5%
error-margin w.r.t their theoretical values. T: The total CPU time ng’U for the LBM
computation is an estimated one.

From Table 5.7 and Figure 5.35a, it is clear that the hybrid lattice Boltzmann -
Navier-Stokes method is the most efficient one to reproduce both the aerodynamics and
the acoustics within the targeted error range. For the same level of accuracy, the hybrid
LB - NS method is about 2.7 times faster than a full NS-FV implicit computation, and 2
times faster than a full LBM computation. The main reason for this is the combined
effect of the cell count and time step. To substantiate this claim, Figure 5.35b displays
the total cell count in the grid used by each computational approach, distinguishing
between the cells located in the near-wall and acoustic regions.

The high computational cost of the implicit FV-NS computation is mainly explained
by the large size of the mesh required to meet the targeted acoustic accuracy constraint.
Indeed, the computational grid of the FV-NS method has almost 10 times more cells
than the one of the hybrid LB - NS method. This is due to the increased dissipation
of acoustic waves by the implicit FV-NS method. As seen in Figure 5.35b, the hybrid
LB - NS and FV-NS grids have the exact same number of cells in the near-wall region
but differ significantly in the acoustic region. In the FV-NS grid, 95% of the cells are
dedicated to acoustic propagation, while the grid of the hybrid LB - NS method has a
rather more balanced distribution, with 70% of the cells in the acoustic region.

Conversely, the increased computational cost of the full LBM computation as compared
to the hybrid LB - NS computation is mainly driven by the increased number of cells
in the near-wall region. As mentioned in Section, 5.1, wall-resolved computations are

"Preliminary performance measurements suggest that the FastLBM solver, which was thoroughly
optimised for HPC within the scope of this PhD, has an intrinsic performance that is approximately
7 to 8 times greater than ProLBv2.8.0. To provide some context, one cell update using ProLB takes
about 0.8us, while using the FastLBM code, one cell update takes approximately 0.1us.
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quite expensive when using the LBM since the method is restricted to cubic cells (i.e.
Az = Ay = Az) and evolves at a fixed CFL number. Figure 5.35b clearly demonstrates
that both the hybrid LB - NS and full LBM grids have the same number of cells in the
acoustic region, the latter has approximately three times more cells in the near-wall
region. Consequently, the total number of cells in the full LBM computation is increased.
In addition, the time step of the full LBM computation is almost two orders of magnitude
smaller and imposed by the smallest cell in the mesh. For all these reasons, the hybrid
LB - NS method offers an optimal better cost-to-accuracy ratio.

3.5
10F
I (a) Total CPU time required by each method I I(b) Number and distribution of cells | Wl Acoustic cells

£ 3.0r 5 [0 Near Wall cells
_8 =§ 8t
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Figure 5.35 — Comparison of (a) the value of T2, and (b) the total cell count in the
corresponding grid for the full NS-FV, full LBM and hybrid LB - NS methods.

To the best of the author’s knowledge, this is the first time a rigorous runtime
comparison has been carried out between the hybrid LB - NS method and conventional
computational strategies that use a single numerical method throughout the domain. As
demonstrated in this section, the hybrid LB - NS method has great potential for complex
aerodynamic and aeroacoustic simulations. By applying each numerical method in the
flow region where it is the most efficient, the total CPU time can be reduced, as well as
the memory footprint, through the use of grids of smaller size. Yet, it is worth noting
that the hybrid method could be even more efficient by using explicit local time stepping
[83], where each sub-domain evolves at its optimal time rate. Indeed, as most of the
time computational time is spent in updating the NS-FV implicit domains, removing the
implicit time stepping could lead to further improvements in terms of CPU efficiency.
This will be explored in future work.

5.6 Summary

In this Chapter, a novel hybrid lattice Boltzmann - Navier-Stokes method has
been proposed for unsteady aerodynamic and aeroacoustic simulations. The principal
motivation behind the development of such a computational strategy is that, depending
on the flow region, different numerical methods and mesh topologies can provide optimal
efficiency or accuracy. As such, the proposed hybrid LB - NS method suggests partitioning
of the computational domain into distinct non-overlapping regions where either the
standard lattice Boltzmann or a compressible finite-volume Navier-Stokes method is
applied. This sets the present hybrid LB - NS method apart from existing approaches
since they all require an overlap between the numerical methods, where both the LB and
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NS methods compute the flow solution in a given number of cells. The technical challenges
posed by a two-way coupling between the lattice Boltzmann and Navier-Stokes method
were then evidenced and thoroughly discussed. It has been shown that the information
transfer between the two numerical methods is not straightforward, as each method relies
on its own set of variables. As a means to alleviate all these issues, the proposed hybrid
lattice Boltzmann - Navier-Stokes method relies on four fundamental components: (1)
a rescaling step, (2) a specific thermodynamic closure, (3) a Chapman-Enskog-based
reconstruction of the lattice Boltzmann distribution functions, and (4) a coupling of
time-marching schemes. While the rescaling step is rather trivial, the derivation of the
thermodynamic closure is an original contribution. Despite the athermal hypothesis of
the LBM, it has been demonstrated that it is still possible to reconstruct an estimate
of temperature fluctuations that, when taken into account in the information from the
LB domain to the NS domain, significantly improves the accuracy and robustness of the
hybrid LB - NS method. Another unique feature of the present coupling strategy is the
direct link which has been drawn between the reconstruction procedure and the HRR
collision operator. Indeed, the coupling boundary condition derived from the Chapman-
Enskog expansion is directly included in the LB scheme, removing the need for extra
computations or storage. Finally, while the temporal coupling of the LB and NS methods
has received limited attention in previous research on hybrid LB - NS methods, a detailed
study was conducted on the coupling of the LBM with both explicit and implicit time
schemes. Additionally, the effect of time interpolations on the overall behaviour of the
hybrid method was thoroughly evaluated. It was concluded that using an interpolation
scheme whose order of accuracy matches that of the FV-NS time-stepping scheme helps
control spurious errors that might occur at the coupling interface.

The hybrid lattice Boltzmann - Navier-Stokes method was then assessed through
three benchmark cases. The plane Gaussian acoustic wave helped in understanding the
influence of each component on the results of the hybrid method. The convection of
a barotropic vortex demonstrated the ability of the proposed approach to deal with
unsteady flow problems. Most notably, the second-order accuracy of the hybrid method,
usually only discussed in the steady case, is shown to be preserved when performing
unsteady computations. Moreover, while most existing hybrid LB - NS methods fail to
ensure the smoothness of gradients through the coupling interface, the present approach
succeeds in doing so. Furthermore, the radiation of a monopole acoustic source proved
the ability of the hybrid LB - NS method to accurately simulate aeroacoustic problems
while decreasing the mesh requirements.

Finally, the application case of the flow past a circular cylinder clearly highlighted the
benefits and capabilities of the hybrid LB - NS method. Firstly, when computing the flow
around obstacles, the use of the Navier-Stokes method in near-wall regions enables the
accurate and efficient description of complex geometries through the use of anisotropic
body-fitted meshes. Hence, complex flow phenomena are directly resolved, and no wall
laws are needed as is commonly the case in the lattice Boltzmann framework. Secondly,
the overall size of the computational grid is reduced. Thirdly, and most importantly, the
overall computational cost is reduced by using the hybrid approach for simulations where
both the aerodynamics and acoustics are computed simultaneously. As such, in the case
of the flow past a circular cylinder, using the hybrid LB - NS method helps to decrease
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the total CPU time by at least a factor of two with respect to full Navier-Stokes and
lattice Boltzmann computations.

Although the hybrid LB - NS method introduced in this chapter has undeniable ad-
vantages, a fundamental question arises: How practicable is the hybrid lattice Boltzmann
- Navier-Stokes method for industrial applications? After reviewing the content of the
Chapter, it may be noted that the present coupling strategy suffers from two limitations,
which are likely to make its application to complex configurations difficult.

o The first limitation relates to the requirement for a coincident interface between the
NS and LB domains. While this is not an issue in simple cases (such as the ones
presented in Section 5.4), it becomes increasingly difficult to generate coincident
meshes as the geometry becomes more complex. The mesh shown in Figure 5.29a is
a perfect example of this problem. The coupling interface between the LB and NS
domains is quite far from the near-wall zone due to the geometric constraints when
connecting the near-wall curvilinear grid and the Cartesian mesh used for acoustic
propagation. To provide some context, the mesh in Figure 5.29a was generated
manually and took several hours to design. This clearly highlights that, if the
coincidence constraint is not relaxed, the present hybrid LB - NS method might be
of little practical interest for more complex geometries.

o The second limitation naturally arises from the simplifying assumptions made when
deriving the thermodynamic closure. Section 5.3.3 already mentioned that the
thermodynamic closure is only a linear approximation of isentropic temperature
fluctuations. This restriction means that the coupling interface between the LB
and NS domains must be located in flow regions where entropy fluctuations are
negligible. For example, in Section 5.5, the LBM was not applied in the wake region
downstream of the cylinder, as it would generate strong spurious acoustic waves.
Thus, when applying the LB - NS hybrid method to complex configurations, prior
knowledge of the flow is required to avoid introducing too many errors that could
compromise the results of the computation.

A graphical summary of this Chapter is provided by Figure 5.36. It is worth mentioning
that, in order to address the second limitation of the hybrid LB - NS method, some
strategies have been investigated in the last few months of this PhD to allow non-isentropic
fluctuations to cross the coupling interface. Preliminary results suggest that coupling a
finite-volume Navier-Stokes method with a recent hybrid compressible lattice Boltzmann
method such as the one proposed by Farag et al. [224], could help in resolving some of
the issues. However, the results are still too preliminary to be included in the manuscript,
and more research is needed to fully determine the potential of such a compressible
coupling. Nonetheless, an overset grids strategy has been successfully developed during
the present PhD to relax the coincidence constraint between the LB and NS domains at
the coupling interface and thereby address the first limitation outlined above. This is
discussed in the next chapter (Chapter 6).
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A Tedious mesh generation when restricted to
mathing coupling interfaces.

v/ Able to accurately perform unsteady aerody-
namic and aeroacoustic computations.

v/ The hybrid LB - NS method is more efficient
than full NS and full LB computations.

B The hybrid LB - NS method is limited to “isen-

1
1
1
1
1
1
1
! tropic” coupling interfaces.

Adresses limitation A I— —| Adresses limitation

Chapter 6 On-going work (not included in the manuscript)
Overset grids for the hybrid lattice Extension of the hybrid lattice Boltzmann -
Boltzmann - Navier-Stokes method Navier-Stokes method to compressible flows

Figure 5.36 — Graphical summary of this Chapter.
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CHAPTER

Overset grids for the hybrid lattice
Boltzmann - Navier-Stokes method

This chapter addresses one of the limitations of the hybrid lattice Boltzmann - Navier-
Stokes method introduced in the preceding chapter which concerns its restriction to
matching LB and NS domains on each side of the coupling interface. To overcome
this limitation, it is proposed to use an overset grids approach. This involves dividing
the computational domain into multiple structured and independent grids that overlap
close to their boundaries and exchange information through interpolations. As such,
this method allows for more flexible meshing of complex shapes and multiple bodies.
Although overset grids are of common practice within the CEFD community, the present
work makes an original contribution by providing an additional degree of freedom
through the choice of the numerical method applied on each of the overlapping grids.
In this way, one could apply the FV-NS method in near-wall regions on structured
body-fitted grids that overlap background Cartesian grids where the lattice Boltzmann
method is employed. To that end, the hybrid LB - NS method is adapted in this Chapter
so as to handle grids of varying topologies on each side of the coupling interface through
spatial interpolations. Particularly, a thorough analysis of interpolation schemes is
performed followed by a series of numerical tests representative of aerodynamic and
aeroacoustic problems. Qverall, the updated LB - NS coupling strategy is shown to
maintain the accuracy and robustness of the original hybrid LB - NS method.

This chapter mainly follows the content of:

e

B3 A. Suss, I. Mary, T. Le Garrec, & S. Marié. A hybrid
lattice Boltzmann - Navier-Stokes method on overset grids. A‘vl IAT::)N

AIAA Aviation Forum 2023, San Diego (CA), USA. 12-16 JUNE 2023
https://doi.org/10.2514/6.2023-3433 SRS eR s o

247


https://doi.org/10.2514/6.2023-3433

CHAPTER 6. OVERSET GRIDS FOR THE HYBRID LB - NS METHOD
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6.1. Introduction

6.1 Introduction

When developing a new numerical approach for high-fidelity CFD, three key factors
have to be considered throughout the whole design process: (1) the computational cost
and compatibility of the method with HPC architectures and techniques; (2) its accuracy
when computing unsteady flow physics; and (3) its ability to handle complex geometries.
In Chapter 5, the hybrid lattice Boltzmann - Navier-Stokes method was introduced as a
promising candidate for enabling new advances in unsteady broadband aerodynamic and
aeroacoustic simulations, especially with regard to the first two factors mentioned above.
However, its ability to handle complex geometries has only been briefly discussed so far.
Specifically, the question of generating appropriate hybrid Cartesian/curvilinear meshes
has not been addressed yet. Therefore, the aim of this chapter is to tackle this question.

General context on the meshing of complex geometries. Thanks to the advance-
ments in computing power, the aerospace industry can now simulate flows around larger
and more detailed geometries than was possible in previous decades. This progress is
evident in dedicated review articles by Boeing [9] or the Space Shuttle group [376], and
in the evolution of the geometries investigated by ATAA’s high-lift prediction workshop
(377, 378]. Achieving geometric accuracy is essential for obtaining solutions that are
consistent with experimental results, as small geometrical details of real-scale devices can
significantly impact the overall aerodynamic performance and generated noise through
flow separations and wake interactions. However, generating high-quality meshes becomes
more challenging as geometries become more complex and detailed. The quality of those
grids plays a significant role in CFD simulations; two different discretisations of the same
domain could lead to substantially different results [379]. This issue is heightened for
high-fidelity approaches such as LES or DNS, where the mesh is part of the model and
must be designed to minimise erosion of physics by numerical error [15]. As a result,
the mesh generation process is now a critical step for all flow simulations and can often
represent around 50% of the overall time spent on CFD simulations in the industry [380].

This process also often requires manual interaction and expertise [18], making it a major
bottleneck in the CED workflow [5].

To better understand how the hybrid lattice Boltzmann - Navier-Stokes method fits
into this context, a review of the most common meshing strategies is first proposed.
Following this, the limitations of the hybrid LB - NS method, as proposed in Chapter 5,
in relation to the grid generation process are highlighted, and the rationale behind the
shift to the overset grids approach is explained.

6.1.1 Fundamentals on meshing techniques

In general, meshes can be classified as structured or unstructured, each with their
own advantages and drawbacks. Structured meshes are typically made up of hexahedral
cells (or quadrilateral cells in 2D). The key characteristic of structured grids’ is that each
cell can be uniquely identified in the topological space using a set of three indices (i, j, k).
Examples of structured meshes include Cartesian and curvilinear grids. In contrast,

'In this Chapter, the terms grid and mesh are used interchangeably with identical meaning.
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unstructured meshes are not ordered in the topological space and consist of polyhedral
cells, with each cell defined by its faces. Figure 6.1 highlights the differences between
these two types of grids when discretising the fluid domain around a circular cylinder.
The purpose of the following discussion is not to explain how these grids are generated
in practice (interested readers can refer to [381]), but rather to examine their suitability
for discretising the fluid domain around complex geometries.

Unstructured mesh

Fluid domain

[N
‘l\\\\\\\g

\\‘N

Figure 6.1 — Structured and unstructured meshes around a circular cylinder.

The main advantage of structured grids stems from the property that the indexes
(1,7, k) represent a linear address space that also corresponds to the way variables
are stored in computer memory. This feature enables quick and easy access to the
neighbours of a given cell, simply by adding or subtracting an integer value to or from
the corresponding index (like (i + 1), (j — 2), etc.). As a result, the whole computation
process (i.e. the evaluation of gradients, fluxes or the streaming step in the LBM) is
greatly simplified. However, structured meshes offer very little flexibility and, apart
from a few well-defined geometries, cannot efficiently mesh complex geometries Indeed,
generating a structured mesh around complex geometries can only be automated to a
limited extent, requiring user intervention with a great deal of technical expertise. In
other words, while structured grids enable high performance in the computation process,
their associated pre-processing time (i.e. grid generation) is the main obstacle to their use
when targeting complex industrial configurations [382]. On the other hand, unstructured
grids offer unparalleled flexibility in handling complex geometries [382, 383]. The key
advantage of unstructured grids is that the topology can be entirely arbitrary, which
means that polyhedral cells can be generated automatically to fill a domain, regardless
of how complex it is [384, 385, 386, 387]. This makes it significantly faster to build an
unstructured grid for a complex configuration when compared to a structured grid. As the
geometrical fidelity of flow simulations is rapidly increasing, it is not surprising that nearly
all commercial CFD software switched over to unstructured data structures. However,
the main disadvantage of unstructured grids is that the connectivity between cells is not
explicitly known, unlike structured meshes. This information needs to be stored, which
requires a much larger amount of memory. As a result, the computational efficiency
decreases when computing the flow solution, for a similar level of code optimisation.
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Therefore, while unstructured meshes are easier to generate, particularly around complex
geometries, this is at the expense of performance during the computation procedure.

To recap, the main advantages and drawbacks of structured and unstructured grids
are reported in Table 6.1.

Structured grids Unstructured grids
Pre - X Tedious mesh generation v Fast mesh generation
processing X Less flexibility v Increased flexibility
X User intervention and expertise « Little to no user intervention
Computation v Direct addressing X Indirect addressing
— good performance = poor performance

Table 6.1 — Advantages and drawbacks of the structured and unstructured grid approach.

As part of the work carried out during this PhD, only the structured approaches
are of interest since ONERA’s Fast CFD environment, which is used for all numerical
developments, is restricted to the use of structured meshes for both the Navier-Stokes
and the lattice Boltzmann flow solvers. Although this choice may seem arbitrary, it
has proven to be pragmatic as computational power still remains the main barrier to
industrial-scale high-fidelity aerodynamic and aeroacoustic simulations. In light of the
discussion above, structured CFD codes tend to have a lower computational footprint
in terms of CPU time and memory usage compared to unstructured codes for the same
level of accuracy. This means that, during the computation phase, structured codes are
more efficient and can handle higher numbers of cells [382]. Therefore, structured codes
are likely to be the first to carry out broad-band unsteady simulations of turbulent flows,
as high-fidelity calculations require high-resolution grids with high cell counts [29].

Owing to this last point, several strategies have been developed over the years to
overcome the limitations associated with the generation of structured grids around
complex geometries. However, the most straightforward approach is provided by the
so-called “multi-block” technique, which is also the one retained within ONERA’s
Cassiopee/Fast CFD environment. The main idea underlying the multi-block approach
is to introduce some degree of unstructured organisation in the mesh. This is done
by following a two-stage process, which first involves dividing the entire computational
domain into sub-regions, called blocks, and secondly meshes each resulting block using a
structured grid. The only constraint is that connectivity between the blocks has to be
ensured through conformal intergrid matching interfaces. In other words, two adjacent
blocks have the same point distributions along their common boundaries. Figure 6.2
provides an example of a multi-block structured mesh in the case of a NACA0012 airfoil.
The main benefit of this approach is that each step (i.e. the blocking and meshing steps)
can be automated to a certain extent, as discussed in [381, 388, 389]. Moreover, the multi-
block concept, used as a domain decomposition approach, allows the direct parallelisation
of the grid generation process on massively parallel systems. Therefore, the multi-block
technique provides additional flexibility and increased automation to the mesh generation
process of structured meshes around complex geometries. In this regard, it can be
mentioned that the multi-block structured approach of ONERA’s Fast CFD environment
has already been proven efficient for various complex unsteady flow configurations such
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as transitional separation bubbles [(1], airfoils in near stall configurations [62, 63, 390],
laminar transonic buffet [64], and shock/transitional boundary layer interaction [391].
However, as will be seen in the next Section, despite all these appealing features, the
fact that the multi-block approach requires conformal matching frontiers, can be a
considerable design requirement that severely complicates the mesh generation process
when setting up a hybrid lattice Boltzmann - Navier-Stokes computation.

D
A B

Block 5

q

B Block 1

Block 2 Block 4

B

Block 3
C

Figure 6.2 — Multiblock structured mesh for a NACA0012 airfoil. The computational
domain is divided into five blocks (marked with a different colour) connected through
conformal intergrid matching interfaces. Zoomed boxes labelled from A to D provide a
closer view of the interfaces between the blocks. The mesh was generated using ONERA’s
Cassiopee pre-processing tool [273, 274].

6.1.2 Towards a simplified mesh generation process for the
hybrid LB - NS method through the use of overset grids

Designing a mesh for computations using the hybrid lattice Boltzmann - Navier-Stokes
method is a challenging task as it requires combining curvilinear grids in near-wall regions
with Cartesian grids elsewhere. Indeed, the LBM is inherently limited to Cartesian grids,
and therefore, the hybrid LB - NS approach offers little flexibility in choosing structured
mesh topologies in the different regions of the flow (or blocks in the multi-block approach).
While a multi-block mesh was introduced for the application case of the flow past a
circular cylinder in Section 5.5 (see Figure 5.29a), its generation process turned out to
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be tedious. Particularly, it was difficult to ensure that it had good quality over the entire
domain and did not introduce spurious numerical artefacts in the flow solution due to
the presence of skewed cells. Upon further investigation, it appears that the troubles
encountered in generating the mesh result from two restrictions. The first one is intrinsic
to the coupling procedure between the LB and NS methods. In Chapter 5, similar cell
shapes (and grid spacings) were assumed on either side of the coupling interface. In
the case of the cylinder, this implies transitioning from a curvilinear O-topology grid
to Cartesian cells near the coupling interface. The second restriction is inherent to the
multi-block approach, as it requires conformal intergrid matching interfaces. Hence, the
combination of both restrictions makes the meshing process very stiff, with very little
flexibility. This becomes all the more inconvenient as the complexity of the geometry
involved increases. Besides, the quality of the resulting mesh remains questionable
(see the rather unconventional block shapes in Figure 5.29a) and generating a mesh of
minimal size requires considerable engineering time and expertise. As such, bypassing
the requirement of conformal intergrid matching interfaces between blocks and identical
cells on either side of the coupling interface would make the grid generation process
significantly simpler and faster. This is where the overset approach comes into play.

The overset grids method, also known as the Chimera method, refers to a particular
type of multi-block meshes. This approach suggests breaking down complex geometries
into simple components that are all discretised independently using different structured
grids. As such, blocks are no longer associated with specific regions of the fluid domain
but rather with geometry components. The resulting global mesh is then obtained by
assembling all the blocks, without requiring any conformal intergrid matching. Instead,
the grids overlap each other, and the communication between the various overset blocks
is performed through interpolations during the computation phase. The main principle
of the overset grid generation is shown in Figure 6.3.

The overset grids approach offers many advantages:

« Firstly, by alleviating the constraints imposed on the mesh (particularly by elim-
inating the requirement of conformal intergrid matching interfaces), the overset
approach significantly reduces the time required to generate high-quality grids [392].
In fact, breaking down complex geometries into simple independent elements not
only facilitates the automatic generation of meshes but also allows for optimal
grid quality (with respect to the physics of interest) in different regions of the
computational domain.

« Secondly, the vast majority of the computational domains used for aerodynamic
and aeroacoustic simulations contain regions with very different resolution require-
ments. Without the overset technique, multi-block structured meshes suffer from a
systematic problem; regions of high cell density are spread across the entire domain,
unnecessarily increasing the number of cells in the mesh, especially in regions of
low practical interest. This phenomenon is illustrated in Figure 6.2, where blocks 3
and 5, as well as zoomed boxes C and D, show upward and downward propagation
of the high cell density region along the airfoil. In contrast, the system of overset
grids, as shown in Figure 6.3, exhibits a high cell density only in desired regions
near the obstacles. This makes overset grids beneficial in reducing the total cell
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N

Fluid domain ear-wall curvilinear

body-fitted grid

[ ——
Obstacle TR
Background
Cartesian grid
Configuration to mesh Grid assembly

J

Defining the different grids

Figure 6.3 — Principle of the overset grids method. The grid generation can be seen as
a two-stage process. First, the computational domain is divided into simple geometrical
components (here the airfoil and the background fluid domain), and each of them is
meshed independently using a tailored structured grid. Secondly, the overall mesh is
obtained by assembling all the unitary grids together.

count for aerodynamic and aeroacoustic simulations. Moreover, the use of overset
grids simplifies the combination of highly anisotropic curvilinear near-wall grids
with isotropic Cartesian grids, without leading to skewed cells that can deteriorate
the mesh quality, hinder stability, and reduce the robustness of the hybrid lattice
Boltzmann - Navier-Stokes method.

o Thirdly, the overset technique is very well suited to simulations where solid elements
are in relative motion. Traditionally, these types of simulations require a complete
remeshing of the domain every time a body moves, which can be very time-
consuming. In contrast, the overset method eliminates the need for a complete
remeshing of the computational domain, as the grids associated with solid elements
can be moved independently and reassembled with the other background grids.
Although the simulation of moving solids using the hybrid lattice Boltzmann -
Navier-Stokes method is not covered in this manuscript, it could be an interesting
area for future work.

While the overset grids technique is highly effective in reducing meshing constraints on
complex geometries, it requires some specific treatments between blocks, as all elementary
grids overlap each other in an arbitrary manner. For general fluid flow problems, it is
of utmost importance to allow for meaningful and stable transfer of data from one grid
to another. To achieve this, two modifications are brought to the CFD workflow. First,
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during the pre-processing step, where the connectivity between the grids is established.
Secondly, during the computation step, an interpolation scheme is used to link the flow
solution between the overlapping grids. As such, the aim of this work is to extend the
hybrid lattice Boltzmann - Navier-Stokes method introduced in Chapter 5, to the overset
grids approach. While pre-processing is independent of the numerical method used for
the calculation, it is important to ensure that communication between the different grids
is almost transparent, i.e. that it preserves the smooth transition between the lattice
Boltzmann and finite-volume Navier-Stokes methods. For this purpose, a detailed analysis
of interpolation effects is proposed from both a theoretical and numerical perspective.

The remainder of this chapter is organised as follows. First, Section 6.2 provides a
brief literature review of overset grids in both the Navier-Stokes and lattice Boltzmann
framework. Then, Section 6.3 details the overset grid methodology used for this study,
including a comprehensive theoretical analysis of the interpolation schemes available
in ONERA’s Cassiopee/Fast CFD environment. Then, the overset grids approach
is validated through full FV-NS and LB computations in Section 6.4. Subsequently,
Section 6.5 details the extension of the hybrid lattice Boltzmann - Navier-Stokes method
introduced in Chapter 5 to overset grids. Lastly, Section 6.6 validates the proposed
hybrid LB - NS method on overset grids on two canonical test cases and, finally, the
application case of the flow past a circular cylinder is revisited in Section 6.7.

6.2 Literature review on overset grids

Overset grids in the Navier-Stokes framework. Overset grid methods have been
used for many years in the Navier-Stokes-based CFD community as a means to reduce
the meshing effort, especially for structured grids. The concept of overset grids was
initiated by Volkov [393] in 1967, followed by Starius [394]. In the 1980s the overset grids
method was adopted for aerodynamic applications by Steger et al. [395] and Benek et
al. [396] under the name of the “Chimera” method. Since then, overset grids have been
successfully applied over a wide range of applications, as reviewed in [376, 397]. NASA
was actually one of the pioneers in the development of the overset grids technique, given
the complexity of the geometries studied by the organisation. The technology has now
reached a sufficient level of maturity to be included in industrial practice [398, 399].
More recently, overset grid methods have become increasingly popular in the field of
computational aeroacoustics. In this context, body-fitted grids are most of the time used
close to solid surfaces to accurately resolve the hydrodynamics fluctuations and overlap
Cartesian background grids, which are dedicated to the propagation of acoustic waves.
Delfs [400] was the first to apply the overset grids technique in computational aeroacoustics,
demonstrating the potential of conducting aeroacoustic studies with overlapping meshes.
Over the years, as more rigorous analysis tools became available [101, 102], the targeted
configurations have gradually increased in both complexity and resolution [103, 404, 105].
Currently, overset grids have become a common tool for aeroacoustic analyses [406], and
the study and use of overset meshes is still a highly topical subject in the NS community.

Overset grids in the lattice Boltzmann framework. Overset grids are used for a
different purpose in the lattice Boltzmann framework than in the Navier-Stokes framework
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where they were originally introduced. In fact, the lattice Boltzmann method already
possesses the capability to handle complex geometries with ease, owing to the use of
immersed boundary conditions on a Cartesian mesh that is generated automatically.
Therefore, overset grids are rarely used with the aim of simplifying the meshing process
when setting up lattice Boltzmann computations. Nonetheless, Di Ilio et al. [107]
introduced a hybrid lattice Boltzmann method that combines a finite-volume lattice
Boltzmann model with the standard LBM on overlapping grids. As indicated in [407],
this approach aims to reduce the cell count and improve the performance of the LBM in
near-wall regions. This is the only known use of the overset approach in the LB literature
for similar purposes as in the Navier-Stokes framework. In contrast, the term “overset”
in the lattice Boltzmann community explicitly refers to the use of overlapping Cartesian
grids for simulating fluid flows involving moving objects, particularly rotating ones. This
approach eliminates the need to remesh the entire computational domain for each motion
increment, thus saving computational time and resources. Over the past five years,
this technique has attracted growing interest, with increasing complexity in the flow
configurations considered [408, 409, 410, 411, 412]. Although some recent studies have
briefly touched upon the issue of spurious noise emission and mitigation in the presence
of overset grids [411, 412], it remains unclear whether the lattice Boltzmann method, in
combination with overlapping meshes, is mature enough for aeroacoustic applications.
Furthermore, most of the configurations treated using overset grids in LBM are still much
simpler than those treated using NS methods. This indicates that the overset method is
still in its early stages of development in the lattice Boltzmann framework.

Overset grids in ONERA’s Cassiopee/Fast CFD environment. Over the years,
ONERA has been actively involved in the development and use of overset grids [388, 413].
Within the Cassiopee/Fast CEFD environment, the overset approach is mainly used for
three different purposes: to facilitate the handling of mobile bodies, to manage the
information transfer at octree grid refinements and to account for geometric details in a
patch-based manner seamlessly. Renaud et al. [114] provide an example of all these use
cases in their work on simulating the flow around a complete helicopter configuration. A
unique characteristic of the overset grids techniques used in ONERA’s Cassiopee/Fast
CFD environment is that it integrates all the necessary algorithms in a single HPC
environment [273, 415]. In contrast, most overset grids are generated using a third-party
overset grid pre-processor (OGP) to create the corresponding grids. The Fast flow solver
has also been optimised to minimise the computational overhead caused by interpolations
in overset computations. As a result, Large Eddy simulations using overset grids can be
performed within the Cassiopee/Fast CFD environment with competitive runtimes [416].

It should, however, be noted that there has been little to no aeroacoustic validation
of ONERA’s overset grid method so far. Nonetheless, Sanders et al. [117] conducted
a simulation of the LAGOON landing gear using the Chimera technique and provided
an initial assessment of ONERA’s overset grid method capabilities for acoustics. They
found some issues with accuracy and spurious noise emission, but they only employed
second-order interpolations. This might explain their reserved conclusions. ONERA’s
Cassiopee/Fast CFD environment offers higher-order interpolations, that could improve
the results of their study. Therefore, it would be interesting to update their conclusions
using these interpolation schemes.
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In light of this short literature review, the work presented in this chapter pursues three
additional objectives beyond the extension of the hybrid lattice Boltzmann-Navier-Stokes
method to overset grids:

1. Firstly, it aims to compare the numerical behaviour of the lattice Boltzmann and
Navier-Stokes methods when using overset grids;

2. Secondly, it aims to evaluate the ability of ONERA’s Cassiopee/Fast CFD environ-
ment, in its current state, to perform aeroacoustic studies using overset grids;

3. Lastly, it aims to contribute to a further evaluation of the spurious noise emission
issue and its mitigation in the LB framework when used with overset grids.

At the beginning of this PhD, the overset grids methodology had already been
implemented and validated for the Navier-Stokes part of ONERA’s Cassiopee/Fast
CFD environment, specifically for aerodynamic purposes. However, all the relevant
implementations and validations for extending the overset grids method to the lattice
Boltzmann and hybrid LB - NS methods were carried out as part of this PhD.

6.3 Overset grids methodology

Having introduced the main motivation behind the use of overset grids and outlined
the objectives of the present study, this section now provides a detailed description and
analysis of the overset grids methodology. As mentioned above, this method involves
computing the flow solution on multiple structured grids that overlap and communicate
with each other through interpolations. As such, unlike classical multi-block computations
with conformal matching interfaces, two additional steps have to be considered in the
computation workflow: (1) a dedicated pre-processing that assembles the overlapping
grids and establishes their interconnectivity, and (2) the use of intergrid interpolations
during the computation phase. In the following, the pre-processing algorithm used
to perform the overset grid assembly will not be further detailed as it is an integral
part of the Cassiopee tool, which has already been extensively covered extensively in
previous works [273, 388, 415]. However, the communication between the overlapping
grids, specifically the interpolation technique, is thoroughly discussed in the subsequent
sections. Indeed, ensuring an effective communication between the grids is essential for
high-fidelity simulations.

6.3.1 Overset communication procedure

Without any loss in comprehension or generality, the overset communication procedure
is described in a one-dimensional case for two overlapping grids, as depicted in Fig. 6.4.
The computational domain is composed of two regular grids, denoted by M and M’.
For the sake of simplicity, both grids are assumed to have the same grid spacing Az and
are offset by a parameter n € [0, 1], set to n = 0.5 in Fig. 6.4.

The communication is performed through halo exchange: each grid is extended
with halo regions (or ghost cells) to apply the same numerical scheme throughout the
computational domain. The number of ghost cells is, therefore fixed by the stencil of
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Figure 6.4 — One-dimensional example of the overset communication procedure between
two overlapping grids with a 2"4-order centered interpolation scheme.

the numerical method. In the present case, even though the LBM requires only one
layer of ghost cells, all grids are extended by two layers of ghost cells owing to the
five-point stencil of the finite volume method. The flow solution in the ghost cells is then
interpolated from the overlapping grid. Before diving into the details of the interpolation
process, it is important to introduce some terminology related to the overset grid method.
As a result of the overset grid assembly, the grid points are classified as [118]:

« receiver points (O and @). The flow variables at these points are interpolated
from their values in the donor grid. The receiver points correspond (in most of the
cases) to the ghost points of each grid.

« interior points (O, ® and O, ®). The flow variables at these points are computed
by the corresponding numerical method (LB or FV-NS in the present case). These
points are further distinguished by their role in the communication process:

— donor points (O and O). These points are involved in the communication
process: the flow variables at these points are used to compute their interpo-
lated value at the corresponding receiver point. The number of donor points
depends on the stencil of the considered interpolation method.

— unaffected points (® and ®). These points are not involved in the com-
munication process: the same numerical scheme applies as if no overset grid
method was used.

The area between the first receiver point of M’ and the last receiver point of the
M is called the overlap area. In this area, two flow solutions coexist, each defined on
a different grid, which induces a slight increase in computational time compared to a
single-grid case. As such, the size of the area should be as limited as possible. Yet,
the distinction between donor and receiver points imposes a minimal overlap, which is
determined by the stencil of the interpolation scheme. Such an approach is referred to as
explicit interpolation. In contrast, it is also possible to define an implicit interpolation
where donor points can also be receiver points, thereby reducing the overlapping area.
However, implicit interpolation techniques turn out to be particularly expensive and
not conducive to implementation on parallel computers [419]. Therefore, only explicit
interpolations are used in the following.
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6.3.2 Analysis of interpolation schemes

The issue of choosing an appropriate interpolation operator for aerodynamic and
aeroacoustic applications is now addressed. While many interpolation operators can be
used such as Lagrange interpolators, Hermite interpolators, and B-splines [420, 421], the
choice of one specific interpolation method is often based on a tradeoff between cost and
accuracy. In the present work, only Lagrange interpolation schemes are studied since
they are simple to implement and inexpensive (w.r.t other interpolation methods) [420].
In addition to these two points, the selection of an appropriate interpolation scheme can
also be guided by a number of other requirements.

Firstly, Chessire and Henshaw [119] recommend the use of an interpolation method
that is at least of the same order as the numerical scheme used to compute the flow
field on the interior points. Thus, for aerodynamic applications, linear interpolation (of
order 2) may be sufficient. However, a study by Delfs [400] was able to show that linear
interpolation is not sufficient to correctly propagate acoustic waves from a curvilinear
grid to a Cartesian background mesh. This suggests that high-order interpolations may
be required for aeroacoustic simulations.

Secondly, the use of interpolation can also have an effect on the overall stability of the
computation. Indeed, in this context, the study of Desvigne et al. [122] is particularly
interesting as it shows that non-centered interpolation schemes can lead to numerical
instabilities. It should be recalled that in a non-centred interpolation, the interpolated
point does not lie in the central interval of the interpolation stencil. Moreover, the
higher the order of the non-centred interpolation, the greater the instability. In the
following, 2°-, 34 and 5'-order interpolation schemes are compared (this results from
the availability of 2°-, 3 and 5'-order schemes in the former elsA flow solver [395]
for which the Cassiopee pre- and post-processing tool was initially developed). Since
the last two interpolation schemes are non-centred, it is important to characterise their
stability for the subsequent computations.

Finally, it is important to note that most interpolation techniques used in overset
methods are non-conservative. Although conservative interpolation schemes have been
proposed, their implementation is very cumbersome especially as the order of interpolation
increases. Since all the flows considered in the present manuscript are restricted to a
low Mach number and shock-free, it has been decided to rely on non-conservative
interpolations.

6.3.2.1 1D analysis of Lagrange interpolating polynomials

The interpolation procedure using Lagrange polynomials is first studied in the one-
dimensional case. To this end, Fig. 6.5 depicts a non-centred interpolation procedure.
The interpolation stencil (denoted by §) is composed by N mesh points {xg, ..., &y _1}
such as ®; = xy + iAx where Az is the uniform grid spacing. This set of N points
defines N — 1 intervals where interpolations can be performed at any arbitrary point
x =xo+ (d— 1+ n)Ax where d is the number of the corresponding interpolation cell
and 7 is the offset. Let f be a known discrete function defined on S, its interpolated
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value at a receiver point « is given by the following polynomial:
flx)=) S;=)f; (6.3.1)

where f; is the value of f at point «; and S;(z) is the j-th interpolation coefficient. In the
context of Lagrange interpolation, the coefficients S;(z) are constructed as polynomials
of degree N — 1 with a value of 1 at z; and 0 at all other stencil nodes. Therefore one

has:

N—-1
r—x
Si(x) = . (6.3.2)
’ (]11) Tj— Xq
q#j

Following the convention introduced by Desvigne [4103, 422], Lagrange interpolations
are referred to as LINpd, where N is the number of points of the interpolation stencil,
and d corresponds to the cell where interpolation is performed. It can also be shown
that the order of accuracy of the LINpd interpolation method is N. As a result, Fig.
6.5 illustrates the LI5p2 fifth-order non-centred Lagrange interpolation implemented
within ONERA’s Cassiopee/Fast CFD environment. The aim is now to quantify the
performance of this family of interpolation methods by considering their induced global
error, amplification and phase shift.

. Ar :
— é S
e STEEEEE O-----@-O------- O------- O
by xTq o T3 Ly

d™" interpolation cell

Figure 6.5 — 1-D example of a 5"-order interpolation stencil on the second cell, i.e
N =5and d = 2.

The global interpolation error is first studied. Therefore, the function f to be
interpolated is assumed to be a harmonic function of wavenumber k& and phase ¢:
fi = €!¥+®) where i2 = —1. The global interpolation error ¢(kAz) is defined as:

fil@) — fil) st
e(kAxr) = max |———————=| = max |l — S;elld-ttntikdz| (6.3.3)
el fi() eIl i

Fig. 6.6a shows the global interpolation error in the wavenumber space for the
ond_ - 3rd_ - and 5%™-order non-centred Lagrange interpolation schemes. As expected,
increasing the size of the interpolation stencil (and thus the interpolation order) reduces
the interpolation error. However, the interpolation error for high wavenumbers increases
significantly with the order of interpolation and can exceed 100% error for checkerboard
oscillations. The source of these high error levels will subsequently be characterised
in more detail. Fig. 6.6b and Fig. 6.6¢ also provide a closer view to the influence of
the offset parameter 17 on the total global interpolation error in the wavenumber space.
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Logically, when 7 tends towards 0 or 1, the global interpolation error tends to 0 since
the point to be interpolated coincides with a mesh point where the value of f is known
exactly. In the case of the LI2pl interpolation scheme, the result of Sherer and Scott
[420], which states that the interpolation error is maximal when the point is in the
middle of the interpolation cell (n = 0.5) is recovered. On the other hand in the case
of non-centred schemes, the value of 7,,,, for which the error € reaches its maximum
depends on the interpolation cell d. Indeed, if d < | N/2], then ny.. < 0.5 (as shown in
Fig. 6.6¢) and if d > [N/2], then 1,4, 2= 0.5.
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Figure 6.6 — Global interpolation error € in the wavenumber space for the 2nd-, 3rd-, and
Sth-order non-centred Lagrange interpolation schemes. (b) and (c) show the dependence
of € on the location of the point to be interpolated in the interpolation cell (7 parameter).

In order to get more insight into the interpolation error e in terms of dissipation
and dispersion, the amplification and phase shift of non-centred Lagrange interpolation
schemes are now quantified. The interpolation amplification « and phase shift ¢ are
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defined as :

a(kAzr) = max and  ¢(kAx)

776[071[

fk(w) = Imax ar fk(w)
fi(@) = ooy are (fk«c)) ' (6.34)

Fig. 6.7a shows the amplification factor « in the wavenumber space for the 2°d-, 3.
and 5"-order Lagrange non-centred interpolation schemes. Surprisingly, regardless of
the wavenumbers, the amplification is equal to 1, which means that the interpolation
schemes do not induce any spurious amplification of the monochromatic waves. This also
clarifies the source of the large error levels observed for the high wave numbers in Fig.
6.6a . Indeed, since no amplification is observed, the phase shift of the waves is expected
to be the main cause of error in this case. Of course, if the decentering is increased (for
instance with a LI5pl interpolation), o > 1 for high-wavenumbers which compromises
its practical use as it may lead to severe instabilities. Fig. 6.7b depicts the phase error
in the wavenumber space. Regardless of the interpolation scheme, the phase error is very
small for low wavenumbers but it increases rapidly for kAx > 7/4. It should be noted
that even though the phase error decreases when increasing the interpolation stencil,
non-centred Lagrange interpolations have a greater phase error than the linear centered
case LIp2. Hence, this explains the fact that ¢ > 1 for high wavenumbers for the LI3pl
and LI5p2 interpolation schemes.
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| — LBp1 ~oe0—0- —— LI3pl -0e0—0-
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Figure 6.7 — Interpolation error in terms of (a) amplification a and (b) phase-shif ¢ for
the 2nd-, 3rd-, and 5Hth-order non-centred Lagrange interpolation schemes.

6.3.2.2 2D analysis of Lagrange interpolating polynomials

The interpolation procedure is now investiaged in a two-dimensional case. Indeed,
although the subsequent computations are carried out on 3D domains, the mesh is set to
be uniform in the transverse direction so that only 2D interpolations are used.

Before diving into the analysis, the implemention of two-dimensionnal interpolations
should be specified. The overset grid method introduced in this work is meant to be
able to handle non-coincident curvilinear and Cartesian grids. Thus, the shape of the
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interpolation medium is likely to vary from one grid to another and even from one
point to another. In order to overcome this difficulty, the choice was made in ONERA’s
Cassiopee/Fast environment to use a tensorisation of 1D interpolations. Thus, regardless
of the grid topology, the interpolation stencil is mapped in a reference regular Cartesian
space [421], where 1D interpolation can be applied by directions (see Fig. 6.8).
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Figure 6.8 — 2-D interpolation at a receiver point & by tensor product of 1-D fifth-order
interpolations. The curvilinear grid is mapped onto a Cartesian regular grid with unit
spacing. First, 5 preliminary 1-D interpolations are performed at each constant value of
(. A final 1-D interpolation is then performed along the green arrow.

Since in practice all interpolations are made in the Cartesian reference domain, the
theoretical framework for the analysis of 2D interpolations assumes a Cartesian domain
(&,¢) as shown on the right side of Fig. 6.8. It has recently been shown that the
approximation of the mapping can have an influence on the interpolation error [423].
However, for all the computations discussed below the exact mapping will be known so
that no additioanl error can arise.

The interpolation of the function f at point x is done in two steps. The first step
is to horizontally interpolate the function f for the different ( ordinates along the
vertical line through z. This leads to N intermediate interpolated points (O ). Secondly,
the interpolation is carried out vertically along the line made up of the intermediate
interpolated points. Therefore, the interpolated value of f at point x obtained by the
tensor product of two 1D interpolations is given by:

2

—-1N-1
Si(@)S;(x) fij, (6.3.5)

Jj=0

I
o

7

where fi; is the value of f at point (§;,¢;) and Si(x), Sj(x) are the interpolation coeffi-
cients. In the context of Lagrange interpolation, the coefficients S;(z) (resp. S;(x)) are
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constructed as polynomials of degree N — 1 with a value of 1 at z; (resp. z;) and 0 at all
other stencil nodes. Therefore one has:

5,(@) = @Sy (a) = [ S-S [ 2= (636)
e 6 GG
J ]

Following the convention introduced by Desvigne [403, 422], 2D Lagrange interpolations
are referred to as LINpd ® LINpd, where N is the size of the interpolation stencil, and
d is the number of the cell where interpolation is performed. As is the 1D case, the
performance of this family of interpolation methods is now quantified by considering
their global interpolation error, amplification and phase shift. To this end, the function
f to be interpolated is assumed to be a harmonic function of wavenumbers k¢, k- and
phase ¢: f, = elke€kcC+9) where i2 = —1.

Fig. 6.9a shows the iso-contours of the global interpolation error in the wavenumber
space for the 2"9-, 3% and 5"-order non-centred Lagrange interpolation schemes. As
already observed in the one-dimensional case, increasing the size of the interpolation
stencil (and thus the interpolation order) reduces the interpolation error, especially
for low wavenumbers. However, it can now be seen that all the interpolation schemes
exhibit a region where the error is greater than 100%. Moreover, the higher the order of
interpolation, the larger this area is. It can also be noted that the centred interpolator
LI2pl ® LI2pl seems to have better isotropy than its non-centred counterparts. The
global interpolation error is now broken down into amplification and phase error. Fig.
6.9b shows that the 2D interpolations based on the LI2pl and LI3pl methods preserve
the non-amplification of the waves. Conversely, for the most extended stencil (LI5p2),
a wide area where o > 1 is observed although not present in a mono-dimensional case.
Thus, all waves discretised by less than 4 points per wavelength are unstable for this type
of interpolation. It is therefore advisable to use this interpolation in well-resolved areas or
else to use an amplification control [122] or to switch to a centred interpolator. Regarding
the phase shift, Fig. 6.9¢ highlights the same conclusions as in 1D. However, it can be
noted that the phase error is increased for waves propagating at 45°. Finally, it can
be concluded from this short analysis that while for the LI2p1 and LI3pl interpolation
methods, the interpolation error manifests itself in the form of a phase shift, in the case
of the L5p2 scheme both a phase shift and a wave amplification are responsible for the
interpolation error.

6.4 Validation of the overset grids methodology

The overset grid methodology is first validated for full Navier-Stokes and lattice
Boltzmann computations. The main purpose of this section is to highlight the differences
in behaviour between these two methods in the presence of overset grids. This will allow
a better understanding of the results in the context of the hybrid lattice Boltzmann -
Navier-Stokes method. To this end, the case of a barotropic vortex [301] convected in
a freestream is investigated. This test case is performed in the inviscid limit so as to
directly investigate the numerical dissipation and the stability of the overset methodology.
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6.9 — Interpolation error € in the two-dimensional wavenumber space obtained
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through the tensorisation of the 1D 27 3'- and 5%"-order non-centred Lagrange
interpolation schemes. (a) Global interpolation error €, (b) amplification « and (c)
phase-shift ¢.

The initial flow field is given by:
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where py = 1.1765 kg.m 3 is the free-stream density, ¢y is the speed of sound, € = 0.07¢,
is the vortex strength and R. = 0.1 m is the characteristic radius of the vortex. The
vortex is initially located at (x.,y.) = (2.5,2.5), and is convected along the x direction
at a Mach number of 0.1.

The computational domain consists of a pseudo-2D periodic box of size [5L, 5L, 10Ax]
with L being the reference length equal to 1 m. Two grid configurations are compared
(see Fig. 6.10), with various grid resolutions. The first grid is a single block setup,
consisting of a single Cartesian grid with a uniform cell size Az = L/n, where n, is the
number of grid points per unit length. The second grid configuration relies on the overset
grid method: a Cartesian block is superimposed to a background Cartesian grid. The
overset block is centred on the middle domain and shifted by half a grid step (i.e. n = 0.5
according to the notations introduced in Fig. 6.5). The cell size is identical in both grids.

0 1 2 3 4 5 0 1 2 3 4 5
T x

(a) Reference grid. (b) Overset grid.

Figure 6.10 — Computational domains used for the validation of the overset grid
methodology. The red grid is offset by one-half grid spacing in the x and y directions
w.r.t. the background grid.

6.4.1 Validation in the case of a full Navier-Stokes computation

The numerical behaviour of the overset grid methodology is first investigated in the
framework of the finite-volume Navier-Stokes method. In this case, the interpolations
between the different grids is performed at each time-step on the macroscopic flow
variables, i.e. the 5 components of the state vector W = (p, u;, T)". Two fundamental
aspects of the method are studied: on the one hand, its aptitude to maintain vortical
structures over long periods of time and, on the other hand, its capacity not to emit
parasitic noise when the vortex passes through the overlapping zone between the two
grids.

Fig. 6.11a displays the non-dimensional density profiles after 5 flow-through times
(FTT). Note that the “Reference” solution refers to the solution obtained on the single-
block uniform grid (Fig. 6.10a). In addition, the extent of the overset grid is shown
by the grey-dashed vertical lines. First of all, it should be noted that, regardless of the
interpolation order, no discontinuity in the solution is observed in the vicinity of the
interface between the two grids. Focusing on the vortex depression, differences between
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the interpolation methods are nevertheless noticeable. Indeed, the LIp2 interpolation
method (i.e. a linear interpolation) induces a slight numerical dissipation of the solution.
However, by increasing the order of the interpolation (order 3 or higher), the phenomenon
of numerical diffusion disappears and the solution obtained using the overset grid method
is perfectly superimposed to the one obtained on the single-block uniform grid. With
regard to the stability of the method, the simulation was continued up to 20 FTT and
no spurious oscillation or amplification could be observed. This is mainly due to the fact
that the vortex is finely resolved in this case.

In order to get more insight into the effect of the overset grid methodology on the
accuracy of the computation, the simulated density field p is compared to its theoretical
counterpart py, (i.e. simple convection of the vortex). This is done by computing the L?
error metric over the whole computational domain:

LQ(p) — \/ 1 Zx,y,z |p<l’,y, Z) - pth<l’,y7 Z)|

NgNyN, ZLZAZ Pth(ff, Y, Z)

(6.4.2)

Fig. 6.11b shows the evolution of the L? error metric as a function of the grid reso-
lution n, = L/Az for the two grid configurations (“Match” refers to the single-block
configuration) and various interpolation orders. By comparing the error curve of the
reference computations and the one performed with the LI2p1l interpolation scheme, the
remark of Chessire and Henshaw [419] makes sense: in the case of the LIp2 interpolation
scheme (of lower formal order than the numerical method), it is the interpolation error
that drives the convergence. By switching to a third-order interpolation (LI3p1l) method
or a fifth-order interpolation (LI5p2) method this problem is solved and the order of
convergence of the scheme is recovered. Moreover, for a given grid resolution, the error
metrics are almost identical for the single-block grid and the third- and fifth-order overset
method, which indicates that the overset grid method does not introduce significant
additional numerical errors.

Finally, in order to examine the emission of spurious acoustic waves, Fig. 6.11c
presents instantaneous snapshots of the fluctuating pressure Ap = p — p,ey when the
vortex passes through the overlapping interface between the grids (indicated by the
grey-dashed lines). In order not to introduce any other source of noise, characteristic
boundary conditions [97] have been imposed on the edges of the computational domain.
The use of second-order Lagrange interpolations leads to the generation of spurious noise.
Note that for Fig. 6.11c, iso-contours of the fluctuating pressure Ap are within the
range +1 Pa which represents less than 1% of the vortex depression. It can be seen,
in accordance with the theoretical analysis proposed in Section 6.3.2, that increasing
the order of interpolation leads to levels of spurious noise of less than £+ 1 Pa. This
also validates the ability of non-centred interpolation schemes to perform aeroacoustic
simulations (provided they are applied in sufficiently resolved areas).

6.4.2 Validation in the case of a full LBM computation

The same analysis as above is now carried out in the case where the overset grid
methodology is applied to the lattice Boltzmann method. A major difference compared
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Figure 6.11 — Advection of a vortex on overset grids in the case of a full finite-volume
Navier-Stokes computation. (a) Non-dimensional density profiles after five flow-through
times, (b) Convergence rate of the overset method, and (c) Spurious acoustic waves
generated by the space-interpolation method.

to the Navier-Stokes case arises in the quantities being transferred between the two grids.
Indeed, the LBM is based on the evolution of distribution functions. Thus, the most
direct approach consists in interpolating, at each iteration, the 19 distribution functions
(in 3D) from one grid to another. However, this strategy is only possible if the grids are
fixed. In the case of relatively moving grids, it is the moments of the distribution functions
that must necessarily be interpolated since only these have physical meaning and tensor
properties [409]. More recently, some authors have proposed to improve the overset
method using a so-called “direct coupling” method [410]. However, the implementation
of the direct coupling was not deemed necessary as satisfactory results were obtained
considering classical interpolation techniques. Specifically, in the present case, which
focuses on fixed grids, the two interpolation methods (on distribution functions and on
their moments) have been compared and led to the same results. Thus, in this Section,
only the case of the direct interpolation of distribution functions will be discussed.

Fig. 6.12a displays the non-dimensional density profiles after 5 flow-through times
(FTT). Just as for the Navier-Stokes case, no discontinuity in the density profile is observed
in the vicinity of the interface between the two grids. However, notable discrepancies
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Figure 6.12 — Advection of a vortex on overset grids in the case of a full lattice Boltzmann
computation. (a) Non-dimensional density profiles after five flow-through times, (b)
Convergence rate of the overset method, and (c¢) Spurious acoustic waves generated by
the space-interpolation method.

can be seen in the numerical dissipation induced by the overset grid method. Indeed,
with the linear interpolation method (LIp2) the vortex core is strongly dissipated and
to a much greater extent than in the case of the finite-volume Navier-Stokes method.
This phenomenon has already been observed in the case of interpolation-supplemented
lattice Boltzmann schemes [124]. Theoretical developments in [424] have shown that a
linear interpolation leads to the emergence of a spurious viscous term in the momentum
equations solved by the LBM that accounts for this high level of numerical dissipation.
Yet, by increasing the order of the interpolation (order 3 or higher), the phenomenon of
numerical diffusion disappears and the solution obtained using the overset grid method
is perfectly superimposed to the one obtained on the single-block uniform grid. Similarly
to the NS case, the simulation was continued up to 20 FTT and no spurious oscillation
or amplification could be observed. This further proves the stability of the overset grid
method with the HRR collision operator [411].

Fig. 6.12b shows the evolution of the L? density error metric as a function of the grid
resolution for the lattice Boltzmann overset method. Surprisingly, one can notice that,
even if the order of interpolation of the LI2pl method coincides with the formal order of
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the LBM (second-order in space and time), the observed convergence is only of 1%*-order.
This behaviour can again be explained by the theoretical study of He [424]. Indeed, the
spurious viscosity term arising in the macroscopic LBM equations is such that v o« Az
under acoustic scaling. Logically, by increasing the order of interpolation (and thus
removing the spurious viscosity term), the second-order of convergence of the LBM is
recovered. Moreover, for the LI3p1 and LI5p2 interpolation schemes, the error metrics
are almost identical for the single-block grid and the overset method, which indicates
that the overset grid method does not introduce significant additional numerical errors.

Finally, the emission of spurious acoustic waves is investigated. Fig. 6.12c¢ shows
instantaneous snapshots of the fluctuating pressure Ap = p — p,.y when the vortex
passes through the overlapping interface between the grids at the same time-step as
for the NS case. For the present acoustic computations, absorbing layers [125] have
been implemented at the outer boundaries of the computational domain. Again, the
second-order Lagrange interpolations lead to the generation of spurious noise. The
behaviour of spurious acoustic waves with respect to the increasing interpolation order is
slightly different than in the NS case. Indeed, while at the fifth order no spurious waves
are visible in the range of + 1 Pa, very slight parasitic phenomena remain when using
a third-order interpolation. This can be explained by the low dissipation of the LBM,
which therefore tends to be more sensitive to the precision of the interpolator. All in all,
this further validates the ability to perform aeroacoustic simulations in a HRR lattice
Boltzmann framework with the overset grid methodology.

6.5 Hybrid LB - NS method on overset grids

Having introduced and validated the overset grid methodology in the context of
segregated lattice Boltzmann and Navier-Stokes solvers, this section details the exten-
sion of the overset approach to the hybrid lattice Boltzmann - Navier-Stokes method.
Indeed, the aim of the present work is to enable the seamless switch between numerical
methods across the grids making up the computational domain. In the following, the
key components of the hybrid lattice Boltzmann - Navier-Stokes method introduced in
Chapter) are recalled and adapted to an overset framework. Although this may seem
redundant, it is nonetheless essential as it clearly highlights the different interpolation
steps and how the method is adapted in comparison to the case where the LB and NS
domains are coincident.

6.5.1 General methodology

To illustrate the basic idea of the hybrid lattice Boltzmann - Navier-Stokes method
in the context of overset grids, a simplified non-matching 1-D case represented in Fig.
6.13 is studied. The computational domain is decomposed into two sub-domains such
that the finite volume method is applied on (2yg and the lattice Boltzmann method is
applied on Qpy. The coupling procedure relies on a two-way communication procedure.
Consequently, the flow solution is transferred from yg to (—») as well as from

to Qs (—>). As proposed in Chapter 5, the communication is performed through
ghost cells: each grid is extended with ghost cells where the flow solution is imposed by
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the facing numerical method. To be consistent with the finite volume scheme, which is
based on a five-point stencil, two layers of ghost cells are added to each sub-zone, making
up the computational domain.

Overlap area

unaffected points donor points receiver points

DAY I I T]Ax ) !

Qip
I 11/ 1
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[ | | Il
receiver points donor points unaffected points

Figure 6.13 — 1-D representation of a LB - NS coupling interface. The computational
domain is decomposed into a finite-volume Navier-Stokes sub-domain and a lattice
Boltzmann sub-domain.

The hybrid lattice Boltzmann - Navier-Stokes method can be broken down into 3 main
components:

« LBM to NS-FV transfer ( —>). The information transfer from the LBM
domain to the NS domain consists in imposing the flow state vector W = (p, u;, T)*
at the NS ghost points (O). To this end, the value of the flow state vector W is
computed at the lattice Boltzmann donor points () and then interpolated onto the
receiving grid. The density and velocity components of W are directly obtained
by taking the discrete moments of the distribution functions. As discussed in
Chapter 5, a rescaling step has to be performed before the exchange since the
lattice Boltzmann and Navier-Stokes solvers are implemented in different systems
of units. In addition, temperature fluctuations are reconstructed as:

§(0.0)(c — RTy)
(ro+ OO

TO ) =Ty+T =Ty + (6.5.1)

where py is the reference density, p/ (0, t) is the density fluctuation obtained through
the interpolation of the LB density field, ¢y is the speed of sound and R is the gas
constant.

« NS-FV to LBM transfer ( = ). The information transfer from the NS domain
to the LBM domain is at the heart of the coupling procedure. Starting from the flow
state vector W defined at the donor cells (O) of the FV solver, the 19 distribution
functions of the D3Q19 LBM have to be imposed at the lattice Boltzmann ghost
points (). In order to alleviate this one-to-many problem, it is proposed to split
the distribution functions into an equilibrium and an off-equilibrium part. While
the equilibrium part can be directly computed thanks to its analytical formula [152],
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the off-equilibrium part is determined through a Chapman-Enskog expansion (see
Chapter 5 for the detailed derivation). As a result, the off-equilibrium is shown to
depend on flow state vector W and on its gradients. Therefore, the 19 distribution
functions in the ghost points of the LB solver are computed as:
Fi(0,1) = FI(W(0,1) + £ (W(0,1), VW(O,1)). (6.5.2)

where W (O, t) (resp. WV(O, t)) is the flow state vector (resp. flow state gradient)
obtained through the interpolation of its NS counterpart.

e Coupling of time-stepping schemes. In the context of unsteady aerodynamic
and aeroacoustic computations, the information exchange as described above is
carried out at each time step (see Figure 6.14). In Chapter 5, the coupling between
the LBM and explicit and implicit time advance schemes has been developed and
thoroughly studied, with the only restriction being that the time steps of the two
methods match at the coupling interface. However, in the case of overset grids,
it will be seen later in this Chapter that the time-advance scheme used in the
FV-NS method plays an important role in the robustness of the hybrid LB - NS
method. This is because space and time interpolations might interfere, leading
to high-frequency spurious noise emission. This will be demonstrated in a more
rigorous way in Section 6.5.3.

Update NS Update NS
--->l NS . NS : NS f--->
flow solution flow solution
[ & [ & [ &

Space Space & Time Space Space & Time Space Space & Time
interpolation interpolation interpolation interpolation interpolation interpolation
4 / 4 / 4 /

Update LB | | Update LB
LBM : > LBM . > LBM --=>
flow solution l l flow solution
-—— ° ® ® -
t— At t t+ At

Figure 6.14 — Temporal communication between the LB and NS domains when using
overset grids. Both numerical methods use the same time step At.

6.5.2 Computation of gradients on a structured grid of arbitrary
topology

As a conclusion to the previous Section, at the coupling interface between the lattice
Boltzmann and the Navier-Stokes methods, only the flow state vector W and its gradients
are interpolated and exchanged. In the coupling procedure of Chapter 5, the computation
of the gradients required for the application of Eq. (6.5.2) was performed in the vicinity of
the coupling interface by means of a Cartesian finite difference method. Indeed, hitherto,
the interface between the two numerical methods was always positioned between two
Cartesian mesh blocks. As the present work aims to gain flexibility from the viewpoint of
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meshing (by superimposing curvilinear and Cartesian grids for instance), it is necessary
to extend the gradient calculation procedure initially proposed.

While the finite difference formalism could be retained by using a coordinate transfor-
mation method allowing the passage between a curvilinear physical mesh and a unitary
Cartesian computational mesh [420], it is proposed to switch back to the finite-volume
formalism already present in the Navier-Stokes solver. This ensures greater robustness
and a lower computational cost. Thus, the gradients of the conservative variables are
calculated using Green’s formula on the control volumes of the finite-volume mesh. The
gradient in the x; direction of a quantity ¢ is then obtained from:

d¢

1 0¢ 1 1
dQ
a.ﬁEi

Qe Q| Jo, O 19| Jaq. €|

lr, - malp,,  (6.5.3)

where (2. is a cell of the finite-volume mesh and m is the unitary outward-facing normal
of face I';. It is important to note that, in this framework, the gradient is assumed to
have a uniform value in the cell €.

The actual procedure is detailed in Fig. 6.15. The calculation of the gradient, defined
at the center of each cell of the mesh, requires the knowledge of the value of the variable
¢ at the middle of each face of the control volume. These interface values are then
calculated by taking the average of the values of ¢ defined in the neighbouring cells.

o

o | O

<
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Figure 6.15 — Computation of gradients on a structured grid of arbitrary topology. To
compute the value of V¢ defined at the center of a mesh cell (a), an intermediate value
of ¢ at the center of each face (b) is calculated by taking the average of the two nearest
neighbours (c¢). The corresponding stencil is shown in orange.

6.5.3 Spectral analysis of joint space and time interpolations

During the validation process of the overset grid methodology in the context of
segregated lattice Boltzmann and Navier-Stokes computations, it was observed that
spurious noise was generated when vortical structures passed through the overlapping
area between the grids. This phenomenon can be explained with the help of signal theory
tools. Indeed, Desquesnes et al. [102] as well as Cunha et al. [127] have shown that the
interpolation process, which consists in reconstructing a continuous signal from a sampled
signal and then resampling it on a second mesh, generates spectral aliasing, which causes
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the emission of spurious acoustic waves. In the particular case of the hybrid lattice
Boltzmann - Navier-Stokes method on overset grids, two interpolations are performed
simultaneously: one in space and the other in time. Therefore, the purpose of this section
is to reproduce and extend the analysis of Desquesnes et al. [102] and Cunha et al. [127]
in order to study the impact of this double interpolation on the spurious noise emission.

6.5.3.1 Aliasing induced by joint space and time interpolations

While in [402, 427] the spectral study of the interpolation is carried out in 1D; it
is here extended to a two-dimensional case since the effect of the joint interpolation in
space and time is intended to be characterised. To this end, an infinite mesh of R x R
with a uniform space step Az and a uniform time step At is considered so that for
every point ( = (z;,t;) one has x; = iAz and t; = jAt. Hereafter, the coordinates z;
and t; are assumed to be independent. Let f be a square-integrable function that is
to be interpolated. The interpolation procedure in the case of the lattice Boltzmann -
Navier-Stokes coupling can then be broken down into five steps as shown in Fig. 6.16:

Time interpolation
Step 1 Step 2
L T,[f4 .

Step 0

f Ja L[ fa)a

Step 3

| 7. [Tl 2 7 101

Space interpolation

Figure 6.16 — Interpolation procedure for a given function f in the context of the hybrid
lattice Boltzmann - Navier-Stokes method on overset grids.

e Step 0. The continuous function f is first discretised on the donor grid. From
signal theory, the resulting discrete function (denoted hereafter by f;) is defined as:

fd<l’, t) = f(l’, t)H—[Aa;H—[At

= Z Z f(nx, mt)d(x — nAz)d(t — mAt).

nN=—00 MmM=—00

(6.5.4)

In Eq. (6.5.4), the shorthand notation III5 is used to designate the Dirac comb
of period A which is given by IA(§) = >, ., 0(§ — nA) where 6 is the Dirac
distribution. Since the focus is on the generation of spurious frequencies, the effect
of each stage of the interpolation process on the spectrum of f has to be tracked.
For this purpose, the Fourier transform of f; is computed through:

Flidlow) = o > S FIf] <a—22ﬂ;1,w—272?2>, (6.5.5)

mi]=—00 Mma=—00
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where « is the angular wavenumber and w is the angular frequency. F[f] refers to
the Fourier transform of the continuous function f defined by:

(o, w) = /°° /OO f(x,t)e_i(o‘““’t)dxdt. (6.5.6)

Herafter, the support of F[f] is assumed to be included in | — 7/Az, n/Az] x | —
w/At, w/At[. The discretisation process, defined by Eq. (6.5.4) induces a
(27 /Az, 27 /At)-periodisation of the signal, leading to an infinite support for

Flfal-

Step 1. The discretised function f; is then interpolated in time. As shown in
[428], interpolating a function g is equivalent to convolving this function by the
associated transfer function. Thus, the resulting time-interpolated function Z,[f,]
reads as:

Tilfa)(x,t) = fa(z,t) = BENPA(1). (6.5.7)

In the context of Lagrange polynomial interpolation, the transfer function is directly
determined by the interpolation coefficients of Eq. (6.3.2):

N—d
£ .
PRy = 3 1, ( ) e (z +7). (65.8)
j=1-d
1jp,1(() is the indicator function defined as 1j((z) = 1 if & € [0, 1] and 0 otherwise.

Again, in order to keep track of the spectral content, the Fourier transform of the
time-interpolated function Z;[f,] is calculated and leads to:

f[zt[fd]} (@, w) = F[f] (, ) x f[hglfpd} (w). (6.5.9)

The analytical derivation of the Fourier transform of the transfer function associated
with Lagrange interpolators is detailed in the appendix of [429].

Step 2. After having interpolated in time the discrete function fy, this new function
is now sampled on a new infinite mesh of R x R where only the time discretisation
is modified. This results in the introduction of a new time step At’ and an offset
with respect to the first mesh denoted by 7. Hence, for every point { = (x;,¢;) one
now has z; = iAz and t; = jAt + n. The sampling of Z;[f,] reads:

L[ fala(z,t) = [ fal(z, t) I a T Ay

- Z Z Tl fa](nz,mt)d(x — nAz)d(t — mAL),

nN=—00 M=—0o0

(6.5.10)

and the Fourier transform of Z;[f;]4 has the following analytical expression:

o0

f[zt[fd]d} (o, w) = ﬁ 3 e—i%mf[zt[fd]] (a,w— 227:3). (6.5.11)

m3z=—00
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Analogously to step 0, the new time discretisation defined by Eq. (6.5.10) induces
a 2w /At'-periodisation of the interpolated signal. Since the support of Z;[f4]4 now
reduces to | — 7 /At', w/At'[, some modes generated at step 0 and partly dissipated
at step 1 are here shifted (i.e. aliased) to various frequencies. It is essential to note
that this phenomenon is homogeneous in the x direction.

o Step 3. The discretised function Z;[f,]4 is further interpolated in space. As previ-
ously, this results in the convolution of this function by the interpolation transfer

function. Thus, the resulting space- and time-interpolated function Z, [It[ fd]d}
reads as: .
Lo \Tlfala| (2, 8) = Tl fula(a, )« 5P (2). (6.5.12)

In the Fourier space, Eq. (6.5.12) is equivalent to:

]—"{Ix [zt[ fd]d]: (@, w) = ]-“[It[ fd]d] (a,w) x f[hglfpd] (). (6.5.13)

e Step 4. Finally, the space- and time-interpolated function is now sampled on a
new infinite mesh of R x R where, this time, only the space discretisation is affected.
This results in the introduction of a new space step Az’ and an offset with respect
to the first mesh denoted by n,. As a result, for every point ( = (z;,¢;) one now

has z; = iAx’ + 1, and t; = jAt' + 1. The sampling of Z, [It[fd]d] reads:
L [T fala] (@.t) = T, | Tl fal (2 )L L

= Z Z 7, [It[fd]} (nx,mt)d(x — nAx")o(t — mAt).

n=—00 Mm=—00

(6.5.14)

All changes in the spectrum of the original function f resulting from the different
interpolations in space and in time are contained in the following expression:

Flafzi) Jow =52 3 c=er[nmp)| (o Bhte).

my=—00
(6.5.15)
Just as for steps 0 and 3, the space discretisation defined by Eq. (6.5.14) induces a

27/ Az’-periodisation of the interpolated signal. Since the support of Z, [It [ fd]d}
d

now reduces to | — n/Ax', w/Az'[ x | — /A, w/At'[, some modes generated at
step 0 and those produced at step 2 are here shifted to various frequencies. As a
result, an interaction between the spurious frequencies generated through the time
and space interpolations is expected to occur in the framework of the hybrid lattice
Boltzmann - Navier-Stokes method on overset grids.

6.5.3.2 Numerical examples

In order to illustrate the aliasing phenomenon resulting from the two-fold interpolation
in space and time, two numerical examples are considered. Similarly to [102, 427], the
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following set of test functions is studied:

Folat) = cos (’“_”[m o1 + Ma)t]) exp <— (f" —aoll+ Ma)t>2> C(6.5.16)

16 16

where k € [0, 14] is the wavenumber, ¢ is the isentropic speed of sound and Ma = 0.1
is the Mach number of the uniform flow. Each f; is the product of a cosine and a
Gaussian. Since the effect of the joint space and time interpolation is intended to be
characterised, a time dependence has been added to the definition of f; so as to mimic
the propagation of an acoustic wave in a uniform flow. In the following, two specific
values of k are investigated, namely k£ = 4 and £ = 10. While the first one allows to
assess the effect of the interpolations on functions exhibiting a low-frequency content (i.e.
well-resolved waves), the second one is particularly interesting for understanding their
impact on underresolved waves. Fig. 6.17 shows the space and time evolution of fj in
the case of k = 4.

100
k=4 1.0 — =50 t=0 —— t=50
1 0.8 10}
50 0.6
0.4 B}
25 0.5
0.2
Lo 00 Jr
—0.2 0-0F
—25
—0.4
—50 —0.6 —0.5
s 0.8
100 et - - . :
~100 ,'50 (') 5'0 100 —100 —50 0 50 100
e x

Figure 6.17 — Space and time evolution of f; in the case of k = 4.

Fig. 6.18 shows the normalised Fourier transform of f; and fio. As seen, regardless
of the value of k, the Fourier transform F|f;] is composed of two Gaussians centred on
+(km /16, —km/25) and thus, is of compact support in | — 7, 7.

For the sake of simplicity, the functions f; are discretised on a uniform infinite donor
grid defined by Az = 1 and At = 1. All interpolations are achieved using second-
order centred Lagrange polynomials (LIp2). Although these interpolation schemes are
not exactly used in actual computations, they still allow for highlighting the aliasing
phenomenon. The discretisation of the interpolated functions is then performed on three
different receiver grids. The first one is defined by At' = 3/4 and Az’ =1 (the baseline
function is merely interpolated in time and not in space), the second one is defined by
At' =1 and Ax’ = 5/4 (the baseline function is merely interpolated in space and not in
time) and the third one is defined by At' = 3/4 and Az’ = 5/4. In all cases, the offset of
the receiver grid is set to 7, = 1, = 0 since a non-zero offset only creates a phase shift.

Fig. 6.19 compares the normalised Fourier transform of the discrete function f 4
after the successive interpolations for £ = 4 (Fig. 6.19a) and k& = 10 (Fig. 6.19b) on
the three receiver grids. To facilitate the analysis of the Figure, black (resp. grey)
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Figure 6.18 — 2D Normalised Fourier transform of fi for (a) k =4 and (b) k = 10.

dashed lines enclose the bandwidth of the donor (resp. receiver) mesh. The first thing
to note is that regardless of the wavenumber k& of the test function, the interpolation
procedure does lead to the generation of spurious modes, as shown in [402, 427]. If the
interpolation is only performed in time, the angular wavenumber of the initial function
remains unchanged: only modes with a higher angular frequency are generated. Similarly,
if the interpolation is only performed in space, the angular frequency of the initial function
remains unchanged: only modes with a higher angular wavenumber are generated. As
such, for a low-frequency base content, the amplitude of these spurious modes is very
small and does not impact the solution. However, for high wave numbers (e.g. k£ = 10),
the amplitude of these spurious modes can be high and lead to the generation of waves
whose amplitude is very close to the one of the original signal. The most interesting
configuration is the one where interpolations are made in both space and time. Indeed,
it can be observed that the pattern of the generated parasitic modes quickly becomes
complex and, therefore, difficult to filter out. In addition, there are also new modes that
emerge purely as a result of the combination of the two successive interpolations. As a
result, this can be harmful in the context of aeroacoustic simulations.

The theoretical analysis performed in this section has shown that the joint space and
time interpolation creates spurious modes whose magnitude may, in some cases, be as
large as that of the original signal. This phenomenon will further be highlighted in the
subsequent Section, and the interest of the time coupling of the LBM with an implicit
time scheme will be shown.

6.6 Validation of the hybrid LB - NS method on
overset grids

The hybrid lattice Boltzmann - Navier-Stokes overset grid methodology is now val-
idated on two aerodynamic and aeroacoustic test cases. First, Section 6.6.1 considers
a two-dimensional acoustic pulse. Then, the case of a convected vortex (already intro-
duced in Section 6.4) is investigated. Throughout this Section, a pseudo-2D periodic
computational domain of size [5L,5L, 10Az] with L being the reference length equal

278



6.6. Validation of the hybrid LB - NS method on overset grids

’
r At'=3/4 r At'=1 At'=3/4
Fl|Zy [It[fk,d]d] ] Fl L, {It [fk,d}d} . Fl\Z, [It [fk,d]d] .
/= L Az'=5/4 Azx'=5/4
3T Az'=1 10° 3 10" 3r 10"
k=4 . k=4 k=4]* o v 1
o 2 o o o 1 2
. PR PR PR .
13 13 13
————————— ] 3 2 3 1= me - 3
RO T | 0§ 3 I Ramm— 0§ N prmmmmm ek | 0§
2 1 = g I i - 2 I 1 =
3 [ 5 H 1 H " il 5
B g & & . g
g o i 5 g o N g o L 1 5
% i < < i o ‘o ] £
5 i - 5 H 5 i 1 3
< cozoooood e o< R 0 < it 7
5 5
2 2
2
. . P . .
3 10°% 3 10°% 3 10°*
-3 -2t -1 0 T 2 3 3 -2t -m 0 T 2 3w -3r -2r -1 0 P
Angular w b Angular w b Angular wavenumb
3r > > 10° 3r 10° R — > 10°
k 0 k k
2 ‘ ‘ ‘ 2 2r{ * o
3 . . £ . 3
O ] - % 3 — 2
RS I S | 0! 2 3 - - 0§ N frrmm—mtiy 10! 2
g 1 = g I i = 2 I ! =
[ ! 5 3 1 cid e H I, 4. -
s 1 2 3 I i e [N i &
E 0 1 3 £ 0 I i £ o I ! 3
5 el = 5 1 ol 5 b ol =
E ! 3 3 1 i - n i 3
4 ) £ ® 1 ] 4 I+ ) 2
< i 077 < I 10 < [ i i 0
5 . 5
=4 . . =z
27 . .
3 = = = 10°% 3 10°% 3r+—= —= —e ¢ A 10°*
3 -2 -m 0 T 2 3 3 -2 -m 0 T 2 3m 3 -2r  -m 0 P
Angular w b Angular w: b Angular wavenumb

Figure 6.19 — 2D Normalised Fourier transform of Z, [It[ fr.d] d] . for (a) k =4 and (b)

k = 10 and the three receiver grids (in columns).

to 1 m is considered. Three different meshing strategies are compared and represented
in Fig. 6.20. Firstly, a mesh consisting of matching Cartesian grids (see Fig. 6.20a) is
studied and serves as a reference for the subsequent validation process. Then, two overset
configurations are investigated. The first (see Fig. 6.20b) is identical in all respects
to the one already presented in Section 6.4. The second one considers the overlay of a
curvilinear grid on a Cartesian background mesh (see Fig. 6.20c¢). The curvilinear grid is
obtained by applying the following transformation to the Cartesian overset grid of Figure
6.20b:

3 car . 3 car
o a:cart—l—0.02551n< 7”2 t) and Yeurvi = Years + 0.025 sin (%) (6.6.1)

The lattice Boltzmann method is applied on the Cartesian background mesh while the
finite-volume Navier-Stokes method is applied on the overset grid (in blue in Fig. 6.20).
The kinematic viscosity v is set to v = 15.6 x 1076 m? /s, the reference temperature is
Ty = 300 K and the speed of sound ¢y has a value of 347.3 m.s~!. For the HRR collision
operator, the hybridisation parameter is o = 0.995.

6.6.1 Acoustic pulse

This test case aims to assess the aeroacoustic capabilities of the hybrid lattice
Boltzmann - Navier-Stokes method with overset grids and to study whether such a

279



CHAPTER 6. OVERSET GRIDS FOR THE HYBRID LB - NS METHOD

—— Block interface === Coupling interface

5| o I |00 [ e
H QrBm H QLBM QLM

4 -

3 -

Y Ons

2 -

1 -

0 L 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5

T x ©
(a) Reference domain w/o overset grids (b) Cartesian overset grid (c) Curvilinear overset grid

Figure 6.20 - Computational domains used for the validation of the hybrid lattice
Boltzmann - Navier-Stokes overset grid methodology.

method can be used for aeroacoustic simulations. In this context, the acoustic pulse is
the most standard wave propagation problem [430]. The corresponding initial flow field
is given by:

P, Y)ieo = Po <1 + Aexp <— (o= xC)ZZ;y = yc)Q])> ’ (6.6.2)

u(@,y)li= = 0,

where py = 1.1765 kg.m™3 is the reference density, A = 1073 is the amplitude of the
perturbation and R. = 0.1 m its characteristic radius. The pulse is initially located at
the center of the domain, i.e. at (z.,y.) = (2.5,2.5).

The uniform grid size is set to Ax = L/n, where n, is the number of grid points per
unit length, and the time-step is chosen so as to enforce a CFL number of 1/v/3 ~ 0.57
for both the NS-FV and the lattice Boltzmann solvers thus ensuring a synchronous
time evolution. In the following, the explicit time advance scheme will be used for
the finite-volume Navier-Stokes method and only grids (a) and (b) of Fig. 6.20 are
investigated (the results being the same in the case of the curvilinear overset grid).

Fig. 6.21 shows the fluctuating density profiles Ap at y = 2.5 m for two mesh
resolutions and various interpolation orders. The “Reference” solution corresponds to
the result obtained on grid (a) of Fig. 6.20, i.e. without overset. It can be observed from
Fig. 6.21 that in the case of a poorly resolved wave (n, = 25), the use of overlapping
meshes leads to a significant generation of spurious noise, which is not present in the
case of conformal meshes. However, with fifth-order Lagrange interpolations, these waves
are largely attenuated and the solution tends towards the reference one. The same
effects are also visible in the case n, = 50, even though the parasitic phenomena are
much reduced. In the finely solved case (n, = 100), the effect of interpolations is almost
invisible, whatever the considered order. It should be noted, nevertheless, that the
second-order Lagrangian interpolation (i.e. linear interpolation) should be avoided in
the case of aeroacoustic simulations since pseudo-stationary waves are exhibited in the
vicinity of the overlap (as shown in the zoom boxes in Fig. 6.21).
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Figure 6.21 — Fluctuating density profiles Ap at y = 2.5 m for various mesh resolutions
and spatial interpolation orders. The grey vertical dashed lines indicate the position of
the overset grid.

In order to quantify in more detail the effect of interpolations and grid resolution on
the quality of the solution in the presence of overlapping meshes, Fig. 6.22 plots the
fluctuating density fields in the entire computational domain. While in the reference
case (with matching NS and LBM grids), all the considered resolutions lead to very
similar isotropic solutions, this is no longer the case when using overlapping meshes.
It can be seen that the different orders of interpolation act differently on the reflected
waves. Indeed, while the 2nd and 3rd order interpolators tend to emit waves at both the
straight edges and the corners, the fifth-order interpolator tends to emit waves only at
the corners.

This test case provides some good practices to be followed in the context of aeroacoustic
simulations with the hybrid lattice Boltzmann - Navier-Stokes overset grid method. If
the overlap area is in a particularly well-resolved area, then an interpolation of order
three or five is sufficient to ensure the quality of the solution (order two being subject
to residual acoustic waves in view of the previous discussion). Yet, if the resolution is
looser, the fifth-order Lagrangian interpolation method is the only one that limits the
spurious acoustic waves to an acceptable level.

6.6.2 Advection of a vortex

The case of a vortex convected across an overset grid interface is addressed here. It is
a standard but very challenging test case as the frequency content of the vortex is much
more broad-band than the one of the acoustic pulse. Thus, a wide range of wavelengths
are excited, which can interact and generate spurious phenomena. Following the case
setup of Section 6.4, the initial flow field is given by Eq. (6.4.1) where py = 1.1765 kg.m ™3
is the free-stream density, cq is the speed of sound, € = 0.07¢y is the vortex strength and
R. = 0.1 m is the characteristic radius of the vortex. This time, the vortex is initially
located at (z.,y.) = (1.5,2.5), and is convected along the z direction at a Mach number
of 0.1 so as to investigate the effect of the overset method on the two-way exchange

281



CHAPTER 6. OVERSET GRIDS FOR THE HYBRID LLB - NS METHOD

Ref. without overset 2nd-order interp. LI2pl 3rd-order interp. LI3pl 5th-order interp. LI5p2

5
0
Iy
8
0
5
0
0 1 2 3 4 50 1 2 3 4 50 1 2 3 4 50 1 2 3 4 5
x T T x

—3.000 x 107° —8.000 x 107 1.400 x 107° 3.600 x 107° 5.800 x 107° 8.000 x 10~°

ng =25
(3% w = ot

—_

o

n, 0
[N} w =

—_

'y

ng = 100
() w

—_

Fluctuating density field Ap = p — po

Figure 6.22 — Fluctuating density field Ap for various mesh resolution and overset
interpolation orders. The black dashed lines indicate the position of the overset grid.

between the lattice Boltzmann and Navier-Stokes methods.

In the following and unless otherwise stated, the Cartesian background grid has a
uniform cell size Az = L/n, where n, = 100 is the number of grid points per unit
length. In the case of mesh (a) and (b) (see Fig. 6.20), the cell size is identical in
all the grids. However, for mesh (c) (see Fig. 6.20), one has Az € [0.9Az, 1.1Ax]
and Ayeurvi € [0.9Ay, 1.1Ay] for the overset curvilinear grid. The explicit time advance
scheme is considered for the finite volume solver.

A qualitative validation is carried out first. To this end, Fig. 6.23 displays the relative
density field p* defined by p* = (p — pmino0)/(Po — Pmino) as the vortex crosses the first
overset interface (LBM to NS exchange). In order to ease the analysis, a “Reference”
solution corresponding to the result obtained on the grid (a) of Fig. 6.20 has been
added to the plot. In addition, in the case of the overset meshes, the shape of the
overlaying grid is plotted with every 10th mesh point. In general, it can be observed that,
regardless of the interpolation order or the overlaying grid topology, the vortex crosses
the coupling interface while preserving its coherence. Once again, it can be noted that
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second-order interpolations should be avoided. Indeed, this leads to spurious oscillations
or to a distortion of the vortex. Raising the interpolation order naturally eliminates these
parasitic phenomena. However, this figure does not allow us to conclude on the interest
of the fifth-order interpolation compared to the third-order since the two solutions seem
identical.
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Figure 6.23 — Non-dimensional density field p* = (p — pmin,0)/(Po — Pmin,o) as the vortex
crosses the first overset interface for different grid topologies and interpolation orders.
To ease the analysis of the Figure, the shape of the overlaying grid is superimposed on
the density fields (one point out of ten is displayed).

In order to get more insight into the effect of the interpolation order and the overset
grid topology, Fig. 6.24 shows the time evolution of the density profiles at y = 2.5
m as the vortex crosses the coupling and overset interfaces. The first thing to note is
that, regardless of the interpolation order, the curves corresponding to a Cartesian or a
curvilinear overlaying grid are superimposed at all times. This validates the fact that
the present strategy can be used on all types of grids. In the case of a centered linear
interpolation (LI2pl), a slight numerical dissipation is observed but in a lesser extent
than for a full LBM computation. It can therefore be concluded that the hybrid lattice
Boltzmann - Navier-Stokes method exploits the advantages of both methods, since the
superimposition of a NS grid onto the Cartesian LBM background grid limits the overall
dissipation of the vortical structure. By increasing the order of the interpolation scheme,
one recovers the behaviour of the reference computation. Indeed, the results obtained
with both the LI3pl and LI5p2 interpolation schemes are in good agreement with the
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Figure 6.24 — Non-dimensional relative density profiles at y = 2.5m as the vortex crosses
the coupling and overset interfaces. The grey vertical dashed lines indicate the position
of the interfaces. (a) LI2p1, (b) LI3pl, and (c) LI5p2 Lagrange interpolation schemes.

reference solution. Again, there is no difference in the quality of the solution between
these two interpolation methods. This confirms the fact that aerodynamic simulations
are less demanding than aeroacoustic computations: here, a third-order interpolation
scheme seems sufficient to preserve the aerodynamic quantities.

The effect of the overset grid methodology on the convergence order of the hybrid
lattice Boltzmann - Navier-Stokes method is now discussed. Fig. 6.25 shows the evolution
of the L? density error norm as a function of the mesh resolution n, = L/Ax. In contrast
to the pure LBM and pure NS computations, the second-order interpolation does not
degrade the overall order of the method (which is of order two as shown in Chapter 5).
It can therefore be seen that despite the fact that most of the points are updated via
the LBM, the use of an overset NS grid avoids the introduction of a spurious viscosity
and thus preserves the order of the method. It should be noted, however, that the
second-order interpolation induces a much higher level of error than a hybrid lattice
Boltzmann - Navier-Stokes computation without overlapping grids. Only the third- and
fifth-order interpolations allow the error levels to be approximately the same as the
reference case. Fig. 6.25 also allows to rule on the interest of the 5th-order interpolation
method. Indeed, even if, on the previous figures, no notable difference could be observed,
the Hth-order interpolation is more precise than its 3rd-order counterpart. This can
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therefore be of particular interest for aeroacoustic computations.
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Figure 6.25 — Convergence rate of the hybrid lattice Boltzmann - Navier-Stokes method
on overset grid. The second-, third- and fifth-order Lagrange interpolation schemes are
compared.

To conclude the analysis of the convected vortex test case, it is proposed to focus
on the generation of parasitic acoustics during the passage of the vortex structure at
the interface between the overlapping grids. For this purpose, the periodic boundary
conditions imposed until now at the outer boundaries of the computational domain are
replaced by absorbing layers [425]. For the sake of clarity, only the case of mesh (b) is
presented. The fifth-order interpolation scheme is used for the communication between
the overset grids and a third-order time interpolation is employed between the lattice
Boltzmann and Navier-Stokes solver (see Chapter 5). Fig. 6.26 shows the spurious noise
emission (defined as the fluctuating pressure Ap = p — p,r in Pa) when the vortex crosses
the coupling and overset interface. As shown in Figure 6.26a, the successive application
of space and time interpolation generates high-frequency spurious waves (Figure 6.26b
zooms in on the region where these waves appear). A similar behaviour is observed if the
spatial or temporal order of interpolation is changed. The only way to avoid these waves
is to remove the time interpolation, i.e. to switch to an implicit time advance scheme for
the NS solver (as shown in Figure 6.26¢). This result provides a further demonstration
of the detrimental effects of double interpolation in aeroacoustic simulations. Moreover,
as shown in Section 6.5.3.1, this phenomenon can be predicted by the theory a priori.

It should be noted that spurious acoustic waves are still emitted even when time
interpolations are removed. These waves are inherent to the lattice Boltzmann - Navier-
Stokes hybrid method and are more particularly linked to an inconsistency error between
the two methods. Indeed, the LBM solves only a weakly compressible athermal version
of the Navier-Stokes equations, which causes an abrupt limitation of the solution when
switching to the finite volume solver which is based on the full set of compressible Navier-
Stokes equations. However, as shown in Chapter 5, if the partitioning between the LBM
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and NS zones is done conscientiously (i.e. by avoiding the crossing of vortical structures
through the coupling interface), aeroacoustic computations particularly advantageous
using the hybrid LB - NS method. This is the subject of the next section.

With time interpolations Without time interpolations

Ap [Pal

—0.2

—0.6

-1.0

(a) (b) (c)

Figure 6.26 — Spurious noise emission for the convected vortex test case (a) with the
LI5p2 interpolation space interpolation scheme and third-order time interpolations, (b)
zoom on the overset grid and (c) without time interpolations (i.e. the finite-volume
Navier-Stokes method uses an implicit time-stepping scheme).

6.7 Application: flow past a circular cylinder

To conclude this Chapter, and as a first step towards flow simulations around complex
geometries with the hybrid lattice Boltzmann - Navier-Stokes method using overset grid,
it is propsed to revisit the application case of Chapter 5, focusing on sound generated by
the flow past circular cylinder.

The same flow configuration as in Chapter 5, initially introduced by Inoue and
Hatakeyama [372], is considered. A cylinder of diameter D = 1 m is fixed in a uniform
flow. The upstream Mach number M, is set to M., = Uy /co = 0.2 and a Reynolds
number Re = Uy D /vy, of 150 is chosen in order to remain below the onset of three-
dimensional fluctuations. The computational domain has a size of [600D, 600D, 10Ax]
and the cylinder is centered at its origin. Fig. 6.27 illustrates the computational domain
using overset grids. A hybrid mesh consisting of a curvilinear grid superimposed to a
uniform background Cartesian grid is used. Adiabatic no-slip boundary conditions are
employed on the cylinder surface and periodic boundary conditions are applied in the
z direction. Non-reflecting far-field boundary conditions are also imposed at the outer
boundary conditions of the computational domain. The finite-volume Navier-Stokes
method (in blue in Fig. 6.27) is applied on the body-fitted curvilinear grid in the vicinity
of the cylinder while the lattice Boltzmann method is devoted to the computation of the
far-field acoustics (in orange in Fig. 6.27). The NS domain extends throughout the wake
zone since the thermodynamic closure of Eq. (6.5.1) is not applicable there.

The first points off the solid surface are placed so as to remain in the boundary
layer. Consequently, on the curvilinear grid, the normal grid size in the first cell is
set as A, = 0/10 where § is the boundary layer thickness, and the tangent one is
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Figure 6.27 — Computational domain used for the study of the flow over a circular
cylinder using overset grids.

set to Ay = D/90. The uniform cell size of the background Cartesian grid is such as
Az = Ay = 2D, leading to approximately 12 points per wavelength. Owing to the large
disparity in grid sizes in the near- and far-fields, an implicit time-stepping is employed
by the Navier-Stokes solver to ensure a physical CFL number of 1/4/3 at both sides
of the coupling interface. This also prevents the emission of high-frequency spurious
waves at the overset coupling interface. In light of previous findings, the LI5p2 spatial
interpolation scheme is used for the overset communication procedure.

First, the aerodynamic results are analysed to assess the ability of the hybrid lattice
Boltzmann - Navier-Stokes method on overset grids to accurately capture the forces
acting on the cylinder. The parameters of interest are the lift and drag coefficients
denoted by Cf, and Cp respectively. Fig. 6.28 shows the time histories of the lift and
drag coefficients. As readily seen from Fig. 6.28, the strong oscillating behaviour of the
aerodynamic efforts is well recovered. Once the regime is fully established, the averaged
drag coefficient is Cp = 1.378, showing a difference of only 0.2% with the reference
simulation [372]. Similarly, the amplitude of the lift coefficient C} = 0.52 is the same as
in [372]. The Strouhal number S = D f /U, corresponding to the non-dimensionalised
frequency f of the vortex shedding is found to be equal to 0.181, showing a difference of
1% with the reference [372]. Therefore, it can be concluded that near-wall aerodynamics
is well represented by the present approach. Moreover, it can be observed that there is
minimal difference in the values of the lift and drag coefficients, as well as the Strouhal
number, between the present overset computation and the matching computation of
Chapter 5. This demonstrates that the near-wall region remains unaffected by the
numerical treatment of the coupling interface.

The flow-induced noise is now analysed. As already mentioned, the vortex shedding
is responsible for a strong tonal noise at the frequency f of the vortex shedding. The
fluctuating pressure field (defined as Ap(z,y,t) = Ap(x,y,t) — ApPmean(x,y) where
Ap = p — prer) 1s displayed in Fig. 6.29. In addition, a zoom is performed in the vicinity
of the coupling interface between the near-wall curvilinear zone (NS) and the background
mesh (LBM). It can be seen that the pressure field remains continuous through the
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Figure 6.28 — Time evolution of the lift C; and drag C}y coefficients.

interface as no oscillations nor discontinuities in the contour lines are exhibited. Moreover,
the radiation pattern as well as the level of the acoustic fluctuations are in good agreement
with the reference DNS of [372], and the matching computation of Chapter 5.
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Figure 6.29 — Visualisation of the instantaneous fluctuating pressure field Ap.

In order to further validate the quality of the acoustic field computed using the
hybrid lattice Boltzmann -Navier-Stokes method on overset grids, Fig. 6.30 shows the
polar diagram of Ap,,s at a distance of (a) r = 75D and (b) r = 150D of the cylinder.
The radial length represents the magnitude on a linear scale, and the outermost circle
corresponds to a value of (a) Apyms/poct =1 x 107* and (b) Appms/pocs = 0.75 x 1074
In Fig. 6.30, the polar plot of the overset computation is superimposed to the reference
DNS [372] as well as to the matching computation of Chapter 5. First of all, Fig. 6.30
confirm the dipolar nature of the radiated acoustic field. The directivity of the sound
waves agrees with its theoretical value of 0, = +78.5° due to the Doppler effect, as
shown by the black dashed lines. Moreover, the directivity of the overset computation
is in perfect agreement reference DNS [372] and the computation of Chapter 5. As
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Figure 6.30 — Polar plots of the root mean square of the non-dimensional fluctuating
pressure at a distance of (a) r = 75D, and (b) r = 150D of the cylinder. The symbols
denote the results of the reference computation of Inoue et al